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Chapter 6  

1198BThermodynamic analysis of mechanisms 
controlling interfacial CeR0.9RGdR0.1ROR2-yR 
nanostructures formation 

527BExperimental evidence has already been given in last chapter about structural details 

and kinetic distinctiveness between interfacial CGO nanodots and nanowires. It has been found 

that their particular crystallographic orientation is one of the most outstanding and 

distinguishing features determining their contrasted morphology and evolution path. However, 

despite some suggestions were pointed out, further theoretical analyses are required to 

understand the mechanisms governing the different behaviours observed. A thermodynamic 

study of the energetic contributions involved in the formation of interfacial nanoislands is going 

to provide further comprehension of the system, their differences and origin.  

528BA general overview of the state-of-art of present knowledge and established background 

of islands’ formation and evolution was already depicted in the introductory chapter. Up to now, 

these energetic models have been essentially applied to describe interfacial nanoislands in the 

semiconductor field; however, their generality also provides a functional tool to study strain-

induced oxide nanostructures.    

 

529BIn this chapter, we base on approximate equations for the surface energy and the elastic 

relaxation energies of dislocation-free strained-islands derived from continuous elastic theory. 

The study of the total island’s energy of (001) and (011)-oriented CGO nanostructures will 

provide information about their equilibrium shape and their sizes. At the end, several kinetic 

mechanisms are proposed to explain the ultrafast kinetics of (011)-nanoislands. 
  

6.1 1223BEnergy of interfacial nanoisland’s  
530BThe total energy E of an island can be calculated, accordingly to almost all the existing 

models, as the sum (see also chapter 1) 
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531BE  =  ERsurfR  + ERelast R +  ERedgesR + ERinter Eq. 6-1 
 

532Bwhere ERsurfR  is the change in surface and interface energy, ERrelaxR is the elastic relaxation energy, 

ERedgesR represents the short-range contribution of edges and ERinterR is the interaction energy 

between islands [15, 31, 45].  

 

533BInitially, we will focus on a very dilute array of islands, which will allow us to 

determine the equilibrium shape of a single island. This assumption implies that the interaction 

between islands is negligible and, consequently, last term in XEq. 6-1 X can be omitted. Then, the 

change in energy of a single isolated island is just described as 

534BE  =  ERsurfR  + ERelast R +  ERedgesR  Eq. 6-2 
 

535BOur study considers the change in energy as a result of the formation of a coherent 3D 

island on a bare substrate with respect to the energy of a 2D layer of the same volume. We use 

an energetic model which assumes constant island’s height. This approximation accounts for the 

situation where atoms arriving to the island preferentially stick to lateral facets and very rarely 

diffuse to island’s top and, thus, island grows much faster in lateral size D than in height h. 

Experimental results proved that the lateral size of CGO nanoislands effectively increases more 

rapidly than their height. For example, effective diameter D=(ab) P

½ 
Pof (001)CGO nanodots 

increases more than three times faster than its height (Fig. 5-6), and the case of (011)-nanowires 

is even more exaggerated. Hence, considering kinetically-limited height growth seems a 

reasonable approximation. At the same time, this assumption makes calculation more tractable 

[28]. The substrate (i.e. LAO) plus a reservoir of CGO strained to match the substrate in x and y 

directions is taken as energy reference; whereas the island is supposed free to relax in z. From 

TEM strain analysis (chapter 5) we know that CGO nanoislands might grow semi-coherently 

because of the generation of misfit dislocations. However, this partial relief of stresses is not 

expected to modify thermodynamic results derived for the case of coherent islands beyond 

reducing the effective values of stress tensor.  

 

536BFor the sake of simplicity and generality, the island is assumed to be rectangular in 

shape, with height h, short axis of width a and long axis of length b; these two last dimensions 

defined at half the maximum height of the nanoisland. Edge facets corresponding to the short 

axes are tilt an angle δ with respect to the substrate, while long axes facets are bevelled an angle 

θ. The island is considered truncated, since this is the most frequently observed shape for CGO 

nanoislands (chapter 5), though the reason of this morphology is treated in detail in subsection 

X6.2.2X and X6.3.2X. The reference thin film is supposed to be flat with constant thickness t. All 
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parameters describing the assumed island’s shape are defined in XFig. 6-1X, where the dashed line 

indicates the film with the same island volume.  

 
537BOnce defined the general picture of the strained island considered, let’s look for the 

particular equations describing the energy of the island, i.e. surface energy, elastic relaxation 

energy and short-range contribution of edges.  

6.1.1 1274BSurface energy 
538BAs mentioned above, the surface energy term considers the change in surface energy 

due to the formation of a 3D island with respect to a 2D film. For the same material’s volume, 

the surface extension is larger if material is distributed in islands than if it homogeneously 

covers the substrate (film). Thus, surface energy is expected to vary.  

539BSurface energy of an island like the one drawn in XFig. 6-1 X is computed as the sum of the 

energies corresponding to the distinct surfaces present in this configuration, where the island’s 

volume is considered as V=abh. Then, following a similar approach to that proposed by Nie et 

al. [76] 
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540Bwhere γRs Rand γRt Rare the surface energy (per unit area) of the substrate and island’s top facet, 

respectively; and γRiR is the island-substrate interfacial energy (per unit area). Lateral facets’ 

surface energies of short and long sides are named γRa Rand γRbR, respectively. No term 

corresponding to island’s corners is considered. 

541BIf the same material volume was arranged as a 2D film of thickness t, its surface energy 

would be 

ab
t
hE itfilmsurf )( γ+γ=−  Eq. 6-4 

 

542BTherefore, the change in surface energy is calculated as the difference between ERsurf-islandR 

( XEq. 6-3X) and ERsurf-filmR ( XEq. 6-4X) resulting in the expression 
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Fig. 6-1: Schematic picture of the assumed shape of a 3D island on a bare substrate. 

Dashed lines indicate a flat thin film with the same island volume. 
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543Bwhere for compactness it is defined γR1R≡ γRs R- γRt R- γRi R and γR2R≡ γRi R- γRt R- γRsR.  

544BThis equation can be rewritten in terms of island’s effective diameter D=(a·b)P

½
P and its 

lateral aspect ratio c=(b/a)P

½
P. Consequently, the surface energy contribution is rearranged as the 

sum of the three terms 
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 Eq. 6-6 

545Bwhere the first term (ERs-1R) represents the change in surface energy of flat surfaces, whereas the 

second (ERs-2R) and third (ERs-3R) terms reflect the change due to the creation of island’s facets. Both 

XEq. 6-5X and XEq. 6-6X are very general expressions, applying to both (001) and (011)-oriented 

CGO islands.  

 

546BIn subsequent analysis, LAO substrate is supposed to be LaO-terminated; so, γRsR = γRLaO R= 

1.37 J/mP

2
P [177]. However, following results are not dependent on this particular value; 

equivalent results would be achieved if AlO-termination with γRsR = γRAlO R= 1.79 J/mP

2
P was 

considered. For CGO, data referring to CeOR2R relaxed surfaces were used since no large 

energetic differences are expect due to Gd-doping because nearly no change in the fluorite 

structure and lattice parameter turns out. CeOR2R surface energy values derived by Conesa et al. 

[248] based on molecular dynamics were used for coherence with LAO data obtained from 

similar methods. The energy density of an interface is commonly less than the sum of the free 

surfaces energies of the two materials bonded at the interface [11]. So, it is not expected to 

strongly modify parameters γR1 Rand γR2 Rand even less their sign. Consequently, in next analyses, 

interface energy is considered negligible respect to other energetic contributions. The energetic 

data used as well as island characteristics (lateral and top facet planes) defining (001) and 

(011)CGO nanoislands are summarized in XTable 6-1X. In agreement with experimentally 

determined island’s sizes and densities (AFM, TEM), the equivalent deposited thickness is 

computed to be t~0.5 nm, value kept constant in all following studies. 

 
Table 6-1: Edge angles and surface energy values of (001) and (011)-orientated CGO nanoislands       

[76, 248]. 
CGO-Island 
orientation 

θ 
(P

o
P) 

δ 
(P

o
P) 

γRtop 
(J/mP

2
P) 

γRb 
(J/mP

2
P) 

γRa 
(J/mP

2
P) 

γR1 
(J/mP

2
P) 

γR2 
(J/mP

2
P) 

(001) 54.7 54.7 3.25 = γR111R 
=1.54 

= γR111R 
=1.54 -1.88 -0.5 

(011) 35 45 2.45 = γR111R 
=1.54 

= γR001R 
=3.25 -1.08 -3.82 
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6.1.2 1275BElastic relaxation energy and short-range contribution 
of edges 

547BIn heteroepitaxial systems, owing to the discontinuity of the intrinsic surface stress 

tensor and the difference in lattice parameter between the two phases coherently conjugated, the 

island grows surrounded by a strain field. The island exerts a force on the surface which 

elastically deforms the substrate. Misfit between the island and the substrate results in elastic-

force monopoles ƒ along island’s periphery. As a result, island’s elastic energy decreases at 

expenses of strain increase in the substrate (see also chapter 1) [15, 42, 68, 264].  

548BTersoff and Tromp [28] derived a good approximation for the relaxation energy of an 

interfacial island considering that strain ε does not change in z direction within the island, i.e. 

εRxzR= εRyzR=0. That is a fine estimation provided that a>>h and b>>h, condition which applies to 

both CGO nanodots and nanowires. Taking the substrate plus a reservoir of deposited material 

strained to match the substrate in x-y directions as energy reference, the energy change due to 

elastic relaxation can be expressed as  

∫ −χ−= )'()()'('
2
1 xfxfxxdxdxE jiijelast  Eq. 6-7 

549Bwhere the elastic Green’s function of the surface χ describes the linear response to the applied 

force densities ƒRiR=∂RjRσRijR at the surface; x and x’ are two-dimensional vectors. The 2D island 

stress tensor is given by σRij R= σRabR·h(x)·δRijR, where σRaaR and σRbb Rare the xx and yy components of the 

bulk stress tensor of an island strained to fit the substrate x and y lattice parameter, and free to 

relax in z. Variations of σ as the island relaxes are higher-order effects which were neglected. 

The height of the island at position x is given by h(x). Tersoff and Tromp solved XEq. 6-7 X 

considering an isotropic solid, i.e. σRaaR= σRbbR, which leaded to Eq. 1-6; terms involving corners 

were neither considered. However, in a generalized equation applying to both wires and dots we 

should consider a biaxial anisotropic stress, i.e. σRaa R≠ σRbbR. Therefore, we introduce the 

coefficient β to tune the anisotropy strain ratio between both in-plane growing directions. Thus, 

the elastic strain energy can be written as 
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550Bwhere ARoR is a cut-off length in the range of some characteristic length of the system and 

proportional to the height of the island [28]. Whereas the anisotropic strain parameter β is a 

dimensionless coefficient measuring the relation between force monopoles along long and short 

axes, α has units of J/m and depends on island’s height (α ~ hP

2
P) as well as on elastic parameters 

of the substrate such as Poisson’s ratio ν or shear modulus μ.  



Interfacial CGO nanostructures: thermodynamic analysis 

 6-172 

551BFor lattice-mismatched systems with edge-side facets, the always positive short-range 

contribution of edges must also be considered (see also chapter 1) [15, 43]. In literature, it was 

pointed out that this short-range contribution of the edges can be incorporated into the elastic 

relaxation energy equation through a renormalization of the length parameter ARo R[15, 43, 76]. 

Hence, the elastic strain energy plus the short-range contribution of the edges takes the form 
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552Bwhere we consider the renormalized parameter A as a fitting parameter.  

553BXEq. 6-9X can also be rewritten in terms of the island effective diameter D=(ab)P

½
P and its 

lateral aspect ratio c=(b/a)P

½
P. Then, ERelastR+ ERedges Ris expressed as  

1362B1358B
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554BFrom hereafter, the short-range contribution of edges will be implicitly included in the 

elastic relaxation energy. 
 

6.1.3 1276BEnergy of an interfacial isolated island  
555BConsequently, the total energy of a single island in a dilute array of islands can be 

expressed in terms of its lateral axes a and b as  
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556Bor as function of its effective diameter D=(ab)P

½
P and lateral aspect ratio c=(b/a)P

½
P. 
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557BThese general expressions apply to both (001) and (011)-oriented CGO nanoislands. 

However, a detailed analysis is required to distinguish how these crystallographic orientations 

can drive to distinct shapes and evolution behaviours.  
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6.2 1224BInterfacial (001)CGO nanostructures 
558BLet’s initially focus on (001)CGO nanoislands on a LAO substrate, which are 

isomorphic square in shape (i.e. c=1) as it was experimentally observed in last chapter 5. One of 

the most striking features of these dots is that, in general, they remain isomorphic and with 

nearly constant volume at least for the explored annealing times under typical oxidizing 

atmosphere. Thus, first step is to investigate their in-plane equilibrium shape through 

thermodynamic analysis. Afterwards, coarsening behaviour will be studied.  
 

6.2.1 1277BEquilibrium shape of (001)CGO nanostructures 
559BStudy of the equilibrium morphology is rather complex if continuous exchange of atoms 

between islands is permitted, i.e. island’s volume is not fixed. Therefore, we must focus on 

constant island’s volume (i.e. D=ct., h=ct.). The study of island’s energy as function of its 

lateral anisotropy c= (b/a) P

½
P, i.e. curves E(c), provides information about in-plane configurations 

of lowest energy at constant island’s volume.  

560BIn subsequent sections, we first analyze separately the dependence of surface energy 

and elastic relaxation energy on lateral aspect ratio c. Then, the total energy of the island is 

investigated in order to determine the equilibrium island shape given a fixed volume, assuming 

that diffusion within the island is not a problem to achieve this shape. 
  

6.2.1.1 1303BSurface energy as function of lateral anisotropy c for (001)-
nanoislands 

561BTEM images demonstrated that (001)CGO nanoislands are truncated pyramids with flat 

(001) top facet surface and (111) planes in all four lateral facets. Consequently, the surface free 

energy described in XEq. 6-6 X simplifies since γRaR= γRbR= γR111 Rand θ=δ, 

 

⎟
⎠
⎞

⎜
⎝
⎛ +θγ+⎟

⎠
⎞

⎜
⎝
⎛ +θγ+⎟

⎠
⎞

⎜
⎝
⎛ −γ=

=++= −−−

c
ccosecDh

c
cgcotDhD

t
h

EEEE SSSsurf

1211 1112
2

1

321

 Eq. 6-13 

 
562Bwhere γR1R=-1.88 J/mP

2
P, γR2R=4.62 J/mP

2
P, γR111R=1.54 J/mP

2
P and θ=54.7P

o
P. XFig. 6-2X shows a generic curve 

of the surface energy dependence with lateral aspect ratio c of a (001)CGO nanoisland on a 

LAO substrate. The contribution of distinct terms ERs-1R, ERs-2R and ERs-3R is also plotted. This specific 

example corresponds to an island of constant size D=20 nm and height h=6 nm; the same 

behaviour occurs for the other islands’ volumes.   
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563BThe most outstanding feature observed in XFig. 6-2 X is that total surface energy is 

negative. In general, island’s formation is associated to a decrease of elastic energy at the cost of 

surface energy increase with respect to a 2D film (i.e., ERsurfR>0) [12, 60, 191]. When the trade-off 

between these energetic contributions results into a total reduction of the energy of the system, 

islands are expected to form. Therefore, in the present case, ERsurfR<0 indicates that there is no 

surface energy impediment to surmount for island’s formation to happen. A closer study of E(c) 

dependence shows that total surface energy essentially follows the behaviour of the first term 

ERS-1R of XEq. 6-13X. Since ERS-1R<0, ERsurfR is also negative. This term mainly represents the change in 

surface energy of flat surfaces. Thus, besides the ratio between island’s height and equivalent 

deposited thickness, just (001)-substrate surface energy and top (001)-CGO facet surface energy 

(and interface energy between both structures) are involved in this term. Hence, the use of 

highly dilute solutions (h/t>1) together with the particular combination of surface energies of 

(001)-LAO substrate and (001)-CGO result into a very singular system where total surface 

energy already favours island’s formation. So, choosing the appropriate materials, i.e. substrate 

and deposited structure, the general extended idea that island’s creation implies a cost of surface 

energy can be inverted and turn into a further reduction of total energy of the system. The 

possibility of surface energy gain through island formation was already considered by Shchukin 

et al. [15]; who described the case of a InAs pyramid with {101} side facets in Stranski-

Krastanov configuration on (001)GaAs substrate.  

 

564BIn XFig. 6-2X, it is also observed that there exists a surface energy minimum at cReqR=1 and, 

then, ERsurfR increases if (001)CGO nanoisland elongates (=c increase or decrease), independently 

of the in-plane direction. To easily observe this behaviour and to study in more detail the 

influence of ERsurfR on island’s anisotropy, the dominating contribution ERS-1 Rcan be omitted, since 

it is not function of the lateral aspect ratio c. XFig. 6-3 X shows the dependence of ERS-2R+ERS-3R as 
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Fig. 6-2: Surface energy (—) as function of lateral aspect ratio c=(b/a)P

½ 
Pfor a (001)CGO 

nanoisland on a LAO single-crystal substrate. Different contributions to surface energy are also 
plotted: ERS-1R (—), ERS-2R (—) and ERS-3R (—). Fixed island size D=20 nm and h=6 nm was considered.  
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function of lateral anisotropy c for different islands’ volumes. Distinct island’s volumes were 

computed assuming a constant island height and different sizes D. The existence of a minimum 

of surface energy at c=1 independently of island’s volume indicates that in-plane isomorphic 

shape (a=b) is the optimum morphology for (001)CGO nanoislands from a surface energy point 

of view. For any other configuration (c>1 or c<1), (001)-nanodots would increase their surface 

energy. The physical origin behind these results is the equivalence between the four (111) 

lateral facets of the (001)CGO truncated pyramid. Due to this symmetry, the system would not 

lower its surface energy through elongation. Let’s recall that the presented model does not 

include any term corresponding to the corners.  

 

565BHence, surface energy drives (001)CGO nanoislands on LAO substrates to an 

isomorphic (square) shape independently of their volume. Let’s notice that despite plot in XFig. 

6-3X seems to suggest that surface energy is lower for small island volumes, this behaviour is 

inverted when first term of XEq. 6-13X (ERS-1R~-DP

2
P) is also taken into account.   

 

6.2.1.2 1304BElastic relaxation energy as function of lateral anisotropy c 
for (001)-nanoislands 

566B(001)CGO nanoislands grow epitaxially on LAO substrates following the 

crystallographic orientation (001)CGO[110]||(001)LAO[100], which results in two equivalent 

in-plane growing directions. The lower mismatch of this epitaxial relation (ε~-1%) suggests a 

high coherence level. Consequently, these nanoislands grow under a cubic anisotropic strain. 

Just focusing on the in-plane growth along CGO[110]||LAO[100] and CGO[1-10]||LAO[010], 

nanodots grow under biaxial isotropic stress and, thus, force monopoles densities ƒ can be 

considered equal along all island’s periphery. This feature is introduced in XEq. 6-10X imposing 
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Fig. 6-3: ERS-2R+ERS-3 Rdependence on lateral aspect ratio c of (001)CGO nanoislands of different sizes 
D= 10 (—), 25 (—), 50 (—), 100 (—) and 150 (—) nm; in all cases constant height h=6 nm was 
assumed. Dashed-line stresses that ERsurf  Ris minima at c=1 for all islands’ volumes. 
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anisotropic strain parameter β=1. Therefore, elastic relaxation energy plus short-range 

contribution of edges takes the form 
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567BThis equation coincides with the case derived by Tersoff and Tromp (Eq. 1-6) [28], 

since stress tensor of (001)CGO nanoislands satisfies σRaaR= σRbbR≡ σRAR. Thus, one can establish the 

equivalence R  

2
2

·
)1( hA

μπ
νσα −

≈  Eq. 6-15 

568Bwhere ν is the Poisson’s ratio and μ the shear’s modulus. The exact value of the stress tensor is 

unknown; though, a rough estimation can be set as σ~Yε [15], where Y is the Young modulus 

and ε the lattice mismatch. Typical values for perovskite structures can be taken as ν ~ 0.3, μ ~ 

80 GPa and Y~ 200 GPa [265-268]. All these considerations lead to the assessed values α~10 P

-9
P-

10P

-10
P J/m, estimation which includes typical nanoislands’ height < 20 nm. The renormalized cut-

off length A is considered within the range of 2-15 nm.  

 

569BGeneric curves of ERelastR as function of lateral aspect ratio c for (001)CGO nanoislands 

are displayed in XFig. 6-4X; distinct colour curves correspond to different islands’ sizes D and 

constant height h=6 nm. For small sizes, the elastic relaxation energy as function of lateral 

aspect ratio c shows an energy minima at c=1; i.e. ERrelax Rfavours isomorphic shape. However, 

there exists a critical size DRcPR

rel
P above which ERrelaxR promotes the elongation of the island in either 

of the two orthogonal directions with two degenerate minima at c and 1/c. The critical size at 

which ERrelaxR(c) drives the island from square to rectangular shape depends on the strain 
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Fig. 6-4: Elastic relaxation energy plus short edge contribution of edges as function of lateral 
aspect ratio c for (001)CGO islands on LAO substrate. Different curves correspond to distinct 
island’s sizes D= 10 (—), 25 (—), 40 (—), 50 (—), 70 (—), 80 (—) and 100 (—) nm; island’s 
height was considered h=6 nm for all cases. Parameters α=5·10P

-10 
PJ/m, β=1 and A=8 nm were used 

for the computation. Dashed line indicates isomorphic square shape c=1. Note that for the set of 
parameters considered ERrelaxR enhances island’s elongation for D>70 nm.  
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(considered through parameter α), as well as on parameter A (which depends on island’s 

height).  

570BHence, in contrast to surface energy, elastic relaxation energy initially favours 

isomorphic (square) islands’ morphology and, above a critical size, ERrelaxR drives the island to 

adopt a rectangular shape as a mechanism of strain relaxation. In-plane elongation promoted by 

strain relaxation energy has already been pointed out by some authors [28, 33, 66, 68]. The 

instigation of a spontaneous shape instability can be understood through island’s perimeter [68]. 

In those systems where strain relaxation through vertical growth is limited, the most efficient 

strategy of strain relief bases on the force monopoles arising at island’s periphery due to the 

discontinuity of the intrinsic surface stress tensor and lattice mismatch. For a given island’s base 

area, rectangular shape ensures larger perimeter (periphery) than a square one. Hence, large 

islands with limited height growth can further relieve strain energy if they elongate. However, 

this behaviour just attains the elastic relaxation energy, and surface energy must also be 

considered to determine the final equilibrium shape of the interfacial nanoisland.  
  

6.2.1.3 1305BTotal energy as function of lateral anisotropy c for (001)-
nanoislands 

571BAfter separately exploring the surface and elastic relaxation energy tendencies with 

respect to lateral aspect ratio c, it must be now investigated the balance between these two 

energy contributions in order to determine the optimum shape of (001)CGO nanoislands on 

LAO substrates. XFig. 6-5 Xa shows the dependence of the total energy E vs. log c for a (001)CGO 

nanoisland of typical size D=25 nm and h=7 nm. In this plot, parameters α=5·10 P

-10
P J/m, β=1 and 

A=8 nm were used in the computation. For this island’s size and parameters α and A 

considered, the energy of the island shows a minimum at c=1, evidencing that isomorphic shape 

is the lowest energy configuration for these islands. From previous analyses, we know that for 

this island’s size both the surface energy and the elastic relaxation energy drives the island to an 

isomorphic square shape.   

 

572BHence, the isomorphic shape of our (001)CGO nanodots has a thermodynamic origin. 

For such island’s size (i.e. D=25 nm and h=6 nm), this optimum shape would be achieved at 

least within the parameter range 10P

-14 
PJ/mP

3
P< α < 10P

-7 
PJ/mP

3
P and A>4. Moreover, we observe in 

XFig. 6-5Xb that the compromise between ERsurfR and ERrelaxR leads to isomorphic square shape for a 

large range of islands’ sizes. For example, for a 7 nm high island, the square shape is still the 

equilibrium one for lateral sizes D=(ab)P

½
P=70 nm (dimension larger than those typically 

observed in (001)CGO nanodots).   

 



Interfacial CGO nanostructures: thermodynamic analysis 

 6-178 

 

573BNonetheless, if some how the island can grow beyond a critical size DRcR, the island 

would experience a spontaneous shape instability and elongation in any of the two equivalent 

directions would occur. XFig. 6-6X displays the energy as function of c of a (001)CGO nanoisland 

of size D=800 nm and h=10 nm; parameters α=2·10 P

-9
P J/m, β=1 and A=8 nm were used. For this 

large island’s size and parameters α and A considered, we observe that E(c) shows two 

degenerate minima and, thus, the equilibrium shape would correspond to a rectangular island 

with lateral aspect ratio either c (b>a) or cP

-1 
P(b<a). It has been observed that the lateral aspect 

ratio increases with increasing island effective diameter D.    

 

574BOur experimental studies pointed out that the evolution of (001)CGO nanoislands is 

very slow, if not null. Moreover, there is neither continuous deposition of material in CSD-
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Fig. 6-5: Total energy (—) as function of the logarithm of lateral aspect ratio c of a typical (001)CGO 
island of D=25 nm and h=7 nm on LAO substrate; surface (---) and elastic relaxation (---) energy 
contributions are also plotted (a). E(c) for (001)CGO islands of sizes D=10 (—), 25 (—), 35 (—), 50 (—) 
and 70 (—) nm, and h=7 nm (b). Parameters α=5·10P

-10
P J/m, β=1 and A=8 were used.  
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Fig. 6-6: Total energy of a (001)CGO nanoisland on a LAO substrate showing the existence of a 
strain-induced shape instability: elongation would occur in either of the two orthogonal directions 
with two degenerate minima at c=1.77 and c=0.57 (=1/1.77). This example correspond to a very 
large island of D=800 nm and h=10 nm; parameters α=2·10P

-9
P J/m, β=1 and A=8 nm were used for 

the computation. 
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derived system which could enable the growth of these islands beyond the critical size DRcR. This 

is the general landscape of (001)CGO nanostructures in their standard conditions, i.e. oxidizing 

atmosphere and high temperature. Just under very particular growth conditions we could modify 

this situation. In section 5.4, nucleation of CGO nanoislands was carried out in OR2R so that most 

of nucleated islands were (001); further evolution was done in Ar-HR2R. Despite no significant 

evolution was observed during first 5 h of annealing in reducing atmosphere, (001)CGO 

nanowires were suddenly formed after 10 h annealing. This astonishing result can now be 

explained because of the existence of a spontaneous shape instability after the growth beyond a 

critical size DRcR, only possible after the heat treatment in such specific combination of growth 

conditions. Critical size DRcR will be investigated in more detail later. Let’s point out that the 

example displayed in XFig. 6-6X corresponds to a very large island with D=(ab) P

1/2
P=800 nm, which 

illustrates the large sizes required for elongation. The strain energy is the responsible of the 

elongation of the islands for sizes larger than DRcR. Because of the isotropy of surface energies of 

(001)CGO nanostructures, island adopts an isomorphic (square) shape at small sizes and would 

elongated for D>DRcR. Contrasted situation will be observed for the case of (011)-nanowires, 

where island’s surface energies are anisotropic.  

 

575BTherefore, thermodynamic analyses indicate that the experimentally observed 

isomorphic shape of (001)CGO nanodots on LAO substrates corresponds to an energy 

minimum of the system for our typical islands’ size and for a given set of α and A parameters. 

These particular parameters will be adjusted in detail in next section. So, (001)CGO nanodots 

seem to exhibit their equilibrium shape according to displayed sizes. We have to take into 

account that we are considering the energy of an isolated (001)-nanodot. Elastic interactions 

between islands should be studied as well to obtain a full description of the system, since they 

can also influence the equilibrium shape of strained islands. On the other hand, these 

thermodynamic analyses have also allowed us to explain the formation of extremely long 

(001)CGO nanowires. Nonetheless, let’s remark that the formation of (001)-nanowires just 

occurred in a particular combination of growth atmospheres and does not represent the typical 

and general path followed by (001)CGO nanodots under standard conditions, which keep their 

isomorphic shape and fairly constant size. Thus, from now on, we will continuous to mainly 

focus on (001)CGO isomorphic nanodots.  
 

6.2.2 1278BTruncation of (001)CGO nanostructures 
576BAnalyses carried out till the moment assumed a flat ended island’s shape with (001)-

CGO top plane, which is in agreement with all (001)-nanodots observed in TEM cross-section 

images (section 5.1.1). However, in addition to results reported there, one may ask if dots are 
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truncated since nucleation or if flat top surfaces develop as island grows. To study this 

behaviour through thermodynamic analyses, dependence of elastic relaxation energy with 

island’s height must be considered within the limits of dealing with a kinetically limited growth 

in h. Comparing XEq. 6-14 X and Tersoff and Tromp calculations [28], one can establish the 

relations α=ηh P

2 
Pand A=Kh, where η includes the stress tensor and K is a fitting parameter of a 

typical length of the system. On the other hand, to compare the energy of non-truncated and 

truncated (001)-dots it must be taken into account the inexistence of flat surfaces at island’s top 

for the former configuration, i.e. triangular cross-section. Therefore, the surface energy of a 

sharp-ended (001)-island limited by (111) lateral facets takes the form 

[ ]θγθϕϕϕ coseccotgc
c

hDD
t
hEsurf 11111

2
21 21

+⎟
⎠
⎞

⎜
⎝
⎛ ++⎥⎦

⎤
⎢⎣
⎡ +=  Eq. 6-16 

577Bwhere φR1R≡γRi R– γRsR and φR2R≡γRs R– γRt R– γRiR. According to XTable 6-1 X data, these parameters take the 

values φR1R=-1.37 J/m and φR2R=-1.88 J/m; η~10P

7
P J/mP

3
P is the value corresponding to α~10P

-9 
PJ/m 

used in previous sections and determined considering σ~Yε and ε~1%. 

578BXFig. 6-7X displays the total energy (ERsurf R+ ERrelaxR) dependence as function of height h of a 

(001)CGO nanoisland at a very initial stage of evolution; effective diameter D=4 nm was 

assumed. Both sharp (dashed line) and flat (solid line) configurations are plotted. Only for 

island’s heights h < 3 nm, triangular cross-section is energetically more favourable than a flat 

ended island. This behaviour agrees with experimental TEM results, where the shortest 

observed (001)-nanodot of just 3.5 nm height is already truncated. Therefore, it justifies the 

assumption of considering (001)CGO nanodots as truncated islands.  

 

6.2.3 1279BCoarsening of (001)CGO nanostructures 
579BWe have proved that the isomorphic shape exhibited by (001)CGO nanodots on LAO 

substrates has a thermodynamic origin, i.e. it corresponds to the equilibrium shape. From 

0 2 4 6 8 10

-5

-4

-3

-2

-1

0

 

 

E
 (1

0-4
 p

J)

h (nm)  
Fig. 6-7: Energy as function of height of a (001)CGO nanodot of D=4 nm and c=1 with triangular 
(--) and truncated (—) cross-section. Parameters η=10P

7
P J/mP

3
P and K=4 were considered. 
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experiments, we also know that these nanoislands show pretty constant size under standard 

processing conditions (OR2R). Therefore, we must still wonder if there exists an optimum island 

size. It corresponds to study the possible existence of coarsening phenomena; that is, determine 

if islands tend to continuously increase their volume in order to minimize the total energy of the 

system or not. To tackle this question we cannot restrict to a fixed island’s volume; indeed, the 

change of energy as island’s size increases has to be analyzed. Given the presented tools and 

without taking into account interaction between islands, one can study the dependence of the 

energy per unit volume (E/V) as function of the effective diameter D=(ab)P

½
P. Since the total 

energy of the island computes the energy change with respect to a 2D film of the same volume, 

increase of islands’ volume (for example, larger diameter D) simply corresponds to consider a 

2D film with the same thickness (t=0.5 nm) but covering larger substrate area. The model used 

considers the case of kinetically-limited islands. Therefore, when studying the minimum of the 

energy density we are actually looking at the E/V minimum with respect to the base area. 
 

6.2.3.1 1306BSurface energy density as function of effective diameter D for 
(001)-nanoislands 

580BCoarsening phenomena is in general observed to happen in particles whose surface 

energy is positive. Since the relation surface/volume decreases as particle’s size increases, there 

is a continuous tendency to increase particles’ volume to reduce the cost of surface energy. 

Although CGO/LAO is a quite particular system where ERsurfR<0, let’s investigate if coarsening is 

promoted from a surface energy density point of view. 

581BEstimating dots’ volume as V~hDP

2
P, the surface energy density of a single (001)-nanodot 

is 

[ ]
Dc

ccosecgcot
htV

Esurf 11211
11121 ⎟
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⎞

⎜
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⎠
⎞

⎜
⎝
⎛ −γ=  Eq. 6-17 

 
582BXFig. 6-8X shows the dependence of ERsurfR/V with effective diameter D for different lateral 

aspect ratios c. For very small sizes (few unit-cells width), ERsurfR/V is positive. However, it 

rapidly becomes negative and continuously decreases as island’s size D increases. Due to the 

equivalence between all four lateral facets, curve ERsurfR/V(D)R Rof an island with anisotropy c is the 

same of one with aspect ratio cP

-1
P. Nevertheless, from previous analyses and experimental results 

we know that the optimum thermodynamic configuration of our (001)CGO nanodots is 

achieved for c=1; thus, we should restrict to this situation (green curve, plot XFig. 6-8 X). 

Isomorphic shape c=1 corresponds to the lowest ERsurfR/V configuration. Either for c>1 or c<1 the 

surface energy density is higher, confirming that surface energy favours an isomorphic shape. 

Hence, surface energy density contribution drives (001)CGO nanodots to experience infinite 

coarsening while keeping an isomorphic square shape.  
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6.2.3.2 1307BElastic relaxation energy density as function of effective 
diameter D for (001)-nanoislands  

583BThe elastic relaxation energy plus short-range contribution of edges per unit volume can 

be written as  

⎭
⎬
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⎩
⎨
⎧

⎟⎟
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⎞
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⎛
+⎟⎟

⎠

⎞
⎜⎜
⎝

⎛η
−=

hKc
Dlnc

hK
Dcln

cD
h

V
Erelax 1

 Eq. 6-18 

584Bwhere β=1 is assumed. Dependences α= ηhP

2
P and A=Kh introduced in previous sections are also 

considered.  

585BXFig. 6-9X shows the dependence of ERrelaxR/V as function of D for different lateral aspect 

ratios c. Contrary to ERsurfR/V, elastic relaxation energy density shows an energy minimum given 

constant in-plane anisotropy c. So, island coalescence is not instigated from ERrelaxR/V point of 

view; instead, ERrelaxR/V tends to stabilize island’s lateral size to an optimum size DRoptPR
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P 
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Fig. 6-8: Surface energy per unit volume as function of effective diameter D of (001)CGO 
nanodots on LAO substrates. Different curves correspond to lateral aspect ratios c= 0.25 (—), 0.5 
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determined as the minima of elastic relaxation energy density. Given a fixed island’s height, the 

configuration of lowest ERrelaxR/V for (001)CGO nanoislands also corresponds to an isomorphic 

shape. Hence, elastic relaxation energy density acts against coarsening and favours a stable 

island size.       

6.2.3.3 1308BEnergy density as function of effective diameter D for (001)-
nanoislands 

586BIn previous sections we proved that surface energy density enhances coarsening 

phenomena whereas elastic relaxation energy density acts against them in (001)CGO 

nanoislands on LAO substrates. So, we must investigate the compromise between surface 

energy and strain to determine the behaviour of the system. XFig. 6-10X shows a typical curve of 

the total energy density of a (001)CGO dot on LAO substrate; since in standard conditions our 

(001)CGO nanoislands are square-based we focus on lateral aspect ratio c=1. Dots’ size 

increases through coalescence mechanisms till they reach their equilibrium size DRoptR and then 

coarsening is stopped; otherwise the system would not keep its configuration of lowest energy 

per atom. Hence, there exists an equilibrium island size for (001)CGO isomorphic nanodots of 

constant height.   

 

587BExperimentally, it was determined a typical (001)-dot size of D=20 nm. From our 

thermodynamic arguments and considering island’s height of h=6.3 nm (as would correspond 

according to h-a relation displayed in Fig.5-6), this optimum dots’ size DRoptR=20 nm is obtained 

from E/V(D) curves using η~9.3·10P

7
P J/mP

3
P, and the fitting parameter K=0.5 (value of the order of 

CGO lattice cell). It corresponds to the plot displayed in XFig. 6-10X. Considering typical 

perovskite values ν~0.3, µ~80 GPa and Y~200 GPa and relation σ~Yε, the corresponding lattice 

mismatch would be |ε|~3%. This misfit slightly differs from the value computed through the 
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Fig. 6-10: Energy per unit volume as function of effective diameter log D for an isomorphic (001)CGO 
dot on LAO (a); and zoom of the same plot stressing the minima of energy density (b). The optimum size 
is determined DRoptR=20 nm considering h=6 nm and β=1, and adjusting η=10P
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difference of lattice parameters of CGO and LAO crystallographic structures (|ε|~1%). Distinct 

causes might lead to this disagreement. First of all, let’s notice that we have neglected the 

interface energy of the CGO/LAO system and, evidently, it does not correspond to the real 

situation where it might play a significant role mostly taking into account that this interface is 

strongly defective (oxygen vacancies), as suggested by the observation of colossal interfacial 

ionic conductivity [159]. Other approximations made might as well influence the results. 

Estimation of stress tensor as σ~Yε is probably too rough and a more accurate expression would 

be required. Moreover, our model assumes kinetically limited nanoislands. So, minimization of 

energy density does not consider growth in h and relaxation in z is neither taken into account. 

Thus, exact dependence of elastic relaxation energy with islands’ height should be explicitly 

calculated. Finally, let’s point out that elastic and mechanical parameters considered are typical 

values of perovskites, but not specific of LAO single-crystal substrates.  

 

588BNonetheless, besides all these limitations and approximations, this basic and simplified 

model has allowed us to explain the stable uniform shape and size of isomorphic (001)-

nanodots. All thermodynamic results indicate that (001)CGO nanodots on LAO substrates 

exhibit their equilibrium configuration. To definitely prove the stability of the array of uniform 

square-based (001)CGO nanoislands we should consider elastic interactions between islands. 

These calculations are out of the extent of the present work; even though some remarks will be 

pointed out in section X6.5X.  
 

6.2.4 1280BCritical size of (001)CGO nanostructures  
589BIsomorphic uniform-sized islands are the typical configuration observed for (001)CGO 

nanoislands on LAO substrates. However, our experimental results showed that under specific 

conditions these islands could grow beyond a critical size and adopt a highly anisotropic shape. 

Let’s now roughly investigate the parameter region at which shape instability might occur. 

590BAccordingly to our kinetically-limited height growth model, we can investigate the 

equilibrium shape at which shape instability occurs. Writing island’s energy as function of 

ψ=arctan(b/a), because the total energy of the island is symmetric with respect to ψ, the critical 

size at which shape instability occurs is defined by the condition  

0
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591Bwhich leads to 
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592Bwhere Г= γRt RcotgθR R+ γRs RcotgθR R– γRi RcotgθR R- 2γR111 Rcosecθ, and isomorphic square (001)CGO island 

is considered. 

 

593BXFig. 6-11X displays the calculated critical size DRcR as function of h. For this example, 

parameters η~9.3·10P

7
P J/mP

3 
Pand K=0.5 determined in XFig. 6-10X were used. Continuous orange 

curve indicates the critical size DRc Rat which shape instability would occur for a given height. 

Below the curve, isomorphic shape is the lowest energy configuration and above it the strained 

island would elongate. For the specific set of parameters η and A considered, the model points 

out that island sizes greater than D>54 nm are at least required for a (001)CGO nanoisland of 5 

nm height to experience a spontaneous shape instability. For shorter or higher islands, the 

critical size DRcR increases. The shape of this curve is due to the dominance of the exponential 

part of XEq. 6-20X at lower heights, whereas for high island heights DRcR is controlled by the linear 

h-dependence. These critical dimensions are much larger than those typically observed for the 

case of (001)CGO nanodots, which would explain why all our (001)CGO nanoislands grown in 

standard conditions are isomorphic. Let’s remark that island’s dimensions determined from 

AFM images are strongly influenced by convolution effects, specially in the case of those 

nanostructures with sizes similar or smaller to tip’s radius. Thus, we must actually focus on 

nanodots’ dimensions obtained from TEM images. The general lateral size D-to-height 

relationship experimentally determined from different TEM cross-section images is represented 

in XFig. 6-11X by the dashed-green line. It must be straight that this is a general D-h tendency and 

in fact only green star symbols at the left-bottom corner of the plot correspond to observed 

(001)-nanodots dimensions. For the case of η~10P

7
P J/mP

3
P (corresponding to theoretically α~10 P

-9 

PJ/m used in previous sections), the critical size would be shifted to much larger sizes (smallest 

DRcR~340 nm for a 16 nm high island), indicating that existence of a shape instability would be 

even more difficult to occur. 

 

594BHence, the lateral diameter of our (001)CGO nanodots is in general much smaller than 

the critical size required for shape instability to occur, pointing out why these (001)-islands 

always adopt an isomorphic shape since this is the equilibrium shape for typical sizes D<50 nm. 

Just very singular growth conditions allowed us to push the system further and drive the islands 

to grow beyond DRcR, indicating the existence of a parameter region of unstable ripening for 

(001)CGO nanoislands. Elastic interactions between nanoislands should also be taken into 

account to definitely prove the stability of the array of uniform square-based (001)CGO 

nanodots. Kinetics of the system should as well be investigated.  
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6.3 1225BInterfacial (011)CGO nanostructures 
595BLet’s study now (011)CGO nanoislands on LAO single-crystal substrates. As showed in 

chapter 5, these interfacial nanostructures are highly in-plane anisotropic and limited by (111)-

lateral facets along long axes b and (001)-planes at short axes a. They arrange in two families 

orthogonally distributed within substrate’s plane because of the two-fold symmetry of 

(011)CGO orientation, which results into two equivalent in-plane elongation directions, i.e. 

CGO[0-11]||LAO[010] and CGO[0-11]||LAO[100]. Due to their equivalence, just the former 

situation is analysed.   
 

6.3.1 1281BEquilibrium shape of (011)CGO nanostructures 
596BContrary to (001)-nanodots, (011)CGO nanoislands show extremely high lateral aspect 

ratios for all observed sizes. So, their equilibrium shape is initially investigated.  

6.3.1.1 1309BSurface energy as function of lateral anisotropy c for (011)-
nanoislands 

597BAccordingly to described shape of (011)CGO nanowires, long lateral facets b are 

characterized by surface energy γRbR=γR111R and short ones a by γRaR=γR001R. These facets are bevelled 

θ=35 P

o 
Pand δ=45P

o 
Pwith respect to the substrate, respectively. These considerations yield to γR1R=-

1.08 J/mP

2
P and γR2R=-3.82 J/mP

2
P. Thus, the change in surface energy as function of lateral anisotropy 

for a (011)CGO nanoisland of fixed size is typically the one displayed in XFig. 6-12X. In this 

example, an island of D=50 nm and h=6 nm was considered; different contributions to surface 

energy (distinct terms of XEq. 6-6X) are also plotted.  
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Fig. 6-11: Critical size DRcR as function of height h for (001)CGO nanodots on LAO substrates; the 
orange continuous line indicates the dimensions above which island would experience a shape 
instability considering η~9.3·10P

7
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Pand K=0.5. The green line is the general D-h relation 

determined for our (001)CGO nanodots after the fitting of island’s dimensions observed in TEM 
images (green stars).  
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598BLike (001)CGO nanoislands, in the present case the change in surface energy ERsurfR is 

also negative; indicating that island’s formation is favoured against 2D film growth from a 

surface energy point of view. The negative sign of ERsurfR mainly falls on the dominant 

contribution of term ERS-1R (XEq. 6-6X), which depends on the surface energy of planes (001)-LAO 

and (011)-CGO and on the relation between the equivalent thickness and the height of the 

islands. Therefore, as it was the case of (001)CGO nanodots, the deposition of very small 

amounts of material (h/t>1) and the particular relation between surface energies of substrate’s 

surface and top plane of deposited material can overcome the commonly assumed idea that the 

creation of an island implies an energy cost due to the increase of the total area of the system.    

 

599BNevertheless, for (011)-nanoislands ERsurfR(c) dependence is even more singular. In 

addition to be negative, surface energy is continuously reduced if island elongates given a fixed 

island’s volume. Such behaviour can be easily observed when omitting the dominant 
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Fig. 6-12: Surface energy (—) as function of lateral aspect ratio c for a (011)CGO nanoisland of 
D=50 nm and h=6 nm on a LAO substrate. Different contributions to surface energy (XEq. 6-6X) are 
also plotted: ERS-1R (—), ERS-2R (—) and ERS-3R (—). 
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Fig. 6-13: ERS-2R+ERS-3 Rdependence with anisotropic parameter c of (011)CGO nanoislands on LAO 
substrates (a); different curves correspond to islands of size D=10 (—), 25 (—), 50 (—), 100 (—) and 200P
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Pand height h=6 nm. A zoomed view of the same figure focusing on typically observed lateral 

anisotropies c<7 is also displayed (b).  
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contribution ERS-1R, which is not function of lateral aspect ratio c. This is presented in XFig. 6-13X, 

where the dependence of ERS-2R+ERS-3R as function of c is shown for different island’s volumes. 

Accordingly to our experimental results, the range c of relevance is c=(b/a)P

½ 
P< 7, which 

corresponds to the maximum in-plane aspect ratio observed. Let’s notice that the compute of ERS-

2R+ERS-3R is generally positive, but the negative sign of surface energy is reverted when considering 

again the dominant contribution of ERS-1R.     

 

600BSurface energy of (001)-CGO lateral facets is ~2.1 times larger than that of the other 

pair of side facets, i.e. (111) (XTable 6-1X). Therefore, fixed an island’s volume, ERsurfR is 

continuously reduced if island elongates in the direction which increase (111) lateral facets, and 

maintains (001) surfaces at minimum. In XFig. 6-13X, it is clearly appreciated that island reduces 

its ERsurf Rwhen elongation satisfies c>1, which according to the assumed island’s shape (XFig. 6-1 X) 

corresponds to b>a. This behaviour is in agreement with the experimentally observed shape 

anisotropy. For c<1 (i.e. a>b), surface energy would increase as island elongates because the 

expanding lateral facets would be the ones of higher surface energy, i.e. (001). Hence, in the 

case of (011)CGO nanostructures, ERsurfR drives the island to adopt a rectangular shape. This 

behaviour is in contrast to isomorphic shape promoted by ERsurfR in (001)CGO nanoislands. The 

anisotropy of surface energies is considered a key factor to determine the lateral aspect ratio of 

islands right after nucleation in heteroepitaxial systems [68]. Nonetheless, the biaxial 

anisotropic strain of (011)CGO nanoislands on LAO substrates relaxes this condition as we will 

see later on.    

 

601BIt is sometimes assumed that the equilibrium shape of nanoislands is determined by the 

ratio of surface free energies [19, 269-271]. Whereas this explanation could apply to some 

extent to (001)CGO isomorphic nanodots (all lateral facets are identical and cReqR=1), it does not 

stand for (011)-wires. Despite the relation (γR100R/γR111R)P

½
P~1.45, nanowires with lateral aspect ratios 

as large as c= (b/a) P

½ 
P~6.6 are observed (chapter 5). In (011)-wires, no optimum aspect ratio is 

preset from surface energy considerations and elastic relaxation energy contribution must be 

taken into account. Therefore, these results confirm that the optimum shape of a 3D island 

cannot be merely determined considering surface energy contributions; and this opens questions 

to some island’s shape analyses as those reported for metal nanocrystals on (001)STO surfaces 

in [21, 271, 272], where the elastic relaxation energy was not considered.  
 

6.3.1.2 1310BElastic relaxation energy as function of lateral anisotropy c 
for (011)-islands 

602BFor (011)-nanoislands, lattice mismatch between CGO and LAO is known to be 

different depending on the in-plane growing direction (chapter 5). Lattice site model based on 
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the symmetry of cations sublattices predicts a compressive lattice mismatch ε~-1% along in-

plane growth direction CGO[0-11]||LAO[010]. To describe the epitaxial growth along 

CGO[100]||LAO[100], domain matching epitaxy model was suggested as a good approximation 

(section 5.1.2). A 2/3 matching relation (i.e. two fluorite cells fitting 3 perovskite cells) plus a 

residual strain misfit ε~+5% and one misfit dislocation separating each domain seems to agree 

with TEM analysis. Therefore, nanowires are highly anisotropic strained when comparing in-

plane growth along these two directions.  

603BIn accordance with XEq. 6-10X, the stress anisotropy in our biaxial stressed model can be 

implemented through the strain anisotropy parameter β. It is an indicator of the ratio between 

the strength of the strains along CGO[100]||LAO[100] and along CGO[0-

11]||LAO[010]directions. XFig. 6-14Xa shows the general dependence of elastic relaxation energy 

with lateral aspect ratio c for different values of the anisotropic strain parameter β for a fixed 

(011)-island volume (D=50 nm, h= 6 nm). All curves ERrelaxR(c) show an energy minimum at a 

given 1338B1329BcReq PR

REL
P which depends on β. In a broad extension close to cReqPR

REL
PR Rthe elastic relaxation 

energy is negative. For β<1 (red curve), cReqPR

REL
P<1 and elongation is favoured for a>b. According 

to assumed island’s shape, β<1 indicates that misfit along b axis is higher than along a axis, 

which we know that is not the case of studied (011)- nanowires. β=1 (blue curve) corresponds to 

a biaxial isomorphic stressed media, and effectively, cReqPR

REL
P=1. For β>1 (green curve), cReq PR

REL
P>1 

and elongation is enhanced satisfying b>a, which agrees with our experimental results. 

Nevertheless, the contribution of surface energy must also be considered to determine the lateral 

aspect ratio of the island and, particularly, if it will continuously elongate or there exists an 

equilibrium shape. In regime β>1, the elastic relaxation favours higher in-plane aspect ratio as 

larger is the island’s volume as observed in XFig. 6-14 Xb.  

 

0 1 2 3 4 5
-3

-2

-1

0
(b)

 

 

E
re

la
x (1

0-3
 p

J)

c
0.50 0.75 1.00 1.25 1.50

-0.7

-0.6

-0.10

-0.05(a)

 

 

E re
la

x (1
0-3

 p
J)

c
0 1 2 3 4 5

-3

-2

-1

0
(b)

 

 

E
re

la
x (1

0-3
 p

J)

c
0.50 0.75 1.00 1.25 1.50

-0.7

-0.6

-0.10

-0.05(a)

 

 

E re
la

x (1
0-3

 p
J)

c   
Fig. 6-14: ERrelaxR(c) for different anisotropic strain parameters β=0.01 (―), 1 (―) and 10 (―) for a 
(011)CGO nanoisland of D=50 nm and h=6 nm on a LAO substrate (a); ERrelaxR(c) for different (011)CGO 
nanoislands sizes D=50 (―), 100 (―) and 150 (―) nm and height h= 6 nm considering β=5. Parameters 
α=10P

-9
P J/m and A=15 nm were used in both cases.  
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604BAs mentioned above, it is commonly reported that strained islands exhibit a spontaneous 

shape instability induced by elastic relaxation energy [28, 68]. Reported systems and situations 

analyzed generally correspond to biaxial isotropic stressed islands, and the critical size at which 

elongation occurs is triggered by the anisotropy of surface energies. In the present case, the 

situation is different since we are dealing with biaxial anisotropic stress in addition to surface 

anisotropy. The result is that ERrelaxR favours elongation for all islands’ sizes. Implications of this 

stress anisotropy are clearly observed when comparing the behaviour of ERrelaxR of (001) and 

(011)CGO nanoislands. For small island sizes, stress anisotropy shifts the square equilibrium 

island shape (XFig. 6-4X, D<60 nm) to c>1 or c<1 depending on the misfit anisotropy (XFig. 6-14Xa). 

For large islands, strain energy makes the island elongate in either of the two biaxial directions 

isotropically stressed ( XFig. 6-4 X, D>70 nm). This symmetry is again broken for the case of biaxial 

anisotropic strain, in favour of lowest misfit direction. 

 

605BSo, we have shown that elastic relaxation energy favours rectangular island shape in 

biaxially anisotropic strained (011)CGO nanoislands since nucleation, in agreement with the 

results reported in Fig. 5-17. Elongation in lowest mismatch direction enhances elastic energy 

relief. Furthermore, ERrelaxR of (011)-nanoislands, in contrast to ERsurfR(c), leads to an optimal lateral 

aspect ratio for each island’s volume. Parameters α and β are explored in more detail in next 

section in relation to the final shape of the island.    

   

6.3.1.3 1311BTotal energy as function of lateral anisotropy c for (011)-
nanoislands 

606BThe total energy of a (011)CGO nanoisland is, then, the sum of ERsurfR and ERrelaxR, as it is 

shown in XFig. 6-15X. We observe that the trade-off between surface and elastic relaxation energy 

drives (011)-island to adopt an anisotropic rectangular shape. This particular graph corresponds 

to a (011)-nanoisland with D=50 nm and h=6 nm; parameters α=10 P

-9
P J/m, β=5 and A=15 nm 

were supposed. For this island’s volume and parameters considered, the equilibrium shape 

corresponds to a rectangular island with a lateral aspect ratio cReqR=2.8, i.e. the wire elongates 

satisfying b>a in agreement with experimental results. Equivalent results were obtained for 

other island’s sizes. The energy minima at c>1 comes from elastic relaxation term, but it is 

shifted to larger c values due to the contribution of surface energy; these contributions to the 

total energy of the island are also plotted in XFig. 6-15X.   
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607BIn order to explore island’s behaviour as function of parameters α and β, which take into 

account different possible combinations of surface energy and elastic relaxation energy, we 

have constructed a phase diagram of island’s response to distinct α and β values. A typical 

example is shown in XFig. 6-16X, which corresponds to a (011)CGO nanoisland of D=52 nm and 

h=6 nm on a LAO single-crystal substrate. Equivalent diagrams were obtained for other sizes; 

specifically, effective diameters ranging from 30 to 124 nm were investigated.  

 

608BFor large α values and β<0.1 (diamond’s painted region in diagram of XFig. 6-16 X), elastic 

relaxation energy has a dominant contribution to the total island’s energy; and the minimum 

displayed by ERelastR(c) curves at c<1 becomes very relevant. Consequently, island lies in a 

parameter zone where its energy is minimized when it elongates satisfying a>b, and for each 

island volume there exists an equilibrium shape at cReqR<1. According to the island shape 

convention chosen (XFig. 6-1 X), i.e. a||[100]CGO and b||[0-11]CGO, and TEM results (chapter 5), 

this morphology does not correspond to the experimentally observed one.  

 

609BFor small 1368B1324Bα values (horizontal striped region in XFig. 6-16X), (011)-nanoislands reduce 

their energy when b>a. For such small α values, contribution of elastic relaxation energy is 

negligible as compared to surface energy. Thus, in this region, for a given volume, islands 

would infinitely elongate dominated by ERsurfR contribution (see X6.3.1.1X). However, the 

investigated nanowires might not belong to this region either: it was experimentally determined 

the existence of a relation between lateral anisotropy c and effective diameter D; as well as a 

link between wires’ height h and its short axis a. Therefore, one may expect the existence of an 

equilibrium anisotropic shape cReqR for each island’s size and not an uncorrelated behaviour 

leading to continuous island elongation.  
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Fig. 6-15: Total energy (—) of a (011)CGO nanoisland on a LAO substrate as function of lateral 
aspect ratio c. This particular case corresponds to a fixed island volume of D=50 nm and h=6 nm; 
parameters α=10P

-9
P J/m, β=5 and A=15 nm were assumed. Surface (--) and elastic relaxation (--) 

energy contributions are also plotted. 
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610BIn yellow parameter region, nanostructures elongate satisfying b>a and there exists an 

equilibrium shape for each island size, cReqR. For β=1, the equilibrium morphology corresponds to 

an isomorphic (c=1) square island, as corresponds to a biaxial isotropic strain media. For large α 

and β values (upper right region signalled with vertical lines), the equilibrium shape is 

independent of elastic strains and of island’s volume. However, in this region, smallest α is 10 P

-6
P 

J/m, which would result into a lattice mismatch |ε|>50% along the lowest misfit direction 

CGO[0-11]||LAO[010], accordingly to the estimation σ~Yε. Thus, it is not surmised that our 

(011)-nanowires lie in this zone since lattice site model leads to a mismatch |ε|~1% along this 

direction. 

611BIn the intermediate α-β region, there exists an equilibrium shape cReqR>1 which is function 

of anisotropy β. We believe that this is the region where our (011)CGO nanowires might 

belong. Avoiding extremely large and small anisotropic parameter β values, this region is 

characterized by α~10P

-12
P-10 P

-6
P J/m, range which includes the values computed and adjusted for 

the case of (001)-nanoislands. Anisotropic parameter β<1 corresponds to the case where force 

monopoles acting perpendicular to lateral facets (111) are smaller than those normal to side 

facets (100). Since force monopoles and stress tensor are related through ƒRiR=∂RjRσRijR, this would be 

equivalent to say that misfit is minor along in-plane growth direction CGO[100]||LAO[100] 

than in CGO[0-11]||LAO[010]. Specifically, β=0 indicates the situation where wires grow 

completely incoherently along this first direction, i.e. ƒRiR=0. Hence, for the case of (011)CGO 

nanowires we must focus on β>1; particularly, values 1<β<20 can be considered reasonable.  
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Fig. 6-16: Diagram showing the thermodynamically derived in-plane anisotropic shape of 
(011)CGO nanoislands on LAO substrates as function of α and anisotropic strain parameter β. 
Different behaviours are distinguished depending on parameter region. Island size D=52 nm and 
h=6 nm, and A=15 nm was used in the computation. 
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612BXFig. 6-17X presents the dependence of total energy of the system with island’s lateral 

aspect ratio for different nanowires’ size in the region α~10P

-12
P- 10P

-6
P J/m and β>1.  Specifically, 

α=10 P

-9
P J/m was considered after stress tensor estimation. Domain matching epitaxy model arose 

as a good approach to describe our CGO[100]||LAO[100] interface with a residual strain 

ε~+5%; therefore, we will focus our theoretical analyses on the situation β=5. Let’s remark that 

β parameter does not directly correspond to the strain and it is merely a parameter to tune the 

biaxial anisotropic stress between the two in-plane growth directions. In these plots (XFig. 6-17X), 

it is observed that the equilibrium lateral aspect ratio cReqR increases as island’s size increases (left 

to right). So, as larger is the island’s size, larger would be the equilibrium island’s anisotropy 

resulting from the trade-off between surface and elastic relaxation energy. The energy minimum 

originates from elastic relaxation energy; and the increase of equilibrium lateral aspect ratio 

occurs because ERrelax Rbecomes more relevant to the total island’s energy as island’s size 

increases. Moreover, let’s point out that strain favours an optimal aspect ratio different from that 

merely derived from surface energy ratio, i.e. (γR001R/γR111R)P

½
P= 1.45. However, we need to analyse 

the energy per unit volume to know if formation of larger islands is enhanced or not; these 

analyses will be carried out in following section X6.3.3X. 

 

613BIn this parameter region (and assuming that interface energy is negligible compared to 

other characteristic energies), equilibrium shapes cReqR determined through thermodynamic 

analyses can fit pretty well the experimental nanowires’ sizes measured from TEM images. We 

know that the model used does not consider growth in h; thus, for each island size we took the 

height value determined from the relation h(a/2) established in Fig. 5-15. The agreement 

between both data is clearly observed in XFig. 6-18X, where the equilibrium shape is represented 

as function of the effective diameter for both experimentally (open symbols) and 

thermodynamically (close symbols) derived data. Calculated cReqR data corresponds to the energy 

minima of E(c) curves of each island size. Pretty good fitting between measured and calculated 

data is achieved for α=10P

-9
P J/m and β=5, and adjusting A within the range 3-9 nm.  
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Fig. 6-17: E(c) dependence for (011)CGO nanoislands on LAO substrates of sizes D=50 (a), 100 (b) and 
150 (c) nm and h=6 nm. Parameters α=10 P

-9
P J/m, β=5 and A=15 nm were used. Dotted line indicates the c 

value at which the energy is minima for each size, i.e. the equilibrium shape.  
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614BRequirement of adjusting A to each specific nanowires’ volume can be explained 

through the relation of parameter A with islands’ height h. In last section X6.2.2X it was already 

established the correspondence A=Kh after comparison of our equation of elastic relaxation 

energy (XEq. 6-8 X) with the one derived by Tersoff and Tromp [28]. In XFig. 6-19X we represent the 

A values required in XFig. 6-18X to fit the experimental dimensions of (011)-nanowires, i.e. values 

used to obtain the experimental c value as the energy minima of E(c) curves given an 

experimental set of D and h dimensions. A linear dependence is clearly observed between the 

fitting parameter A and nanowires’ height, A=Kh. So, the need to modify A for each islands’ 

volume is justified. Let’s notice that for a more accurate simulation the dependence of 

parameter α with h should also considered. Moreover, recalculations of the fitting parameter A 

should be as well carried out once known the interface energy of (011)CGO||(001)LAO. 

 

615BMoreover, it is interesting to notice in XFig. 6-18X that the extrapolation of the cReqR(D) 

values to D=0 do not cross c=1. Hence, it indicates that (011)CGO nanoislands already nucleate 
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Fig. 6-18: Equilibrium anisotropic shape cReqR of different effective diameters D of (011)CGO 
nanoislands on LAO substrates. Open symbols (□) correspond to experimentally observed 
dimensions, and close ones (♦) refer to thermodynamically derived data. Good agreement is 
achieved using parameters α= 10P

-9
P J/m and β=5, and adjusting fitting parameter A within the range 

3-8 nm. Grey band indicates the general cReqR(D) tendency.  
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Fig. 6-19: Dependence of fitting parameter A with islands’ height. A values are the ones required 
in XFig. 6-18X to fit thermodynamic calculations to experimental data, considering α=10P

-9
P J/m and 

β=5. Height was determined from h-a relation displayed in Fig. 5-15.   



Interfacial CGO nanostructures: thermodynamic analysis 

 6-195

anisotropic and no critical size is required for elongation to happen. In heteroepitaxial systems, 

the spontaneous shape instability is expected to occur once islands grow beyond a critical size 

DRc R[28, 68]. This is the case of interfacial nanostructures with isotropic surface energies. 

However, the anisotropy of surface energies drives the island to adopt a rectangular shape since 

nucleation [68]. In the present (011)CGO||(001)LAO system, anisotropic shape of the islands is 

further promoted by the biaxial stress anisotropy, which acts in addition to anisotropic surface 

energies and strain. Elongation along lowest misfit direction coincides with the direction that 

enlarges lateral facets of lowest surface energy. As a result, lengthen in this direction guaranties 

the simultaneously minimization of both surface and elastic relaxation energy in (011)-islands. 

Thus, these anisotropic surface and strain contributions break the symmetry of elongation 

observed for the case of (001)CGO dots; and only elongation along CGO[0-11]||LAO[010] 

occurs for (011)CGO nanowires. Let’s recall that if two orthogonal families of wires are 

observed in nanostructured templates is due to the two-fold symmetry of (011) orientation.  

 

616BHence, thermodynamic analyses have pointed out that the basal rectangular morphology 

of (011)CGO nanoislands corresponds to their equilibrium shape. Particularly, these studies 

indicate that these islands are anisotropic since nucleation and they satisfy the condition b>a. 

This rectangular shape ensures both, minimization of side facets of higher energy (i.e. (001)) 

and elongation in the direction of smaller misfit strain. Moreover, it has been proved that the 

optimum in-plane shape anisotropy increases when the island coarsens. So, within the scope of 

the proposed model larger nanoislands are longer. In conclusion, our work has shown that a new 

road is possible to the formation of nanowires oriented along crystallographic directions, based 

on designing anisotropically strained epitaxial nanoislands.  
 

6.3.2 1282BTransition from triangular to truncated (011)CGO 
nanostructures 

617BTEM images (Fig. 5-15) evidenced that small size CGO nanowires have a pyramidal 

cross-section: lateral facets sharply meet at island’s top. However, for large sizes, island 

truncates and new (011)-surfaces appear at the top. As it has been done for (001)-nanodots, the 

dependence of elastic relaxation energy with island’s height can be introduced following Tersoff 

and Tromp calculations [28] as α~h P

2 
Pand A~Kh. The surface energy of a (011)CGO nanoisland 

with triangular cross-section is  

[ ] [ ]δγθγδθϕϕϕ cosecacosecbhhcotgacotgbab
t
hE absurf ++++⎥⎦

⎤
⎢⎣
⎡ += 2121  Eq. 6-21 

where φR1R=γRiR – γRsR and φR1R=γRsR – γRtR – γRiR. 
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618BXFig. 6-20Xa shows a generic curve of the energy dependence as function of height h for 

both height terminations of (011)CGO nanoislands. The example displayed corresponds to an 

island of effective diameter D=18 nm and lateral anisotropy c=2.8, dimensions obtained from 

TEM planar-view images. At small heights, the total energy of the island is minor if it exhibits a 

triangular cross-section instead of a truncated pyramid cross-section. However, if the island 

continues to grow in z direction, truncation of island’s crests is energetically favourable. This 

transition is indicated by a vertical dotted line in the plot. To better observe this transition XFig. 

6-20Xb displays the difference between the energy of the non-truncated and truncated (011)-

island. Once the nanoisland reaches a critical height (hRcritR~4 nm in this particular example), the 

apparition of a flat surface at island’s top becomes energetically favourable. Hence, the 

experimentally observed shape transition experienced by (011)-nanoisland’s vertical termination 

is consequence of minimizing the island’s total energy.  
 

 
 

6.3.3 1283BCoarsening of (011)CGO nanostructures 
619BIt is just demonstrated through thermodynamic arguments that (011)-wires elongate in 

accordance with b>a to satisfy minimum energy requirements given a fixed islands’ volume. It 

must be now investigated if islands remain with the given volume or coarsening mechanisms 

are active minimizing the energy of the system even more. With this purpose and as done with 

(001)-dots, the changes in the energy per unit volume as island size D increases are investigated 

for a given anisotropy c. Nanowires’ volume is estimated through the rough approximation 

V~hDP

2
P.  
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Fig. 6-20: Energy as function of height for a (011)CGO nanoisland with triangular (--) or truncated 
pyramid (—) cross-section (a); for a better visualization, difference (—) between these two energies is 
also plotted (b). The vertical dotted lines indicate the transition height from a non-truncated to a truncated 
shape. These examples correspond to an island of D=18 nm and c=2.8; parameters α=10P

-9
P J/m, β=5 and 

K=1.5 were used.    
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6.3.3.1 1312BSurface energy density as function of effective diameter D for 
(011)-nanoislands 

620BRecalling XEq. 6-6X, the change in surface energy per unit volume due to the formation of 

a 3D island instead of a 2D thin film can be written as 

⎥⎦
⎤

⎢⎣
⎡ ++⎥⎦

⎤
⎢⎣
⎡ ++⎥⎦

⎤
⎢⎣
⎡ −= δγθγδθ

γ
γ cosec

c
cosecc

D
cotg

c
cotgc

DhtV
E

ab
surf 12111 2

1  Eq. 6-22 

 
621BDependence of surface energy density with effective diameter D is shown in XFig. 6-21X 

for different fixed anisotropies c. In all cases, constant island height h=8 nm was considered. 

Given a fixed lateral aspect ratio c, ERsurfR/V(D) is negative, though two differentiate behaviours 

can be distinguished depending on the degree of anisotropy. For aspect ratios larger than c>7, 

ERsurfR/V increases with D; it corresponds to dashed curves in XFig. 6-21 X. However, since in general 

lateral aspect ratios no larger than c=(b/a)P

½
P=6.5 are experimentally observed for (011)-wires, we 

can restrict to the situation c<7. In these cases, ERsurfR/V endlessly decreases as effective diameter 

D increases. Particularly, ERsurfR/V is lower as larger is the corresponding lateral aspect ratio. It 

agrees with previous ERsurfPR

 
Panalyses where it was proved that, given a constant island’s volume, 

the surface energy decreases as island elongates. The highest surface energy corresponds to the 

case c=0.5<1, which is known to not apply to our experimental results. So, surface energy 

density favours infinite coarsening of (011)-nanowires and, thus, continuous increase of their 

volume in order to minimize the energy of the system.   

 

6.3.3.2 1313BElastic relaxation energy density as function of effective 
diameter D for (011)-nanoislands 

622BThe energy per unit volume due to elastic relaxation energy and short-range 

contribution of edges of (011)-nanoislands is  
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Fig. 6-21: Surface energy density as function of effective diameter D of (011)CGO islands on 
LAO substrates. Curves correspond to fixed lateral aspect ratios c=0.5 (—), 1 (—), 2 (—), 4 (—), 
6 (—), 8 (--) and 10 (--). In all cases, a constant height h=8 nm was assumed. 
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623BWhen localizing in the adequate α-β parameter region determined in the diagram 

exhibited in XFig. 6-16X (α~10 P

-8
P-10P

-12
PJ/m, 1<β<20), ERelastR/V shows an energy minimum as function 

of effective diameter D given a fixed shape anisotropy c. This behaviour ERelastR/V(D) is shown in 

XFig. 6-22X; different curves correspond to distinct lateral aspect ratio values. For each lateral 

aspect ratio c, the elastic relaxation energy density is minima at specific size DRoptPR

REL
P. 

Particularly, it is found that higher the anisotropy c, larger is the corresponding equilibrium size 

DRoptPR

REL
P, if b>a is satisfied. Again, the highest energy values correspond to the situation where 

the island would elongate satisfying a>b, which is the case never observed to happen to our 

nanowires. Hence, contrary to surface energy density, the contribution ERrelaxR/V acts against 

coarsening once the optimal diameter DRoptPR

REL
P is reached, i.e. ERrelaxR/V favours an equilibrium 

rectangular island’s size.    

 

6.3.3.3 1314BTotal energy density as function of effective diameter D for 
(011)-nanoislands 

624BConsistently with presented energy contributions (ERsurfR, ERrelaxR), the total energy of 

(011)CGO nanoislands on LAO substrate is minimized at a characteristic island effective 

diameter DRopt R( XFig. 6-23X). Equilibrium size DRoptR is found to be different for each aspect ratio c. 

The existence of a minimum is due to the elastic energy density contribution, but the 

corresponding energy is lower to that reported in XFig. 6-22X because of the negative contribution 

of surface energy density. Thus, there is an optimum island size DRoptR for each anisotropy c. In 

XFig. 6-23X, the dependence E/V(D) is plotted for different c values.  
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Fig. 6-22: Elastic relaxation density as function of effective diameter D for (011)CGO islands on 
LAO substrates. Curves correspond to fixed lateral aspect ratios c=0.5 (—), 1 (—), 2 (—), 4 (—), 
6 (—), 8 (—) and 10 (—). In all cases, a constant height h=8 nm was assumed.  Parameters 
α=3·10P

-9
P J/m, β=5 and A=8 nm were used for the calculation.  
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625BUpon these results, one could imagine that, consequently, coarsening between (011)-

wires is not favoured once the optimum size DRoptR is reached. However, as reported in last 

section for studies based on fixed islands’ volumes, we know that as larger is the nanowire, 

higher is the equilibrium lateral aspect ratio c. Hence, for a specific anisotropy c, once the wire 

reaches its optimum size DRoptR, it will not grow more in volume but it will start to elongate. Thus, 

a new lateral aspect ratio cR2R will be set and, as a result, the island energy will be described by a 

new ERc2R(D) curve in XFig. 6-23X. Since DRoptR increases as anisotropy does, the wire will then be 

able to increase its volume at the same time that minimizes its energy to reach the new 

equilibrium size DRopt-2R. This process will be non-endlessly repeated. As a result, the energy of 

the system is continuously lowered by reaching a subsequent DRoptR as the anisotropy c increases. 

The continuous decrease of the energy per unit volume as function of the equilibrium size is 

shown in XFig. 6-24Xa for fixed island’s height h=8 nm; the plot besides ( XFig. 6-24Xb) gives the 
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Fig. 6-23: Total energy density as function of effective diameter D of (011)CGO nanoislands on 
LAO substrates. Curves correspond to fixed lateral aspect ratios c=0.5 (—) 1 (—), 2 (—), 4 (—), 6 
(—), 8 (—). In all cases, constant height h=8 nm and parameters α=3·10P

-10
P J/m, β=5 and A=8 nm 

were used. 
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Fig. 6-24: Total energy per unit volume corresponding to each equilibrium size DRoptR of (011)CGO wires 
on LAO (a). Relation between DRoptR and anisotropy is also displayed (b). Island’s height h=8 nm and 
parameters α=3·10P

-9
P J/m, β=5 and A=8 were used in the calculations.  
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DRoptR corresponding to each lateral aspect ratio c investigated. That is, for a fixed lateral aspect 

ratio c we determine the DRoptR in XFig. 6-23X (correlation plotted in XFig. 6-24Xb); the E/V 

corresponding to this DRoptR in XFig. 6-23X is the one plotted in XFig. 6-24Xa. Therefore, we have 

demonstrated that coarsening phenomena are effective in kinetically-limited (011)CGO 

nanoislands on LAO substrates, which tend to infinitely grow in volume at the same time that 

they continuously elongate.  
 

6.4 1226BThermodynamic comparison between (001) and (011) 
CGO nanoislands on LAO 

626BThe main key points driving (001) and (011) CGO nanostructures to such distinct 

shapes and sizes have been settled through detailed thermodynamic analyses of the energies 

involved in the formation and coarsening of interfacial CGO nanoislands on LAO substrates.  

 

627BFor a given island volume, the path towards energy minimization drives (011)CGO 

nanoislands to continuously increase their lateral aspect ratio as their effective diameter 

increases. In contrast, lowest energy requirement makes (001)-nanostructures remain 

isomorphic for typical observed sizes, i.e. D<50 nm. These differences lie in the symmetries and 

asymmetries of lateral facets and strain misfits which characterize (001) and (011) CGO 

nanostructures, respectively, which result into distinct dependences of surface and elastic 

relaxation energies. The growth of islands under biaxial isotropic stress ((001)CGO islands) 

yields to the existence of a spontaneous shape instability in the case of isotropic surface energies 

once a critical size DRcR is reached. Below DRc Rislands adopt an isomorphic square shape and, 

above it, it would have a rectangular base. Nearly all (001)CGO nanodots grown belong to the 

first situation D<DRcR. In the case of anisotropic surface energies of strained-islands, 

nanostructures are anisotropic since nucleation. This behaviour is even stressed in the case of 

(011)CGO nanoislands because of the biaxial anisotropic stress. Elongation in the direction of 

lowest misfit direction coincides with the shape that enlarges lateral facets of lower surface 

energy. So, high lateral aspect ratios ensure the minimization of both surface and strain energies 

of (011)-nanoislands given a fixed island’s volume. Distinct equilibrium shapes of (001) and 

(011) CGO nanostructures on LAO substrates are appreciated in XFig. 6-25 X, where cReqR(D) 

dependences are presented for experimental and calculated data. Good agreement between both 

data is achieved for both isomorphic and anisotropic nanoislands, indicative that island’s 

morphology corresponds to its equilibrium shape in each situation.   
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628BReferring to their behaviour with respect to coarsening, reduction of the total energy per 

unit volume is observed to occur in (011)-wires as their size increase. Thus, coarsening 

phenomena makes nanowires to continuously increase their volume. This explains the tendency 

of wires to always reconstruct into larger ones. However, isomorphic (001)-nanoislands 

stabilize their size at relatively small volume, and no further growth in effective diameter D 

takes place since it would imply an increase of the total energy per unit volume. Reaching a 

stable size seems to be the main cause of the lack of evolution of (001)CGO nanodots; just 

special conditions could drive these islands to grow beyond the critical stable size. 

Consideration of elastic interactions between islands is required to definitely prove the stability 

of (001)CGO. Comparison of E/V dependence with size DRoptR is shown in XFig. 6-26X, where 

opposite behaviours of E/V for (001) and (011) CGO islands are clearly distinguished. Let’s 
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Fig. 6-25: Comparison of thermodynamically derived in-plane equilibrium shape cReqR as function 
of size D for (001)CGO dots (●) and (011)CGO wires (♦) on LAO substrates. Relation cReqR(D) 
experimentally determined from TEM images is also plotted for both dots (▲) and wires (□). 
Parameters α=5·10P

-10
P J/m, β=1 and A=4 nm were considered for the case of (001)-nanoislands, 

whereas α= 10P

-9
P J/m, β=5 and fitting parameter A within the range 3-10 nm were used for (011)-

nanowires (see XFig. 6-19X). 
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Fig. 6-26: 1367B1365BTotal energy per unit volume as function of island’s size D of (001)CGO dots (●) and 
(011)CGO wires (♦) of constant height h=6 nm on LAO substrates. Parameters η=9.35·10P

7
P J/mP

3
P, 

K=0.5 and β=1 for (001)-islands and β=5 for (011) were used in the computation.  
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remark again that these results derive from a model assuming kinetically-limited growth in h 

and, thus, these E/V(D) plots corresponds to islands of constant height.  

 

629BIn summary, both the square shape of (001)CGO nanoislands and the rectangular shape 

of (011) ones correspond to the equilibrium morphology of these strained CGO nanostructures 

for the observed sizes. The size stability of (001)-dots or the tendency to continuously coarsen 

of (011)-wires can also be explained from thermodynamic arguments. Hence, despite the 

approximations made (interface energy neglected, kinetically-limited vertical growth, stress 

tensor, elastic parameters of the substrate, T=0 K, etc.), the model used has allowed us to 

explain the main and representative features of these two kinds of CGO nanoislands on LAO 

substrates.  

630BHowever, it still remains as an open question why both (001) and (011) CGO 

nanoislands can nucleate in such similar growth conditions. Similar interface energy values 

could be the cause. XFig. 6-27X shows the total energy per unit volume of (001) and (011)CGO 

nanoislands using same α and A parameters. Small differences observed between the energy of 

both sort of islands suggest that their nucleation energy might be very close; however, ab initio 

calculations should be carried out to prove it. These energetic differences can even be reduced 

considering higher interface energy γRiR for the (011)CGO||(001)LAO configuration than for 

(001)CGO||(001)LAO. For example, dashed lines in XFig. 6-27X indicate the E/V(D) of (011)-

nanoislands considering γRiR = 0.5 and 1 J/mP

2
P.  

6.5 1227BInteraction between CGO nanoislands 
631BIn general, CGO nanoislands are not isolated but surrounded by many other islands. 

Therefore, consideration of interaction energy is required to complete the thermodynamic 

analysis of CGO interfacial nanoislands’ formation and growth (XEq. 6-1X). These advanced 
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Fig. 6-27: Total energy density of (001)CGO (—) and (011)CGO (—) nanoislands on LAO; 
parameters η=10P

7
P J/mP

3
P, K=1, γRiR=0, h=2 nm, c=1 and β=1 (for (001)) and β=5 (for (011)) were used 

in the computation.  Dashed lines corresponds to E/V of (011)-islands for the case  of  γRiR=0.5 J/mP
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theoretical studies are out of the scope of the present work. However, analyses of the 

experimental results can give us some hints about the phenomena going on. 

632BThe most outstanding features arise again between the distinct behaviour observed 

among nanodots and among nanowires, respectively. XFig. 6-28X displays two templates, one with 

(001)-nanodots (a) and the other with (011)-nanowires (b). The former was processed 8 hours in 

oxidizing atmosphere, whereas the latter was just treated 30 minutes in Ar-HR2R reducing 

atmosphere; both of them at 1000P

o
PC. The amount of deposited material was the same in both 

cases (0.005 M, same deposition conditions). However, the volume of a single (011)-nanowire 

is typically at least more than six times larger than the average volume of a (001)-nanodot. 

Therefore, these different islands’ sizes as well as template’s landscape suggest distinct 

mechanisms of interaction among nanodots and among nanowires, objecting or enhancing 

coarsening, respectively.  

 

633BThermodynamic studies of isolated (001)CGO nanoislands have already predicted the 

existence of a stable size for our nanodots at a given constant height (section X6.2.3X). Moreover, 

the lack of coarsening phenomena observed in a dense array of dots in standard processing 

conditions (OR2R) (XFig. 6-28Xa) suggests the existence of repulsive interaction among this kind of 

islands. This behaviour would explain the homogenous separation between nanodots in a single 

terrace. Distribution of nanodots into rows seems to be mainly consequence of the confining 

power that lattice steps exerts on nanodots (section 5.2.1), despite repulsive interaction might 

also occur as suggested by the local 2D order (Fig. 5-22).  

634BAs mentioned previously, when an island grows it exerts a force on the substrate which 

reduces island’s elastic energy and causes the deformation of the substrate. Distortions 

propagate through the substrate and long-range elastic interactions constitute the mechanism of 

interaction between islands [15, 41, 46]. At first approximation, the interaction energy is the 

energy of a dipole-dipole elastic interaction (Eq. 1-10). After the consideration of all energetic 

terms involved in Eq. 6-1, Shchukin et al. [44] demonstrated the existence of a parameter region 

 
Fig. 6-28: CGO/LAO templates mainly characterized by (001)-nanodots (a) and (011)-nanowires 
(b), respectively. Nanodots were processed 8 hours in oxidizing atmosphere, whereas nanowires 
were just treated 30 minutes in reducing atmosphere; both of them at 1000P

o
PC. 
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where the formation of stable nuclei was favourable against Ostwald ripening (see also section 

1.2.6.1). Particular combination of the contribution of edges to elastic relaxation energy, 

renormalized surface energy and repulsive interaction energy might result in a stable 2D 

periodic square lattice array of islands with optimum size LRoptR. All our experiments seem to 

indicate that (001)CGO nanodots lay in this particular region, where self-assembling and self-

organization is maintained during long annealings, i.e. 8 h. Moreover, theoretical studies [44] 

pointed out that the square lattice is the minimum energy configuration for a 2D array of 

pyramid islands. This energy minimization is due to the cubic anisotropy of the elastic module 

of the medium and due to the square base of the islands, both conditions satisfied by (001)CGO 

nanodots. This could explain the local tendency to 2D order of dots. However, let’s recall that 

the influence of lattice steps on nanodots should be considered to fully describe the arrangement 

of (001)-nanodots [258]. Hence, periodic distribution of dots along a single step seems to be 

explained by repulsive interaction between them. 

 

635BOn the other hand, we suggest attractive interaction between (011)CGO nanoislands as 

one clue to explain the formation of extremely long nanowires in brief periods of heat treatment, 

i.e. < 30 min (XFig. 6-28Xb). Despite the rareness and unusual phenomenology of this type of 

interaction, many examples presented in chapter 5 push towards this behaviour among specific 

islands’ sides. Otherwise, the continuous formation of nanolabyrinthine structures after the 

junction of perpendicular (011)-wires would be difficult to explain, especially in those cases 

were highly dilute solutions were used (XFig. 5-29X). Junction between orthogonal nanowires is 

repeatedly observed. Particularly, a remarkable tendency of wires to join through their ends in 

90P

o
P configuration is very often appreciated, suggesting that attraction is stronger at nanowires’ 

ends. Contrary, two nanowires lying parallel are never observed to join in spite of being at 

distances as close as 20 nm. This fact suggests that along this direction the interaction among 

nanowires is very likely repulsive. XFig. 6-29X displays an example of an intricate maze-like group 

of (011)-nanowires. 

 
Fig. 6-29: TEM planar-view showing the formation of an intricate labyrinthine group after the 
junction of orthogonal nanowires. 
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636BThe force that an island exerts on the substrate, and so substrate’s distortion, depends on 

the lattice mismatch ε (and the discontinuity of the intrinsic surface stress tensor) (section 

1.2.4). A compressive strained island induces substrate compression in substrate free surface 

adjacent to island’s edges [26, 41], and extension for tensile systems. XFig. 6-30X shows the 

contour plots of radial strain εRrr Rdetermined using finite element simulations for a cone-shaped 

islands [26]; in the figure it is observed 1332B1331Bthat the εRrr Rchanges sign in the free substrate regions 

adjacent to the strained island. So, in the case of (011)-nanowires, theoretical analyses of 

interaction among islands become highly complex due to the anisotropy in strain and the 

distinct lattice mismatch sign, i.e. ε~-1% along CGO[0-11]||LAO[010] and ε~+5% along 

CGO[100]||LAO[100]. Basic calculations of the interaction between two facets of two distinct 

islands should consider the elastic constants of the system and the misfit of the two 

crystallographic orientations involved [15]. These computations should extend among all facets 

of islands implied in the interaction. To our knowledge, these specific and complex calculations 

have not been carried out.  

 

637BFor a simpler system with strong elastic anisotropy (i.e. mostly III-V and II-VI 

semiconductors) and biaxial isotropic misfit strain ε, it has been pointed out the existence of 

attractive interaction between islands whose directions are aligned in a narrow interval close to 

substrate soft axes [100] and [010] [15] (section 1.2.4, Eq. 1-11). As a result of this attractive 

interaction, islands might order in chains along these directions. Experimentally, preferential 

arrangement of InAs quantum dots in rows parallel to elastically soft <100> directions has been 

observed [273]. Despite the simplicity of this model with respect to our real system, the 

important feature is that it considers the possibility of attractive interaction among islands. The 

sign of this interaction is not usual, since it is normally assumed that interactions between 

islands are of repulsive nature. Additionally, the particular disposition of (011)-nanowires (i.e. 

long axis aligned with [100] or [010] LAO directions) also suggests that attractive interaction 

might occur along [100] and [010] substrate soft axes. Therefore, for the junction of (011)-

wires, the whole nanowire should diffuse along these soft substrate axes. Since there exist two 

degenerate in-plane orientations of (011)CGO nanostructures, diffusion would occur along both 

(a) (b)(a) (b)  
Fig. 6-30: Contour plots of distribution of radial strain εRrrR for a cone-shaped island without (a) and 
with trench (b) [26]. Notice that the εRrr Rchanges sign in the free substrate regions adjacent to the 
strained island. 
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substrate soft axes resulting in a high probability of nanowires’ impingement. So, attraction 

between nanowires along these directions could explain the formation of clusters of multiple 

orthogonal (011)-nanowires. Besides the reconstruction of these clusters into long wires aligned 

along <100>LAO, the union of nanowires along a single substrate direction <100> has also 

been observed to lead to the formation of chains of nanoislands larger than ~ 2 μm (see for 

example XFig. 6-34Xc and d), as predicted to happen for the case of attractive interactions 

proposed in [15]. Quick engulfment of (001)-nanodots by (011)-wires also hints attractive 

interaction between these types of islands.  

 

638BSo, from our experimental results we can suggest a simple classification of the 

interactions taking place among CGO nanoislands on LAO substrates. For an easiest description 

of the distinct configurations, we refer to the in-plane axis of the islands along the interaction 

direction. The growth of (001)-nanodots, CGO[110]||LAO[100], is characterized by low 

mismatch, i.e. εRLR; the same mismatch exists along (011)-nanowires’ long axis [110]. Contrary, 

short axis of (011)-nanowires [100] has high lattice mismatch, i.e. εRHR. So, we can associated 

island’s [110] axis with εRL Rand [100] of (011)-nanowires with εRHR. Schematic representation of 

the interactions suggested is depicted in XFig. 6-31X.  

 

639BOn one hand, experimental results point out the existence of repulsive interaction 

between the axes [100] and [100] of neighbour islands. This would explain the non-coalescence 

of parallel (011)-nanowires in the direction perpendicular to their long axis. This behaviour also 

applies to the interaction between (001)-nanodots. Both situations are sketched in XFig. 6-31Xa and 

b, respectively. In this case, confronted island’s edges have the same misfit sign and, thus, 

elastic repulsion is expected.  

 

640BOn the other hand, attractive interaction seems to happen between islands’ [100] and 

[110] axes. This would be the case between (011)-nanowires aligned along orthogonal 

directions (i.e., between [100] and [110] directions of nanowires axis) ( XFig. 6-31 Xd) and among 

(001) and (011)-islands along the direction perpendicular to nanowires’ long axis (i.e. [100] axis 

of the nanowire and [110] of the isometric (001)-dot) ( XFig. 6-31Xe). For these two configurations, 

edges faced show opposite lattice mismatch sign. Substrate must expand close to one island, 

whereas in regions adjacent to the other it must compress. As a result, attractive interaction 

among these island’s edges seems reasonable.  
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641BDespite not so often observed, some snapshots could also suggest attraction between 

(011)-nanowires aligned parallel to a single direction (XFig. 6-31Xf). In this case, attractive 

interaction would take place between islands’ [110] axis. This behaviour would also explain 

interaction among (001) and (011)-nanoislands along the direction parallel to nanowires’ long 

axis ( XFig. 6-31Xg). However, this attractive interaction between [110] axis seems to not apply 

among (001)-nanodots (XFig. 6-31Xc), otherwise it could be difficult to explain the formation of 

arrays with self-organized stable nanodots (section 5.2.1). Interaction along [110] islands’ axes 

involves island’s edges of same misfit sign, which open questions to the attractive interaction 

according to substrate’s distortions expected [41]. However, what differentiates systems with 

(011)-wires from those with exclusively (001)-dots is that substrate distortion 

(compression/extension) changes at each wire’s “edge-corner”. Nanodots are embedded in a 

biaxial isotropic strained medium; thus, the lack of strain modulation would not favour 

attraction between islands. Moreover, thermodynamic analysis proved the stability of an 

isomorphic square (001)CGO nanoisland, and the existence of an optimum island size. On the 

other hand, it must be noticed that (001)-wires also grow under biaxial isotropic strain and, thus, 

attractive interactions between them are not expected. This would explain the formation of 

(001)-wires as long as 30 μm, which merely happen to get in contact with other orthogonal 
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Fig. 6-31: Suggested interaction between interfacial CGO nanoislands on LAO substrates. Repulsive 
interaction between [100] axes: (011)-nanowires in the direction perpendicular to their long axis (a) and 
between (001)-nanodots (b); and repulsive interaction also between [011] axes among (001)-dots (c). 
Attractive interaction between [100] and [110] axes: among orthogonal (011)-nanowires (d) and among 
(001) and (011)-islands along the direction perpendicular to nanowires’ long axis (e). Attractive 
interaction might also occur between [100] axes of wires aligned parallel in a single direction (f) and 
among (001) and (011)-islands along the direction parallel to nanowires’ long axis (g). εRLR indicates the 
low mismatch along [110]CGO||[100]LAO, and εRH Rthe high mismatch along  [100]CGO||[100]LAO. 
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wires by chance since there is no driving force. Repulsive interaction seems to exist at least 

between parallel (001)CGO wires, since parallel wires do not coalesce despite being aligned as 

close as 20 nm.  

 

642BAll these interactions are proposals to explain the experimental observations in a very 

simple manner. Complex theoretic analyses are required to prove them. Nonetheless, some 

additional experimental evidence supporting this assertion has been obtained from TEM 

analyses. The TEM planar-view exhibited in XFig. 6-32X seems to illustrate that some important 

modification of strain at the substrate is occurring as consequence of the presence of interfacial 

CGO nanoislands. The mean separation D between Moiré’s fringes changes at (011)-wires’ 

extremes, indicative of different strain in this region of the wire with respect to its central part. 

An arrow in the inset points to a discontinuity in the Moiré fringes. The presence of a (001)-

nanodot could be the cause of a distortion in the substrate which is propagated through it and 

finally affects the nanowire. In any case, existence of strain modification at nanowires’ ends is 

clearly derived from this image. Assuming that (011)CGO nanowires are completely relaxed 

(i.e. lattice parameter aRCGOR=5.41 Å), the Moiré pattern at wire’s end could be reproduced 

(d=aRCGOR·aRsubstR/aRCGOR-aRsubstR; Eq. 5-3) if substrate lattice parameter was 3.93 Å instead of aRLAOR=3.79 

Å as would correspond to LAO single-crystal (and as applies to Moiré pattern in the middle of 

the observed wire). This ~3.5% difference between substrate lattice parameter in these two 

regions of the (011)-nanowire (end, middle) suggests that the strain field is different at wires’ 

ends. 

 

643BSummarizing, repulsive interaction has been proposed among (001)-nanodots as one of 

the clues of the absence of coarsening in dense arrays of this kind of CGO nanoislands and to 

 
Fig. 6-32: TEM planar-view where bending of Moiré’s fringes at the ends of (011)-nanowires’ is 
observed. These modifications can be attributed to the presence of the isomorphic (001)-island, 
which may probably induce a long-range elastic deformation of the substrate. The mean separation 
between fringes also changes; the inset shows a zoomed viewed where the discontinuity of a fringe 
is indicated.  
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explain the homogeneous distribution of nanodots along a single terrace, with the concomitant 

tendency towards observation of 2D local order. Order of nanodots into rows seems to be 

mainly guided by steps of vicinal substrate (section 5.2.1) [258]. Repulsive interaction has also 

been proposed between (011)-nanowires’ long axes, since union of wires in this configuration 

has never been observed. Contrary, attractive interaction between (011)-nanowires and (001)-

dots and among (011)-nanowires could explain, in part, the ultrafast kinetics at high temperature 

and reduced oxygen pressure experienced by those systems with interfacial (011)-nanoislands. 

Despite conventional wisdom generally assumes repulsive interaction between interfacial 

nanoislands, possibility of attractive interaction has already been predicted [15], and our 

experimental analyses suggest that this may indeed occur.  
 

6.6 1228BKinetic evolution of (011)CGO nanostructures 
644BThermodynamic arguments have proved to explain the equilibrium shape of both (001) 

and (011) CGO nanostructures on LAO substrates; that is, their respective isomorphic and 

anisotropic morphology has a thermodynamic origin. Their distinct coarsening phenomena have 

also been thermodynamically derived. Moreover, distinct interaction mechanisms have been 

proposed to explain the behaviour of CGO dots and wires. Nonetheless, evolution towards 

equilibrium must be necessarily associated to kinetic mechanisms pushing the system towards 

this situation.  

 

645BMobility of (001)-nanodots is limited, most likely because they rapidly achieve their 

stable configuration and do not evolve to other states. Just very singular treatment conditions 

could drive (001)-nanoislands to grow beyond its uniform isomorphic shape. The formation of 

extremely long (001)CGO nanowires under particular growth conditions could open the 

possibility to kinetically-limited nanodots evolution. Self-limited growth and formation of stable 

arrays of islands has been observed and interpreted in the semiconductor field [12, 56]. Long 

treatments of (001)-nanoislands in Ar-HR2R could be a way to surmount coarsening barriers 

through generation of oxygen vacancies. However, the fact that thermodynamics yields to 

isomorphic (001)-island as the equilibrium shape for sizes D<50 nm hints that under present 

conditions the shape and size of (001)-nanodots is effectively thermodynamically-controlled. 

The formation of wires indicates that there exist other growth conditions where unstable 

ripening might occur and which deserve being investigated. It has been pointed out that the 

stability and equilibrium shape of semiconducting pyramids and domes is broken above a 

critical temperature where ripening continuously occur [60]. Notice that all thermodynamic 

analyses presented refer to T=0 K case, and divergences arising from temperature dependence 

might take place. For example, surface energies might strongly depend on temperature [69]. 
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Hence, another approach to investigate coarsening phenomena and possible kinetic limits of 

(001)CGO nanoislands could base on oxidizing heat treatments at T>1000P

o
PC.  

 

646BFormation of very long (011)-wires (~ µm) within short annealing periods (<30 min) is 

difficult to explain without considering extremely high mobility of atoms in the present system. 

Attractive interaction between nanowires has been proposed as a mechanism enhancing 

mobility of (011)-nanowires. Experimentally, enhancement of atomic diffusion was proved to 

occur through high temperature annealings in reducing atmosphere (section 5.3 and 5.4). These 

two growth conditions, together with the presence of (011)CGO nanoislands and the probable 

attraction between them, seem to lead to a particular landscape where ultrafast mobility is 

rapidly achieved. These might be the driving forces, but we should still investigate the particular 

kinetic mechanisms taking place. Particularly, we propose to explain ultrafast mobility as a 

result of the simultaneous performance of different coarsening phenomena. The observation of 

the time evolution of nanostructures with different shape (assumed (001) and (011)) (especially 

section 5.2.2.1) allows us to propose more than six different kinetic paths that can occur at the 

same time. These different coarsening mechanisms can be mainly classified into two groups.   

 

647BFirst, Ostwald ripening mechanisms are continuously taking place. It implies the 

dissolution of smaller (011) and (001) islands towards larger (011) nanoislands without previous 

contact. However, in the present system, this mechanism is probably accelerated by the 

existence of anisotropic strain media. Prove of that are the asymmetries detected in the 

dissolution of islands, as it is illustrated in the AFM images of XFig. 6-33Xa and b. Notice in this 

two consecutive snapshots that the dissolution of the “horizontal” wire occurs faster close to the 

orthogonal wire than in the opposite end, as indicated by the arrow. These observations support 

our conclusion about the existence of attractive fields among (011)-nanowires. It must also be 

 
Fig. 6-33: Examples of asymmetric Ostwald ripening between (011)-nanowires (a,b); and 
conventional Ostwald ripening between (001)-nanodots (c,d). Each pair of snapshots is separated 
by 5 min anneal at 1000P

o
PC in Ar-HR2R.  
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noticed that, according to previous analyses and, contrary to conventional Ostwald ripening, we 

are not dealing with a typical system where surface energy must be reduced to minimize the 

total energy. Instead, the goal is to make (011)-nanowires longer to reduce the total energy of 

the system, as determined thermodynamically. On the other hand, a typical Ostwald ripening 

mechanism seems indeed to describe the evolution of the isomorphic (001)-nanoislands formed 

at the first evolution stages during annealing under Ar-HR2R atmosphere, and prior to being 

engulfed by (011)-nanowires, as it is illustrated for instance in XFig. 6-33Xc and d. 

 

648BSecond, dynamic coalescence between nanoislands might also occur. This mechanism 

consists of the diffusion of the whole island across the substrate till it collides with other islands 

and coalesces; and it has been previously described for example in homoepitaxial (001)Ag 

growth [49]. Experimental observations suggest that this behaviour can occur via distinct paths. 

Nanolabyrinthine clusters formed after the junction of perpendicular nanowires hint dynamic 

coalescence of orthogonally in-plane oriented nanowires. Wire’s formation after the 

impingement of smaller wires aligned along a single particular direction is another possibility. 

Dynamic coalescence of both wires and dots along a single direction might as well result into 

elongated islands in that direction. Distinct images suggesting these processes are displayed in 

XFig. 6-34X. Notice that the lack of homogeneous height witness that the long nanowires have 

originated from several individual smaller nanoislands which have assembled together; they are 

in a situation of “quasi-equilibrium” which will result in homogeneously high nanowires in the 

equilibrium. Dynamic coalescence could also explain the diffusion of (001)-dots towards (011)-

wires observed, for example, in Fig. 5-35. Attractive interaction between islands could be the 

driving force for dynamic coalescence.  
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Fig. 6-34: TEM planar-view (a) and AFM images (b,c,d) suggesting dynamic coalescence of nanowires 
oriented orthogonally (a,b) and parallel to a single <100> direction (c,d). Heigh modulation in 3D profiles 
(c,d) suggest that these elongate nanostructures are formed after the junction of several nanoislands.  
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649BAn intermediate situation between atomic or island diffusion can also be suggested after 

the observation of XFig. 6-35Xa, where mass transport between islands seems to occur through the 

flux of nanometric islands. However, this snapshot could also signal dissolution of a previous 

existing orthogonal nanoisland towards neighbouring islands.   

 

650BMoreover, modified static coalescence can neither be neglected. As nanowires elongate, 

the probability to collide between each other is not null at all. We refer to this mechanism as 

modified static coalescence because interfacial nanoislands do not grow from supersaturation 

but they get in contact with each other owing to elongation processes arising from the particular 

thermodynamics of the island. These processes might explain nanolabyrinthine structures of 

(001)-nanowires, where there is not attraction-based driving force yielding to their coalescence.  

 

651BIndependently of the mechanism followed, after the incorporation of atoms or 

attachment of a whole island, the nanowire in “quasi-equilibrium” configuration reconstructs to 

achieve the configuration of lowest energy corresponding to the new island’s volume. 

Interfacial atomic diffusion arises as the most common mechanism to achieve that. As a result, a 

unique homogeneous (width, height) larger nanowire is generally formed when the annealing 

time is long enough to achieve the equilibrium shape for the corresponding island’s volume. For 

orthogonal (011)-wires, however, another possible reconstruction path is suggested by image in 

XFig. 6-35Xb, based on the complete disruption of the smaller nanowire to attach to the largest one. 

This process, though, probably involves a significant surface energy on the intermediate state 

and hence it might have a low probability to occur. 

 

652BActually, the kinetic evolution of impinged nanowires is more complex and it is 

influenced by the local structure of the interfaces. TEM details of orthogonal (011)-nanowires 

reveal that lateral impingement with partial penetration may occur, as exhibited in XFig. 6-36 Xa. 

As a result, 45 P

o
P grain boundaries joining (100) and (110) CGO planes of both (011)-nanowires 

would form this interface. This configuration should be fairly energetic and, thus, deeply 

  
Fig. 6-35: Mass transport between wires as nanometric islands (a). Reconstruction of coalesced 
wires based on the complete distruption of the smaller wire (b).  
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unstable. However, for the case of two orthogonal nanowires attached through their vertex, the 

interface actually is formed at 45P

o
P and, hence, they join through the same (111) planes ( XFig. 

6-36Xd, e and f). So, there is no grain boundary in this orthogonal configuration which means that 

the interface energy is null. This feature could explain the observation of so many nanowires 

impinged through their vertices in a 90 P

o
P configuration, as illustrated in XFig. 6-34Xa. Let’s notice 

that for (001)CGO nanowires the impingement in either of these two orthogonal configurations 

yields to interfaces formed by the same family of planes, (110) or (100), which results in no 

grain boundary in both cases. Hence, the null interface energy for these two configurations for 

(001)-wires is another example of the lack of driving forces leading their reconstruction, which 

might explain the achievement of such extraordinary lengths.  

 

653BHence, the ultrafast mobility leading to the formation of extremely long (011)CGO 

wires in brief annealing periods in Ar-HR2R can be attributed to the additive effect of the different 

coarsening mechanisms, the acceleration associated to the attractive interactions and, finally, the 

island reconstruction to minimize the total energy. Notice that these processes do not apply to 

(001)CGO wires. To conclude we have proposed different kinetic mechanisms extracted from a 

large number of static snapshots signalling the evolution of CGO nanoislands. To achieve a 

thorough understanding of the kinetic processes involved, it would be required the use of more 

advanced experimental tools, such as in-situ high temperature real time STM or AFM facilities 

[274-277], or calculations based on kinetic Montecarlo methods [278]. In-situ analyses face the 

difficulty to work at the high temperatures required for the formation and evolution of these 

oxide nanostructures, i.e. 800P

o
PC - 1000 P

o
PC. Montecarlo algorithms would yield to the correct 
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Fig. 6-36: TEM planar-views showing the impingement of orthogonal (011)-nanowires joined 
together through their short and long axes (a) and through their short axes in a 90P

o
P configuration 

(d). Corresponding IFFT (b,e) images and schematic draws (c,f) help to visualize these 
configurations. 
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evolution of a non-equilibrium system by accepting and rejecting transitions with a determined 

probability. Assuming the existence of an already nucleated island and a collection of processes 

with a determined rate to happen (i.e., attachment of surrounding atoms, interaction with fields 

generated by other islands, etc), one could study the evolution of the system and analyze the 

relevance of different processes to the observed landscape. 
 

6.7 1229BConclusions: requirements for the formation of 
nanowires 

654BThe analyses of the presented results for CGO nanoislands’ growth on LAO substrates 

allow us to prepare a general layout of the requirements that we have observed that must be 

fulfilled for the formation of elongated CGO nanostructures on LAO substrates. They can be 

summarized in the following points: 

655B1) Surface energy cannot be a handicap for island’s elongation; particularly, it is highly 

interesting that the extra surface energy decreases as lateral aspect ratio c increases. On the other 

hand, anisotropic surface energies are as well important to promote elongation, since 

maximization of lateral facets of lower surface energy would be enhanced. These conditions can 

be satisfied by choosing the appropriate materials (ratio between surface energy of the deposited 

material and substrate), as well as selecting the crystallographic orientation of the islands. In our 

case, the selection of the crystallographic orientation of islands is achieved through the 

modification of growth conditions; but the exact mechanism leading to the nucleation of one or 

other orientation is unknown. Close interfacial energies of the (001) epitaxy and (011) domain 

epitaxy could be a key feature for this phenomenon. Some works have related the nucleation of 

different crystallographic orientations to distinct reconstructions of the substrate surface. For 

example, this origin has been attributed to the different orientations in the Pd/(001)STO system 

[21]. The reconstruction of substrate’s surface might change the relative stabilities of interfacial 

planes and, thus, interfacial energies.  

656B2) Elastic relaxation has to favour elongation. Thus, anisotropic epitaxy is required, 

since force monopoles arising due to misfit will promote elongation along lower lattice 

mismatch direction. Strain can be tuned through lattice mismatch by selecting materials to 

achieve the desired misfit, but through crystallographic orientation as well.  

657BIn principle it could not be essential that both energetic contributions (ERsufR, ERrelaxR) favours 

elongation. Actually, it could be enough that the trade-off between them points in that direction. 

Nonetheless, a system where elongation along lower misfit strain direction simultaneously 

enlarges the facets with lower surface energy enhances the formation of nanowires with high 

lateral aspect ratios. 
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658B3) Coarsening phenomena might also enhance elongation. The decrease of energy 

density as islands’ volume increases, together with higher equilibrium lateral aspect ratio as 

volume increases, help to maximize elongation processes. 

659B4) High atomic mobility is important; kinetic mechanisms cannot limit the evolution of 

the system towards its equilibrium structure. Despite the existence of very long islands, atoms 

must be able to easily diffuse along wires. Particularly, it has been proved that generation of 

atomic vacancies and high temperature treatments are distinct ways to promote enhanced 

kinetics. Simultaneous performance of many distinct kinetic mechanisms also favours 

coalescence and, thus, reconstruction of nanowires into longer ones. Moreover, interfaces of two 

dissimilar structures may also help because of vacancies that are formed as defects. 

660B5) Attractive interaction between islands is also a potential way to increase the kinetics 

of the system in evolution. Though not a requirement, the attractive interaction among 

nanoislands definitively fosters a strong acceleration of the nanoislands’ coarsening and, hence, 

of the nanowire’s in-plane growth.  

 

661BAll these requirements apply to our model system CGO/LAO. Recalling results 

presented in section X6.3X, it is clear that (011)-nanowires satisfies all five conditions. (011)CGO 

nanowires exhibit anisotropic surface energies and are biaxial anisotropic strained. Thus, both 

surface energy (which shows its energy minimum at c=∞) and elastic relaxation energy 

promotes island’s elongation since nucleation as a mechanism of energy minimization. 

Anisotropic shape of nanowires has a thermodynamic origin. There exists also continuous 

coarsening. High mobility is also guaranteed by the high number of oxygen vacancies generated 

through the use of reducing atmosphere and heat treatments at high temperature and the 

dissimilar perovskite-fluorite structures involved, in addition to Gd-doping. The singular 

attractive interaction proposed among specific nanoislands is a key issue for the fast growth 

observed. Moreover, ultrafast kinetics of the system as a result of the simultaneous action of 

distinct processes also seems to be a key point.  

662BIn contrast, the symmetry of lateral facets and strains in (001)-islands do not allow to 

satisfy first and second conditions; and coarsening is neither favoured. All these arguments 

favour isomorphic shape. Actually, thermodynamic-based calculations have proved that 

isomorphic in-plane shape corresponds to the lowest energy morphology for (001)-CGO 

nanoislands with D≤50 nm; and we have also demonstrated the existence of an equilibrium 

nanodots’ size. Concerning kinetics, (001)-nanodots exhibit very limited evolution under typical 

oxidising conditions, probably associated to their thermodynamic stability and the existence of 

repulsive interaction between islands. Just above a critical size DRcR, strain energy of (001)-dots 

might drive the islands to adopt a rectangular elongated shape. Experimentally, just very 

singular treatments could drive (001)-islands to grow beyond DRcR, indicative of the existence of 
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growth conditions where unstable ripening might occur and which are worthy of being 

investigated in more detail.  

 

663BThese are the conditions found to take place in the rapid formation of highly anisotropic 

(011)CGO nanowires on LAO substrates. Maybe they are not all of them essential; perhaps in 

some cases ones can compensate the others. For example, we have also observed that under 

particular growth conditions (001)-nanowires might also develop. Nevertheless, these set of 

conditions establish a starting point for the requirements that must be considered for the 

formation of elongated structures in other systems.  
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Chapter 7  

1199BVortex pinning in interfacial nanostructured 
YBCO thin films  

244BEpitaxial YBCO thin films present high critical current densities (JRcR), one or two order 

of magnitudes higher than any other form of the material [134]. These high critical current 

densities are due to the great variety and quantity of defects present in thin films, which are 

naturally generated during the film growth process itself and act as effective centres for vortex 

pinning. Each kind of defect acts preferentially in a specific range of temperature T and 

magnetic field H and, in general, their effectiveness decrease at high temperature as 

consequence of thermal activation [279, 280]. This represents an important handicap for 

applications of superconducting thin films which requires high JRcR at high temperatures and high 

magnetic fields [128, 281]. Furthermore, naturally generated defects have the drawback that 

cannot be easily tuned to act efficiently in the H-T range required in specific applications. 

Therefore, one of the main goals in YBCO thin films is to look for strategies of nanoengineering 

to design materials with great performance in the chosen magnetic field and temperature region. 

Particularly, one of the great challenges is to improve vortex pinning at elevate temperatures 

and high magnetic fields by introducing artificial pinning centres, now that coated conductors 

are a reality [132, 281]. Several approaches have been investigated to generate artificial arrays 

of defects within the superconducting matrix: compositional modifications with second phase 

BaZrOR3 R(BZO) [140-142, 144, 282]R Ror BaSnOR3 R[283, 284], multilayered YBCO with second 

phase materials [139, 143, 285], rare earth doping [286, 287], nanostructuration of the substrate 

prior to deposition [115, 116, 147, 288], etc. Most of these strategies are based on vacuum 

related growth techniques (i.e. PLD), but distinct approaches based on chemical solutions arises 

as reliable low-cost alternatives. For example, through the generation of nanodots of BZOR R[144] 

or BaHfOR3 R[289] within the YBCO matrix, the so called MOD nanocomposites. In particular, 

the nanocomposites of BZO [144] grown from chemical solutions have demonstrated to exhibit 

the highest critical current densities and pinning forces with no angular dependence in any 

superconducting material.  
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245BIn addition, the knowledge of the pinning landscape induced by the overlap of defects is 

essential if one intends to provide powerful information for the design of materials with high 

pinning performance. Hence, new routes for the improvement of vortex pinning and the 

theoretical comprehension constitutes two major challenges for further development of YBCO 

films and coated conductors.   

 

246BIn this work, a new strategy for the preparation of CSD nanostructured YBCO thin films 

is presented, based on the growth of YBCO films by MOD-TFA on the solution-derived 

CGO/LAO nanostructured templates studied in this thesis. It is expected that nanoislands induce 

extra defects in the superconductor film which enhance pinning efficiency. This strategy 

constitutes an innovative strategy to nanoengineer YBCO thin films, above all because we are 

dealing with an all-chemical approach. In vacuum deposition techniques it has been proved that 

interfacial oxide nanoislands such as 1353B1346BYR2ROR3 R[117], CeOR2 R[116] and SrTiOR3 R[147] improve the 

performance of YBCO thin films grown on top, usually generating additional correlated pinning 

along c-axis direction. The presence of PLD-grown YR2ROR3R nanoislands (with equivalent 

thickness of 0.2 nm) enhance JRcR from 1.8 to 2.7 MA/cmP

2
P at self-field and from 0.06 to 0.10 

MA/cmP

2
P at H||c=5 T since nearly all yttria nanoislands generated an artificial pinning centre in 

the PLD-grown YBCO matrix [117, 145, 290]. The high JRcR peak observed for H||c in YBCO-

PLD films on annealed CeOR2R buffer layers with dots has been related to threading dislocations 

probably induced by CeOR2R nanoislands and to egg-shaped nanometric precipitates elongated 

along c-axis of YBCO [116, 291]. The appearance of outgrowths on STO buffer layers when 

changing PLD deposition conditions induce tilt grain boundaries in YBCO films as thick as 5 

μm which yield to an extra-correlated pinning along c-axis, resulting into better in-field 

performance for H||c but decrease of JRcR at self-field [147, 292]. Decrease of JRcR for H||ab has also 

been observed in these samples and related to buckling of ab planes close of intergrowths. 

Combined YBCO-PLD deposition on top of chemically-processed interfacial MgO or BZO 

nanoislands have also resulted into significant improvement of flux pinning capabilities [288]. 

In this case, the increase of JRcR for all field orientations indicates that pinning improvement is 

fairly isotropic. TEM cross-section images point out distortion of YBCO planes around 

interfacial nanoislands and a number of stacking faults and intergrowths within the YBCO film, 

whereas preferential c-axis defects has not been detected. Equivalent results have been observed 

for the case of sputter deposited particles on STO substrates [146, 288]. 

 

247BIn this chapter, a brief introduction to vortex pinning in YBCO thin films is initially 

presented followed by a basic characterization of prepared interfacial nanostructured YBCO-

TFA films. Then, a deep experimental analysis of vortex pinning mechanisms is pursuit for a 

wide range of temperatures, magnetic fields’ intensities and orientations. Finally, a study of the 
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vortex pinning properties as function of thickness is carried out by designing a thinning process 

based on Focused Ion Beam (FIB). The evolution of the vortex pinning properties as getting 

closer to interfacial oxide nanoislands is analyzed.  

 

7.1 1230BVortex pinning in YBCO thin films 
248BThe naturally generated defects during YBCO thin film growth are usually the main 

responsible for the large critical currents displayed by these films. Nature and origin of these 

defects is varied, including for example oxygen vacancies, non-superconducting precipitates, 

dislocations, twin boundaries, grain boundaries, staking faults or intergrowths [132]. Hence, the 

pinning behaviour of YBCO thin films with temperature and magnetic field depends on the 

combined performance of the distinct kinds of pinning centres present. There exist a large 

variety of models to explain vortex pinning. However, each model describes the behaviour of 

the system in accordance with one particular sort of defect, and there still does not exit a model 

capable of describing the behaviour of multi defects which actually is what our system has. 

Thus, a general classification is needed to facilitate comprehension and further design of the 

whole pinning landscape of real materials. A common categorization is based on the dimension 

of the pinning sites: point defects (size ~ coherence length ξ) [122], extended linear or planar 

(correlated) defects (1 dimension ~ ξ) [124] and extended point defects (size > ξ). Oxygen 

vacancies (0D) are a sort of point defect, dislocations (1D) or stacking faults (2D) are examples 

of extended defects, and precipitates are examples of extended point defects. It is well-

established that the point defects follow the intrinsic mass anisotropy of the material whereas 

extended ones do not. Therefore, one can classify them into isotropic and anisotropic pining 

centres [293, 294]. Isotropic defects are those whose vortex pinned length does not depend on 

the relative orientation of the magnetic field (i.e. follow the intrinsic mass anisotropy); point 

defects are the most representative example. Contrary, anisotropic defects are those whose 

vortex pinned length indeed depends on the orientation of the magnetic field; linear defects such 

as ion irradiated columnar tracks are a typical example [138].  

 

249BIn accordance with experimental measurements, and despite the diversity of models 

owing to the high complexity of real materials, all them coincide with the existence of three 

distinct regimes in the behaviour of critical current density as function of the applied magnetic 

field, JRcR(H) [122]. These regimes essentially depend on the relative importance of vortex-defect 

and vortex-vortex interaction in each case, despite they can be strongly influenced by thermally 

activated processes specially when working at high temperatures. 

250BAt low magnetic fields, the vortex-defect interaction dominates over the vortex-vortex 

interaction. In this regime, the critical current density is independent of the number of vortices, 
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i.e. JRcR does not depend on the applied magnetic field. Thus, this regime is characterized by the 

critical current at self-field, JRcR(H) ~ JRcR(sf). This behaviour, known as single vortex pinning, 

applies to point [122], extended [124] and extended point defects [295]. For linear defects, the 

system can be modelled assuming the interaction of one flux line with one linear defect. Then, 

the critical current is obtained by equalling Lorentz-like force to the pinning force 

pc nBJ f=  Eq. 7-1 
 

251Bwhere ƒRpR is the pinning force per unit length between a vortex and a defect and n=1/aRoRRPR

2
P is the 

area density of pinned vortices, being aRo Rthe lattice parameter of the vortex lattice. Taking into 

account that the applied magnetic field and vortex flux quantization are related as B=nΦRoR, the 

critical current density is given by  

0
cJ

Φ
= pf

 Eq. 7-2 

252BThus, the critical current density results to be independent of the applied filed, JRc R≠ 

JRcR(H). This behaviour is maintained while vortex density in the superconductor is sufficiently 

low. As applied magnetic field increases, vortex density also augments. At the applied field HP

*
P, 

vortices are close enough so that interactions between them are no longer negligible, and vortex-

vortex interaction becomes dominant over vortex-defect interaction. The cross-over field HP

*
P 

depends on the density of defects present in the sample as well as on the pinning strength [122, 

296]. 

 

253BIn region H>HP

*
P, critical current density is typically described by a power law 

dependence, JRcR(H) ~ HP

-α
P. Theoretical models explain the appearance of the power law 

dependence through considering the effective elasticity of the vortex lattice in interaction 

between vortices, i.e. by introducing elastic constants and the ability of each defect to pin 

distinct vortices [122]. The exponent α can be an index of the type of pinning mechanism; thus 

distinct values have been proposed depending on the model. For example, it has been suggested 

that for a pinning mechanism dominated by point defects the exponent α takes the value α=0.5 

[297], in a model dominated by extended point pinning centres α=0.6 [295] and in a system 

characterized by lineal defects α=0.5 or α=1 depending on the mean separation between vortices 

and defects [124, 296]. Once more, it must be taken into account the high complexity of real 

materials, which makes difficult to summarize the large variety of pinning centres in just a 

unique exponent α. Hence, the established models explain efficiently the JRcR(H) dependence of 

those materials where there exists essentially one relevant type of defect. Additionally, it must 

be noticed that most of the experimental works describing the behaviour of JRcR as function of 

pinning centres and, thus, the related theoretical models, correspond to thin films prepared by 

vacuum deposition techniques. Thus, literature referring to CSD-prepared YBCO thin films is 
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limited. This constitutes an added difficulty when dealing with chemically-grown YBCO thin 

films, since film microstructure is strongly linked to the growth technique. Films grown by PLD 

show a columnar growth which induces the formation of dislocations which might act as strong 

pinning centres. Instead, TFA-films are characterized by laminar growth where stacking faults 

are one of the most representative induced defects [298].   

 

254BFinally, the third regime is encountered at high magnetic fields where JRcR starts to rapidly 

decrease as the magnetic field increases as consequence of the proximity to the irreversibility 

line. Thus, critical current density cannot be described any more by a power law dependence. 

This regime starts at a magnetic field which we call HR2PR

*
P [299].  

 

255BIt must be considered that vortex motion is potentially thermal activated, especially in 

high temperature superconductors due to the large thermal energies involved [279, 280]. 

Therefore, the ideal E-J relation in type II superconductors shown in XFig. 7-1Xa is rounded by 

thermal processes, as depicted in XFig. 7-1Xb. Three distinct regimes of resistivity can be 

distinguished depending on the current density considered. For currents densities J<<JRcR, the 

system is considered in equilibrium and the electrical field is proportional to the current density; 

this regime is referred to as thermally activated flux flow. For J~JRcR, the electrical field increases 

exponentially with current; this regime is known as flux creep regime and it is characterized by 

an attempt frequency of vortex hopping from one to another pinning centre. For J>>JRcR, the 

pinning force is much weaker than the driving force for motion and the flux flows steadily, 

being called flux flow regime. 

 

256BXFig. 7-2X shows a log-log plot of the typical dependence JRcR(H) at several temperatures of 

a standard YBCO-TFA thin film of ~275 nm thick grown on a LAO single-crystal when the 

field H is applied parallel to the crystallographic c-axis of the film. We will refer to this sample 

as TFARstdR. The three distinct JRcR(H) regimes described above are clearly distinguished at all 

temperatures; grey dotted lines delimit each region. For example, at 77 K the critical current 

density at self-field, JRcR(sf)=3 MA/cmP

2
P, holds till μRoRHP

*
P=0.015 T. Then, for H>HP

* 
Ptill μRoRHP

*
P~0.8 T, 

J

E

Jc
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E

Jc
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Fig. 7-1: Schema of the electric field as function of the current density in type II superconductors 
at T=0 K (a) and in the presence of thermal activation depinning (b). 
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JRcR can be fitted with a power law JRcR(H)~ HP

-α
P with α=0.75; which is observed as a linear 

dependence in the log-log plot. For MOD-TFA YBCO films grown at ICMAB, it has been 

proved that the defects responsible of JRcR at self-field are isotropic pinning centres [294].  

 

257BThis basic behaviour of JRcR(H) dependence in YBCO thin films is observed all over the 

range of temperatures of superconducting state, though characteristic parameters such as power 

law exponents α or cross-over fields HP

*
P are function of temperature, among other features. 

Therefore, further information of vortex pinning landscape can be extracted from the behaviour 

of JRcR(H) with temperature.   

 

258BThe dependence of critical current density with temperature JRcR(T) enables to classify 

defects as function of their strength as vortex pinning centres [293, 294], since JRcR(T) 

dependence is heftily related to the thermal activation energy associated to these defects [279, 

280]. A very fast JRcR(T) decay is observed when thermal activated processes are very active, i.e. 

thermal activation of vortices from pinning sites is very important. That is the case of point 

defects, an example of weak defect. On the other hand, thermal activation energy is reduced for 

the case of extended defects (linear, planar) because they are able to pin a larger length of 

vortex, making more difficult to depin vortices from these defects. Consequently, JRcR(T) decay is 

smoother for strong pinning centres.    

259BIn the frame of weak vortex pinning [122], each magnetic flux line is considered to 

elastically deform to accommodate itself within many point-like defects, such as oxygen 

vacancies. This pinning mechanism leads vortex motion in the absence of strong pinning; and, 

as mentioned above, JRcR dependence with temperature is strongly related to classical flux creep. 

Models describing the behaviour of YBCO thin films under the presence of defects acting as 

weak pinning centres predict a dependence of critical current density with temperature as 

1E-4 1E-3 0.01 0.1 1
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1
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Fig. 7-2: 1339B1330BInductive SQUID-measurements showing the dependence of the critical current density 
JRcR with magnetic field H applied parallel to c-axis at 5 K (■), 20 K ( ), 60 K (♦) and 77 K (●) for 
the standard sample TFARstdR. Distinct JRcR(H) regimes are separated by dotted lines indicating H* and 
HR2PR

*
P; and colour dashed lines shows the power law fit at each temperature. 
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⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−≈

o
cc T

Texp(0)J(T)J wkwk  Eq. 7-3 

260Bwhere JRcPR

wk
P(0) is the weak pinning contribution to JRcR at T=0 K and TRoR is the characteristic 

temperature which fixes the range of energies of weak pinning centres. The temperature and 

magnetic field range of applicability of this model is up to 60 K and 6 T, respectively [122].  

261BFor a vortex pinning mechanism due to correlated defects such as columnar or planar 

defects like bulk dislocations or twin boundaries, Bose glass theory is the model describing the 

dependence of critical current density with temperature [124]. According to this theory, JRcR(T) is 

given by  

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
⎟
⎠
⎞

⎜
⎝
⎛−≈

2

*cc T
T3exp(0)J(T)J strstr  Eq. 7-4 

262Bwhere JRcPR

str
P(0) is the critical current density at T=0 K and TP

*
P is the characteristic pinning energy 

of vortex pinned in correlated defects. The region of applicability of XEq. 7-4X comprises 

temperatures T< 0.76TRcR (i.e. T~70 K for YBCO) and magnetic fields below BRΦ R≈ nRiRΦR0R, where 

nRiR is the area density of correlated defects. Let’s notice that JRcR(T) dependence of strong pinning 

sites exposed in XEq. 7-4X effectively decreases smoother with temperature than XEq. 7-3X referring 

to weak defects.   

263BNonetheless, due to the complexity that characterize real materials, both contributions 

are in general required to describe the dependence JRcR(T) in YBCO thin films. XFig. 7-3X shows a 

typical inductive measurement of JRcR dependence with temperature of the standard TFARstdR thin 

film at μRoRH||c=0.7 T. Successful fit of JRcR(T) experimental data is achieved taking into account 

both contributions, i.e. weak and strong pinning centres. Weak pinning contribution governs the 

critical current density at low temperatures, whereas strong pinning contribution dominates at 

high temperatures.  
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Fig. 7-3: Inductive SQUID measurements of critical current density JRcR dependence with 
temperature at μRoRH||c=0.7 T for the standard TFARstd Rthin film. Green line is a fit to XEq. 7-3X, blue 
line is a fit to XEq. 7-4X and black line is the fit resulting from the sum of both pinning contributions. 
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264BA new methodology has been developed at the ICMAB superconducting group to 

classify the vortex pinning centres existing in YBCO thin films according to its dependence 

with magnetic field orientation and to its strength as pinning sites [157, 293]. This method based 

on transport JRcR(θ,H,T) measurements (where θ is the angle between the crystallographic c-axis 

and the applied magnetic field) will be introduced in detail and used in following sections.  

 

7.2 1231BInterfacial nanostructured YBCO-TFA thin films 
265BIn the present work, interfacial oxide nanostructured templates are used as a template 

for the growth of YBCO thin films in order to induce defects in the superconducting matrix 

which are expected to act as effective vortex pinning sites. In subsequent studies, (001)LAO 

single-crystal substrates with interfacial CGO nanoislands (either dots or wires) are used as 

templates; control and reproducibility on the preparation of these nanostructures has been 

widely proved in previous chapters. As will be pointed out later, both nanostructures (dots and 

wires) lead to the same pinning landscape characteristics. With the aim to look for an all-

chemically prepared nanostructured thin film, YBCO was grown following the MOD-TFA 

route described in chapter 3. The typical film thickness of resulting YBCO-TFA thin films is 

~(275±50) nm, whereas the height of interfacial nanoislands is typically h~8 nm. Schematic 

representation of this interfacial nanostructured YBCO thin films configuration, i.e. 

YBCO/CGO islands/LAO, is depicted in XFig. 7-4X. 

 

 

266BXFig. 7-5Xa displays a typical XRD P

2
P diffraction pattern of an interfacial nanostructured 

YBCO-TFA thin film with interfacial (011)CGO nanowires, i.e. YBCO-TFA/ CGO-nanowires/ 

LAO. We refer to this sample as TFARWIRESR. Due to the small amount of CGO present in the 

template, it is not possible to detect it through standard XRDP

2
P measurements. The peaks 

appearing at 23.4P

o 
Pand 47.9 P

o
P belong to the (00ℓ) reflections of LAO single-crystal substrate. The 

other sharp peaks correspond to the (00ℓ) reflection of YBCO, indicating that the 

superconducting film grows c-oriented on top of nanostructured template. Moreover, the lack of 

diffraction rings in the 2θ-χ patterns and Φ-scan of (102)-YBCO ( XFig. 7-5 Xc) point out an 

epitaxial (00ℓ)YBCO orientation.   

nanostructured template

YBCO

nanostructured template

YBCO

 
Fig. 7-4: Schematic representation of an interfacial nanostructured YBCO thin film 
superconductor: YBCO/interfacial oxide nanoislands/substrate. 
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267BHowever, SEM images show that interfacial nanostructured YBCO-TFA thin films 

present a high amount of ab-planes indicated by the elongated white needles in XFig. 7-6X, which 

corresponds to SEM images at different magnification of sample TFARWIRESR. From these images 

it is also derived that nanostructured YBCO films are very dense since just few pores are 

observed close to ab-grains.  

 

268BTo deeply investigate the presence of ab-grains, XRD P

2
P measurements were carried out 

centred at χ=35 P

o
P. This configuration enables to simultaneously detect the (102)-YBCO 

reflections from c-axis oriented grains and ab-oriented ones. The corresponding 2θ-χ frame is 

displayed in XFig. 7-7Xa. The intense peak observed at 2θ=27.9P

o
P and χ~56P

o 
Pcorresponds to the 

(102) reflection of grains (00ℓ)-YBCO. At same 2θ, a second peak is detected at χ~32.2 P

o
P. It 

corresponds to the population of ab-grains present in interfacial nanostructured YBCO thin 
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Fig. 7-5: XRDP

2
P measurements of the interfacial nanostructured YBCO-TFA thin film TFARWIRESR: 2θ-χ 

frame (a), where the horizontal axis corresponds to 2θ and the vertical one to χ; corresponding integration 
in χ (b); and φ-scan of (102)-YBCO represented in polar coordinates (c).   

 
Fig. 7-6: SEM images of the interfacial nanostructured YBCO-TFA sample TFARWIRESR. Images correspond to 
magnifications x2000 (a) and x6000 (b). 
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films. Integration of the diffraction intensity reveals that YBCO domains with (ℓ00) or (0ℓ0) 

planes parallel to the substrate (001)LAO represent at maximum ~16% of the total film volume, 

whereas the remaining volume corresponds to (00ℓ)YBCO||(001)LAO domains. Estimation at 

maximum is due to the poorer quantification of the intensity of reflection peaks detected at 

borders of 2D detector with respect to those detected at the centre. The existence of ~16% of ab-

planes in interfacial nanostructured YBCO-TFA thin films will not deteriorate the 

superconducting properties, as we will see in following results.  

 

269BThe critical current density as function of temperature is shown for sample TFARWIRESR in 

XFig. 7-8Xa. These measurements were performed using a SQUID magnetometer and JRcR values 

were calculated from measured magnetic moment applying critical state model [155, 156]. 

JRcR(5K)~15 MA/cmP

2
P and JRcR(77K)~2 MA/cmP

2
P at self-field indicates the good quality of the 

interfacial nanostructured YBCO-TFA films and proves the compatibility between chemically-

grown interfacial oxide nanostructures and YBCO deposition by the chemical TFA-route even 

though a fraction of ab-grains is present in these samples. Furthermore, resistivity 

measurements displayed in XFig. 7-8Xb show a sharp transition from normal to superconductor 

state at TRcR~91.3 K with ΔTRcR~1 K, and reasonable values of ρ(300 K) and ρ(0 K) [215]. So, 

nanostructured YBCO thin films have the expected critical temperature for YBCO and, thus, TRcR 

is not depressed because of the presence of interfacial CGO nanoislands and the existence of ab-

planes.  

270BThe values reported referring to JRc Rat self-field, critical temperature, presence of ab-

planes, etc. are representative of all the interfacial nanostructured YBCO-TFA films that we 

have grown. It is important to remark that the good superconducting properties of these all-

chemically grown interfacial nanostructured YBCO-TFA thin films prove not only the 

capability of CSD to prepare nanostructured superconductors, but also show the potential of this 

chemical route towards the generation of low-cost coated conductors.  
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Fig. 7-7: XRDP

2
P diffraction pattern centred at χ=35P

o
P to simultaneously detect the (102) reflections 

of c- and ab-oriented YBCO grains (a); corresponding integration over 2θ evidencing the 
difference in intensity between both (102) YBCO reflections (b).  
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7.3 1232BVortex pinning of interfacial nanostrucured YBCO-
TFA thin films 

271BA critical temperature of ~90 K and the high critical current densities at self-field 

demonstrate that the presence of interfacial CGO nanoislands has not depressed the basic 

properties of YBCO thin films. However, it is required to investigate the performance of these 

nanostructured films in different magnetic fields and temperatures in order to determine the 

influence of defects induced by oxide interfacial nanostructures on superconducting properties. 

Consequently, a study of JRcR(H) dependence for H||c based on either inductive or electrical 

transport measurements is presented next. Then, the JRcR(θ,H,T) dependence is examined to 

complete the vortex pinning analysis.  

7.3.1 1284BCritical current density dependence for H parallel to c-
axis: Inductive JRcR(H,T) measurements 

272BXFig. 7-9X shows a log-log plot of the typical dependence of the critical current density 

with magnetic field applied parallel to the c-axis for the interfacial nanostructured sample 

TFARWIRES Rat different temperatures. Measurements for H||c where performed using a SQUID 

magnetometer. The three distinct JRcR(H) regimes described beforehand are distinguished in the 

whole investigated temperature regime. 

273BAt lower magnetic fields H<H P

*
P, the critical current density shows a plateau in the log-

log plot JRcR(H). Thus, this regime is characterized by the critical current at self-field JRcR(H)~JRcR(sf), 

indicative of a single vortex pinning regime. This behaviour holds till the cross-over field H P

*
P, 

where there is a gradual transition to a regime (HP

*
P<H<HR2 PR

*
P) where JRcR starts to decrease with the 

magnetic field. In this region, JRcR(H) is described by a power law JRcR(H)~HP

-α
P. For magnetic fields 

close to the irreversibility line (H>HR2PR

*
P), the critical current density decreases rapidly as 

magnetic field increases moving away from the power law dependence. Gray dashed lines in 

XFig. 7-9X indicate the fields where the regime transition takes place, i.e. HP

*
P and HR2PR

*
P. 

0 15 30 45 60 75 90
0

4

8

12

16(a)

 

 

J c (M
A

/c
m

2 )

Temperature (K)

μoH||c=1 T

0 50 100 150 200 250 300
0

100

200

300

400

 

ρ 
(μ

Ω
·c

m
)

Temperature (K)

(b)

0 15 30 45 60 75 90
0

4

8

12

16(a)

 

 

J c (M
A

/c
m

2 )

Temperature (K)

μoH||c=1 T

0 50 100 150 200 250 300
0

100

200

300

400

 

ρ 
(μ

Ω
·c

m
)

Temperature (K)

(b)

 
Fig. 7-8: JRcR(T) dependence at self-field (a) and resistivity as function of temperature (b) of interfacial 
nanostructured sample TFARWIRESR. 
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274BWe define the cross-over field HP

*
P at the crossing between the plateau and the power law 

fit. XFig. 7-10Xa shows the dependence of μRoRHP

*
P with temperature for sample TFARWIRESR. The 

general dependence of other interfacial nanostructured YBCO thin films analyzed is 

summarized in the grey band also displayed in the figure. HP

*
P decreases as temperature increases. 

This dependence is consequence of the relation between cross-over field HP

*
P and the pinning 

energy of defects [295, 296, 300], since this filed indicates the transition from a regime 

dominated by vortex-defect interaction to one controlled by vortex-vortex interactions. In the 

power law regime, the exponent α also depends on temperature as shown in XFig. 7-10 Xb; 

specifically, α increases with temperature. Distinct reasons have been suggested to explain the 

dependence α(T). It has been pointed out that it is consequence of a cross over different pinning 

regimes as temperature increases [124, 296], but it has also been proved that α can change due 

to the incorporation of extra pinning centres [142, 301] suggesting the dependence of α with 

type and strength of defects. 
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Fig. 7-9: Critical current density dependence with applied magnetic field μRoRH||c of TFARWIRESR at 5 
K (■), 20 K (●), 40 K (▲), 60 K (♦), 70 K ( ) and 77 K (►). Gray lines indicate the cross-over 
fields H* and HR2R*; and colour dashed lines shows the power law fit at each temperature.   
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Fig. 7-10: Dependence with temperature of the cross-over field μR0RH* (a) and exponent α (b) for sample 
TFARWIRESR (●); the grey band summarizes the behaviour of other interfacial nanostructured YBCO-TFA 
thin films analyzed.  



Vortex pinning in interfacial nanostructured YBCO thin films 

 7-229

275BXFig. 7-11Xa compares the dependence JRcR(H) at different temperatures of samples 

TFARWIRES R(close symbols) and TFARstdR (open symbols). We observe that the critical current 

density at self-field of the nanostructured sample is lower than that of the standard film. This is 

a characteristic shared by all our interfacial nanostructured YBCO-TFA thin films; analyses of 

the distinct pinning contributions carried out in subsequent sections will allow us to identify the 

cause of this decrease. Both samples TFARWIRES Rand TFARstdR follow the same trend marked by the 

three distinct JRcR(H) regimes; in general, no significant qualitative differences are appreciated. 

Observe in XFig. 7-11Xa that JRcR decreases faster for H>HR2 PR

*
P at high temperature and high magnetic 

fields for the nanostructured sample compared to the standard one. We notice that in this H-T 

region (high H, high T) inductive SQUID measurements are strongly influenced by relaxation 

phenomena associated to flux creep because of the slow time constant of this type of 

measurements.  

 

276BIn XFig. 7-11Xb and c we represent the cross-over fields H* and α exponents, respectively, 

as function of temperature for both samples TFARWIRES Rand TFARstdR. For this specific pair of 

samples, TFARWIRESR shows higher H* than TFARstdR. In contrast, in the power law regime JRcR of 

TFARWIRES Ris found to decay faster than that of TFARstdR with the applied magnetic field, as 
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Fig. 7-11: JRcR(H) dependence for H||c of samples TFARWIRESR (close symbols) and TFARstdR (open symbols) at 
5 K (■), 20 K (●), 60 K (♦) and 77 K (►) (a); and corresponding H*(T) (b) and α(T) (c) dependence. 
Grey and diamond band summarizes the T-dependence of other interfacial nanostructured and standard 
YBCO-TFA thin films analyzed, respectively.  
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exemplified by α values in XFig. 7-11Xc. However, if we compare values of H P

*
P(T) and α(T) for 

several interfacial nanostructured (grey band) and standard (diamond band) YBCO-TFA thin 

films we observe that both dependences overlap in most of the cases. So, significant and general 

differences between the JRcR(H) behaviour of interfacial nanostructured YBCO-TFA thin films 

and standard ones cannot be extracted from inductive measurements. Next, electrical transport 

measurements will be pursuit to investigate the angular behaviour of JRcR with applied magnetic 

field and temperature, which will evidence significant differences between both sets of samples.  

 

7.3.2 1285BCritical current density dependence for H||c and H||ab: 
Electrical transport JRcR(H,T) measurements 

277BXFig. 7-12X displays the JRcR(H) dependence determined from electrical transport 

measurements at 77 K and H||c for samples TFARstdR, TFARWIRES Rand another nanostructured 

YBCO-TFA film with interfacial (001)CGO nanodots which we refer to as TFARDOTSR. First of 

all, let’s point out that both nanostructured YBCO-TFA films show fairly similar magnetic field 

dependences of JRc Rfor H||c independently of the in-plane anisotropy of interfacial nanoislands, 

i.e CGO-nanowires or CGO-nanodots, and it is remarkably different from JRcR(H||c) of TFARstdR. 

So, subsequent analyses (mainly carried out for TFARDOTSR) are valid for nanostructured templates 

with either interfacial nanowires or nanodots. Hence, this indicates that similar pinning centres 

are induced in the YBCO matrix by both types of interfacial nanostructures. 

 

278BThe three distinct JRcR(H) previously observed in inductive critical current measurements 

can also be distinguished now. Results are here presented up to 9 T and with a fast time constant 

electrical measurement. Clear, differences are appreciated which could not be seen in SQUID 

measurements up to 5 T. Despite nanostructured films show a lower JRcR at self-field, their 
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Fig. 7-12: Magnetic field dependence at 77 K for H||c of samples TFARWIRES R(■),TFARDOTS R(●) and 
TFARstdR (◊); data was obtained from electrical transport measurements. The arrow indicates the 
field where critical current of nanostrucured samples becomes higher than that of the standard 
sample.  
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dependence with magnetic field is smoother than that of standard sample. This behaviour is 

illustrated by a lower exponent α for the case of nanostructured samples in the power law 

regime (JRcR(H) ~ HP

-α
P), i.e. α=0.64 for TFARDOTSR and α=0.92 for TFARstd Rat 77 K and H||c. 

Therefore, interfacial nanostructured thin films result to have a better in-field performance than 

standard YBCO-TFA samples at high temperature. Moreover, not only JRcR(H) dependence is 

smoother, but the absolute critical current density of interfacial nanostructured films becomes 

even higher than that of TFARstdR above μRoRH~0.5 T (this field is indicated with an arrow in XFig. 

7-12X). For example, at μRoRH=3 T and 77 K, TFARDOTSR sample has a JRcR=6.9·10P

-2
P MA/cmP

2
P, which 

represents an enhancement of 240% with respect to the standard TFA film.  

279BLet’s notice that differences in the in-field performance at 77 K for H||c between 

nanostructured films and TFARstdR become especially remarkable at magnetic fields μRoRH>1 T. In 

this H-T region, inductive measurements are so influenced by flux creep that critical current 

densities rapidly decrease. That explain why these differences could not be appreciated in 

SQUID measurements ( XFig. 7-11X).   

280BThe overall improvement of JRcR(H) achieved because of the presence of interfacial CGO 

nanoislands can clearly be seen through the dependence of the pinning force, FRpR=μRoR(JRcR x H), 

with the applied magnetic field H||c. XFig. 7-13X shows FRpR(H) for samples TFARWIRESR, TFARDOTSR 

and TFARstd Rat 77 K and H||c. The maximum pinning forces of the nanostructured films are 

enhanced and shifted to higher magnetic fields. Specifically, FRp_maxR=1.85 GN/mP

3
P at 

μRoRHRFp_maxR=1.48 T for TFARWIRESR, FRp_maxR=1.42 GN/mP

3
P at μRoRHRFp_maxR=1.5 T for TFARDOTS Rand 

FRp_maxR=1.09 GN/mP

3
P at μRoRHRFp_maxR=0.36 T for TFARstdR, which indicates that additional defects have 

been introduced in interfacial nanostructured films, which additionally display their maximum 

effectiveness at a much higher magnetic field. 

 

281BAn additional distinction in vortex pinning for H||c at 77 K of interfacial nanostructured 

YBCO films compared to TFARstdR is given by the irreversibility line. The irreversibility line 
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Fig. 7-13: Dependence of pinning force FRP Rwith magnetic field applied μRoRH||c at 77 K for samples 
TFARWIRES R(■),TFARDOTS R(●) and TFARstdR (◊).  
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separates the region where vortex are pinned in a solid phase from the liquid vortex state where 

pinning is no more achievable. This transition is strongly influenced by thermal activation 

processes. Therefore, it depends on the microstructure of the sample and stronger pinning sites 

would be expected to increase the irreversibility line. XFig. 7-14Xa displays the irreversibility line 

of samples TFARDOTSR and TFARstdR. An upward shift of the irreversibility line of the nanostructured 

sample is observed with respect to the standard film, especially above 1 T. This difference is 

interpreted in terms of more efficient pinning sites for the magnetic field applied parallel to the 

c-axis in the case of TFARDOTS R[138, 157]. These results are in agreement with the improvement 

of the JRcR(H)-dependence for H||c at 77 K ( XFig. 7-12 X) of the interfacial nanostructured films 

compared to the standard sample. Nonetheless, separation of distinct pinning contributions is 

required to identify the sort of defects responsible for this behaviour.  

 

282BThus, through interfacial nanostructuration of YBCO-TFA films we are able to enhance 

vortex pinning by introducing defects which act effectively when the magnetic field is applied 

parallel to c-axis. Nonetheless, XFig. 7-15 X illustrates that opposite performance is achieved in the 

same sort of samples when the magnetic field is applied parallel to ab planes. In this H||ab 

configuration and at 77 K, the critical current density of nanostructured filmsR Ris always lower 

than that of TFARstdR, and it even decreases more rapidly as magnetic field increases. This poorer 

in-field performance for H||ab at 77 K of TFARWIRES RandR RTFARDOTSR compared to TFARstd Ris 

translated to a decrease of the irreversibility line for interfacial nanostructured samples with 

respect to standard ones for H||ab. This behaviour could not be specifically measured for our 

nanostructured samples. Nonetheless, YBCO-TFA thin films grown at ICMAB on top of 

LaR0.7RSrR0.3RMnOR3R buffer layers with interfacial (La,Sr)ORxR nanoislands that behaved very similarly 

from the vortex pinning point of view as those presented in this thesis showed an improvement 

of the irreversibility line for H||c together with a shift downwards of the irreversibility line for 

H||ab with respect to standard sample [157].  
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Fig. 7-14: Irreversibility line for H||c of samples TFARDOTS R(●) and TFARstd R(◊)R. 
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283BXFig. 7-16X displays the dependence of the critical current density with the magnetic field 

applied H||c and H||ab at 50 K and 35 K for samples TFARDOTSR and TFARstdR. JRcR at self-field is 

lower for the nanostructured sample at all temperatures in agreement with previous results. For 

H||c (close symbols), the total critical current density of TFARDOTS Rat 50 K is never greater than JRcR 

of TFARstd R ( XFig. 7-16Xa). However, its in-field dependence is still better as it is observed in the 

magnetic field dependence of JRcR normalized to the corresponding self-field values (XFig. 7-16Xb). 

Similar JRcR(H||c) behaviour is observed at 35 K ( XFig. 7-16Xc and d, respectively). For H||ab (open 

symbols), we observe that the in-field performance of JRcR of TFARDOTS Rapproaches that of TFARstd 

Ras the temperature is decreased, despite still exists a reduction of critical current density at self-

field. At 35 K (XFig. 7-16 Xc and d), the in-field dependence for H||ab of both samples is fairly 

similar till μR0RH~1 T, suggesting that the pinning mechanisms controlling the critical current 

density for H||ab at low temperatures are fairly similar for both TFARDOTSR and TFARstdR samples.  

 

284BSummarizing, the pinning centres introduced by interfacial CGO nanostructures result 

into an improvement of the critical current density JRcR for H||c at expenses of a decrease of JRcR for 

H||ab at 77 K. Reduction of JRcR at self-field for the nanostructured samples with respect to the 

standard ones is observed in all temperature range. For H||c, the efficiency of pinning sites 

promoted by interfacial nanoislands is higher at high magnetic fields and high temperatures, 

resulting into a better irreversibility line than in the standard sample. However, the presence of 

interfacial nanostructures modify somehow the vortex pinning mechanism for H||ab, resulting 

into stronger decrease of JRcR in-field dependence specially at high temperatures and high 

magnetic fields for H||ab. Consequently, detailed analyses of the angular dependence of critical 

current density at different temperatures and magnetic fields are required to determine more 

accurately the type and behaviour of induced defects.  
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Fig. 7-15: Magnetic field dependence of JRcR at 77 K for H||ab of samples TFARWIRES R(■),TFARDOTS 
R(●) and TFARstdR (◊). 
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7.3.3 1286BAngular dependence of transport JRcR(θ,H,T) 
measurements 

285BEffectiveness of vortex pinning sites changes with temperature and magnetic field 

intensity and orientation. Therefore, angular transport measurements of critical current densities 

as function of temperature and magnetic field are a valuable source of information about vortex 

pinning landscape. In the present subsection, a general analysis of JRcR(θ,H,T) curves is performed 

and, then, a new methodology developed in our group to discern between the distinct sorts of 

pinning centres is applied, leading to the construction of H-T vortex pinning diagrams for 

interfacial nanostructured YBCO-TFA thin films [294].  

7.3.3.1 1315BJRcR(θ,H,T) dependence 
286BXFig. 7-17X shows the JRcR(θ,H) curves at 77 K for different applied magnetic fields from 

μRoRH= 0.1 T to 9 T for sample TFARDOTSR. Measurements were performed with the set up 

described in chapter 2, where θ is defined as the angle between the crystallographic c-axis and 

the applied magnetic field. Critical current density is found to significantly depend on magnetic 

field orientation because of the anisotropy of the material and the microstructure of the YBCO 
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Fig. 7-16: JRcR(H) at 50 K (a) and 35 K (c) and of  JRcR(H)-normalized to the corresponding self-field values 
also at 50 K (b) and 35 K (d) for samples TFARDOTS R(blue symbols ●○) and TFARstdR (green symbols●○). 
Close symbols correspond to magnetic fields applied H||c, whereas open ones correspond to H||ab.   
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thin film. The general trend followed by JRcR(θ) consists of a sharp maximum when the magnetic 

field is applied parallel to ab-planes (θ=90P

o
P) and then JRcR monotonically decreases till it 

approaches H||c (θ=180 P

o
P), where a small broader peak appears. This second peak becomes more 

prominent as the magnetic field increases. Part of the angular dependence of JRcR is strongly 

dependent on the electronic mass anisotropy of the material [122, 302]. The first sharp peak for 

H||ab is also consequence of the anisotropic contribution of pinning sites aligned parallel to ab-

planes. Due to the layered structure of the material, Cu-O planes are a source of intrinsic 

pinning in this direction; but there are as well extrinsic linear or planar defects aligned parallel 

to ab-planes such as intergrowths or stacking faults which are also contributing to the 

enhancement of JRcR(H||ab) [303-305]. The second peak observed for H||c arises from the 

anisotropic defect contribution of those pinning sites lying parallel to c-axis, like threading 

dislocation, twin boundaries, etc. [306-308].  

 

287BIt must be noticed that the shape of JRcR(θ,H,T) curves is not the same for all the films. It 

is strongly influenced by the growth technique and particular growth conditions used. JRcR(θ,H,T) 

curves depend on the microstructure of the film, thus they provide information of variations and 

modifications of vortex pinning centres as consequence of nanoengineering of thin films. In XFig. 

7-18X, JRcR(θ)-dependence at 77 K and μRoRH=3 and 7 T of sample TFARDOTSR (close symbols) is 

compared with that of standard thin film TFARstdR (open symbols). At 77 K, the critical current 

density for fields applied parallel to c-axis is higher for the nanostructured sample than for the 

standard one, either at 1 T and 5 T, as was previously shown in XFig. 7-12X. Nevertheless, for 

fields applied parallel to ab planes, the critical current density of the standard sample is always 

higher. In intermediate θ regions, JRcR of TFARDOTS Ris higher in a broaden range away of θ=180P

o
P; 

this performance extends further at 3 T than at 7 T. The much prominent peak observed at H||c 

for TFARDOTSR suggests the increase of anisotropic pinning parallel to c-axis owing to interfacial 
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Fig. 7-17: Angular dependence of critical current density JRcR(θ) at 77 K for magnetic fields μRoRH= 
0.1, 1, 3, 5, 7 and 9 T of the sample TFARDOTSR. The inset shows the measurement configuration. 
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CGO nanostructures. The decrease of JRcR for H||ab indicates a reduction of the effectivness of 

pinning parallel to ab-planes.  

 

288BThus, JRcR(θ, H) curves at 77 K of interfacial nanostructured and standard YBCO-TFA 

films are different. Therefore, we conclude that the microstructure of both samples is 

remarkably different. Hence, a detailed analysis of JRcR(θ, H, T) curves is subsequently presented 

to identify and quantify the kind of pinning mechanisms acting at each region. 

  

7.3.3.2 1316BElectrical transport angular analyses to identify and quantify 
different vortex pinning contributions: methodology  

289BA new methodology has been developed in our group by Gutiérrez et al. [157, 293] to 

identify and quantify the contribution of distinct pinning centres to flux pinning. As a result, H-

T vortex pinning diagrams can be built up. This procedure is essentially based on the angular 

dependence of JRcR(θ,T,H). The angular dependence of JRcR enables the classification of vortex 

pinning centres into anisotropic and isotropic defects, whereas the temperature dependence of JRcR 

permits to classify them according to their strength into strong and weak pinning centres.  

 

290BDistinction between isotropic and anisotropic defects is achieved following the isotropic 

scaling approach proposed by Blatter et al. [131], and further developed by Civale et al. [308, 

309]. Due to the anisotropic layered structure with 3D vortex structure of YBCO, the critical 

current generated by isotropic defects depends on θ and H only through a unique variable, the so 

called effective magnetic field 

291BHReffR(θ, H) = H ε(θ, γ) Eq. 7-5 
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Fig. 7-18: JRcR(θ) at 77 K of samples TFARDOTS R(close symbols) and TFARstd R(open symbols) at μRoRH= 
3 T (●) and 7 T (●).  
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292Bwhere ε(θ, γ) = (cosP

2
Pθ + γP

-2 
Psin P

2
Pθ)P

1/2
P and γ is the mass anisotropy. Typically, γ~5-7 for YBCO. 

Though, in the present study γ was determined for each film through the collapsing of the 

irreversibility line at different angles [157].  

 

293BThis scaling is applied to sets of JRcR(θ) data corresponding to different magnetic fields at 

a given temperature, like those shown in XFig. 7-17X. When plotting JRcR as function of the effective 

magnetic field HReff R(XFig. 7-19Xa), those regions where pinning is only generated by isotropic 

defects collapse, i.e. they present the same JRcR(HReffR) value. Like this, the contribution to the total 

critical current density due to isotropic pinning sites is determined. Mass anisotropy factor 

γ=(7±0.5) determined from irreversibility line measurements was used resulting into a good 

scaling of JRcR(θ) curves as it is evidenced by the solid cyan line in XFig. 7-19Xa.   

    

294BBy deconvoluting JRcPR

iso
P(HReffR) for a chosen magnetic field, the contribution to JRcR produced 

by isotropic pinning centres is obtained, JRcPR

iso
P(θ,H,T). For example, cyan curve in XFig. 7-19 Xb 

shows JRcPR

iso
P(θ) at 77 K and μRoRH=7 T of nanostructured sample TFARDOTSR. Finally, to obtain the 

anisotropic pinning defect contribution, the isotropic JRcPR

iso
P(θ, H, T) curve must be subtracted 

from the experimental curve, since JRcR(θ) = JRcPR

iso
P(θ) + JRcPR

an
P(θ). The separation between these two 

contributions results to be an essential tool to study the isotropic and anisotropic pinning sites in 

YBCO films, and to compare interfacial nanostructured samples and standard YBCO-TFA 

films.  

 

295BRepeating this procedure for distinct temperatures, one obtains separately the 

dependence of the isotropic and the anisotropic pinning defect contributions as function of the 

temperature for any magnetic field orientation. The resulting JRcPR

iso
P(T) and JRcPR

an
P(T) for a given 

orientation (H||c in our case) can then be fitted with XEq. 7-3X (weak defects), XEq. 7-4X (strong 

defects) or with a combination of both. As a result, vortex pinning sites are sorted in a 
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quantified manner into isotropic and anisotropic, and each of these contributions is separated 

into weak and strong defects. The quantification of distinct vortex pinning contributions enables 

the generation of a very complete vortex pinning diagram which reflects the (H,T) landscape for 

the distinct contributions to the total critical current density of YBCO films.   

  

7.3.3.3 1317BIsotropic-anisotropic and weak-strong defect pinning 
contributions to JRcR  

296BXFig. 7-20X presents the experimental curves JRcR(θ) at 77 K and μRoRH=1 T (a) and 5 T (b) for 

sample TFARDOTSR together with the corresponding contributions to critical current density of 

isotropic and anisotropic pinning defects. JRcPR

iso
P(θ) and JRcPR

an
P(θ) were obtained following the 

previously described methodology based on Blatter scaling approach. We observe that the 

isotropic defect pinning contribution is a very important source of the modulation of the total 

critical current with θ. As it has already been pointed out, JRcPR

iso
P(θ) also represents an important 

contribution to the peak observed at H||ab. On the other hand, the anisotropic defect contribution 

dominates the total critical current in an extended angular region around the c-axis. Particularly, 

the JRcR(θ) peak arising at H||c is totally due to the contribution of anisotropic pinning centres. 

From these figures, it is straightforward appreciated that the separation of these two 

contributions is a powerful tool to understand the behaviour of the pinning defects present in 

YBCO thin films and, particularly, to the interfacial nanostructured YBCO films. 

  

297BFrom a set of plots like those in XFig. 7-20X, we can determine the magnetic field 

dependence of the isotropic and anisotropic pinning contributions at a given temperature. Since 

the presence of interfacial oxide nanoislands results into an improvement of the pinning 

efficiency when the applied magnetic field is aligned parallel to the c-axis of the sample, we 

will mainly focus on this magnetic field orientation (H||c). In XFig. 7-21X we represent the 

dependence with H||c of the total critical current and corresponding isotropic and anisotropic 
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pinning contributions at 77 K for the sample TFARDOTSR. It is observed that both pinning 

contributions, JRcPR

iso
P(H) and JRcPR

an
P(H), behave distinctively as function of the applied magnetic field. 

We also distinguish that the JRc Rat self-field is controlled by the contribution of isotropic defects. 

Accordingly, JRcPR

iso
P is the contribution that has to be improved in order to avoid the decrease in 

JRcR(sf) in interfacial nanostructured films with respect to standard ones. As the magnetic field 

increases, the anisotropic defect contribution becomes more relevant. For μRoRH>0.8 T, the 

contribution of anisotropic defects to the total critical current is higher than that of isotropic 

defects. At μRoRH>2 T, the behaviour of the critical current density is completely governed by 

JRcPR

an
P. In next section we will see that in fact both isotropic and anisotropic contribution at 77 K 

are solely due to isotropic-strong and anisotropic-strong defects, respectively.  

 

298BFrom previous analyses we know that the improvement of JRcR in interfacial 

nanostructured YBCO films is achieved at high temperatures and high magnetic fields. 

Therefore, we can now attribute this behaviour to an enhancement of the anisotropic pinning 

contribution in nanostructured films with respect to standard YBCO-TFA samples. In XFig. 

7-22Xa, it is shown the contribution of anisotropic pinning sites to JRcR at 77 K as function of the 

magnetic field H||c for samples TFARDOTS Rand TFARstdR. At low magnetic fields, the anisotropic 

pinning contribution of both samples is fairly similar. However, JRcPR

an
P of the nanostructured 

sample (close diamonds) shows smoother in-field dependence and high values than the standard 

film (open diamonds). Hence, better in-field dependence at high temperatures and high 

magnetic fields and consequent improvement of the irreversibility line of TFARDOTS Ris due to an 

increase of the anisotropic pinning defect contribution to JRcR with respect to TFARstdR. For example, 

at 77 K and μR0RH||c=4 T, JRcPR

an
P=0.014 MA/cmP

2
P for TFARDOTSR, which represents an enhancement of 

386% with respect to the control sample TFARstdR.  

299BIn XFig. 7-22Xb, it is compared the anisotropic pinning contribution to JRcR for H||ab at 77K 

for both samples TFARDOTS Rand TFARstdR. For H||ab, we observe that JRcPR

an
P of interfacial 

nanostructured film is lower than that of the standard sample in all magnetic field range. Thus, 

0.1 1 10
1E-5

1E-4

1E-3

0.01

0.1

1

 μ
0
H (T)

 

J c (
M

A/
cm

2 )

T =77 K

   Jc   

   Jiso
c  

   Jan
c

μoH||c

 
Fig. 7-21: Magnetic field dependence for H||c of JRc R(●), JRcPR

iso
PR

R(―) and JRcPR

an
PR

R(♦) at 77 K for TFARDOTSR. 



Vortex pinning in interfacial nanostructured YBCO thin films 

 7-240 

the reduction of the critical current density in nanostructured YBCO-TFA films for H||ab is 

consequence of a decrease of the anisotropic pinning contribution in these samples fot H||ab. So, 

we have proved that interfacial nanoislands generate a type of defects that act effectively as 

anisotropic pinning sites at high temperature and magnetic fields H||c, but depress the 

anisotropic pinning capabilities for H||ab. 

 

300BXFig. 7-23X shows that the isotropic and anisotropic pinning contributions to JRcR observed 

for sample with interfacial (001)-nanodots (TFARDOTSR) also applies to nanostructured films with 

interfacial (011)-nanowires (TFARWIRESR). In both cases, JRcR(H) is governed by the isotropic defect 

contribution at self-field, whereas the improvement at high magnetic fields is due to the 

anisotropic pinning contribution to total JRcR. Hence, the vortex pinning effect promoted by the 

presence of interfacial nanostructures is independently of their particular morphology at least in 

this approximation.  
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301BMoreover, doing this separation of JRcR-contributions for different T, we can investigate 

the temperature dependence of the isotropic and anisotropic pinning contributions to JRcR and 

discern between the strength of vortex pinning sites involved in each of these contributions. XFig. 

7-24X displays a typical example of the dependence with temperature of JRcPR

iso
P and JRcPR

an
P 

contributions at μRoRH||c=3 T for the sample TFARDOTSR. The anisotropic defect contribution has a 

smoother dependence with temperature than the isotropic contribution; this behaviour occurs for 

all magnetic fields. At low temperatures, the isotropic defect contribution has much higher 

values than the anisotropic contribution. However, JRcPR

an 
Pbecomes more important to JRcR than JRcPR

iso
P 

as temperature is increased. At μRoRH||c=3 T, the anisotropic pinning contribution becomes 

dominant at T>50 K. It has been observed that the crossover between the distinct regions of 

dominance occurs at lower temperature as higher is the magnetic field. That is, anisotropic 

pinning contribution is more relevant at high magnetic fields and high temperatures. 

 

302BFrom the temperature dependence of JRcRRPR

iso
P and JRcRRPR

an
P we can evaluate the strength of 

defects involved in each contribution. As described by XEq. 7-3X and XEq. 7-4X, defects can be 

classified into weak and strong pinning centres, respectively. Experimental JRcRRPR

an
P(T) data can be 

pretty good fitted to XEq. 7-4X, i.e. JRcR(T)= JRcRRPR

st 
Pexp[-3(T/TP

+
P) P

2
P] (green line in XFig. 7-24X). So, all 

anisotropic pinning centres correspond to strong pinning sites, JRcRRPR

an-st
P. The isotropic defect 

contribution cannot be solely described by weak pinning model (XEq. 7-3X), as could be a priori 

expected from its fast dependence with temperature. Experimental JRcRRPR

iso
P(T) data can be fitted 

considering the isotropic pinning contribution as composed by isotropic-weak pinning centres 

and also isotropic-strong pinning centres. Accordingly, orange line in XFig. 7-24X is a fit to  
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Fig. 7-24: Temperature dependence of the isotropic (●) and anisotropic (■) pinning contributions 
for sample TFARDOTSR at μRoRH||c=3 T. Green line is a fit to XEq. 7-4X (JRcPR
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303Bwhere T P

+
P is related to the pinning energy of strong isotropic defects. At lower temperatures, the 

contribution of the isotropic-weak pinning centres (pink dashed line) is the relevant one. At 

higher temperatures, the isotropic defect contribution is totally governed by the contribution of 

isotropic strong pinning sites (blue dashed line). So, at 77 K (example displayed in XFig. 7-21 Xa) 

all isotropic contributions are effectivelly due to isotropic-strong defects. 

 

304BThe relative weight of the distinct pinning contributions (isotropic-weak, isotropic-

strong, anisotropic-strong) to the total critical current can be readily appreciated in H-T vortex 

pinning diagrams. In XFig. 7-25X we show the relative weight of JRcPR

iso-wk
P to the total critical current 

density as function of temperature and applied magnetic field H||c for samples TFARDOTS R(a) and 

TFARstd R(b). We observe that the isotropic-weak contribution is more relevant in the interfacial 

nanostructured YBCO thin film than in the standard sample. Even though, above 30 K the 

contribution JRcPR

iso-wk
P is nearly irrelevant in both samples.  

 

305BIn XFig. 7-26X, it is compared the ratio JRcPR

iso-st
P/JRcR for the interfacial nanostructured sample 

TFARDOTS R(a) and standard film TFARstd R(b). It is observed that the isotropic-strong pinning 

contribution of TFARDOTS Ris strongly diminished with respect to JRcPR

iso-st
P contribution in TFARstdR. At 

intermediate temperatures and intermediate magnetic fields (μRoRH<4T), JRcPR

iso-st
P accounts for more 

than 60% of total critical current density of TFARstdR. In contrast, the isotropic-strong contribution 

of TFARDOTS Rjust reaches values of 60% below μRoRH<1T. Let’s point out that the region of 

dominance of JRcPR

iso-st
P is typically at intermediate temperatures and intermediate magnetic fields. 

On the other hand, let’s recall that inductive SQUID measurements mainly measure the 

contribution of strong pinning sites to JRcR. Therefore, depression of isotropic-strong pinning 

contribution in interfacial nanostructured YBCO thin films is the responsible of the poorer in-
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field performance observed in these type of samples with respect to standard ones in JRcR(H) 

values derived from inductive SQUID measurements.  

 

306BFinally, in XFig. 7-27X it is compared the relative weight of the anisotropic-strong pinning 

contribution with respect to the total JRcR for samples TFARDOTS R(a) and TFARstd R(b). The anisotropic 

defect contribution is responsible for the vortex pinning at high temperatures and high magnetic 

fields. At 60 K, JRcPR

an
P accounts for ~60% of the total critical current of TFARDOTSR; at 75 K and 

higher magnetic fields it represents more than ~80% of JRcR. If we compare these results with the 

standard sample TFARstd R(XFig. 7-27Xb), we observe that the anisotropic-strong defect contribution 

controls in more than an 80% the total JRcR in a reduced region very close to the irreversibility 

line. Thus, from this H-T map it is readily appreciated that the presence of interfacial oxide 

nanoislands leads to an enhancement of the anisotropic-strong defect contribution at high 

temperatures and high magnetic fields H||c.   
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Fig. 7-26: H-T vortex pinning diagram for JRcPR

iso-st
P/JRcR of samples TFARDOTSR (a) and TFARstdR (b). 
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Fig. 7-27: H-T vortex pinning diagram for JRcPR

an-st
P/JRcR of samples TFARDOTSR (a) and TFARstdR (b). 
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307BSummarizing, isotropic-weak defects control vortex pinning at lower temperatures, 

whereas at intermediate temperatures dominate isotropic-strong defects. At higher temperatures 

and high magnetic fields, the vortex pinning is governed by anisotropic-strong pinning sites. 

Since the presence of interfacial nanostructures leads to an improvement of the anisotropic 

pinning contribution, nanostructured YBCO thin films show a better performance as we 

approach high temperatures close to the irreversibility line. On the other hand, the reduction of 

JRcR at self-field in nanostructured films is due to a decrease in the efficiency or density of 

isotropic-strong pinning defects. Hence, these results indicate that the presence of interfacial 

nanostructures leads to an increase of extended defects parallel to H||c, as could be the case of 

threading dislocations or 2D planar defects parallel to c-axis, such as twin boundaries, antiphase 

boundaries, ab-planes, etc. However, the presence of these defects efficient for H||c disrupts the 

pinning capabilities for H||ab of interfacial nanostructured YBCO-TFA thin films. The cause of 

this deterioration of vortex pinning for H||ab could be associated to the fact that defects efficient 

for H||c block the proliferation of extended defects along CuOR2R planes of YBCO or break the 

continuity of ab planes. As mentioned above, the existence of ab-planes result into another 

mechanism of vortex pinning. They constitute a sort of extended defect efficient for H||c which 

breaks the coherence along ab; moreover, 90 P

o 
Pgrain boundaries are known to not dramatically 

decrease the critical temperature of the film [310]. In any case, TEM analyses are essential to 

validate all these hypotheses and determine the source of improved anisotropic pinning 

contribution. 

   

7.4 1233BVortex pinning as function of thickness in interfacial 
nanostructured YBCO-TFA thin films 

308BInterfacial CGO nanoislands have a medium height of ~8 nm, which represents just 3% 

of the overall thickness of the YBCO-TFA thin films (~275 nm) grown on top. Therefore, once 

the distinct types of pinning sites present in these interfacial nanostructured YBCO-TFA films 

have been identified, it appears necessary to study their performance as function of film 

thickness in order to complete the knowledge on vortex pinning defects generated by oxide 

nanostructures at the interface.  

309BBecause of the chemical nature of TFA-route, very thin films might show a 

microstructure distinct to that of thicker ones. Growth of thinner films requires the use of 

diluted solutions; therefore, the amount of precursor to be pyrolyzed changes. The gas-solid 

process of growth based on the elimination of HF is also modified, since deposited layer is 

thinner. Moreover, the reactivity of interfacial oxide nanoislands with YBCO precursor solution 

and growth process may also change when precursor concentration is diluted. Consequently, the 

resulting landscape of pinning centres might vary between CSD-derived samples of different 
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thicknesses. All these problems do not arise when YBCO films are grown by physical routes, 

where the initial growth stages are common for both thin and thicker films. Deposition of the 

same amount of precursor solution and just carry out partial growth of the resulting YBCO film 

is a complicated strategy. Therefore, a particular experiment was designed to solve these 

problems and to also avoid possible uncertainties arising from dealing with different samples. A 

~250 nm thick YBCO-TFA thin film was grown on a template with interfacial CGO nanowires, 

like all examples analysed in previous sections. The film was subsequently patterned with 

optical lithography with a mask ( XFig. 7-28Xa) with four equal tracks of (20 x 100) μmP

2
P with their 

corresponding pads to apply current and measure voltage. XFig. 7-28Xb shows one of these tracks 

of ~250 nm thickness. As a result, we had four equivalent YBCO tracks within the same sample 

to separately diminish to the desired thicknesses and study the critical current dependence with 

thickness of nanostructured YBCO films. Milling of each single track was carried out by 

Focused Ion Beam (FIB). A (20 x 40) μmP

2 
Pregion in the centre of the track was milled in each 

case, which covered the whole width of the track but not its entire length as shown in XFig. 

7-28Xc. Milling of the complete track was not required, because the thinnest region will be the 

first to undergo from the superconductor to the normal state and, hence, the one measured. XFig. 

7-28Xc shows a track milled with FIB down to 170 nm. Milling conditions used are summarized 

in chapter 2.  

 

310BApplying this process to distinct tracks we were able to study the JRcR(θ) dependence at 

250 nm, 170 nm and 130 nm; all measurements were done in the same interfacial 

nanostructured YBCO-TFA thin film. No lower thickness could be measured, since after longer 

milling times the track suffered a degradation of critical temperature perhaps associate to a high 

implantation of Ga ions which damaged the YBCO matrix. XFig. 7-29Xa shows the resistivity ρ 

dependence with temperature normalized to resistivity at normal state ρ(300K) of tracks 

TFAR250R, TFAR170R and TFAR130R corresponding to YBCO-TFA film thickness of 250 nm, 170 nm 

and 130 nm, respectively. No reduction of TRcR was experienced by these milled down tracks and 

a critical temperature of TRcR~90.5 K was obtained in all cases. The critical current density at self-

  
Fig. 7-28: Mask used to defined 4 equivalent tracks of (20 x 100) μmP

2
P on a nanostructured YBCO 

film (a). SEM images of a track before (b) and after (c) FIB milling down to 170 nm.  
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filed was also kept constant after milling as shown in XFig. 7-29Xb, JRcR(sf) ~1.9 MA/cmP

2
P; smaller 

variations are expected within tracks of the same sample. The no reduction of critical 

temperature neither of JRcR proves that FIB milling approach does not modify the 

superconductivity of these films and that Ga implantation was avoided.  

 

311BXFig. 7-30Xa presents the JRcR(θ) dependence of tracks TFAR250R, TFAR170R and TFAR130R at 77 K, 

65 K and 50 K and μRoRH=5 T. As a general trend, all interfacial nanostructured YBCO-TFA 

films of different thickness follow the angular dependence of JRcR typically observed in YBCO-

TFA films. A sharp peak appears for magnetic fields applied parallel to ab planes, and then JRcR(θ) 

monotonically decreases as we separate from θ=90 P

o
P; a second smaller and broader peak arises at 

77 K for H||c. In previous section, we have noticed the prominence of this peak in 

nanostructured films in comparison to standard samples because of the enhancement of 

anisotropic-strong pinning contribution at high temperatures and high fields. Critical current 

density JRcR(θ) is enhanced as thickness is reduced in almost all θ range; just a reduction of JRcR is 

observed when magnetic field is applied H||ab due to a reduction of anisotropic centres in that 

orientation as will be seen following. XFig. 7-30Xb shows a zoomed view of JRcR(θ) for θ close to 

90P

o
P.    
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312BFollowing the methodology introduced in X7.3.3.2X, the distinct vortex pinning 

contributions to the total critical current are separated. XFig. 7-31Xa displays the isotropic defect 

contribution to the critical current at 50 K and μRoRH=5 T as an orange solid line. Subtracting 

JRcPR

iso
P(θ) to the experimental curves, an enhancement of c-axis pinning contribution is observed as 

thickness is reduced ( XFig. 7-31Xb), indicating that the efficiency of anisotropic defects is reduced 

as we separate from the interface. So, anisotropic pinning sites induced by interfacial 

nanoislands act more efficiently close to the islands themselves. The improvement of JRcPR

an 
P for 

μRoRH||c= 5 T as function of thickness at distinct temperatures is plotted in XFig. 7-31 Xd. In general, 

for H||c, the anisotropic contribution to the total current density of TFAR130R is almost twice the 

contribution of TFAR250R at the same temperature.  

 

313BHowever, despite the improvement of JRcPR

an
P(H||c), there exists a reduction of JRcPR

an
P(H||ab), 

as thickness is reduced, as shown in XFig. 7-31Xc. Hence, whereas the efficiency of anisotropic 

vortex pinning for H||c increases as thickness is reduced, the anisotropic pinning contribution 

for H||ab decreases. A detailed TEM analyses would be required to know the pinning sites 

responsible for this kind of behaviour. Buckling of ab-planes of YBCO thin films close to 

interfacial nanoislands could explain part of this reduction of JRcPR

an
P(θ) at H||ab, since curved Cu-O 
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Fig. 7-31: Angular dependence of critical current density at 50 K and μRoRH=5 T of TFAR250 R(●), TFAR170 R(●) 
and TFAR130R (●): JRcR(θ) and JRcPR

iso
P(θ) (―) dependence (a); anisotropic JRc PR

an
P(θ) contribution (b) and anisotropic 

JRc PR

an
P(θ) contribution close to μRoRH||ab (c). JRcPR

an
P(θ) dependence with film thickness for μRoRH||c=5 T and at 77 

K (●), 65 K (●) and 50 K (●) (d).  



Vortex pinning in interfacial nanostructured YBCO thin films 

 7-248 

would become less efficient planar pinning centres. The distortion of YBCO ab-planes has a 

major weight on the overall cross-section of the film as thickness is reduced and, consequently, 

this effect would be more pronounced in thinner films. ab-planes buckling has been observed on 

nanostructured YBCO-TFA thin films grown on templates with BZO nanoislands at the 

interface [153]. This phenomenon has also been reported by YBCO-PLD thin films grown on 

naturally generated SrTiOR3 Rnanoislands at the buffer layer surface [147] and on CSD-derived 

MgO nanoislands on STO [288]. 

     

7.5 1234BSummary and conclusions 
314BIn this chapter we have shown a potential application in the field of high temperature 

superconductors of the oxide nanostructured templates developed in the present thesis work. 

Nanostructured templates have been used to nanoengineer superconducting YBCO thin films in 

order to improve the vortex pinning capabilities of these films. Pushed by the aim to use a low-

cost scalable to large areas approach, YBCO thin films were also prepared from a chemical 

route, MOD-TFA. The high critical current densities (JRcR(77K,sf)~ 1.5 MA/cmP

2
P) and the normal 

to superconductor transition at the expected temperature TRcR~91 K prove the high quality of the 

interfacial nanostructured YBCO-TFA films prepared. So, the presence of interfacial 

nanostructures does not lead to a degradation of the basic superconducting properties. Just a 

slight reduction in the critical current at self-field is observed in nanostructured YBCO-TFA 

films when compared to standard samples (JRcR(77K,sf)~ 2 MA/cmP

2
P).  

315BThe strong influence of thermal activated processes at high temperature such as flux 

creep has become a handicap to study the vortex pinning capabilities of nanostructured YBCO 

films by inductive measurements. Therefore, main characterization of the critical current 

dependence with magnetic field and temperature has been carried out by electric transport 

measurements up to 9 T. 

316BInterfacial nanostructured YBCO thin films show a high improvement of vortex pinning 

capabilities with respect to standard YBCO-TFA films for magnetic fields applied parallel to the 

c-axis of the sample. At μR0RH||c=5 T, JRcR is enhanced from 0.01 to 0.06 MA/cmP

2
P due to pinning 

defects induced by interfacial nanoislands. This fact leads to a better in-field performance for 

H||c and to an enhancement of the irreversibility line for H||c which is as high as 9 T at 77 K for 

a sample with interfacial nanodots. These behaviours are especially appreciated at high 

temperatures and high magnetic fields. The improvement of vortex pinning is maintained to a 

certain deviation H away from the crystallographic c-axis. However, for H||ab it is observed a 

decrease of the vortex pinning efficiency in comparison to standard samples 

317BWe have used a novel methodology previously developed in our group to determine the 

type of pinning centres responsible of the behaviour of critical current density in nanostructured 
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films. This method is based on JRcR(θ,H,T) measurements to separate and quantify the distinct 

pinning contributions. As a result, defects are classified into isotropic and anisotropic pinning 

centres according to their performance with magnetic field orientation, and they can also be 

divided depending on their strength into weak or strong defects.  

318BThe analysis of the magnetic field dependence of the JRcR have pointed out that the 

increase in vortex pinning for H||c in nanostructured films is due to an improvement of the 

efficiency or/and density of the anisotropic pinning contribution along c-axis. Since anisotropic 

pinning contribution governs JRcR at high temperatures, it explains why the increase in vortex 

pinning is especially observed in this region. Dependence of JRcPR

an
P(T,H) has revealed that all 

anisotropic sites present in nanostructured films are strong pinning centres. The construction of 

H-T vortex pinning diagrams have shown that above 75 K and for magnetic fields higher than 

μR0RH~5 T, the anisotropic defect contribution represents more than ~80% of the total critical 

current density. For standard samples, this ratio is just achieved in a reduced region close to the 

irreversibility line. On the other hand, a reduction of the anisotropic pinning contribution for 

H||ab in nanostructured samples with respect to standard ones has been found to be the cause of 

the decrease of JRcR for this configuration. The exact sort of pinning site induced by interfacial 

nanoislands is still unknown at present, TEM analysis are being carried out to determine them.  

319BWe have shown that the isotropic pinning contribution in nanostructured films is due to 

isotropic-weak and isotropic-strong pinning sites; the former dominates at low temperatures and 

the latter at intermediate temperatures and low fields at high temperatures. The decrease of JRcR at 

self-field is related to a reduction of the isotropic-strong pinning contribution in nanostructured 

samples compared to standard YBCO-TFA films. Hence, this is the vortex pinning contribution 

that must be improved to avoid the reduction of JRcR at self-field in interfacial nanostructured 

YBCO films.  

320BFinally, it has been studied the pinning capabilities of interfacial nanostructured thin 

films as function of the YBCO thickness. Milling of YBCO tracks was done by FIB and the 

preservation of resistivity and critical current density at self-field proved that samples were not 

damaged during ion milling process. It is observed that the JRcR increases as the thickness is 

reduced in almost all θ range except for magnetic fields applied close to H||ab. Separation of 

pinning contributions has shown that the increase of the pinning capabilities as the film is 

thinned is associated to the anisotropic pinning contribution. Therefore, vortex pinning centres 

promoted by interfacial nanoislands act more effectively as we approach to the nanoislands 

themselves. At the same time, the deterioration of the pinning efficiency for H||ab also gets 

worse.  

 

321BHence, we can conclude that interfacial nanoislands can be satisfactory used to improve 

the vortex pinning capabilities for H||c in YBCO-TFA thin films at high temperatures and high 
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magnetic fields. The JRcR enhancement observed for H||c is similar to that obtained in other works 

based on surface decoration [116, 117, 147], but the new nanostructured YBCO films presented 

have the added value to be prepared from an all-chemical route. Results reported, however, do 

not reach those achieved in YBCO nanocomposites [139-142, 144, 289], the up-to-now 

considered the most promising approach to high performance of YBCO coated conductors. 

Nonetheless, in this frame, CSD-prepared nanostructured templates arise as a highly interesting 

complementary tool to enhance anisotropic vortex pinning for H||c in MOD nanocomposites 

[144], which already exhibit extremely enhance JRcR due to an extraordinary increase of the 

isotropic-strong contribution and which will result into a highly appealing all-chemically low-

cost nanostructured coated conductor.      
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Chapter 8  

1200BGeneral conclusions 

664BThroughout this work, we have shown an innovative methodology for the preparation of 

oxide nanostructured templates based on self-assembling and self-organizing processes. 

Specifically, we have grown nanoislands of BaZrOR3R (BZO), CeOR2R, CeR0.9RGdR0.1ROR2-yR (CGO) and 

LaR2ROR3R with narrow distribution of sizes and a notable tendency to order on SrTiOR3R (STO) and 

LaAlOR3 R(LAO) single-crystal substrates. It is especially remarkable the innovative character of 

the strategy developed based on the deposition of ultradiluted metal-organic chemical solutions 

as a method to prepare the nanostructured templates. One of the main advantages of this 

methodology is the possibility to use it for the low-cost nanostructuration of large areas. 

However, its application has been scarce till the moment and, thus, the methodological and 

conceptual principles must still be established. The present thesis has been conceived as a 

contribution to this need. In addition to the experimental work done to prove the capabilities and 

versatilities of the explored methodology, great effort has also been devoted to the 

comprehension of the thermodynamic and kinetic processes involved in the formation of the 

oxide strained nanoislands.  

 

665BSystematic studies based on modifications of growth conditions (temperature, time, 

atmosphere, etc.) combined with AFM imaging have proved the possibility to tune the 

morphology, size, density and distribution of the resulting interfacial oxide nanostructures. 

Precursor solution’s concentration is the main mechanism controlling the amount of deposited 

material; by reducing the concentration of the metal-organic solution we move from 2D film 

growth to the formation of 3D nanoislands. We have observed that ultradiluted solutions of the 

order of ~10 P

-3 
PM are required to obtain templates with 3D islands in Volmer-Weber 

configuration, with a clear observation of substrate steps underneath. Temperature is found to be 

a crucial parameter to enhance the atomic diffusivity in all investigated systems. Higher 

temperatures facilitate the crystallization of the amorphous layer, the formation of better defined 

nanostructures, larger nanoislands, etc. In contrast, the influence of the heat treatment 

atmosphere on mobility depends on each oxide phase. Atomic mobility of BZO is extremely 
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slow at low oxygen pressure, whereas the same conditions favours ultrafast kinetics in CeR1-

xRGdRxROR2-yR. For LaR2ROR3R, the mobility is not affected by oxygen pressure, at least for the growth 

conditions investigated. Besides the influence of growth conditions, the main features of 

interfacial nanoislands (shape, distribution, etc.) are strongly determined by the oxide phase 

deposited and its epitaxial relation with the substrate. This dictates the misfit strain and settles 

the surface energies of facets and interface and represents another source to tune islands’ 

characteristics.  

 

666BBZO nanodots grow cube-on-cube on the also perovskite STO substrate with the 

epitaxial relation (001)BZO[100]||(001)STO[100]. These interfacial nanoislands exhibit narrow 

size distribution with mean lateral sizes ~ 40 nm, height ~6 nm and density ~60 dots/μmP

2
P; and 

they are mainly facetted with {100}-planes. BZO nanodots are preferentially located at the 

upper edge of lattice steps, probably induced by large strain relief achieved close to these 

convex regions. Their evolution is very limited, what suggests that they might already exhibit 

their equilibrium shape. BZO grow in the configuration of lowest lattice mismatch and are 

facetted with lowest surface energy planes; thus, it seems reasonable that they already attain 

their lowest energy configuration. However, thermodynamic analyses are required to prove it. 

 

667BLa-based nanoislands on LAO substrates exhibit two distinct shapes associated to 

distinct crystallographic orientations. Large area rectangular islands with extremely flat terrace 

at the top are identified with the monoclinic LaOOH phase, which might derive from cubic 

LaR2ROR3R exposed to air. Higher dome-shaped islands correspond to a mixture of the two 

hexagonal phases LaR2ROR3R and LaR2ROR2RCOR2R. The regions of these islands identified as LaR2ROR3R show 

better defined facets, suggesting that LaR2ROR2RCOR2R phase is due to carbon precursors still trapped 

in the oxide matrix. The high vertical-to-lateral aspect ratios of these islands hint vertical growth 

as an efficient mechanism of strain relief in this highly strained heteroepitaxial system of 

dissimilar structures. 

 

668BCeR1-xRGdRxROR2-y Rsystem has been analyzed in great detail as a model system to investigate 

the formation and growth of strain-induced oxide nanoislands by CSD. Particularly, we dealt 

with the phase CeR0.9RGdR0.1ROR2-yR (CGO) instead of pure CeOR2R in order to enhance the number of 

oxygen vacancies and, thus, to increase mobility. Through oxygen pressure tuning, we can 

induce the formation of two types of CGO nanoislands on LAO substrates. In OR2R, isomorphic 

nanodots with pretty stable size form. In Ar-5%HR2R, anisotropic elongated nanoislands 

(nanowires) are obtained; they exhibit high tendency to join in labyrinthine structures which 

rapidly reconstruct into a longer nanowire. Experimentally, it is has been found that the main 

reason of such distinct CGO nanoislands lies on their particular crystallographic orientation. 
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Hence, the capability to select interface energy through modification of growth conditions 

provided us with a powerful tool to investigate the mechanisms leading to the formation and 

evolution of interfacial oxide nanostructures with distinct degree of in-plane anisotropy.  

 

669BIsomorphic nanodots grow according to (001)CGO[110]||(001)LAO[100], which bears a 

lattice mismatch of ε~-1% along the two in-plane growth directions. (001)CGO nanoislands are 

square-based truncated nanopyramids limited by (111) lateral facets and (001) flat planes at top. 

They exhibit typical lateral sizes of ~ 50 nm, height ~ 7 nm and density of ~ 80 dots/μmP

2
P. In 

general, (001)CGO nanodots are ordered into rows along the terraces of vicinal substrates 

resulting into highly ordered templates. We have shown that this self-organization is the result 

of the strong confining phenomena that substrate steps exert on dots, despite nanodots are ~ 20 

times higher than steps. The high interfacial energy between the fluorite CGO and the 

perovskite substrate LAO has been signalled as a highly efficient mechanism confining (001)-

nanodots in the central part of the terraces. To our knowledge, this is the first time that the 

ordered arrangement of chemically-derived nanostructures along lattice steps has been 

observed. Hence, we have introduced a low-cost bottom-up methodology based on CSD and 

self-organizing principles and which takes advantage of interfacial energies and substrate steps 

arising from miscut to generate oxide nanostructured templates with high degree of order.  

 

670BCGO-nanowires are elongated nanostructures with long axis that can measure from 100 

nm to 2000 nm long, whereas the short one remains fairly constant with width typically ≤ 50 

nm. Moreover, elongation is severely promoted in front of vertical growth and nanowires’ 

height rarely exceeds ~10 nm. Nanowires grow according to the epitaxial relation (011)CGO[0-

11]||(001)LAO[010], which results into two distinct in-plane growth directions. Nanowires 

elongate along CGO[0-11]||LAO[010], which bears a compressive mismatch of just ε~-1%. 

Their short axis is aligned with CGO[100]||LAO[100]. The misfit along this direction 

determined through the comparison of lattice parameters would be ε~-30%, which seems 

physically unreasonable. However, the epitaxial growth can be instead explained though domain 

matching epitaxy model: 2 fluorite CGO cells fit 3 perovskite LAO cells, leaving a residual 

misfit strain of ε~+5% and the formation of a misfit dislocation in each domain. These results 

have been successfully proved through TEM analyses and show the possibility to explain the 

epitaxial growth of highly incoherent structures. Hence, (011)-nanowires grow under a biaxial 

anisotropic strain aligning their main axis with the substrate soft directions [100] and [010]. Due 

to the two-fold symmetry of the (011) orientation, self-organized templates with two families of  

nanowires orthogonally in-plane oriented are formed. The surface energies of lateral facets are 

as well anisotropic; nanowires elongate enlarging lateral facets of lowest surface energy (111) 

and keeping higher energy planes (100) smaller.  
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671BSimulation analyses based on thermodynamic models considering constant island’s 

height have demonstrated that distinct strain and surface energies of the two sorts of interfacial 

CGO nanoislands can explain their different shapes and behaviour.  

672BThe isomorphic shape of (001)CGO nanodots on LAO corresponds to the equilibrium 

shape of these islands for the typical observed sizes, D< 50 nm. For these islands’ dimensions, 

there exists an optimum island size, which proves the thermodynamic stability of (001)CGO 

dots. Both surface energy and elastic relaxation energy drives small (001)-islands to adopt an 

isomorphic shape of stable size. However, for large islands, strain energy drives the island to 

elongate in either of the two in-plane directions. In general, (001)CGO nanodots show very 

limited coarsening, probably associated to the stability of these islands. However, we have 

found a specific set of growth conditions which push (001)-islands to grow beyond the critical 

size and a shape instability might occur leading to the formation of a labyrinth of orthogonal 

extremely long (001)CGO nanowires, which can reach lengths of > 30 μm keeping their width < 

90 nm.  

673BThe anisotropic shape of (011)-nanowires also corresponds to their equilibrium shape. 

Elongation in the direction of lowest misfit strain guaranties the minimization of ERrelaxR; at the 

same time, this direction coincides with the enlargement of lowest surface energy facets and, 

thus, ERsurfR also favours rectangular shape. In this case, the decrease of the energy per unit 

volume of the system drives islands to continuously coarse and, as a result, to continuously 

elongate.  

674BThe analyses of all these results, and in particular those referring to (011)CGO 

nanowires, has gave us a set of strategies to follow in order to generate interfacial 

nanostructures with high lateral aspect ratios. Relaxation of elastic energy must favour 

elongation. In general, strained-islands might experience a shape-instability above a critical size 

DRcR, which depends on the trade-off between strain and surface energies. In a biaxial anisotropic 

stressed system, ERrelaxR favours elongation along lowest misfit direction since nucleation. On the 

other hand, surface energy cannot be a handicap for elongation. In a system with anisotropic 

surface energies, ERsurfR enhances energy since nucleation as well. We do not know if both 

conditions are essential. In fact, elongation of (001)-nanoislands has also been observed, but 

under special combination of growth conditions and in any case it is straightforward. If 

elongation along lowest misfit direction occurs simultaneously to enlargement of lowest surface 

energy facets, the driving force leading island’s elongation is two-fold: minimization of ERrelaxR 

and ERsurfR is simultaneously guaranteed. This is the key of the formation of extremely long (011)-

nanowires in brief periods of time.  

675BFurthermore, the energy per unit volume must continuously decrease as island’s 

elongate, i.e. coarsening phenomena must as well instigate higher lateral aspect ratios so that 

elongation is continuously promoted. High atomic mobility is also important. Atoms have to 
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diffuse between islands, and arriving atoms must be able to move to islands’ extremes leading 

to the elongation of the nanowire. Kinetic processes are linked to atomic mobility. We have 

based on high temperature treatments and high concentration of oxygen vacancies as two paths 

to enhance mobility. Particularly, we have succeeded to achieve ultrafast mobility through the 

enhancement of oxygen vacancies in CeOR2R structure by using reducing atmospheres and 

through Gd-doping. Structural dissimilarities between the fluorite CGO and the perovskite LAO 

also enhances high concentration of oxygen vacancies at the interface. Several coarsening 

mechanisms acting concurrently augment as well the rapid formation of long islands. 

Asymmetric Ostwald ripening, dynamic coalescence and static coalescence are some examples 

of coarsening processes identified in the systems with (011)CGO nanoislands. Finally, we have 

reported a non-common path to promote coarsening of interfacial nanoislands: existence of 

attractive interaction between nanoislands. Combination of tensile and compressive misfit 

strains in one island and resulting substrate distortions in substrate free regions adjacent to these 

islands have been signalled as a possible mechanism leading to such rareness and unusual 

phenomenology. This behaviour could explain the rapid and continuous formation of intricate 

nanolabyrinthine structures, as well as the formation of extremely long islands in such brief 

periods of time.          

676BWhereas all these conditions apply satisfactory to the case of (011)CGO nanowires, 

they are not fulfilled by (001)CGO nanodots. Very large island’s sizes are required in this case 

for the existence of a spontaneous shape-instability due to the isotropy of surface energies and 

biaxial isotropic stress. The thermodynamic stability of these islands has been suggested as the 

main cause of their lack of evolution. Moreover, the homogeneous and ordered distribution of 

(001)CGO nanodots in a single terrace suggest the existence of substrate-mediated repulsive 

interaction between islands and which would also act against coarsening.  

 

677BIn the last chapter, we have shown a potential application of these oxide nanostructured 

templates in the field of high temperature superconductors. They have been used as templates to 

grow YBCO thin films in order to improve the vortex pinning capabilities of these 

superconducting thin films. Let’s notice that the investigation of the influence of artificial 

vortex pinning centres on the critical currents densities (JRcR) of superconductors constitutes 

nowadays an issue of major interest. We have grown the YBCO films through the chemical 

route of MOD-TFA, leading to the generation of an all-chemically grown nanostructured 

superconductor. The interfacial nanostructured YBCO-TFA thin films prepared exhibit high 

critical current densities and no-degradation of the critical temperature, indicative of their good 

quality and proving the compatibility between chemically-derived nanostructured templates and 

YBCO-TFA thin films. The presence of interfacial nanoislands results into an increase of vortex 

pinning when the magnetic field is applied parallel to c-axis of the film, which results into a 
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better JRcR in-field performance for H||c and an improvement of the irreversibility line for H||c. 

This effect is especially remarkable at high temperatures and high magnetic fields, and it is 

consequence of the improvement of the anisotropic-strong contribution to JRcR for H||c in 

interfacial nanostructured YBCO-TFA films as compared to standard ones. This behaviour is 

attributed to an increase of the number of pre-existing extended defects for H||c. In contrast, our 

nanostructured samples exhibit a reduction of JRcR at self-field for H||c with respect to standard 

YBCO-TFA films which is due to a reduction of isotropic-strong contribution. We have also 

observed a decrease of JRc Rfor H||ab associated to a reduction of the JRcPR

iso
P as well as to reduction of 

JRcPR

an
P for H||ab. New processing parameters and strategies should be tested to keep these strong-

isotropic defects while increasing the anisotropic ones. We have built up H-T vortex pinning 

diagrams where it is easily visualized the contributions to JRcR of the distinct sorts of pinning 

centres in interfacial nanostructured and they can be compared to those in standard YBCO-TFA 

thin films. As a result, they enable us to propose the need of combined defects to further 

improve performance, especially at self-filed and intermediate temperatures as well as for H||ab.  

678BAnalyses of nanostructured YBCO-TFA films of different thickness have shown that 

the influence on vortex pinning for H||c becomes more important as thinner is the film, whereas 

the decrease of JRcR(H||ab) also gets more pronounced with thickness reduction. These results 

indicate that the presence of interfacial nanoislands generate a sort of defects which are very 

effective for H||c but disrupt the pinning capabilities for H||ab. TEM analyses are required to 

determine the nature of defects generated by the interfacial oxide nanostructures.  

 

679BHence, in this work we have shown the possibility to prepare epitaxial interfacial self-

assembled oxide nanostructures through the deposition of ultradiluted chemical solutions, which 

opens a new and attractive bottom-up low-cost fabrication route to large-scale 

nanostructuration. Oxide nanostructured templates are of high interest at present for the 

generation of new functionalities and devices in a large variety of fields such as ferroelectricity, 

ferromagnetism, photovoltaics, optics and, as it has been demonstrated, in superconductivity. 

Furthermore, let’s remark that strategies shown for the generation of highly anisotropic 

interfacial nanoislands are not limited to oxides and, actually, they can be applied to a large 

variety of heteroepitaxial systems (semiconductors, metals, etc.).  
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