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Abstract
In this Thesis we focus on Automatic Facial Behavior Analysis, which
attempts to develop autonomous systems able to recognize and un-
derstand human facial expressions. Given the amount of information
expressed by facial gestures, this type of systems has potential appli-
cations in multiple domains such as Human Computer Interaction,
Marketing or Healthcare. For this reason, the topic has attracted
a lot of attention in Computer Vision and Machine Learning com-
munities during the past two decades. Despite the advances in the
field, most of facial expression analysis problems can be considered
far from being solved.

In this context, this dissertation is motivated by the observation
that the vast majority of methods in the literature has followed the
Supervised Learning paradigm, where models are trained by using
data explicitly labelled according to the target problem. However,
this approach presents some limitations given the difficult annotation
process typically involved in facial expression analysis tasks. In order
to address this challenge, we propose to pose Automatic Facial Be-
havior Analysis from a weakly-supervised perspective. Different from
the fully-supervised strategy, weakly-supervised models are trained
by using labels which are easy to collect but only provide partial in-
formation about the task that aims to be solved (i.e, weak-labels).
Following this idea, we present different weakly-supervised methods
to address standard problems in the field such as Action Unit Recog-
nition, Expression Intensity Estimation or Affect Analysis. Our re-
sults obtained by evaluating the proposed approaches on these tasks,
demonstrate that weakly-supervised learning may provide a potential
solution to alleviate the need of annotated data in Automatic Facial
Behavior Analysis. Moreover we also show how these approaches are
able to facilitate the labelling process of databases designed for this
purpose.
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Resum
Aquesta tesi doctoral se centra en el problema de l’Anàlisi Automàtic
del Comportament Facial, on l’objectiu és desenvolupar sistemes au-
tònoms capaços de reconèixer i entendre les expressions facials huma-
nes. Donada la quantitat d’informació que es pot extreure d’aquestes
expressions, sistemes d’aquest tipus tenen multitud d’aplicacions en
camps com la Interacció Home-Màquina, el Marketing o l’Assistència
Clínica. Per aquesta raó, investigadors en Visió per Computador i
Aprenentatge Automàtic han destinat molts esforços en les últimes
dècades per tal d’aconseguir avenços en aquest sentit. Malgrat això,
la majoria de problemes relacionats amb l’anàlisi automàtic d’expres-
sions facials encara estan lluny de ser conisderats com a resolts.

En aquest context, aquesta tesi està motivada pel fet que la ma-
joria de mètodes proposats fins ara han seguit el paradigma d’apre-
nentatge supervisat, on els models són entrenats mitjançant dades
anotades explícitament en funció del problema a resoldre. Desafortu-
nadament, aquesta estratègia té grans limitacions donat que l’anota-
ció d’expressions en bases de dades és una tasca molt costosa i lenta.
Per tal d’afrontar aquest repte, aquesta tesi proposa encarar l’A-
nàlisi Automàtic del Comportament Facial mitjançant el paradigma
d’aprenentatge dèbilment supervisat. A diferència del cas anterior,
aquests models poden ser entrenats utilitzant etiquetes que són fàcils
d’anotar però que només donen informació parcial sobre la tasca que
es vol aprendre. Seguint aquesta idea, desenvolupem un conjunt de
mètodes per tal de resoldre problemes típics en el camp com el reco-
neixement d’ "Action Units", l’Estimació d’Intensitat d’Expressions
Facials o l’Anàlisi Emocional. Els resultats obtinguts avaluant els
mètodes presentats en aquestes tasques, demostren que l’aprenentat-
ge dèbilment supervisat pot ser una solució per tal de reduir l’esforç
d’anotació en l’Anàlisi Automàtic del Comportament Facial. De la
mateixa manera, aquests mètodes es mostren útils a l’hora de facilitar
el procés d’etiquetatge de bases de dades creades per aquest propòsit.
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Chapter 1

INTRODUCTION

Facial expressions are considered one of the most important channel
of non-verbal communication. By observing people’s facial behavior,
we are able to infer their emotions, intentions [Ekman and Rosenberg,
1997] or other relevant treats such as psychiatric status [Cohn et al.,
2009] and personality [Ponce-López et al., 2016]. The study and
analysis of facial expressions has been addressed from different fields
such as anthropology, psychology or biology. For example, in the
seminal work of Charles Darwin [Darwin, 1998], he focused on the
study of face and body gestures in mammals. His main goal was to
find similarities in humans’ and animals’ facial displays, showing that
they are genetically determined and providing an additional evidence
to support his evolution theory.

More recently, the psychologist Paul Ekman developed a set of in-
fluential works [Ekman and Rosenberg, 1997, Ekman, 1993, Ekman
and Friesen, 1971] setting the basis of modern research in the field.
Among other findings, Ekman suggested that there exist six basic hu-
man emotions (anger, fear, disgust, sadness, happiness and surprise)
which are universal and common across cultures. More importantly,
he found that the facial gestures associated with the expression of
these emotions were also universal (Fig. 1.1). These results were
coherent with Darwin’s findings, suggesting that non-verbal commu-
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Figure 1.1: The six universal facial expressions. From left to right:
happiness, surprise, fear, sadness, angry and disgust

nication has an important genetic factor independent from cultural
issues.

Another relevant contribution of Ekman was the development of
the Facial Action Coding System (FACS) [Ekman et al., 1978]. FACS
defines a taxonomy for facial expressions describing 45 Action Units
(AUs). AUs are atomic facial movements in the face caused by the
activation of one or more muscles (see Fig. 1.2). For example, AU12
(Lip Corner Puller) is associated with the activation of the Zygo-
maticus major muscle. Given that any expression, including the six
universal ones, can be defined by a concrete combination of Action
Units, FACS provides an objective measure to describe human facial
behavior.

Different from the aforementioned works, in this thesis we address
the study of facial expressions from an Artificial Intelligence perspec-
tive. Concretely, we focus on Automatic Facial Behavior Analysis,
which aims to develop autonomous systems able to recognize and un-
derstand human facial expressions. The remainder of this introduc-
tory Chapter is structured as follows. Firstly, in Sec. 1.1 we present
an overview of Automatic Facial Behavior Analysis. Secondly, in Sec.
1.2 we describe current challenges in the field motivating the main
research line developed in this thesis. Thirdly, we summarize our
main contributions in 1.3. Finally, we conclude the Chapter with the
list of publications resulting from the presented research.
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Figure 1.2: Examples of Action Units described in FACS. The sam-
ples are extracted from the Bosphorus 3D facial expression database
[Savran et al., 2008]

1.1 Automatic Facial Behavior Analysis

In recent years, advances in artificial intelligence have allowed au-
tomatic systems to perform tasks which were easy for humans but
very complex for machines. Nowadays, computers are able to de-
tect objects in images [Krizhevsky et al., 2012], understand natural
language [Bahdanau et al., 2016] or take decisions in very complex
environments such as in autonomous driving [Geiger et al., 2012].
However, the automatic understanding of human facial behavior is
still an open problem far from being solved [B. Martinez, 2016]. Given
the amount of information carried by facial expressions, developing
automatic systems to understand them could open a wide range of
possible applications. In Human Computer Interaction, it could al-
low to create more naturalistic and rich interactions between humans
and machines [Lisetti and Schiano, 2000]. In marketing, computers
would be able to analyze consumer reactions [McDuff et al., 2013a].
In a clinical context, these systems could be used to monitor patients
[Lucey et al., 2011] or diagnose mental illness such as depression
[Cohn et al., 2009].
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Automatic Facial Behavior Analysis (AFBA) uses Computer Vi-
sion and Machine Learning techniques in order to automatically inter-
pret facial gestures from visual information (i.e, images or videos).
The remainder of this section aims to give a brief overview of the
AFBA field by describing the typical problems addressed and the
standard pipeline followed by methods designed for this type of tasks.
Specific works related with our main contributions will be reviewed
in each particular chapter.

1.1.1 AFBA: Problems
In the following, we describe the standard problems addressed in
Automatic Facial Behavior Analysis. Specifically, we differentiate
between Discrete Expression Recognition, Expression Intensity Esti-
mation and Affect Analysis. Despite the fact that this categorization
is not the most standard in the literature, it is intended to clarify
the relation between these problems and our particular contributions
(see Section 1.3).

Discrete Expression Recognition: In this task, the goal is to
detect a discrete set of facial gestures categories. Motivated by Ek-
man’s studies, most research efforts have focused on the automatic
recognition of the six universal expressions or the Action Units. These
two problems are the most popular in the field and have attracted
a lot of attention during the last two decades [Fasel and Luettin,
2003, De la Torre and Cohn, 2011]. For the validation of the proposed
approaches, many databases have been collected containing images or
videos of posed expressions [Lucey et al., 2010, Lyons et al., 1998b] or
Action Units [Pantic et al., 2005, Valstar et al., 2012]. However, it is
known that spontaneous facial behaviour differs from posed [Valstar
et al., 2007, Littlewort et al., 2007]. This causes methods developed
with these databases to not perform well in naturalistic conditions.
For this reason, spontaneous facial behavior datasets have been col-
lected more recently [McDuff et al., 2013b, Mollahosseini et al., 2016].
Apart from the six basic expressions, recent works have also addressed
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the recognition of a much larger number of facial gesture categories
[Du et al., 2014].

Facial Expression Intensity Estimation: Different from dis-
crete expression recognition, several AFBA researchers have attempted
to estimate expression intensity. The main motivation is that facial
behavior is not a discrete phenomena but, in contrast, facial motion
is smooth and is usually difficult to define the boundaries between
discrete expression categories. For example, the Facial Action Cod-
ing System defines different Action Unit intensities depending on the
activation level of each facial muscle. Specifically, these intensities
are represented in an 6-point ordinal scale composed by a discrete
set of levels. Intensity estimation has been addressed in the context
of Universal Facial Expressions [Rudovic et al., 2012], [Zhao et al.,
2016b], Action Units [Kaltwang et al., 2015],[Rudovic et al., 2015], or
Pain expressions [Kaltwang et al., 2016],[Rudovic et al., 2013]. De-
spite the fact that the amount of available datasets is lower than for
the discrete case, some have been collected for these particular tasks
[Lucey et al., 2011, Mavadati et al., 2013]. These datasets are usually
composed by videos where the expression intensity is annotated at
frame-level either in a continuous domain (e.g in the range between
0 and 1) or in an ordinal scale (see Fig. 1.3).

Affect Analysis: One of the most interesting applications of
AFBA is affect analysis. In this case, the problem is to infer peo-
ple emotions by means of analyzing their facial expressions. Given
the universality of the six basic emotions, their recognition can be
considered a form of affect analysis. However, it has been shown
that people may experience a larger variety of affect states [Du et al.,
2014]. Therefore, the few discrete emotions defined by the universal
facial expression may not reflect the real complexity of human affect.
For this reason, AFBA researchers have addressed the estimation of
Arousal and Valence levels. The concept of Arousal and Valence was
defined by the psychologist James Russell in his Circumplex Model of
affect. [Russell, 1980]. In this model, emotions are represented in a
2 dimensional space with two axes: Arousal, which refers to the level
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Ordinal Intensities levels: 1 2 3 4 5 6

Figure 1.3: Illustration of the Pain and Action Unit Intensity Esti-
mation problems. Top: Sequence showing different pain levels coded
in an ordinal scale from 1 to 6. (Example extracted from the PAIN-
UNBC Database [Lucey et al., 2011]). Bottom: Example of different
intensities for Action Unit 12 (Lip-Corner Puller) also represented
in an ordinal scale. (Example extracted from the DISFA Dataset
[Mavadati et al., 2013])

of excitement and Valence, which is related with how unpleasant or
pleasant is the emotion (see Fig. 1.4). Russel’s studies suggested that
the range of all possible human emotions can be represented in this
space. Using similar techniques than the ones employed for intensity
estimation, different works have attempted to estimate Arousal and
Valence levels analyzing facial expressions [Zeng et al., 2009]. More-
over, several datasets have been collected for this particular problem
[McKeown et al., 2012, Ringeval et al., 2013].

1.1.2 AFBA: Standard Pipeline

In order to solve the introduced problems, Automatic Facial Be-
haviour Analysis systems typically follow a pipeline composed by
three main steps: Face preprocessing, Facial Feature Extraction and
Machine Learning Analysis. They are described as follows:
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Figure 1.4: Circumplex model of affect. The x and y axis correspond
to Valence and Arousal dimensions respectively

Face preprocessing

Given an input image, the goal of this first step is to obtain the region
of interest where the face is located and represent it into a reference
coordinate system. This prepossessing is of particular importance
since it allows to remove non-relevant variations in face images such
as rotation or scaling. This step is usually divided into three sub-tasks
namely, face detection, landmark localization and face alignment:

Face Detection: For this task, the Viola & Jones algorithm [Viola
and Jones, 2004] is usually employed in order to estimate a bound-
ing box representing the face location in the image. This method
has shown to provide reliable performance on near-to-frontal views
and it is currently implemented in many commercial digital cameras.
Even though some works have employed more sophisticated multi-
view methods [Zhu and Ramanan, 2012] to deal with non-frontal
faces, the Viola & Jones method remains as the standard approach
for this step.
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Mean shape
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Figure 1.5: Face alignment process. (i) Face is detected in the image
and facial landmark points are automatically extracted. (ii) Pro-
crustes analysis is used to obtain an affine transformation which
aligns the obtained points with a reference shape. (iii) The estimated
transformation is applied to the original image

Landmark Localization: After the region of interest is obtained,
the next step is to automatically find a set of landmark points in dif-
ferent regions (eyebrows, eyes, nose, mouth, etc..) which combined
together define the face shape. This task has been traditionally per-
formed by using different variants of the Active Appearance Models
[Cootes et al., 2001, Matthews and Baker, 2004] where a statistical
model of shape and texture variations is fitted ontp the face image.
More recently, the Supervised Descent Method [Xuehan-Xiong and
De la Torre, 2013] has been shown to outperform AAMs by posing
the problem as a regression task and avoiding to explicitly compute
a statistical model for the face shape and texture.

Face Alignment: Once the facial landmarks are located, the final
task is to remove non-relevant transformations from the face such as
scaling or rotation. This step is typically carried out by using Pro-
crustes Analysis [Gower, 1975] in order to compute an affine transfor-
mation aligning the facial landmarks with a reference shape. Finally,
this transformation is applied to the original image. Figure 1.5 shows
a face alignment process following the described steps.
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Facial Feature Extraction

Once the face is located and aligned, the next step is to obtain an
abstract representation (i.e a numerical vector), encoding the infor-
mation regarding the expression. This representation is known in the
literature as the facial features. We can find two types of approaches
employed to extract them: geometry-based and texture-based.

Geometry-based: In this case, facial features are obtained by ana-
lyzing the information regarding the face shape. For instance, the 2D
coordinates of the aligned landmark points can be concatenated in
order to obtain a numerical vector representation [Kotsia and Pitas,
2007]. Despite its simplicity, features constructed following this ap-
proach have shown reasonable performance on different facial expres-
sion analysis tasks. More sophisticated approaches make use of differ-
ent statistics extracted from the face shape. For example, the angles
and distances between landmark pairs can be computed in order to
obtain more informative features [Valstar and Pantic, 2012]. We find
another popular approach when target data is provided in the form
of image sequences. In this case, geometric facial features can be
constructed by computing the displacement of the landmark points
along time [Pantic and Patras, 2006].

Texture-based: Different from geometry-based, texture-based fea-
tures use the pixel intensity information of face images. Methods
following this approach, typically extract a set of texture descriptors
from local parts of the image (e.g, small pathes centered in facial
landmarks) and concatenate them to create the final representation.
For this purpose, standard gradient-based descriptors such as the
Scale-Invariant Feature Transformation (SIFT) [Chu et al., 2013] or
the Histogram of Oriented Gradients (HOG) [Jampour et al., 2015]
are widely used. This type of descriptors are known to be robust to
scale changes and are able to capture texture variations caused by
subtle facial deformations. Apart from gradient-based, other pop-
ular texture-descriptors explored in this context include the Local
Binary Patterns (LBPs) [Zhao and Pietikainen, 2007], the Gabor
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Figure 1.6: Examples of facial-descriptors used in Facial Behavior
Analysis

Filters [Lyons et al., 1998a] or Haar-like features [Whitehill and Om-
lin, 2006]. Some examples of texture-based features are depicted in
Figure 1.6.

In summary, geometry-based features are usually appealing for
their computational simplicity and reasonable performance. How-
ever, they are unable to capture subtle changes caused by wrin-
kles, bulges and furrows [Shan, 2008]. On the other hand, texture-
based features are able to encode such variations but are less ro-
bust to different factors including extreme head-pose or illumina-
tion changes. Moreover, the feature vectors resulting from texture-
based approaches usually have a higher dimensionality which in-
creases model complexity. Even tough the combination of both types
of features has been also explored [Youssif and Asker, 2011], any of
the proposed approaches has been shown to consistently perform well
in a variety of applications. For this reason, the employed features are
usually chosen taking into account their performance and robustness
in the target task as well as other computational requirements.

Machine Learning Analysis

Once the facial features are computed, the last step is to design and
train Machine Learning models in order to solve the target problems
described in Sec. 1.1.1. Depending on whether the specific model
takes into account the temporal information present in facial expres-
sions, we can differentiate between static or dynamic approaches.
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In static approaches, the model is aimed to predict expression la-
bels on frame-by-frame basis. Specifically, for Discrete Expression
Recognition, different binary or multi-class classification methods
such as Support Vector Machines [Kotsia and Pitas, 2007], Boost-
ing [Zhao and Pietikainen, 2007], Artificial Neural Networks [Tian,
2004] or Random Forests [El Meguid and Levine, 2014] have been
explored. In the case of Expression Intensity Estimation or Affect
Analysis, regression frameworks such as Relevance Vector Machines
[Kaltwang et al., 2016], Ordinal Regression [Rudovic et al., 2012] or
Gaussian Processes [Eleftheriadis et al., 2016] have been also used.

In contrast to the static case, dynamic approaches take into ac-
count the temporal information of gestures. These type of methods
are more appealing in this context given the importance of dynamics
in the interpretation of facial behavior [Ambadar et al., 2005]. To
model temporal information, the vast majority of proposed solutions
in the literature are based on Dynamic Bayesian Networks (DBNs)
[Murphy and Russell, 2002]. DBNs are probabilistic graphical mod-
els modelling temporal dependencies between random variables (i.e,
expression labels). Typical variants of DBNs used in facial expression
analysis include Hidden Markov Models [Valstar and Pantic, 2007],
Conditional Random Fields [Baltrušaitis et al., 2013] or Hidden Con-
ditional Ordinal Random Fields [Kim and Pavlovic, 2010a].

It is worth to mention that recent works on Automatic Facial
Behavior Analysis have attempted to combine the three described
steps (i.e. Face prepossessing, Facial Feature Extraction and Ma-
chine Learning Analysis) employing end-to-end systems based on
Deep Learning [Tősér et al., 2016, Zhao et al., 2016a]. Such an
approach is out of the scope of this Thesis and we will follow the
standard pipepline previously described. However, the contributions
of the presented research are complementary to this new trend and,
in Chapter 6, we provide a discussion about this issue.
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1.2 Motivation: Weakly-Supervised Fa-
cial Behavior Analysis

During the last decade, research in Automatic Facial Behavior Analy-
sis has mainly focused on proposing novel facial-features or Machine
Learning methods. Typically, proposed approaches have been de-
signed to answer questions such as: How to provide robustness to
large head-pose variations? [Eleftheriadis et al., 2015]. What is the
best methodology to model temporal dynamics? [Ding et al., 2016].
How to deal with individual differences among subjects in facial ex-
pression displays? [Chu et al., 2017]. Despite the advances in the
field achieved by addressing these particular questions, most of these
problems can be considered far from being solved. As a consequence,
facial expression analysis methods have still not been extensively de-
ployed in real-life applications as has been the case for other Com-
puter Vision based systems.

Other than the previous questions, the presented thesis is moti-
vated by the observation that most of the proposed Machine Learning
methods in the field have followed the supervised-learning paradigm.
Under this setting, models require to be trained using datasets ex-
plicitly labelled according to the target problem. For example, in Ac-
tion Unit recognition, image sequences need to be annotated frame-
by-frame according to binary labels indicating the presence of each
Action Unit. In this scenario, it is reasonable to ask the following
question: What are the drawbacks of the supervised-learning strategy
in the context of automatic Facial Behavior Analysis?

It is well known that data annotation in AFBA is usually an
expensive and time-consuming task. For example, labelling AU ac-
tivations in one minute of video can require one hour for a specially
trained coder [De la Torre et al., 2011]. As a consequence, standard
databases are usually sub-optimal in terms of data variability and
sample size. Therefore, is possible that limited training data may
be decreasing the performance and generalization ability of learned
models. In the literature, we can find multiple works providing evi-
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Figure 1.7: Illustration of two classic Computer Vision problems
which have been previously addressed using weakly-supervised ap-
proaches. Left: Image Semantic Segmentation ( images extracted
from the MRSC v2 dataset [Shotton et al., 2006]). Right: Ob-
ject Dectection (examples obtained from the PASCAL VOC2011
Database [Everingham et al., 2015])

dences of this hypothesis. For example, in [Whitehill et al., 2009], it
was shown that the performance of smile (Action Unit 12) detectors
can be significantly increased by using larger datasets collected in
naturalistic conditions. We find another example in [Girard et al.,
2015], where exhaustive experiments revealed that subject variability
in the training data plays an important role determining the quality
of the learned models.

Apart from the cost of the labelling process, facial behavior an-
notations also suffers from low reliability. In Affect Analysis, for
instance, annotations are inherently subjective even if they are per-
formed by trained coders [Yannakakis and Martínez, 2015a]. Thus,
a high inter-observer agreement is difficult to achieve while labelling
datasets designed for this task. This is also common for other prob-
lems such as Action Unit recognition. In order to address this chal-
lenge, the standard solution consists in collecting annotations from
multiple expert coders. However, this solution introduces an addi-
tional problem regarding how to obtain a more objective ground-truth
from a pool of annotations in order to train supervised-models.
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Given the described drawbacks of the supervised-learning strat-
egy, the research presented in this thesis is motivated by the follow-
ing question: Can we address Facial Behavior Analysis problems by
changing the fully-supervised paradigm by a weakly-supervised one?
Weakly-supervised learning has been explored in many different Com-
puter Vision problems to alleviate the need of labelled data. In gen-
eral terms, these type of models are trained by using labels which only
provide partial information about the task that aims to be solved
(i.e, weak-labels). In Object Detection, where the goal is to esti-
mate the position of a given object in an image ( Fig. 1.7), weakly-
supervised approaches have achieved impressive performance when
they are trained using only labels at image-level [Pandey and Lazeb-
nik, 2011]. This supposes a huge advantage with respect to fully-
supervised methods which require explicit annotations of the object
bounding-boxes during learning [Azizpour and Laptev, 2012]. We
find another example in Semantic Segmentation [Vezhnevets et al.,
2011], where these type of methods are able to predict pixel-level
labels (Fig. 1.7) by training them using only weak-annotations indi-
cating the presence of the different semantic concepts in the image.
Given the advantages of weakly-supervised learning in these scenar-
ios, we aim to show that this paradigm is a potential solution to
overcome the previously described limitations of fully-supervised ap-
proaches in the context of AFBA.

1.3 Contributions and Thesis Outline

Given the previously explained motivation, in this thesis we develop
a set of weakly-supervised learning methods in order to address some
of the Facial Behavior Analysis problems described in Sec. 1.1.1.
We build the proposed approaches upon different technical frame-
works such as Multiple Instance Learning [Amores, 2013] or Proba-
bilistic Graphical Models [Barber, 2012]. These frameworks account
for the particular idiosyncrasies of each problem and will be briefly
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introduced in the corresponding chapter. Our main contributions,
together with the outline of this manuscript, are detailed as follows:

• In Chapter 2, we explore weakly-supervised learning in the
context of Discrete Expression Recognition. Specifically, we
focus on a novel task which we refer as Facial Behavior Cate-
gorization. In this problem, the goal is to estimate high-level
semantic labels for videos of recorded people by means of an-
alyzing their facial expressions. Different from the standard
supervised scenario, we do not have access to frame-by-frame
annotations of discrete expression categories, but only weak-
labels at the video level are available. Therefore, the goal is to
automatically discover a set of discriminative gestures appear-
ing in the sequences and how they determine the high-level la-
bels. We show how Facial Behavior Categorization can be posed
as a Multi-Instance-Learning (MIL) problem and we propose a
novel method called Regularized Multi-Concept MIL to solve it.
In contrast to previous approaches, RMC-MIL follows a Multi-
Concept assumption which allows to discover multiple facial ex-
pressions (concepts) and how they determine the video weak-
label. Moreover, to handle with the high-dimensional nature
of facial-features, RMC-MIL uses a discriminative approach to
model the concepts and structured sparsity regularization to
discard non-informative features. In our experiments, we use
two public data-sets to show the advantages of RMC-MIL in
different Facial Behavior Categorization problems and to com-
pare it with standard MIL methods previously applied in other
domains.

• Also related with weakly-supervised Discrete Expression Recog-
nition, in Chapter 3, we investigate how the use of large
databases labelled only according to the six universal facial ex-
pressions can increase the quality of learned Action Unit clas-
sifiers. Our motivation is that most AU datasets are typically
obtained in controlled laboratory conditions and have limita-
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tions in terms of variability and positive samples. This is due
to the tedious and expensive task involved in their annota-
tion. In contrast, labelling large prototypical facial expression
databases is much easier. In this context, we propose a novel
weakly-supervised learning framework: Hidden-Task Learning.
HTL aims to learn a set of Hidden-Tasks (Action Units) for
which samples are not available but, in contrast, training data
is easier to obtain from a set of related Visible-Tasks (Fa-
cial Expressions). To that end, HTL exploits prior knowledge
about the relation between Hidden and Visible-Tasks. In our
case, we base this prior knowledge on empirical psychological
studies providing statistical correlations between Action Units
and universal facial expressions. Additionally, we extend HTL
to Semi-Hidden Task Learning (SHTL) assuming that Action
Unit training samples are also provided. Performing exhaus-
tive experiments over four different datasets, we show that
HTL and SHTL improve the generalization ability of AU clas-
sifiers by training them with additional facial expression data.
Additionally, we show that SHTL achieves competitive per-
formance compared with previous Transductive Learning ap-
proaches which face the problem of limited training data by
using unlabelled test samples during training.

• In Chapter 4, we address Facial Expression Intensity esti-
mation from a weakly-supervised perspective. Specifically, we
focus on a novel problem which we refer as Multi-Instance Dy-
namic Ordinal Regression. In this task, the goal is to pre-
dict an ordinal label (expression intensity) for each instant
of a sequence (image frame). The weakly-supervised setting
is given because no frame-by-frame annotations are available
during training. In contrast, a single label provides weak-
information about the set of intensity levels within the se-
quence (e.g the maximum expression intensity within the video
frames). To address this problem, we propose Multi-Instance
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Dynamic Ordinal Random Fields (MI-DORF). In this frame-
work, frame-labels are treated as temporally-dependent latent
variables in a graphical model. The weak-information provided
by sequence-labels is modelled by incorporating a high-order
potential into the model energy function. Moreover, we extend
the proposed framework for Partially-Observed MI-DOR prob-
lems, where a subset of frame intensity labels can be also avail-
able during training. We show that the proposed framework
significantly outperforms alternative approaches in the tasks of
weakly-supervised Action Unit and Pain Intensity estimation.

• In Chapter 5, we address the problem of fusing manual an-
notations from multiple observers when labels are given in an
ordinal scale and annotated items are structured as temporal
sequences. This problem is of special interest in Affect Analysis,
where collected data is typically formed by videos of human in-
teractions where frames are annotated according to the Valence
and Arousal (V-A) dimensions. Moreover, different works have
shown that inter-observer agreement of V-A annotations can be
considerably improved if these are given in a discrete ordinal
scale. Note that annotation fusion can be considered a weakly-
supervised learning problem given that we aim to estimate a
common ground-truth (main task) from a set of subjective la-
bels from multiple observers (weak-labels). In this context, we
propose a novel probabilistic framework which explicitly intro-
duces ordinal constraints to model the subjective perception
of annotators. We also incorporate dynamic information to
take into account temporal correlations between ground-truth
labels. In our experiments on synthetic and real data with V-A
annotations, we show that the proposed method outperforms
alternative approaches which do not take into account either
the ordinal structure of labels or their temporal correlation.

Finally, in Chapter 6 we conclude this thesis by giving some
final remarks and pointing out potential future research lines.
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The research developed during this thesis has resulted in the following
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Chapter 2

REGULARIZED
MULTI-CONCEPT MIL
FOR
WEAKLY-SUPERVISED
FACIAL BEHAVIOR
CATEGORIZATION

2.1 Introduction and motivation
As introduced in Chapter 1, the vast majority of research addressing
Discrete Expression Recognition has focused on designing supervised-
learning models for this task. Following this approach, models are
trained using datasets labelled according to a set of predefined ges-
ture categories (e.g. Action Units), whose annotation is typically a
laborious and expensive task. Opposite to the supervised-learning
strategy, in this Chapter we focus on a related weakly-supervised
problem which we call Facial Behavior Categorization. To illustrate
it, consider a set of videos of people recorded in a given context, e.g.
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watching an advertisement. For each of these videos we know a high-
level semantic label related with this context: Did he/she like the ad-
vertisement? The task in Facial Behavior Categorization is to analyze
the subject facial behavior during the whole recording and estimate
the "Like/Not Like" label. This problem can be considered a weakly-
supervised learning task because frame-level annotations of gestures
are not available during training. In contrast, only a high-level label
at the video-level is provided and the goal is to automatically learn
and recognize the set of expression categories determining it. For in-
stance, in the previously described scenario, the model should learn to
recognize smiles as an expression revealing whether the subject liked
or not the advertisement. Learning to recognize facial expressions
categories through Facial Behavior Categorization has a relevant ad-
vantage with respect to the traditional fully-supervised approach. In
this case, the model automatically learns to interpret facial behavior
by using only the context weak-labels which, for many applications,
are much easier to obtain than frame-by-frame expression annota-
tions.

2.2 Facial Behavior Categorization as Mul-
tiple Instance Learning

Facial Behavior Categorization can be naturally posed as a Multi-
Instance Learning (MIL) problem. In MIL, the training set T =
{(X1, y1), (Xi, yi), . . . , (XN , yN)} is formed by N pairs of bags Xi ∈ X

and labels yi ∈ Y. Every Xi = {xi1,xij, ...,xiM} is a set of M in-
stances xij ∈ RD. The labels yi ∈ {0, 1} are typically binary vari-
ables indicating whether the class of the bag is positive or negative. In
facial behavior categorization, we consider a video as a bag Xi, its in-
stances xij correspond to facial-features extracted at each video-frame
and yi refers to the video weak-label. Using the training set T, the
goal is to obtain a classifier F (X∗) = y∗ able to predict a label y∗ from
a new test bag X∗. In order to learn the bag-classifier, MIL meth-
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Figure 2.1: Illustration of the MIL Single-Concept (left) and Multi-
Concept (right) assumptions in the context of Facial Behavior Cat-
egorization. The Single-Concept approach defines an unique expres-
sion whose presence in a video determines the video weak-label. On
the other hand, the Multi-Concept assumption is able to take into
account different expressions which can contribute differently to the
estimation of the video label.

ods assume that there exist an underlying relation between the bag
label and its instances distribution [Foulds and Frank, 2010]. In this
work, we differentiate between Single-Concept and Multi-Concept
MIL methods (see Fig. 2.1).

Single-Concept MIL methods assume that there exist a single
target-concept in the instance space. The probability of a bag to be
positive is determined by the maximum probability of this concept
given its constituent instances. In general Facial Behavior Analysis
problems, Single-Concept approaches have been applied to super-
vised AU localization [Tax et al., 2010] and weakly-supervised pain
detection [Sikka et al., 2013]. However, for more general Facial Be-
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havior Categorization problems, the Single-Concept assumption does
not take into account that different expressions categories can appear
during the video and contribute differently to its label. For example,
in the case of subjects watching an advertisement, the subject can
express different combinations of smiles or neutral faces which will
determine the "Like/Not Like" label.

Multi-Concept MIL methods can be considered a generalization
of Single-Concept approaches. They assume that there exist a set
of concepts in the instance space whose combined presence in the
bag determine its label. However, standard Multi-Concept methods
are limited in Facial Behavior Categorization because they assume
that the concepts can be modelled by isotropic Gaussians where all
the features have the same importance. In contrast, facial-features
(instances) are typically highly dimensional and contain a low number
of informative features related with facial expression changes [Zhong
et al., 2012].

2.3 Contributions
In this Chapter, we address the introduced Facial Behavior Catego-
rization problem by proposing a novel MIL method called Regular-
ized Multi-Concept MIL (RMC-MIL). The novelties of the presented
model are summarized as follows:

• Multi-Concept: RMC-MIL follows the Multi-Concept MIL
assumption and jointly learns a set of concepts (facial expres-
sions) and a higher-level classifier defining their contribution
to the bag (video) weak-label. In contrast to current Multi-
Concept approaches, the concepts are not assumed to follow
any fixed distribution and we model them with discriminative
classifiers .

• Structured Sparsity Regularization: RMC-MIL applies
L2,1-norm regularization over the concept-classifiers. This reg-
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ularization forces common sparsity across them and, as a conse-
quence, they only use a common subset of dimensions belonging
to the high-dimensional facial-features. These dimensions are
expected to be related with the information regarding facial ex-
pressions. To the best of our knowledge, this is the first work
to introduce this type of regularization in the context of MIL.

RMC-MIL learning process is posed as a constrained optimiza-
tion problem where all the parameters are jointly learned and effi-
ciently solved using the Projected-Quasi-Newton method [Schmidt
et al., 2009]. In our experiments, we test the proposed method in
two different Facial Behavior Categorization problems to show the
advantages of our Regularized Multi-Concept approach. RMC-MIL
achieves better performance than previously proposed Single-Concept
and Multi-Concept MIL methods.

2.4 Related work on Multiple Instance
Learning

Most of MIL research approaches follow the Single-Concept assump-
tion. The various methods differ on how the target-concept is ob-
tained from the training set. Diverse-Density [Maron and Lozano-
Pérez, 1998] model it as a Gaussian and learn its mean and diag-
onal covariance using gradient-descent optimization. Bayesian-MIL
[Raykar et al., 2008] adapts Logistic Regression to MIL and incorpo-
rates a prior over the parameters in order to perform feature selection.
MM-MIL [Wang et al., 2012] uses a mixture of linear classifiers to
represent a muti-modal target-concept. Other approaches reformu-
late standard supervised methods such as AnyBoost [Zhang et al.,
2005a], SVM [Andrews et al., 2002, Bunescu and Mooney, 2007],
Gaussian Processes [Kim and Torre, 2010] or Random Forests [Leist-
ner et al., 2010] and adapt them to the MIL assumption. As discussed
above, Single-Concept approaches can not model that different con-
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cepts (expressions) can appear inside a bag (video) and that they can
contribute differently to its label.

Multi-Concept MIL methods learn a set of concepts in the in-
stance space and a bag-classifier defining how their presence define
the label. For this purpose, the bags are embedded into a K dimen-
sional space where standard classifiers can be used. Each dimension
in this space contains the probability that the k-th concept appear
in the bag by following the Single-Concept assumption. In a sem-
inal work, DD-SVM [Chen and Wang, 2004] proposed to learn the
set of concepts by using multiple runs of Diverse Density initialized
from all the instances in the training set. However, its high compu-
tational cost makes it impractical for large data-sets as in the case
of Facial Behavior Categorization. Posterior works have considered
to model the concepts as hyper-spheres (isotropic Gaussians) cen-
tered in a set of training instances (prototypes). MILES [Chen et al.,
2006] considers all the training instances in the data-set as potential
prototypes and selects the most relevant with l1-norm SVM. MILIS
[Fu et al., 2011] uses a coordinate descent procedure to iteratively
learn the most relevant prototypes and the bag-classifier. More re-
cently, [Hong et al., 2014] proposed an algorithm based on AdaBoost
to select a set of prototypes from different information sources.

2.5 Regularized Multi-Concept Multi- In-
stance Learning

In this section we describe the proposed Regularized Multi-Concept
Multi-Instance Learning approach (RMC-MIL). We firstly explain
the non-regularized version of the method in 2.5.1 and then we extend
it to the regularized case in 2.5.2.
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2.5.1 MC-MIL

Let us denote Z = [z1 z2 . . . zK ] as a RD×K matrix where each col-
umn zk is a D-dimensional hyperplane classifying instances depend-
ing whether they belong or not to the k-th concept. Now we define
the probability of an instance xij given a concept k as p(zk|xij) =
σ(zkTxij) where σ(s) corresponds to the sigmoid function.

Following the standard MIL assumption, the probability of a con-
cept k given a bag Xi is defined as p(zk|Xi) = maxj p(zk|xij). Since
max(.) is not differentiable, we approximate it using the Generalized
Mean (GM) function defined as:

p(zk|Xi) =
 M∑
j=1

p(zk|xij)r
 1

r

(2.1)

GM have been previously used in MIL methods [Sikka et al.,
2013] and is equivalent to the arithmetic mean when r = 1 and to
max function when r tends to ∞.

Following the main idea of current Multi-Concept approaches, we
define:

g(Xi,Z) =< p(z1|Xi), p(z2|Xi), . . . , p(zK |Xi) >ᵀ . (2.2)

Intuitively, g(Xi,Z) embeds the bag Xi into a K-dimensional space,
where the value in the k-th dimension is the probability of the con-
cept k given the bag i. Given g(Xi,Z), the bag-classifier is defined
as F (Xi) = sign(wTg(Xi,Z)), where w = [w1, w2, . . . , wK ] are the
parameters of a linear classifier separating positive and negative bags
embedded in the K dimensional space. Figure 2.2 shows an overview
of the proposed MC-MIL method.

The goal of MC-MIL is to learn the classifier F (X) estimating
the optimal concept classifiers Z and the bag-classifier w given the
training set T. For this purpose, we use a classification loss function
` and solve the following optimization problem:
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min
w,Z

N∑
i=1

`(wTg(Xi,Z), yi) = −
N∑
i=1

yi ln(pi) + (1−yi) ln(1−pi) (2.3)

where pi is defined as σ(wTg(Xi,Z)) and can be understood as the
probability of the bag Xi to be positive. Note that we used logistic
loss similar to other existing MIL methods. However, any differen-
tiable classification loss can be used instead.

2.5.2 Regularized MC-MIL
In facial behavior categorization, the instances xij lie in a high dimen-
sional space and there is a high number of potential non-informative
features. In this scenario, it is required to incorporate regularization
mechanisms in order to find the discriminative features and reduce
the risk of overfitting [Ng, 2004]. For this purpose, we introduce in
Eq. 2.3 a regularizer over Z:

min
w,Z

L(T,Z,w) =
N∑
i=1

`(wTg(Xi,Z), yi) + λΩZ(Z) (2.4)

where λ is a positive scalar controlling the importance of the regular-
ization term. In this work, we explore the use of the matrix L2,1-norm
regularization ΩZ(Z) = ||Z||2,1

It is known that L2,1-norm encourages sparsity across the rows of
Z [Argyriou et al., 2007]. The use of structured sparsity regulariza-
tion is motivated by a previous work [Zhong et al., 2012] in Multi-
Task Learning for supervised facial expression recognition. That work
uses L2,1 regularization to force joint sparsity between independent
facial expressions classifiers. Similarly, in the case of RMC-MIL, this
regularization encourages the concept classifiers to use a common sub-
set of features expected to be related with facial expression changes.
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2.5.3 RMC-MIL optimization
In order to efficiently minimize Eq. 2.4 including the loss and the non-
smooth L2,1 regularization terms, we propose to use the Projected
Quasi-Newton method (PQN) 1 presented in [Schmidt et al., 2009].
In 2.5.3 we briefly describe PQN and in 2.5.3 we explain how we apply
it to RMC-MIL. It is worth mentioning that Eq. 2.4 is not convex
and is not guaranteed to converge into a global minimum using PQN.
However, most of state-of-the-art MIL methods are non-convex [Li
and Sminchisescu, 2010], and local-optimal solutions are shown to
achieve good results.

Projected Quasi-Newton Method

Projected-Quasi-Newton is a generalization of standard Quasi - New-
ton method which minimize convex-constrained problems of the form:

min
x
f(x) s.t x ∈ C (2.5)

where f(x) is any continuous differentiable function and C is a convex
set. PQN minimize f(x) using iterative 2nd-order gradient descent.
At the k-th iteration, a second-order approximation of f(x) is com-
puted as:

qk(x) , f(xk) + (x− xk)T∇f(xk) + 1
2(x− xk)TBk(x− xk) (2.6)

where xk is the solution at iteration k and Bk is a positive definite ap-
proximation of the Hessian matrix ∇2f(xk). PQN uses the Limited-
memory-BFGS strategy [Byrd et al., 1994] (see also Appendix A.1) to
approximate Bk using a diagonal plus low-rank compact form. This
approach is convenient when the number of variables in x is large.
Using (2.6), PQN finds a better xk+1 by solving:

xk+1 = min
x
qk(x) s.t xk ∈ C (2.7)

1Code available at: http://www.cs.ubc.ca/ schmidtm/Software/PQN.html
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This sub-problem is solved by using Spectral Projected Gradient
(SPG) [Birgin et al., 2000] which computes the solution to Eq. 2.7
with a gradient descent approach but, at each iteration, the solution
x is projected into the convex set C using a projection function PC(x):

PC(x) = min
c
||c− x||2 s.t c ∈ C (2.8)

Intuitively, c is the nearest point to x in terms of the euclidean dis-
tance which belongs to the set C representing feasible solutions. As
explained in [Schmidt et al., 2009], the PQN method is particularly
interesting when we are minimizing a function such as Eq. (2.4) with
matrix L2,1-norm regularization. In this cases, the soft-regularizer
λΩ(x) is non-smooth but induces the solution to be in the convex
norm-ball: C = {x | ||x||2,1≤ τ}. Note that τ is the ball radius and
it is directly related with the original parameter λ. In this case, the
projection PC(x) for a given x can be efficiently computed. For more
details about SPG and the Projected-Quasi-Newton algorithms, the
reader is referred to the original papers.

RMC-MIL optimization via PQN method

In order to solve RMC-MIL optimization, we firstly reformulate Eq.
2.4 as the following equivalent constrained-convex optimization prob-
lem:

min
w,Z

L(w,Z) =
N∑
i=1

`(wTg(Xi,Z), yi) s.t. ||Z||2,1≤ τZ (2.9)

where the constraint forces Z to lie in the convex L2,1-norm ball with
radius τZ .

Secondly, we define the gradient ∇L(w,Z) using the first order
derivatives of L w.r.t w and zk. Being ` defined as the logistic-loss
function, they can be expressed as:

∂L

∂w
= −

N∑
i=1

(yi − pi)g(Xi,Z) (2.10)
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∂L

∂zk
= −

N∑
i=1

wk
Mi

(yi− pi)
 1
Mi

M∑
j=1

pijk

 1
r
−1

Mi∑
j=1

prijk(1− pijk)xij (2.11)

where pi = σ(wTg(Xi,Z)), pijk = σ(zTk xij),Mi is the total number of
instances in Xi and r is the parameter used in the Generalized-Mean
function.

With the above definitions, we apply the Projected-Quasi-Newton
explained in Sec. 2.5.3. During the Spectral Projection Gradient
steps, the projection of Z into the L2,1 norm-ball with radius τZ can
be computed in linear time [Schmidt et al., 2009].

2.6 Experiments
Other than existing work on Facial Behavior Analysis [Tax et al.,
2010, Sikka et al., 2013] we propose a a Multi-Concept MIL approach.
In addition, our method proposes the usage of discriminative concepts
and structured sparsity regularization to handle the highly dimen-
sional nature of facial-features. In this section, we firstly describe the
facial-features and the data-sets used in our experiments. In 2.6.2 we
analyze the impact of the number of concepts and the regularization
term on RMC-MIL. In 2.6.3, we compare our approach with pre-
viously proposed Single-Concept and Multi-Concept MIL methods.
Finally, we illustrate the ability of RMC-MIL to discover discrimina-
tive facial expressions from weakly-labelled videos.

2.6.1 Datasets and experimental setup
Facial-features: Given a video (bag), we extract a facial-descriptor
(instance) for each frame. The whole process is illustrated in Figure
2.3. Firstly, we obtain a set of 49 landmark facial-points with the
Supervised Descent method described in [Xuehan-Xiong and De la
Torre, 2013]. Then, the face is aligned and re-sized (250x250) by es-
timating an affine transformation from the obtained landmark points
and a mean-shape computed from all video-frames. Finally, a set
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of 3D-Temporal-SIFT descriptors [Scovanner et al., 2007] 2 are ex-
tracted from local patches placed in 16 landmark points (8 for eyes
and eyebrows, 2 for nose wings and 6 for mouth). The final facial-
descriptor is obtained by concatenating the 3D-SIFT features ex-
tracted from each patch resulting in a total of 2560 dimensions. This
patch-based facial-descriptor is similar to the used in other works
such as [Chu et al., 2013]. However, we use 3D-Temporal-SIFT in-
stead of SIFT in order to encode the temporal information present
in facial expressions. The size of the local patches has been set to 30
by 30 pixels and a temporal window of 0.5 seconds has been used.

Local Cuboids

Spatio-Temporal SIFT Final facial-descriptor
Aligned image

and landmark points

Original frame 

and detected landmarks

ST-SIFT

Patch 1

ST-SIFT

Patch N

Figure 2.3: (i) 49 extracted landmark points. (ii) image aligned with
the obtained affine transformation (ii) Spatial-Temporal SIFT de-
scriptors extracted from each local cuboid. Red points corresponds
to the subset of landmarks used.

AM-FED: The AM-FED dataset [McDuff et al., 2013b] contains
242 on-line web-cam recordings from different subjects watching three
TV advertisements. After watching a video, subjects were asked two
questions: "Did you like the video?" and "Do you want to view this
video again?". The subjects chose between positive (1), neutral (0)
or negative responses (-1). The goal is to analyse the subject’s facial
behavior during the advertisement and predict these labels. Simi-
lar as [McDuff et al., 2013a], only videos where the subjects reported
positive (1) and negative (-1) answers to the questions are considered.
A 3-fold cross validation is used for evaluation where the videos cor-

2Code available at: http://crcv.ucf.edu/source/3D
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responding to one advertisement are used for testing. 26 videos were
discarded for the experiments since the detection of landmark points
failed. A total of 158 and 94 videos for the "Watch/Not Watch again"
and "Like/Does not like" problems respectively are used. To the best
of our knowledge, we are the first work in applying weakly-supervised
learning to this data-set without previous supervised detection of
AUs.

UNBC-McMaster: The UNBC-McMaster Shoulder Pain Ex-
pression Archive Database [Lucey et al., 2011] contains 200 record-
ings of 25 different subjects undergoing some kind of shoulder pain.
During the sessions, the subjects performed active and passive arm
movements and expert coders annotate the different levels of pain
felt. Levels are between 0 (no pain) to 5 (strong pain). The work
in [Sikka et al., 2013] reported the state-of-the-art results in this
data-set for weakly-supervised pain detection. In our experiments,
we follow the same experimental setup: the sequence pain levels are
converted into no pain (-1) and pain (1) binary labels and the task is
to classify the sequences by analysing the subjects facial gestures dur-
ing the session. A Leave-One-Subject-Out Cross-Validation is used
for evaluation. Only subjects with more than one sequence are used
resulting in a total of 147 videos and 23 subjects.

2.6.2 Multiple Concepts and Structural Sparsity
Regularization for Facial Behavior Catego-
rization

In this experiment, we investigate the dependence on the number of
concepts (as determined by K) and the impact of the proposed reg-
ularization (controlled by τZ) on RMC-MIL performance. We also
evaluate the results when no regularization is used (MC-MIL). In
addition, we measure the common sparsity between the concept-
classifiers computed as the Gini Coefficient [Hurley and Rickard,
2009] over the L2-norms of Z rows. This measure indicates how
many features have a very low contribution defining the concepts.
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Figure 2.4 shows the Area Under the Curve obtained in "Watch/Not
watch again" and "Pain/No pain" problems. Since RMC-MIL and
MC-MIL parameters are randomly initialized, we report the mean
and variance over five runs.
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Figure 2.4: AUC obtained by RMC-MIL and MC-MIL in "UNBC-
Pain/No pain" (left) and "AM-FED-Watch/Not watch again" (right)
problems. Bar colors indicates the number of concepts used and X
axis refers to different values for τZ . Blue line corresponds to the
mean common sparsity coefficient for all K given a fixed τZ value.

As expected, the performance decreases for too small and too
large τZ values (including for MC-MIL). In the first case, too much
sparsity is imposed on Z whereas in the second one, large values cause
the regularization to have no impact. Note that the best results are
obtained with a high common sparsity between concept-classifiers.
This indicates that only a small subset of facial-descriptor features is
useful to discriminate discriminative facial expressions. The results
also show that the use of more concepts consistently improves the
performance except in the case of unregularized MC-MIL. This can
be explained because the more concepts are used the more parameters
need to be learned. Therefore, the regularization has a critical impor-
tance in order to reduce overfitting. The variance over different runs
shows a stable behavior of RMC-MIL despite random initialization.
In conclusion, the results demonstrate the advantages of using mul-
tiple concepts in facial behavior categorization and the effectiveness
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of structured sparsity regularization in this context.

2.6.3 Comparison with other MIL methods
In this experiment, we compare the performance of RMC-MIL with
four popular MIL methods: MilBoosting [Zhang et al., 2005a], MI-
Forest [Leistner et al., 2010], MILES [Chen et al., 2006] and MILIS
[Fu et al., 2011]. MilBoosting and MI-Forest follow the Single-Concept
assumption and implicitly incorporate feature selection by using single-
feature decision-stumps to model the target-concept. Note that Mil-
Boosting has been applied to weakly-supervised pain detetion [Sikka
et al., 2013] and MI-Forest has achieved comparable or better per-
formance than other MIL methods. On the other hand, MILES and
MILIS are popular Multi-Concept approaches modelling the concepts
as isotropic Gaussians in the instance space where all the features
have the same importance.

For MI-Forest, we have used the code provided by the authors
and the same parameters used in all the original paper experiments.
For the other methods, we have developed our own implementa-
tion. Same as [Sikka et al., 2013], our MilBoosting implementation
use single-feature decision stumps as weak-classifiers and Generalized
Mean to approximate the max function. In MILES and MILIS, the
parameters σ and C (see original paper) have been optimized using
4-fold-cross-validation over the training set. For RMC-MIL, the pa-
rameter τZ and the number of concepts have been fixed to 50 and
200 respectively for all the experiments. Table 1 shows the AUC
obtained in AM-FED and UNBC data-sets. In the case of UNBC,
we also report the accuracy computed at the Equal Error Rate point
of the Receiver Operating Characteristic curve in order to compare
our results to [Sikka et al., 2013]. For MI-Forest and RMC-MIL the
results are computed as the mean obtained over five different runs.

As the reader can observe, RMC-MIL achieves better performance
in all the problems. Given these results and the reported in Sec.
2.6.2, our hypothesis is that RMC-MIL outperforms Single-Concept
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MILES MILIS MilBoosting MI-Forest MS-MIL RMC-MIL
AM-FED: Like 0.62 0.63 0.61 0.68 - 0.72

AM-FED: Watch again 0.76 0.73 0.83 0.78 - 0.87
UNBC: Pain 0.85 / 78.2 0.82 / 76.9 0.78 / 76.9 0.81 / 75.8 - / 83.7 0.92 / 85.7

Table 2.1: Results obtained by Multi-Concept, Single-Concept MIL
methods and RMC-MIL in the AM-FED and UNBC data-sets. See
text for details

approaches because it does not assume that the presence of a unique
concept (facial expression) in a bag determine the video label. This
allows RMC-MIL to learn different types of discriminative gestures
which can appear during the video and contribute to the video-label.
On the other hand, the better results of RMC-MIL compared to
Multi-Concept approaches can be explained because RMC-MIL can
better handle the highly-dimensional nature of facial-features. The
concepts are not assumed to follow a Gaussian distribution and the
incorporation of matrix L2,1 regularization is able to discard non-
informative features. State-of-the-art results reported in [Sikka et al.,
2013] for the UNBC data-set, are not directly comparable since they
use Bag-of-Words-based features and a ensemble of MilBoost clas-
sifiers trained with bootstrapped data. However, the results using
RMC-MIL and 3D-SIFT-based facial-features compare favorably to
their approach.

2.6.4 Applying RMC-MIL to discover discrimi-
native facial expressions

To provide more insights into what RMC-MIL is actually learning,
we visualize the expressions which determine the video labels. Us-
ing RMC-MIL, we can consider a video frame as a bag with only
one instance and classify it. Note that instance classification can
be understood as a weighted sum (determined by w) of the instance
probabilities for each concept zk. In this experiment, we have trained
RMC-MIL for the different problems and applied the learned model
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to all the frames in the data-set. Again, the parameter τZ and the
number of concepts have been fixed to 50 and 200 respectively. Fig-
ure 2.5 shows the most positive and most negative frames in a set of
random selected videos from both data sets. For the UNBC dataset,
different kind of facial expressions representing pain are considered
more positive whereas neutral faces obtain less probability. For the
AM-FED problems, RMC-MIL learns that smiles contribute posi-
tively to the bag label whereas neutral faces are considered negative.
Note that these discriminative facial expressions represent different
appearances with varying intensity and which depend on the subject.
RMC-MIL can effectively handle these facial expressions differences
since it is able to model them by using a Multi-Concept approach.

Figure 2.5: Most positive and negative instances estimated by RMC-
MIL in a set of randomly selected videos for the different facial be-
havior categorization problems

2.7 Summary
In this Chapter, we have addressed Facial Behavior Categorization.
Different from the fully-supervised approach for Discrete Expression
Recognition, in this problem the model needs to learn and recognize
different facial expression categories by using only the information

36



provided by high-level labels at video-level. We have shown that Fa-
cial Behavior Categorization can be naturally posed as a Multiple
Instance Learning problem and we have presented a novel method
to address it: Regularized-Multi-Concept MIL. Other than previ-
ous MIL methods used in the context of Facial Behavior Analysis,
RMC-MIL does not follow a Single-Concept assumption. This al-
lows to learn multiple discriminative facial expressions and how they
determine the video label. Moreover, in contrast to existing Multi-
Concept MIL methods, RMC-MIL can learn more optimal concepts
from high-dimensional facial-features by using structured sparsity
regularization. We have evaluated the proposed method in two dif-
ferent Facial Behavior Categorization problems. Specifically, we have
considered the scenario where video sequences were labelled accord-
ing to the reaction of people while watching an advertisement. On
the other hand, we have also evaluated RMC-MIL when video-labels
are related with the absence or presence of pain during the record-
ing. In our experiments, we have shown the improvement of RMC-
MIL over existing Single-Concept and Multi-Concept MIL methods
in these problems, and its ability to learn discriminant facial expres-
sions from weakly-labeled videos. Future work may be focused on
exploring other applications which could be naturally posed as Facial
Behavior Categorization problems. For example, it has been shown
that micro-expressions [Pfister et al., 2011] provide a reliable cue
to detect deception [Warren et al., 2009]. These micro-expressions
are very subtle, sparse and typically occur in fractions of a second.
However, posing deception detection as a Facial Behavior Categoriza-
tion problem, would not require to collect databases with annotated
micro-expressions. In contrast, the proposed model would be able to
automatically discover these subtle gestures only from videos labelled
as "deceptive" or "non deceptive".
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Chapter 3

FROM EMOTIONS TO
ACTION UNITS WITH
HIDDEN AND
SEMI-HIDDEN TASK
LEARNING

3.1 Introduction and Motivation
As discussed in Chapter 1, many works on Facial Behavior Analysis
have focused on the recognition of the 6 Universal Facial Expressions.
This problem is motivated by the studies of the psychologist Paul Ek-
man who showed that there exist 6 universal emotions (anger, happi-
ness, fear, surprise, sadness, and disgust) and that each of them has
a corresponding prototypical facial expression [Ekman and Friesen,
1971]. Despite their cross-cultural universality, it has been demon-
strated that people can perform many other non-basic expressions
and that their combination are usual in our every-day life [Du et al.,
2014]. For these reasons, a more objective method to categorize ex-
pressions is the Facial Action Coding System (FACS) [Ekman and
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Friesen, 1978]. In FACS, Ekman defined a set of 45 Action Units
which are atomic gestures caused by the activation of one or more
facial muscles. Since any expression that humans can do can be char-
acterized by a concrete combination of Action Units, its automatic
recognition is one of the most interesting problems in Facial Behavior
Analysis.

Action Unit recognition is a challenging problem due to differ-
ent factors such as illumination changes, pose variations or individ-
ual subject differences. All these factors cause large variations in
the appearance of the same Action Unit across different face images.
However, AU annotation is an expensive and laborious task even for
expert coders. As a consequence, collected Action Unit datasets are
typically obtained in controlled laboratory conditions and have limi-
tations in terms of variability and positive samples. In this Chapter,
we aim to address Action Unit recognition from a weakly-supervised
perspective by asking the following question: Can we use additional
samples labelled with the six prototypical facial expressions in order
to learn better Action Unit classifiers?. The motivation behind this
question is twofold:

• Firstly, the recognition of universal expressions and Action Units
can be considered closely related problems. Many psychologi-
cal studies have empirically shown their strong relation [Lewis
et al., 2010]. For instance, Ekman developed the EMFACS dic-
tionary [Friesen and Ekman, 1983], a set of rules mapping Ac-
tion Unit activation patterns to emotions. Other studies have
shown that the expression of a given emotion does not always
follow a fixed pattern but that there exist a statistical corre-
lation with concrete Action Unit activations [Gosselin et al.,
1995],[Scherer and Ellgring, 2007].

• Secondly, most works addressing AU recognition have followed
the supervised- learning paradigm. However, we hypothesize
that the limited data in current AU datasets can decrease the
performance and generalization ability of the learned models.
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Even though one solution would be to add larger and more var-
ied data sets, this approach is not practical given the expense of
the annotation process. In contrast, collecting universal facial
expression databases is much easier. For instance, the FER2013
Challenge Dataset [Goodfellow et al., 2013] provides thousands
of facial expression samples semi-automatically collected from
the Google Images search engine. Moreover, facial expression
annotations does not require expert coders as in the case of Ac-
tion Units. Therefore, ground-truth labels for larger and more
varied facial expression datasets are much more easy to obtain
compared to Action Units annotations.

3.2 Contributions
Given the previous described motivation, the contributions of the
presented Chapter are summarized as follows:

• We propose a novel weakly-supervised learning framework called
Hidden-Task Learning (HTL), that allows to learn a set of
Hidden-Tasks when no annotated data is available. For this
purpose, HTL exploits prior knowledge about the relation be-
tween these Hidden-Tasks and a set of Visible-Tasks for which
annotations are provided. Additionally, we extend HTL to
Semi-Hidden-Task Learning (SHTL) which is able to use ad-
ditional training samples belonging to the Hidden-Tasks.

• We show how HTL and SHTL can be used to improve the
generalization ability of Action Unit classifiers (Hidden-Tasks)
by using additional training data labelled according to proto-
typical facial expressions (Visible-Tasks). The prior knowledge
defining the relation between the AU and Facial Expression
recognition tasks is based on empirical results of psychological
studies [Gosselin et al., 1995]. Even though previous work has
used this knowledge for facial expression analysis [Valstar and
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Pantic, 2006], to the best of our knowledge, this is the first work
which exploits it in order to investigate how additional train-
ing data of facial expressions can be used to learn better AU
classifiers. An overview of our method is provided in Fig.3.1.

• Performing exhaustive experiments over four different Action
Unit databases, our results demonstrate that using SHTL, we
can improve AU recognition performance by using additional
data from Facial Expression Datasets. In cross-database exper-
iments, HTL generally achieves better performance than stan-
dard Single-Task-Learning even when no Action Unit annota-
tions are used. Moreover, SHTL achieves competitive results
compared with Transductive Learning approaches which use
test data during training in order to learn personalized mod-
els for each subject. Our results suggest that the limitation of
training data in AU recognition is an important factor which
can be effectively addressed with the proposed HTL and SHTL
frameworks.

3.3 Related Work
Action Unit recognition: As discussed in Chapter 1, most works
on AU recognition have focused on proposing different types of facial-
descriptors and classification models. Popular descriptors are based
on LBP [Jiang et al., 2011], SIFT [Chu et al., 2013], Active Appear-
ance Models [Lucey et al., 2009] or face-geometry [Pantic and Patras,
2006] features. On the other hand, different classifiers based on SVM
[Mahoor et al., 2009], AdaBoost [Yang et al., 2007] or HMM [Valstar
and Pantic, 2012] have been used to recognize Action Units in im-
ages or sequences. However, these approaches do not explicitly face
the problem of limited training data in Action Unit recognition. In
this Chapter, we show that using simple linear classifiers and stan-
dard facial-features, the proposed HTL and SHTL frameworks can
increase the generalization ability of AU classifiers (Hidden-Tasks)
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Figure 3.1: Hidden-Task Learning and Semi-Hidden-Task Learning
frameworks applied to Action Unit recognition. HTL aims to learn
AU classifiers (Hidden-Tasks) by using only training samples labelled
with universal facial expressions (Visible-Tasks). For this purpose,
HTL exploits prior knowledge about the relation between Hidden and
Visible-Task outputs. In this Chapter, the relation between Action
Unit and facial expressions is modelled based on empirical results
obtained in psychological studies. SHTL is an extension of HTL
assuming that samples from the Hidden-Tasks (Action Units) can
also be provided. We show that the use of additional facial expression
training samples increases the generalization ability of the learned AU
classifiers.
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by just providing additional training samples labelled with facial ex-
pressions (Visible-Tasks).

Transductive learning for AU recognition: Individual sub-
ject differences suppose one of the main challenges in Action Unit
recognition . For instance, [Girard et al., 2015] showed that the
variability of subjects in the training set plays an important role de-
termining the generalization ability of learned models. Therefore,
the limited number of subjects in current databases complicates the
learning process. In order to address this problem, some works have
used Transductive Learning to train personalized AU classifiers by
using unlabelled data from the test subject. [Chu et al., 2013] pro-
posed a method called Selective Transfer Machine. STM learns a
penalized SVM by weighting training samples according to their sim-
ilarity to unlabelled test data. Similarly, Transductive Parameter
Transfer [Sangineto et al., 2014, Zen et al., 2014] learns a mapping
from the sample distribution of the test subject to the parameters
of a personalized AU classifier. Note that Transductive Learning
can be considered an opposite solution to ours. Instead of training
specific models for each subject, our approach can use samples from
additional subjects present in the facial expressions data in order to
learn more generic AU classifiers. Although Transductive Learning
approaches have achieved promising results, they are limited in real
applications where training classifiers for each subject in testing time
is not practical.

Combining AU with Facial Expressions: Exploiting the rela-
tion between Action Units and Facial Expressions has been previously
explored in the field. Some works have considered to classify expres-
sions by using Action Unit information. For instance, [Valstar and
Pantic, 2006] proposed to use a set of rules based on the EMFACS
dictionary in order to recognize facial expressions from estimated AU
outputs. Similarly, [Velusamy et al., 2011] used the Longest Common
Subsequence algorithm in order to classify expressions by measuring
the similarity between Action Unit patterns in testing and training
images. Our work differs from these approaches because we do not
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use this relation for facial expression recognition but we use it to
learn better AU classifiers. Following this idea, some other works
have used probabilistic graphical models such as Restricted Boltz-
mann Machines [Wang et al., 2013b] or Partially-Observed HCRF
[Chang et al., 2009] in order to include facial expression annotations
during AU classifiers learning. However, these approaches use sam-
ples labelled with both facial expressions and Action Units requiring
even more annotation effort. Therefore, they can not be used in or-
der to evaluate how additional training data from facial expression
databases can improve Action Unit recognition.

3.4 Hidden Task Learning and Semi- Hid-
den Task Learning

Hidden-Task and Semi-Hidden-Task Learning are general purpose
frameworks. They can be used in problems where we want to learn
a set of Hidden-Tasks for which training data is limited but training
samples are easier to obtain from a set of related Visible-Tasks. Note
that we consider the set of Hidden and Visible-Tasks disjoint. The
use of additional training data from the Visible-Tasks is expected to
increase Hidden-Tasks performance. In this section, we formalize the
proposed frameworks.

3.4.1 Hidden-Task Learning
In HTL, we are provided with a training set Xv = {(xv1,yv1), (xvn,yvn)
, ..., (xvN ,yvN)}. Each xn ∈ Rd represents the sample features and
yvn = [yvn1, y

v
nk, ..., y

v
nK ] ∈ {0, 1}K is a vector indicating its label for a

set of K binary Visible-Tasks. Using Xv, our goal is to learn a set of
T Hidden-Tasks for which training data is not provided.

We denote a Hidden-Task t as a function h(x, θt) mapping a fea-
ture vector x to an output according to some parameters θt. Given
the set of task parameters Θ = {θ1, θt, ..., θT}, we define the Input-
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Hidden-Task function:

H(x,Θ) =< h(x, θ1),h(x, θt), ...,h(x, θT ) >T , (3.1)

mapping x to a vector containing the outputs of all the T Hidden-
Task.

Similarly to Θ, we denote Φ = {φ1, φk, ..., φK} as a set of parame-
ters for the K Visible-Tasks. For a given φk, the Hidden-Visible-Task
function v(H(xn,Θ), φk) maps H(xn,Θ) to the output for the Visible-
Task k. We assume that Φ can be obtained before the training stage
by exploiting prior knowledge about the relation between Hidden and
Visible-Task outputs (see Sec. 3.5.2 for the case of Action Unit and
Facial Expressions recognition tasks)

Given the previous definitions, HTL aims to learn the optimal
Hidden-Task parameters Θ by minimizing:

min
Θ,Xv

Lv(Θ,Xv) + βR(Θ). (3.2)

Here, R(Θ) refers to a regularizer over the parameters Θ preventing
over-fitting, Lv is the empirical-risk over the Visible-Task training set
Xv defined in Eq. 3.3 and ` can be defined as any classification loss
function. The parameter β controls the impact of the regularization
term.

Lv(Θ,Xv) = 1
NK

N∑
n=1

K∑
k=1

`(v(H(xvn,Θ), φk), yvnk), (3.3)

Note that HTL shares some relation with weakly-supervised struc-
tured learning [Vezhnevets et al., 2012]. In our case, the goal is to
learn a set of Hidden-Tasks predicting a latent structured output
H(x,Θ) by using only the visible weak-labels yv. As discussed, HTL
is able to solve this problem by pre-defining the relation between
Hidden and Visible-Tasks based on prior knowledge.
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3.4.2 Semi-Hidden Task Learning

In SHTL, we assume that additional training data for the Hidden-
Tasks is provided. Similarly to Xv, we denote Xh = {(xh1 ,yh1) , (xhm,yhm),
..., (xhM ,yhM)} as a training set of M samples where yhm ∈ {0, 1}T in-
dicates the sample class label for each Hidden-Task t. Following the
definitions in the previous section, now we are interested in learning
the optimal parameters Θ by minimizing:

min
Θ

(1− α)Lh(Θ,Xh) + αLv(Θ,Xv) + βR(Θ) (3.4)

where Lh(Θ,Xh) represents the empirical-risk function over the Hidden-
Task training set Xh:

Lh(Θ,Xh) = 1
MT

M∑
m=1

T∑
t=1

`(h(xhm, θt), yhmt). (3.5)

The parameter α ∈ [0, 1] controls the trade-off between the min-
imization of the Hidden-Task and Visible-Task losses. Concretely,
note that when α = 1 the minimization is the same as HTL. In
contrast, when α = 0, SHTL is equivalent to learning the Hidden-
Tasks without taking into account the Visible-Tasks training data,
i.e., traditional Single-Task Learning (STL). Therefore, SHTL can
be considered a generalization of both HTL and STL.

An interesting interpretation of SHTL is to understand the term
αLv(Θ,Xv) in Eq. 3.4 as a regularization function. Concretely, it
penalizes cases where the Hidden-Task-outputs in xv are not coherent
with its label yv according to the known relation between Hidden
and Visible tasks. To the best of our knowledge, this is a novel idea
which can be useful in different problems than AU recognition where
training data is limited but samples are easier to annotate for a set
of related tasks.
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3.5 From universal emotions to Action
Units

The use of HTL and SHTL allow us to evaluate how larger training
sets can improve Action Unit recognition. Using the relation be-
tween AUs and universal facial expressions, we can learn Action Unit
classifiers (Hidden-Tasks) by training them using additional samples
labelled with prototypical facial expressions (Visible-Tasks). As pre-
viously discussed, the use of additional training data is expected to
improve classifier performance by increasing their generalization abil-
ity. Following, we describe how we apply both HTL and SHTL frame-
works to this particular problem.

3.5.1 Defining HTL and SHTL for AU recogni-
tion

For HTL, we assume that we are only provided with a facial expres-
sions training set Xv composed by N samples. Each xvn ∈ RD is a
facial-descriptor extracted from a face image and yvn ∈ {0, 1}K indi-
cates its expression label. In this case, K=7 because we consider the
6 universal facial expressions plus the neutral face. In SHTL, we are
also provided with an Action Unit training set Xh ofM samples. The
label vector yhm ∈ {0, 1}T indicates what Action Units are present in
xhm. Note that T refers to the number of Action Units considered.

The Hidden-Task parameters Θ are defined as A = [a1, at, ..., aT ].
Each at ∈ RD is a linear classifier and the Hidden-Task function
h(x, at):

pt(x) = h(x, θt) = (1 + exp(−θTt x))−1, (3.6)

represents the probability of the Action Unit t given an input feature
x modelled with a sigmoid function.

Now we define E = [e1, ek, ..., eK ] as the set of Visible-Task pa-
rameters Φ. Each ek ∈ RT is also a linear classifier mapping the set
of T Action Unit probabilities to an output for the facial expression
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k. Concretely, the Hidden-Visible-Task function v(H(x,A), ek) is
defined as:

pk(x) = v(H(x,Θ), φk) = exp(φTkH(x,Φ))∑K
r=1 exp(φTr H(x,Θ))

(3.7)

and denotes the probability of the facial expression k given the set of
Action Unit outputs H(x,A).

Given the previous definitions, the Visible-Task Loss is defined as
the cross-entropy error function over the Facial-Expression-Recognition
tasks as:

Lv(A,Xv) = −1
NK

N∑
n=1

K∑
k=1

yvnk ln(pk(xvn)). (3.8)

Similarly, the Hidden-Task Loss is defined as the log-loss function
over the set of Action Unit classification tasks:

Lh(A,Xh) = −1
MT

M∑
m=1

T∑
t=1

yhmt ln(pt(xhm)) + (1− yhmt)(1− ln(pt(xhm)))

(3.9)

Finally, we use standard L2-regularization 1
2
∑T
t=1||θt||22 for the Hidden-

Task parameters regularizer R(A).

3.5.2 Training the AU-Emotions Tasks Function
One of the key points in HTL and SHTL is how to obtain the Vis-
ible Tasks parameters Φ before training. In our case, we need to
obtain a set of linear classifiers E = [e1, e2, ..., eK] mapping Action
Unit activations to an output for each facial expression. For this
purpose, we exploit the empirical results reported in [Gosselin et al.,
1995, Scherer and Ellgring, 2007]. In these psychological studies, a
set of actors were recorded while they interpreted situations involving
the six universal basic emotions defined by Ekman. Then, AU anno-
tations were obtained for each video according to the Facial Action
Coding System and Action Unit frequencies for each emotion were
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Figure 3.2: (a) Action Unit activation probability for each emotion
obtained in [Gosselin et al., 1995]. In Action Unit 20, we have used
the results obtained in [Scherer and Ellgring, 2007] for Anger and Fear
emotions 1. (b) Trained linear classifiers E mapping AU activations
to emotions. See text for details.

computed (see Fig. 3.2(a)). More details can be found in the original
publications.

We use these empirical results in order to train the Visible-Task
classifiers E as follows. For each emotion, we generate a large number
of random samples R ∈ [0, 1]T assuming that the probability of an
AU activation follows a Bernoulli distribution according to its mean
frequency in Fig. 3.2. For each sample dimension, we assign a random
value between 0 and 0.5 if the AU is activated and between 0.5 and 1
otherwise. Intuitively, these samples are vectors simulating possible
Action Unit activations for each type of emotion according to Eq.
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3.6. Finally, we train a linear multiclass-SVM using the generated
samples in order to obtain the classifiers [e1, e2, ..., eK]. Obtained
coefficients for each ek are shown in Fig. 3.2(b).

3.5.3 Optimization
According to Eq. 3.4, we need to solve:

min
A

(1− α)Lh(A,Xh) + αLv(A,Xv) + βR(A) (3.10)

in order to obtain the set of optimal Action Unit classifiers A. For
this purpose, we follow a gradient-descent approach. Concretely, we
use the L-BFGS Quasi-Newton method [Byrd et al., 1994] (see also
Appendix A.1) which provides a higher-convergence rate than first
order gradient-descent approaches and approximates the Hessian ma-
trix with a low-rank compact form. The gradient of R(A), Lv(A,Xv)
and Lh(A,Xh) w.r.t each vector at are:

∇Lv = −1
NK

N∑
n=1

K∑
k=1

yvnk(e
(t)
k −

K∑
s=1

pnke
(t)
s )pnt(1− pnt)xvn

∇R(A) = at , ∇Lh = −1
MT

M∑
n=1

(yvmt − pmt)xhm. (3.11)

For shorter notation, we use pnk = pk(xvn) and pmt = pt(xhm). e(t)
k is a

scalar corresponding to the dimension t of the vector ek

3.6 Experiments
In Sec. 3.6.1 and Sec. 3.6.2 we describe the different datasets and
facial features used in our experiments. In the following sections, we
discuss the different experiments and obtained results evaluating the
proposed HTL and SHTL frameworks for Action Unit recognition.

1As reported in [Scherer and Ellgring, 2007], we observed that AU20 is also
present in some Anger and Fear expression images. However, it is not reflected
by the empirical results obtained in [Gosselin et al., 1995]
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3.6.1 Databases

Action Unit Databases: We have used four different Action Unit
databases widely used in the literature: the Extended Cohn-Kanade
(CK+) [Lucey et al., 2010], the GEMEP-FERA [Valstar et al., 2012],
the UNBC-McMaster Shoulder Pain Expression [Lucey et al., 2011]
and the DISFA [Mavadati et al., 2013] datasets. CK+ contains 593
sequences of different subjects performing posed Action Units from
the neutral face to the AU appex. Same as [Chu et al., 2013], we
use the first frame as a negative sample and the last third frames
as positive ones. The GEMEP-FERA data set contains 87 record-
ings of 7 different actors simulating a situation eliciting a concrete
emotion. The UNBC database contains a set of 200 videos of 25
different patients undergoing shoulder pain. These patients were
recorded while doing different types of arm movements. Finally,
the DISFA dataset contains 27 videos of different subjects watching
Youtube videos choosen in order to elicit different types of emotions.
AU annotations are provided for each frame. Note that these four
data-sets include posed, acted and spontaneous facial behavior. In
our experiments, we have considered the recognition of Action Units
1,2,4,5,6,7,9,10,12,15,17,20,25 and 26 which include the 7 most fre-
quent lower and upper AUs over the four datasets.

Facial expression data: In order to obtain a large number of
variated facial expression images, we have collected samples from
different datasets annotated with the 6 universal emotions (anger,
disgust, happiness, sadness, fear and surprise) plus the neutral face.
From the Bosphorous Database [Savran et al., 2008], we have used a
set of 752 frontal face images from 105 different subjects. From the
Radboud Faces [Langner et al., 2010] Database, we have obtained 469
frontal face images from 67 subjects. Finally, with a similar process
as followed in the FER2013 Challenge [Goodfellow et al., 2013], we
have automatically collected thousands of images from Google and
Bing search engines 2. For this purpose, we used a set of 70 composed

2We have considered to collect our own database because the provided images
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queries such as "sad man","disgusted woman" or "happy face". Then,
images which did not correspond to their emotion query were filtered
by a non-expert annotator. Overall, we have collected 3437 facial
expression images with a large variety of subjects, illuminations and
other factors. In order to test labels reliability, an additional coder
repeats the same process in 300 images for each facial expression
(2100 images in total). The observed inter-coder agreement was 0.89
with a Cohen’s Kappa coefficient of 0.78. Finally, we have augmented
the number of samples by flipping each image around the vertical axis.

3.6.2 Facial features

As we have explained in Sec. 3.5.1, we consider a sample x as a facial-
descriptor obtained from a given face image. Before extracting it,
we follow a face-alignment process. Firstly, we automatically detect
49 facial-landmarks with the Supervised Descent method [Xuehan-
Xiong and De la Torre, 2013]. Secondly, we compute an affine trans-
formation aligning the obtained points with a mean shape. Finally,
we apply the transformation to the image and crop the face region
(see Fig. 3.3(a)-(b)). From the obtained aligned face, we extract two
facial-descriptors from the upper and lower half parts of the face sim-
ilar to [Chu et al., 2013]. The use of two different features from both
parts is motivated by the fact that different Action Units are localized
in concrete face areas such as eyes, eyebrows, mouth, etc... There-
fore, it is convenient that AU classifiers use one of these descriptors
depending on the localization of its corresponding AU. Concretely,
we extract a set of SIFT descriptors from local patches centered in
a subset of the landmarks (see Fig. 3.3(c)-(d)). Features for each
part are concatenated in order to form the final lower and upper
facial-descriptors.

in [Goodfellow et al., 2013] have a low resolution (48x48) and the annotations are
very noisy. It will be made available upon request for the research community
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Figure 3.3: Facial-descriptors extracted for the upper and lower part
of the face. (a) Original image with the set of 49 landmarks points
obtained with [Xuehan-Xiong and De la Torre, 2013]. (c,d) Aligned
face image and local patches used to extract the SIFT features com-
posing the lower and upper facial descriptors.

3.6.3 Cross-Databases experiments

We evaluate how HTL and SHTL can be used to improve the gen-
eralization ability of AU classifiers by providing additional facial ex-
pression samples during training. For this purpose, we have designed
a set of cross-database experiments where one Action Unit dataset
is used for training and one for testing. In contrast to most works
which train and test on the same data-set, a cross-database valida-
tion provides more information about how AU classifiers generalize
to new subjects and other factors.

Under this setting, we compare the performance of HTL and
SHTL with standard Single-Task-Learning (STL). Remember that
we refer to STL when only Action Unit training data is used. On
the other hand, HTL uses only samples from the Facial Expression
dataset and SHTL uses both. As explained in Sec. 3.4.2, these
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three approaches are generalized by the proposed SHTL framework
by changing the α value in Eq. 3.10. We use α=0 for STL, α=1
for HTL and α=0.5 for SHTL. As a baseline, we also evaluate the
performance of a linear SVM classifier trained independently for each
AU. Note that SVM can also be considered a Single-Task-Learning
approach with a different loss function than our STL. The regular-
ization parameter β has been obtained by cross-validation over the
training set. Table 3.1 shows the obtained average AUC and F1-score
for the considered set of 14 Action Units3. Detailed results for each
independent AU are shown in Figures 3.2, 3.3 and 3.4.

Test Train SVM STL SHTL HTL SVM STL SHTL HTL

UNBC 75.7 78.2 81.7 78.3 40.2 43.4 49.2 47.2

FERA 76.6 75.5 83.4 80.6 41.6 38.2 54.7 51.6

DISFA 83.4 84.3 86.1 83.7 52.8 54.8 60.1 56.7

CK+ 68.2 68.4 16.9 15.8 15.6

FERA 63.8 65.2 70.0 69.7 12.9 13.6 15.7 15.6

DISFA 67.1 67.4 69.2 68.8 16.3 16.2 18.0 16.4

CK+ 70.8 70.8 72.4 68.0 43.1 41.3 44.7 40.9

UNBC 67.5 69.4 71.5 70.0 42.2 40.5 42.7 45.5

DISFA 70.4 71.3 72.4 68.9 44.2 44.3 45.0 39.7

CK+ 71.7 72.6 76.0 74.4 30.8 33.5 39.1 36.1

UNBC 69.7 70.3 74.0 76.7 32.4 35.7 43.5 45.4

FERA 68.6 70.3 75.6 74.4 25.2 25.5 38.5 36.1

Avg. 71.1 72.0 75.2 73.6 33.2 33.7 38.9 37.3

D
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1FCUA

C
K
+

U
N
B
C

F
E
R
A

69.7 69.7 16.9

Table 3.1: Average AU recognition performance obtained with SVM,
STL, SHTL and HTL in the set of twelve cross-database experiments.
Colors illustrate the different approaches ordered according to their
performance.

3Only AUs available in the training dataset are used to compute results. HTL
and SHTL can learn AU classifiers even when no AU samples are provided in
the training set. However, for a fair comparison with STL and SVM, we do not
consider these cases to evaluate performance. This explains HTL performance
differences on the same test set.
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Figure 3.4: Overall, our cross-database experiments include 126 Ac-
tion Unit detection sub-problems. In order to summarize the pre-
sented results, we show the percentage of times where SVM, STL,
SHTL and HTL achieves the best,second, third and worst perfor-
mance across the cited subproblems.

HTL vs STL and SVM: Comparing HTL to STL and SVM,
we can observe that HTL achieve comparable or better performance
in terms of average AUC and F1 for most of the cross-database ex-
periments. It could seem surprising because HTL does not use any
Action Unit annotation during training. However, it confirms our
hypothesis that the limited training data of current AU datasets can
decrease the quality of learned models. In contrast, HTL uses richer
facial expression data which increases its generalization ability over
different datasets. Additionally, notice that STL and SVM achieves
similar average performance. This can be explained because both
are Single-Task-Learning approaches which only use the Action Unit
data for training.

SHTL vs STL and HTL: Comparing SHTL with the other ap-
proaches, we can observe that SHTL achieves superior performance
in most cases. These can be explained because SHTL is able to com-
bine information from the AU and Facial Expression training sam-
ples. Analyzing the performance for each AU independently, the re-
sults show some variations depending on each experiment. However,
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SHTL generally outperforms either HTL or STL. Again, it shows the
advantages of using SHTL in order to combine both AU and facial
expression training data information.
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Figure 3.5: Average AU recognition performance in the cross-
database experiments varying the α parameter in the range between
0 and 1. See text for details.

Evaluating the effect of α parameter: Previously, we have
fixed the α parameter of SHTL to 0.5. This provides a balanced
trade-off between Hidden (Action Units) and Visible-Task (Facial
Expressions) losses. However, different values for α are also possible.
In order to evaluate the impact of the α parameter, we have run
the same set of experiments fixing it to different values in the range
between 0 to 1. As Figure 3.5 shows, optimal performance is generally
obtained with α between 0 and 1 which combines information from
AU and Facial Expression databases (SHTL).

We have shown that by using HTL and SHTL, the use of addi-
tional training data labelled with prototypical facial expressions im-
proves the generalization ability of learned AU classifiers. Note that
we are using simple linear classifiers and standard facial-features.
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However, these frameworks are flexible enough to be used with any
kind of facial-descriptors or base classifiers.

3.6.4 Single-database experiments
Although cross-database experiments are useful to evaluate the gener-
alization ability of learned models, it is reasonable to ask how SHTL
and HTL performs in Action Unit data which have been obtained
in similar conditions. In this experiment, we evaluate the previ-
ously used methods with a leave-one-subject strategy over the same
dataset. Note that this setting is similar to the commonly used in
the literature. In this case, for SHTL we have set α = 0.25 in or-
der to give more importance to the Hidden-Task loss (Action Unit
data). Moreover, for SVM, STL and SHTL we have optimized the
classification threshold using the Action Unit training samples during
cross-validation. 4

Train SVM STL SHTL HTL SVM STL SHTL HTL

CK+ 90.6 91.2 91.7 80.6 68.5 68.6 68.9 51.7

UNBC 75.3 78.2 78.8 69.7 22.7 21.3 27.1 15.6

FERA 66.7 66.9 73.4 68.0 46.8 48.7 51.9 40.9

DISFA 79.6 81.2 81.5 74.4 37.6        40.5 42.9 36.1

Avg. 78.0 79.4 81.3 73.2 43.9        44.8 47.7 36.1

1FCUA

Table 3.4: Average Action Unit recognition performance obtained
with SVM,STL,SHTL and HTL in single-dataset experiments. Col-
ors illustrate the different approaches ordered according to their per-
formance in each experiment.

Figure 3.4 shows the obtained results. Under this setting, HTL
achieves the worst performance. However, it was expected since the

4Worst results were observed optimizing the threshold in cross-database ex-
periments.
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problem of generalizing to data taken in different conditions is miti-
gated in this case. SHTL achieves slightly better AUC than STL and
SVM in all the cases and a more significant improvement in terms
of the F1-score. Therefore, even when data is taken in similar con-
ditions, the use of additional facial expression samples is beneficial.
One of the main factors that could explain SHTL improvement is that
current Action Unit databases are limited in terms of subject variabil-
ity. Therefore, SHTL can learn more generic AU classifiers by using
training samples from additional subjects present in the facial expres-
sions data. One point that supports that conclusion is that SHTL
obtains a significant improvement over the FERA dataset which is
the most limited in terms of subjects. In contrast, this improvement
is less significative in the CK+ dataset which has the larger number
of subjects.

3.6.5 Comparison with related work: Tranduc-
tive Learning

In this experiment, we compare SHTL with state-of-the-art transduc-
tive learning approaches for AU recognition: STM [Chu et al., 2013],
TPT [Sangineto et al., 2014] and SVTPT [Zen et al., 2014]. As we
have discussed in Sec. 3.3, these methods use unlabelled data during
training in order to learn personalized models for each test subject.
In contrast, SHTL is trained with additional facial expressions data
which increases its generalization ability to new subjects. We have
used similar features and followed the same experimental-setup in or-
der to compare our results with the reported in the cited works. We
have retrained the classifiers ek (Sec. 3.5.2) using only the subset of
8 AUs evaluated in STM. They also include the 6 AUs used in TPT
and SVTPT works. Again, the α parameter of SHTL has been set
to 0.25.

Table 3.5 shows the obtained results. As the reader can observe,
SHTL achieves competitive performance compared with transduc-
tive learning approaches. Concretely, SHTL obtains better AUC in
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all cases and similar F1-score over the CK+ dataset. Only STM sig-
nificantly outperforms the F1-score of SHTL in the FERA dataset.
However, it is worth mentioning that Transductive Learning models
need to be trained for each subject during testing and requires suffi-
cient samples to correctly estimate the test distribution. In contrast,
SHTL just needs to learn a single generic classifier by using the addi-
tional facial expression data. Therefore, SHTL is more useful in real
applications where training Action Unit classifiers for each subject
during testing is not feasible (e.g. online detection of Action Units
in video streams).

SHTL STM TPT SVTPT

AUC
FERA 76.2 74.5 - -

CK+ (8 AUs) 93.4 91.3 - -
CK+ (6 AUs) 93.9 90.1 91.3 92.7

F1
FERA 55.9 59.9 - -

CK+ (8 AUs) 76.5 76.6 - -
CK+ (6 AUs) 78.8 74.8 76.8 79.1

Table 3.5: SHTL performance and results reported by state-of-the-
art transductive Learning approaches for Action Unit recognition on
CK+ and FERA datasets.

3.7 Summary
In this Chapter, we have investigated how additional training data
annotated with universal facial expressions can improve the general-
ization ability of Action Unit classifiers. For this purpose, we have
proposed the Hidden and Semi-Hidden Task Learning frameworks
able to learn a set of Hidden-Tasks (Action Units) when training data
is limited or even not available. To address this weakly-supervised
setting, these frameworks are able to exploit prior knowledge about
the relation between these Hidden-Tasks and a set of Visible-Tasks
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(Facial Expressions). Exhaustive experiments have shown that HTL
and SHTL improve the generalization ability of Action Unit classi-
fiers by using training data from a large facial expression database.
Surprisingly, HTL generally achieves better performance than stan-
dard Single-Task Learning in cross-database experiments without us-
ing any Action Unit annotation. Moreover, we have also shown the
advantages of combining AU and Facial Expressions data informa-
tion with SHTL. Despite that most existing works on AU recognition
have focused on proposing facial features or supervised classification
methods, our results suggest that the limitation of training data in
AU recognition is an important factor which has been largely over-
looked. The proposed HTL and SHTL frameworks can address this
problem from a weakly-supervised perspective by using additional
training data annotated with facial expression labels which are much
easier to obtain. Finally, we consider that HTL and SHTL are gen-
eral purpose frameworks which could be also useful in other problems
where the lack of annotated training data is a challenge. As a future
work, it would be interesting to study how to adapt the Visible Task
Layer during training by using only the pre-trained parameters as a
prior. It could allow SHTL to correct possible inaccuracies of the
empirical studies relating Facial Expressions with Action Unit occur-
rences.
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Chapter 4

MULTI-INSTANCE
DYNAMIC ORDINAL
RANDOM FIELDS FOR
WEAKLY-SUPERVISED
EXPRESSION INTENSITY
ESTIMATION

4.1 Introduction and Motivation
In Chapters 2 and 3, we have presented different weakly-supervised
approaches in the context of Discrete Expression Recognition. How-
ever, as mentioned in Chapter 1, another important problem in Facial
Behavior Analysis is Expression Intensity Estimation. For this rea-
son, in this Chapter we focus on Action Unit (AU) [Mavadati et al.,
2013] and Pain Intensity estimation [Lucey et al., 2011]. Both prob-
lems can be naturally posed as Dynamical Ordinal Regression prob-
lems, where the goal is to predict a value in an ordinal scale for each
instant of a sequence. In AU intensity estimation, the objective is to
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predict the activation level (in a six-point ordinal scale) of different
facial actions at each frame of a video. Similarly, in Pain Intensity
estimation we aim to measure an ordinal value representing the level
of pain felt by a recorded subject (see Fig. 4.1).

Ordinal Intensities levels: 1 2 3 4 5 6

Figure 4.1: Illustration of the Pain and Action Unit intensity prob-
lems addressed in this Chapter. Left: Sequence showing different
pain levels (coded in an ordinal scale from 1 to 6). Right: Example
of different intensities for Action Unit 12 (Lip-Corner Puller) also
represented in an ordinal scale.

The vast majority of proposed approaches to address these prob-
lems have followed the supervised learning paradigm [Rudovic et al.,
2015, Kaltwang et al., 2016, Rudovic et al., 2013], i.e, models are
learned using manually annotated intensity levels for each frame in a
set of training sequences. Despite the efforts in the field, performance
of current approaches following this strategy can still be considered
far from optimal. Our hypothesis is that the main reason for this
low performance is the limited data used to train supervised models.
As previously discussed, annotation in Facial Behavior Analysis is
usually an expensive and time-consuming task and, compared to the
discrete case, the labelling process of expression intensities is even
more tedious. As a consequence, current datasets for Expression In-
tensity Estimation are suboptimal in terms of size/variability and,

66



therefore, the use of this limited data for training supervised models
can decrease their performance in unseen test samples.

One potential solution to overcome this limitation could be to
annotate larger training sets. However, this strategy is not feasible
given the cost of the annotation process. In contrast, our explored
solution consists of using the weakly-supervised paradigm instead
of the fully-supervised one. As a reminder, weakly-supervised ap-
proaches aim to learn models using annotations which only provide
partial information (weak-labels) about the task that needs to be
solved. These weak-labels are much easier to obtain than those for
fully-supervised learning, thus allowing us to use larger datasets min-
imizing the annotation effort. For example, in Pain Intensity estima-
tion, it is much easier to obtain a label for the whole sequence in
terms of the maximum pain intensity felt by the recorded subject
(e.g. using patients self-reports or external observers). Similarly, an-
notating Facial Action Unit intensities requires a huge effort by expert
coders. In contrast, segmenting sequences according to the increas-
ing or decreasing evolution of AU intensities (i.e, onset and appex
segments) is less time-consuming. In this Chapter, we consider these
two weakly-supervised settings for Action Unit and Pain Intensity
estimation respectively. Our motivation is that models able to learn
only from these "cheaper" annotations would allow to leverage larger
training sets and thus potentially build more effective models.

Similar to Chapter 2, we address these two Facial Expression In-
tensity estimation problems by using the Multiple Instance Learning
framework. As previously introduced, in traditional Single-Instance-
Learning (SIL), the fully supervised setting is assumed with the goal
to learn a model from a set of feature vectors (instances) each being
annotated in terms of target label y. By contrast, in MIL, the weak
supervision is assumed, thus, the training set is formed by bags (sets
of instances), and only labels at bag-level are provided. In order to
learn a model from this weak-information, MIL assumes that there
exists an underlying relation between the label of a bag (e.g., video)
and the labels of its constituent instances (e.g., image frames). For
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instance, in the standard Multi-Instance-Classification (MIC) [Maron
and Lozano-Pérez, 1998] introduced in Chapter 2, labels are consid-
ered binary variables y ∈ {−1, 1} and negative bags are assumed to
contain only instances with an associated negative label. In contrast,
positive bags must contain at least one positive instance. Another ex-
ample of MIL assumption is related to the Multi-Instance-Regression
(MIR) problem [Ray and Page, 2001], where y ∈ R is a real-valued
variable and the maximum instance-label within the bag is assumed
to be equal to y.

4.2 Contributions
In order to apply the MIL framework for weakly-supervised Facial
Expression Intensity Estimation, in this Chapter we focus on a novel
MIL problem that we refer to as Multi-Instance Dynamic Ordinal
Regression (MI-DOR). In this case, bags are structured as dynamic
sequences of instances with temporal dependencies. Moreover, in-
stance labels (i.e., expression intensities) are considered ordinal vari-
ables which can take values in a set of L ordered discrete categories
{0 ≺ ... ≺ l ≺ L}. To address MI-DORF, we propose the Multi-
Instance Dynamic Ordinal Random Fields (MI-DORF). To build this
framework, we use the notion of Hidden Conditional Ordinal Ran-
dom Fields (HCORF) [Kim and Pavlovic, 2010a]. Similar to HCORF,
MI-DORF is an undirected graphical model where observation labels
are modelled as a linear-chain of ordinal latent variables. However,
the energy function employed in MI-DORF is designed to explic-
itly incorporate the weak-relation between latent instance labels and
observable sequence weak-labels. For this purpose, we employ high-
order potentials modelling different Multiple Instance Learning as-
sumptions. Our main contributions are summarized as follows:

• To the best of our knowledge, no previous works have explored
Multi-Instance Dynamic Ordinal Regression. The proposed MI-
DORF framework is specifically designed for this type of tasks
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by taking into account different assumptions about the weak-
relation between instances and sequence labels.

• As far as we know, the proposed framework is the first MIL
approach that imposes ordinal structure on instance labels. The
proposed method also incorporates dynamic information that
is important when modeling temporal structure in instances
within the bags (i.e., image sequences). While modeling the
temporal structure has been attempted in [Wu et al., 2015, Liu
et al., 2016], there are virtually no works that account for both
ordinal and temporal data structures within MIL framework.

• We introduce an efficient inference method for the proposed
MI-DORF framework which has a similar computational com-
plexity as the forward-backward algorithm [Barber, 2012] (see
also Appendix A.3) used in other Latent-Dynamic Models (e.g
HCORF). This is despite the fact that we employ high-order
potentials modelling the different Multi-Instance assumptions.

• We also introduce a learning and inference approach for the
Partially-Observed MI-DOR scenario, where we want to take
advantage of a limited number of instance annotations during
training. This is useful in cases where this privileged informa-
tion can be provided together with the weak-labels at sequence-
level.

We demonstrate the performance of the proposed framework on
weakly-supervised Pain and Action Unit Intensity estimation. We
show the superior performance of our method compared with alter-
native approaches applicable to these scenarios. Our results suggest
that the proposed framework can be employed to reduce the annota-
tion effort in Expression Intensity Estimation problems.
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4.3 Related Work

Multiple-Instance Learning: In Chapter 2, we divided existing
MIL methods between Single-Concept or Multi-Concept approaches.
However, in this review we differentiate between the bag-based or
instance-based paradigms [Amores, 2013]. Both categorizations are
similar but, according to our opinion, the latter is better to clarify the
key concepts and contributions presented in this particular Chapter.

In the bag-based methods, a feature vector representation for
each bag is first extracted. Then, these representations are used
to train standard Single-Instance methods, used to estimate the bag
labels. This representation is usually computed by using different
types of similarity metrics between training instances. Examples fol-
lowing this paradigm include Multi-Instance Kernel [Gärtner et al.,
2002], MILES [Chen et al., 2006] or MI-Graph [Zhou et al., 2009].
The main limitation of these approaches is that the learned models
can only make predictions at the bag-level. However, these meth-
ods cannot work in the weakly-supervised setting, where the goal is
to predict instance-labels (e.g., frame-level intensities) from a bag
(e.g., a video). In contrast, instance-based methods directly learn a
model which operates at the instance level. For this, MIL assump-
tions are incorporated by considering instance-labels as latent vari-
ables. Using this strategy, traditional supervised models are adapted
to incorporate MIL assumptions. Examples of methods following
this approach include Multi-Instance Support Vector Machines [An-
drews et al., 2003] (MI-SVM), MILBoost [Zhang et al., 2005b], MI
Gaussian Processes [Kim and Torre, 2010] or Multi-Instance Logistic
Regression [Hsu et al., 2014]. In this Chapter, we follow the instance-
based paradigm by treating instance-labels as ordinal latent states in
a Latent-Dynamic Model. In particular, we follow a similar idea to
that in the Multi-Instance Discriminative Markov Networks [Hajimir-
sadeghi et al., 2013], where the energy function of a Markov Network
is designed to explicitly model weak-relations between bag and in-
stance labels. However, in contrast to the works described above, the
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presented MI-DORF framework accounts for the ordinal structure in
instance labels, while also accounting for their dynamics.

Latent-Dynamic Models: Popular methods for sequence clas-
sification are Latent-Dynamic Models such as Hidden Conditional
Random Fields (HCRFs) [Quattoni et al., 2007] or Hidden-Markov-
Models (HMMs) [Rabiner and Juang, 1986] (see also Appendix A).
These methods are variants of Dynamic Bayesian Networks (DBNs)
where a set of latent states are used to model the conditional distri-
bution of observations given the sequence label. In these approaches,
dynamic information is modelled by incorporating probabilistic de-
pendence between time-consecutive latent states. MI-DORF builds
upon the HCORF framework [Kim and Pavlovic, 2010a] which con-
siders latent states as ordinal variables. However, HCORF follows
the SIL paradigm, where the main goal is to predict sequence labels
and latent variables are only used to increase the expressive power of
the model. In contrast, the energy function of MI-DORF is defined to
explicitly encode Multi-Instance relationships between bag and latent
instance labels. Note also that more recent works (e.g., [Wu et al.,
2015], [Liu et al., 2016]) extended HMMs/HCRFs, respectively, for
Multi Instance Classification. The reported results in these works
suggested that modeling dynamics in MIL can be beneficial when
bag-instances exhibit temporal structure. However, these methods
limit their consideration to the case where instance labels are binary
and, therefore, are unable to solve MI-DOR problems.

As has been introduced in Sec. 4.2, we also extend MI-DORF
to the partially-observed setting, where labels for a small subset of
instances are available during training. This scenario has been pre-
viously explored using Latent-dynamical models such as Conditional
Random Fields [Li et al., 2009] and their extensions (HCRF [Chang
et al., 2009]). Although the instance labels are incorporated in these
approaches, they can be considered suboptimal for MI-DOR prob-
lems, where weak-labels at sequence level need to be taken into ac-
count according to the Multi-Instance assumptions.

Non-supervised Facial Behavior Analysis: Research on au-
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tomatic Facial Behavior Analysis has usually focused on the fully-
supervised setting, however, we can find some exceptions in the lit-
erature. In the context of Action Unit detection, Zhou et. al [Zhou
et al., 2010] proposed Aligned Cluster Analysis for the unsupervised
segmentation and clustering of facial events in videos. Their experi-
ments showed that the obtained clusters were coherent with Action
Unit manual annotations. We find another example in [Tax et al.,
2010], where Multiple Instance Classification was used to find key
frames representing Action Unit activations in sequences. Different
from these cited approaches which focus on binary detection, we ad-
dress weakly-supervised Action Unit intensity estimation. For that
purpose, the proposed MI-DORF model is able to learn from seg-
ments which are labelled according to the increasing or decreasing
evolution of AU intensities (see Sec. 4.1). A similar problem has been
recently addressed by Zhao et al. [Zhao et al., 2016b]. Concretely,
Ordinal Support Vector Ordinal Regression (OSVR) has been pro-
posed to estimate facial expression intensities using only onset and
appex segments during training. However, OSVR presents some lim-
itations in this context. Firstly, it models instance (frame) labels as
continuous variables, which implicitly assumes an uniform distribu-
tion between the distances of the different ordinal levels. Note that
this is a suboptimal modelling of ordinal variables since each label can
have a different extent. Secondly, OSVR poses MI-DOR as a rank-
ing problem, where only constraints about the order of the instance
intensities is considered. This implies that the scale of predicted val-
ues does not necessary match with the ground-truth. In contrast,
MI-DORF models instance labels as ordinal variables, thus allowing
to predict better labels scaling by determining a priory the number
of ordinal levels. Finally, OSVR is a static approach and temporal
correlations are not modelled as in MI-DORF.

In the context of weakly-supervised pain detection, MIL approaches
have been previously applied by considering that a weak-label is pro-
vided for a sequence (indicating the absence or presence of pain).
Then, a video is considered as a bag and image frames as instances.
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Sikka et al. [Sikka et al., 2013] proposed to extract a Bag-of-Words
representation from video segments and treat them as bag-instances.
Then, MILBoosting [Zhang et al., 2005b] was applied to predict
sequence-labels under the MIC assumption. Following the bag-based
paradigm, [Ruiz et al., 2014] developed the Regularized Multi-Concept
MIL method capable of discovering different discriminative pain ex-
pressions within an image sequence. More recently, [Wu et al., 2015]
proposed MI Hidden Markov Models, an adaptation of standard
HMM to the MIL problem. The limitation of these approaches is
that they focus on the binary detection problem (i.e, pain intensity
levels are binarized), and, thus, are unable to consider different in-
tensity levels of pain. This is successfully attained by the proposed
MI-DORF.

4.4 Multi-Instance Dynamic Ordinal Re-
gression

In this section, we formalize the MI-DOR problem and two of its par-
ticular instances addressed in this Chapter: MaxMI-DOR and RelMI-
DOR. We apply these two settings to Pain and Action Unit intensity
estimation respectively (see Fig. 4.2). In MI-DOR problems we are
provided with a training set T = {(X1, y1), (X2, y2) , ..., (XN , yN)}
formed by pairs of structured-inputs X ∈ X and labels y. Specifi-
cally, X = {x1,x2, ...,xT} are temporal sequences of T observations
x ∈ Rd in a d-dimensional space 1. Given the training-set T, the
goal is to learn a model F : X → H mapping sequences X to an
structured-output h ∈ H. Concretely, h = {h1, h2, ..., hT} is a se-
quence of variables ht ∈ {0 ≺ ... ≺ l ≺ L} assigning one ordinal value
for each observation xt. In order to learn the model F from T, it is
necessary to incorporate prior knowledge defining the weak-relation
between labels y and latent ordinal states h. In MaxMI-DOR, we as-
sume that bag-labels y ∈ {0 ≺ ... ≺ l ≺ L} are also ordinal variables

1Total number of observations T can vary across different sequences

73



and that the maximum value in hn must be equal to the label yn:

yn = max
h

(hn) ∀ (Xn, yn) ∈ T (4.1)

On the other hand, in RelativeMI-DOR the sequence label is a
categorical variable taking four possible values y ∈ {↑, ↓, ∅, l}. Intu-
itively, each label indicates the type of evolution within latent labels
h. Concretely, in sequences labelled with y =↑, there must be an
increasing ordinal level transition in, at least, one instant t. More-
over, no decreasing transitions are allowed within the sequence. The
opposite occurs in sequences labelled as y =↓. In the case of y =l
the sequence is assumed to contain decreasing and increasing transi-
tions. Finally, when y = ∅ all the ordinal values in h should be equal
(monotone sequence). Formally, these constraints can be defined as:

∀ (Xn, yn)


yn =↑ iff (∃t ht < ht+1) ∧ (∀t ht ≤ ht+1)
yn =↓ iff (∃t ht > ht+1) ∧ (∀t ht ≥ ht+1)
yn = ∅ iff (∀t ht = ht+1)
yn =l otherwise

(4.2)

Note that the definition of these MI-DOR problems differs from
standard supervised sequence classification with latent variables. In
that case, the main goal is to learn a model F : X → Y mapping X
to sequence labels y.

4.5 Max-Multi-Instance Dynamic Odinal
Random Fields (MaxMI-DORF)

In this section, we present the proposed Max-Multi-Instance Dynamic
Odinal Random Fields to solve the MaxMI-DOR problem described
in Sec. 4.4.

74



1246

5

 

A
U

2
:  

O
u

te
r 

B
ro

w
 R

a
is

e
r

A
U

1
2

:  
L

ip
 C

o
rn

e
r 

P
u

ll
e

r

P
a

in

1246

1246

Intensity

(Ordinal label)

Intensity

(Ordinal label)

(a
) 

M
a

xM
I-

D
O

R

(b
) 

R
e

lM
I-

D
O

R

S
e

q
u

e
n

ce
 w

e
a

k-
la

b
e

l: 
6

M
a

xi
m

u
m

 

p
a

in
 f

ra
m

e

S
e

q
u

e
n

ce
 w

e
a

k-
la

b
e

l: 
   

(A
U

 o
n

se
t)

S
e

q
u

e
n

ce
 w

e
a

k-
la

b
e

l: 
   

(A
U

 o
!

se
t)

Fi
gu

re
4.
2:

Ill
us
tr
at
io
n
of

th
e
M
ax

M
I-D

O
R

(a
)
an

d
R
el
M
I-D

O
R

(b
)
pr
ob

le
m
s
ap

pl
ie
d
to

Pa
in

an
d
A
ct
io
n
U
ni
t
in
te
ns
ity

es
tim

at
io
n
re
sp
ec
tiv

el
y.

In
M
ax

M
I-D

O
R
,o

nl
y
a
we

ak
-la

be
li
nd

ic
at
in
g

th
e
m
ax

im
um

le
ve
lo

fp
ai
n
in

th
e
se
qu

en
ce

is
pr
ov

id
ed

du
rin

g
tr
ai
ni
ng

.
In

co
nt
ra
st
,i
n
R
el
M
I-

D
O
R

th
e
vi
de
o
la
be

li
nd

ic
at
es

th
e
in
cr
ea
sin

g
or

de
cr
ea
sin

g
ev
ol
ut
io
n
of

th
e
A
U

in
te
ns
ity

w
ith

in
th
e
se
qu

en
ce

(o
ns
et

or
off

se
ts

eg
m
en
ts
).

By
on

ly
us
in
g
th
es
e
we

ak
-la

be
ls
at

se
qu

en
ce
-le

ve
ld

ur
in
g

tr
ai
ni
ng

,t
he

go
al

is
to

tr
ai
n
a
m
od

el
ab

le
to

pr
ed
ic
tt

he
ex
pr
es
sio

n
in
te
ns
ity

fo
re

ac
h
fra

m
e
of

th
e

se
qu

en
ce

(b
lu
e
lin

e)
.

75



4.5.1 Model Definition
Similar to Hidden Conditional Ordinal Random Fields, MaxMI-DORF
defines the conditional probability of labels y given observations X
using a Gibbs distribution as:

P (y|X; θ) =
∑
h
P (y,h|X; θ) =

∑
h e
−Ψ(X,h,y;θ)∑

y′
∑
h e−Ψ(X,h,y′;θ) , (4.3)

where θ is the set of the model parameters. As defined in Eq. 4.4,
the energy function Ψ defining the Gibbs distribution is composed of
the sum of three different types of potentials:

Ψ(X,h, y; θ) =
T∑
t=1

ΨN(xt, ht; θN) +
T−1∑
t=1

ΨE(ht, ht+1; θE) (4.4)

+ ΨM(h, y, θM),

The factor graph representation of MaxMI-DORF is shown in Fig.
4.3(a).

MaxMI-DORF: Ordinal node potentials

The node potentials ΨN(x, h; θN) aim to capture the compatibility
between a given observation xt and the latent ordinal value ht. Simi-
lar to HCORF, it is defined using the ordered probit model [Winkel-
mann and Boes, 2006] (see also Appendix A.2):

ΨN(x, h = l) = log
[
Φ
(
bl − fiTx

σ

)
− Φ

(
b(l−1) − fiTx

σ

)]
, (4.5)

where Φ(·) is the normal cumulative distribution function (CDF),
and θN = {β,b, σ} is the set of potential parameters. Specifically,
the vector β ∈ Rd projects observations x onto an ordinal line divided

76



x
1

x
2

x
3

x
t

x
T

h
1

h
2

h
3

h
t

h
T

y

Ψ
N

(x
,h

)
Ψ
E

(h
t
,h
t+

1,
y
)

Ψ
M

(h
,y

)

x
1

x
2

x
3

x
t

x
T

h
1

h
2

h
3

h
t

h
T

y

Ψ
N

(x
,h

)
Ψ
E

(h
t
,h
t+

1,
y
)

Ψ
M

(h
,y

)

(a
)

(b
)

x
1

x
2

x
3

x
t

x
T

h
1

h
2

h
3

h
t

h
T

y
y

y
y

y

Ψ
N

(x
,h
,y

)

Ψ
E

(h
t,
h
t+

1,
y
)

x
1

x
2

x
3

x
t

x
T

h
1

h
2

h
3

h
t

h
T

ζ 1
ζ 2

ζ 3
ζ t

ζ T

y
y

y
y

y

Ψ
N ∗

(x
,h
,y

)

Ψ
E ∗

(h
t,
h
t+

1,
ζ t
,ζ
t+

1,
y
)

(c
)

(d
)

Fi
gu

re
4.
3:

(a
)
Fa

ct
or

gr
ap

h
re
pr
es
en
ta
tio

n
of

th
e
pr
op

os
ed

M
I-D

O
R
F

fra
m
ew

or
k.

N
od

e
po

te
n-

tia
ls

Ψ
N

m
od

el
th
e
co
m
pa

tib
ili
ty

be
tw

ee
n
a
gi
ve
n
ob

se
rv
at
io
n

x t
an

d
a
la
te
nt

or
di
na

lv
al
ue

h
t

.
Ed

ge
po

te
nt
ia
ls

Ψ
E
ta
ke

in
to

ac
co
un

t
th
e
tr
an

sit
io
n
be

tw
ee
n
co
ns
ec
ut
iv
e
la
te
nt

or
di
na

ls
ta
te
s

h
t
an

d
h
t+

1.
Fi
na

lly
,t
he

hi
gh

-o
rd
er

po
te
nt
ia
lΨ

M
m
od

el
s
M
ul
ti-
In
st
an

ce
as
su
m
pt
io
ns

re
la
tin

g
al
l

th
e
la
te
nt

or
di
na

ls
ta
te
s

h t
w
ith

th
e
ba

g-
la
be

ly
.
(b
)
Fa

ct
or

gr
ap

h
re
pr
es
en
ta
tio

n
of

th
e
Se
m
i-

Su
pe

rv
ise

d
M
I-D

O
R
F

m
od

el
,w

he
re

so
m
e
in
st
an

ce
la
be

ls
h

ar
e
al
so

ob
se
rv
ab

le
du

rin
g
tr
ai
ni
ng

.
(c
)
Fa

ct
or

gr
ap

h
of

st
an

da
rd

La
te
nt
-D

yn
am

ic
al

m
od

el
s
su
ch

as
H
C
R
F

or
H
C
O
R
F.

Li
ne
ar
-c
ha

in
co
nn

ec
tiv

ity
be

tw
ee
n
la
te
nt

st
at
es

h
is

pr
es
er
ve
d,

th
us

al
lo
w
in
g
effi

ci
en
t
in
fe
re
nc
e
m
ec
ha

ni
sm

s
us
in
g
th
e
fo
rw

ar
d-
ba

ck
wa

rd
al
go
rit

hm
(s
ee

A
pp

en
di
x
A
.3
)
(d
)
Eq

ui
va
le
nt

m
od

el
to

M
I-D

O
R
F

de
fin

ed
us
in
g
th
e
au

xi
lia

ry
va
ria

bl
es
ζ t

fo
r
ea
ch

la
te
nt

or
di
na

ls
ta
te
.
T
he

us
e
of

th
es
e
au

xi
lia

ry
va
ria

bl
es

an
d
th
e
re
de
fin

iti
on

of
no

de
an

d
ed
ge

po
te
nt
ia
ls

al
lo
w
s
to

pe
rfo

rm
effi

ci
en
t
in
fe
re
nc
e
by

re
m
ov

in
g
th
e
hi
gh

-o
rd
er

de
pe

nd
en
cy

in
tr
od

uc
ed

by
th
e
po

te
nt
ia
lΨ

M
(s
ee

Se
c.

4.
5.
3
an

d
4.
6.
2)
.

77



by a set of cut-off points b0 = −∞ ≤ · · · ≤ bL = ∞. Every pair of
contiguous cut-off points divide the projection values into different
bins corresponding to the different ordinal states l = 1, ..., L. The
difference between the two CDFs provides the probability of the latent
state l given the observation x, where σ is the standard deviation
of a Gaussian noise contaminating the ideal model (see [Kim and
Pavlovic, 2010a] for more details). In our case, we fix σ = 1, to avoid
model over-parametrization.

MaxMI-DORF: Edge potentials

The edge potential ΨE(ht, ht+1; θE) models temporal information re-
garding compatibilities between consecutive latent ordinal states as:

ΨE(ht = l, ht+1 = l′; θE) = f(Wl,l′), (4.6)

where θE = WL×L represents a real-valued transition matrix, as in
standard HCRF, and f is a non-linear function defined as:

f(s) = − log(1 + exp(−s)), (4.7)

The motivation of using f is to maintain the same range between the
values of node and edge potentials. Concretely, f bounds the value
of ΨE between [0,−∞] as in the case of the previously defined node
potentials.

MaxMI-DORF: Multi-Instance-Ordinal potential

In order to model the MaxMI-DOR assumption (see Eq. 4.1), we
define a high-order potential ΨM(h, y; θM) involving label y and all
the sequence latent variables h as:

ΨM(h, y; θM) =

w
∑T
t=1 I(ht == y) iff max(h) = y

−∞ otherwise
, (4.8)
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where I is the indicator function, and θM = w. Note that when the
maximum value within h is not equal to y, the energy function is
equal to −∞ and, thus, the probability P (y|X; θ) drops to 0. On
the other hand, if the MaxMI-DOR assumption is fulfilled, the sum-
mation w

∑T
t=1 I(ht == y) increases the energy proportionally to w

and the number of latent states h ∈ ht that are equal to y. This
is convenient since, in sequences annotated with a particular label,
it is more likely to find many latent ordinal states with such ordi-
nal level. Therefore, the defined potential does not only model the
MaxMI-DOR assumption but also provides mechanisms to learn how
important is the proportion of latent states h that are equal to the
label. Eq. 4.8 is a special case of cardinality potentials [Gupta et al.,
2007] also employed in binary Multi-Instance Classification [Hajimir-
sadeghi et al., 2013].

4.5.2 MaxMI-DORF: Learning
Given a training set T, we learn the model parameters θ by minimiz-
ing the regularized log-likelihood:

min
`

N∑
i=1

logP (y|X; θ) + R(θ), (4.9)

where the regularization function R(θ) over the model parameters is
defined as:

R(θ) = α(||β||22+||W||2F ) (4.10)

and α is set via a validation procedure. The objective function
in Eq.4.9 is differentiable and standard gradient descent methods
can be applied for optimization. To this end, we use the L-BFGS
Quasi-Newton method [Byrd et al., 1994] (see also Appendix A.1).
The gradient evaluation involves marginal probabilities p(ht|X) and
p(ht, ht+1|X) which can be efficiently computed using the proposed
algorithm in Sec. 4.5.3.
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4.5.3 MaxMI-DORF: Inference

The evaluation of the conditional probability P (y|X; θ) in Eq.4.3 re-
quires computing ∑h e

−Ψ(X,h,y;θ) for each label y. Given the expo-
nential number of possible latent states h ∈ H, efficient inference
algorithms need to be used. In the case of Latent-Dynamic Models
such as HCRF/HCORF, the forward-backward algorithm [Barber,
2012] can be applied (see also Appendix A.3). This is because the
pair-wise linear-chain connectivity between latent states h. However,
in the case of MaxMI-DORF, the inclusion of the cardinality poten-
tial ΨM(h, y; θM) introduces a high-order dependence between the
label y and all the latent states in h. Inference methods with car-
dinality potentials have been previously proposed in [Gupta et al.,
2007, Tarlow et al., 2012]. However, these algorithms only consider
the case where latent variables are independent and, therefore, they
can not be applied in our case. For these reasons, we propose an
specific inference method. The idea behind it is to apply the stan-
dard forward-backward algorithm by converting the energy function
defined in Eq. 4.4 into an equivalent one preserving the linear-chain
connectivity between latent states h.

To this end, we introduce a new set of auxiliary variables ζ =
{ζ1, ζ2, ..., ζT}, where each ζt ∈ {0, 1} takes a binary value denot-
ing whether the sub-sequence h1:t contains at least one ordinal state
h equal to y. Now we define an alternative MaxMI-DORF energy
function Ψ∗ as:

Ψ∗(X,h, ζ, y; θ) =
T∑
t=1

ΨN
∗ (xt, ht, ζt, y; θN) (4.11)

+
T−1∑
t=1

ΨE
∗ (ht, ht+1, ζt, ζt+1, y; θE),

where the new node pontentials ΨN
∗ and edge potentials ΨE

∗ are
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given by:

ΨN
∗ =

ΨN(xt, ht; θN) + wI(ht = y) iff ht <= y

−∞ otherwise
, (4.12)

ΨE
∗ =


Wht,h(t+1) iff ζt = 0 ∧ ζt+1 = 0 ∧ ht+1 6= y

Wht,h(t+1) iff ζt = 0 ∧ ζt+1 = 1 ∧ ht+1 = y

Wht,h(t+1) iff ζt = 1 ∧ ζt+1 = 1
−∞ otherwise

(4.13)

Note that Eq. 4.11 does not include the MI potential and, thus,
the high-order dependence between the label y and latent ordinal-
states h is removed. The graphical representation of MI-DORF with
the redefined energy function is illustrated in Fig.4.3(b). In order
to show the equivalence between energies in Eqs. 4.4 and 4.11, we
explain how the original Multi-Instance-Ordinal potential ΨM is in-
corporated into the new edge and temporal potentials. Firstly, note
that ΨN now also takes into account the proportion of ordinal vari-
ables ht that are equal to the sequence label. Moreover, it enforces
h not to contain any ht greater than y, thus aligning the bag and
(max) instance labels. However, the original Multi-Instance-Ordinal
potential also constrained h to contain at least one ht with the same
ordinal value than y. This is achieved by using the set of auxiliary
variables ζt and the re-defined edge potential ΨE. In this case, tran-
sitions between latent ordinal states are modelled but also between
auxiliary variables ζt. Specifically, when the ordinal state in ht+1 is
equal to y, the sub-sequence h1:t+1 fulfills the MaxMI-DOR assump-
tion and, thus, ζt+1 is forced to be 1. By defining the special cases at
the beginning and the end of the sequence (t = 1 and t = T ):

ΨN
∗ (x1, h1, ζ1, y) =


ΨN
∗ iff ζ1 = 0 ∧ l1 < y

ΨN
∗ iff ζ1 = 1 ∧ l1 = y

−∞ otherwise
, (4.14)
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ΨN
∗ (xT , hT , ζT , y) =

ΨN
∗ ( iff ζT = 1 ∧ hT <= y

−∞ otherwise
(4.15)

we can see that the energy is −∞ when the MaxMI-DOR assump-
tion is not fulfilled. Otherwise, it has the same value than the one
defined in Eq.4.4 since no additional information is given. The ad-
vantage of using this equivalent energy function is that the standard
forward-backward algorithm can be applied to efficiently compute the
conditional probability:

P (y|X; θ) =
∑

h
∑

ζ e
−Ψ∗(X,h,ζ,y;θ)∑

y′
∑

h
∑

ζ e−Ψ∗(X,h,ζ,y′;θ)
, (4.16)

The proposed procedure has a computational complexity of O(T ·
(2L)2) compared with O(T · L2) using standard forward-backward
in traditional linear-chain latent dynamical models. Since typically
L << T , this can be considered a similar complexity in practice.
The presented algorithm can also be applied to compute the marginal
probabilities p(ht|X) and p(ht, ht+1|X). This probabilities are used
during training for gradient evaluation and during testing to predict
ordinal labels at the instance and bag level.

4.6 Relative-Multi-Instance DORF (RelMI-
DORF)

In this section, we present the proposed Relative-Multi-Instance Dy-
namic Odinal Random Fields to solve the RelMI-DOR problem de-
scribed in Sec. 4.4.

4.6.1 RelMI-DORF: Model Definition
In RelMI-DORF, ordinal and node potentials are specified as in
MaxMi-DORF. However, the Multi-Instance potential ΨM(h, y) it
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is now defined as shown in Eq. 4.17. In this case, the potential mod-
els the RelMI-DOR assumption, i.e, the weak-relation between the
sequence label y and the evolution of latent instance labels h (see Eq.
4.2).

ΨM =



0 iff (∃ tht < ht+1) ∧ (∀t ht ≤ ht+1) ∧ y =↑
0 iff (∃t ht > ht+1) ∧ (∀t ht ≥ ht+1) ∧ y =↓
0 iff (∃t ht > ht+1) ∧ (∃t ht < ht+1) ∧ y =l
0 iff (∀t ht = ht+1) ∧ y = ∅
−∞ otherwise

(4.17)

Learning in RelMI-DORF can be performed following the same
procedure described in Sec. 4.5.2. However, inference requires a
special treatment which is described in the following section.

4.6.2 RelMI-DORF: Inference

Similar to the case of MaxMI-DORF, the high-order potential ΨN(h, y)
in RelMI-DORF prevents to perform inference using the standard
forward-backward procedure. For this purpose, we follow a similar
strategy than the one described in Sec. 4.5.3. However, in this case,
auxiliary variables ζt are defined according to the possible sequence
labels in RelMI-DOR. Concretely, ζt ∈ {↑, ↓, ∅, l} indicates the label
of the subsequence h1:t according to the definitions given in Eq. 4.2.
The equivalent energy function incorporating this auxiliary variables
ζ can be obtained by redefining the original edge potentials as:
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ΨE
∗ =



Wht,h(t+1) iff ζt = ∅ ∧ ζt+1 = ∅ ∧ ht = ht+1

Wht,h(t+1) iff ζt = ∅ ∧ ζt+1 = ↑ ∧ ht < ht+1

Wht,h(t+1) iff ζt = ∅ ∧ ζt+1 = ↓ ∧ ht > ht+1

Wht,h(t+1) iff ζt = ↑ ∧ ζt+1 = ↑ ∧ ht ≤ ht+1

Wht,h(t+1) iff ζt = ↑ ∧ ζt+1 = l ∧ ht > ht+1

Wht,h(t+1) iff ζt = ↓ ∧ ζt+1 = ↓ ∧ ht ≥ ht+1

Wht,h(t+1) iff ζt = ↓ ∧ ζt+1 = l ∧ ht < ht+1

Wht,h(t+1) iff ζt = l ∧ ζt+1 = l
−∞ otherwise

(4.18)

Again, defining the special cases for node potentials at the beginning
and ending of the sequence:

ΨN
∗ (x1, h1, ζ1, y) =

ΨN(x1, h1, y) iff ζ1 = ∅
−∞ otherwise

, (4.19)

ΨN
∗ (xT , hT , ζT , y) =

ΨN(xT , hT , y) iff ζT = y

−∞ otherwise
, (4.20)

it can be shown that the energy function becomes −∞ when the
sequence level is not coherent with the evolution of latent instance
labels h (according to RelMI-DOR assumption). Otherwise, it takes
the same value than the energy function defined by the original po-
tentials. In this case, computational complexity is O(T ·(4L)2), which
is still linear in terms of the number of instances T .

4.7 Partially-Observed MI-DOR (PoMI-
DOR

Although labels at sequence-level are easier to collect, in some ap-
plications is feasible to annotate a small subset of the sequence’s
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instances. In this case, we are interested in learning the model
by using weak-labels y but also incorporating the information of
these additional annotations. We refer to this problem as Partially-
Observed Multi-Instance Dynamic Ordinal Regression (PoMI-DOR).
In this case, the training set is formed by triples T = {(X1, y1,ha1)
, (X2, y2,ha2) , ..., (XN , yN ,haN)}, where han contains ground-truth an-
notations for a subset of sequence instances. Formally, the set hn =
{han ∪ hun}, where hun is the subset of ordinal labels corresponding to
non annotated instances. Note that when the set hu is empty, the
problem becomes standard Supervised Dynamic Ordinal Regression.
Under this setting, we extend MI-DORF to learn a model maximizing
the log-likelihood function of the conditional probability:

P (y,ha|X; θ) =
∑

hu e−Ψ(X,hu,ha,y;θ)∑
y′
∑

hu

∑
ha e−Ψ(X,hu,ha,y′;θ) , (4.21)

for all the sequences in the training set. Note that in this case, the
knowledge provided by annotated instances han is incorporated into
the likelihood function. In order to learn a PoMI-DORF model ,
the same algorithms presented in Secs. 4.5 and 4.6 can be applied.
However, during inference we need to take into account annotations
han for each sequence. This can be easily achieved by redefining the
original node potentials in RelMI-DORF and MaxMI-DORF as:

ΨN(x, ht) =

−∞ iff (ht ∈ ha) ∧ (hat 6= ht)
ΨN(xt, ht) otherwise

, (4.22)

Intuitively, observed instance labels ha are treated as hard evi-
dences which make the energy function to take a value of −∞ when
h is not consistent with them. This strategy has been previously
followed in order to learn Conditional Random Fields [Li et al., 2009]
under the partially-observed setting.
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4.8 Experiments
In this section, we describe the experiments performed in order to
evaluate the presented MaxMI-DORF and RelMI-DORF methods.
For each case, we perform experiments over synthetic and real data.
For MaxMI-DOR we consider the problem of weakly-supervised Pain
Intensity estimation, where sequence-labels correspond to the maxi-
mum pain felt by the subject. On the other hand, for RelMI-DOR we
test our approach in Action Unit intensity prediction, where we as-
sume that only onset and apex labels for video segments are available
during training.

4.8.1 Compared methods
The presented framework is designed to address Multiple Instance
Learning problems when bags are structured as temporal sequences
of instances with ordinal labels. Given that this has not been at-
tempted before, we compare them with alternative methods that can
be also used in these problems but present some limitations: either
ignore the MIL assumptions (Single-Instance), do not model dynamic
information (Static) or do not take into account the ordinal nature
of instance labels.

Single-Instance Ordinal Regression (SIL-OR):MaxMI-DOR
can be posed as a supervised learning problem with noisy labels. The
main assumption is that the majority of instances will have the same
label than their bag. In order to test this assumption, we train stan-
dard Ordinal Regression [Winkelmann and Boes, 2006] at instance-
level by setting all their labels to the same value as their correspond-
ing bag. This baseline can be considered an Static-SIL approach to
solve the MaxMI-DOR problem.

Static Multi-Instance Ordinal Regression (MI-OR): Again
for MaxMI-DOR, we have implemented this Static Multi-Instance ap-
proach. This method is inspired by MI-SVM [Andrews et al., 2003],
where instance labels are considered latent variables and are itera-
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tively optimized during training. To initialize the parameters of the
ordinal regressor, we follow the same procedure as described above
in SIL-OR. Then, ordinal values for each instance are predicted and
modified so that the MaxMI-DOR assumption is fulfilled for each
bag. Note that if all the predictions within a bag are lower than its
label, the instance with the maximum value are set to the bag-label.
On the other hand, all the predictions greater than the bag-label are
decreased to this value. With this modified labels, Ordinal Regres-
sion is applied again and this procedure is applied iteratively until
convergence.

Multi-Instance-Regression (MIR): As discussed in Sec. 4.1,
the MaxMI-DOR problem is closely related with Multiple-Instance-
Regression. Several methods have been proposed in the literature
for MIR when instance labels are real-valued variables. In order
to evaluate the performance of this strategy, we have implemented
a similar method as used in [Hsu et al., 2014]. Specifically, a linear
regressor at the instance-level is trained by optimizing a loss function
over the bag-labels. This loss models the MIR assumption by using
a soft-max function which approximates the maximum instance label
within a bag predicted by the linear regressor. Note that a similar
approach is also applied in Multi-Instance Logistic Regression [Ray
and Craven, 2014]. In these works, a logistic loss is used because
instance labels take values between 0 and 1. However, we use a
squared-error loss to account for the different ordinal levels.

MaxMI-DRF: This approach is similar to the proposed MaxMI-
DORF. However, MaxMI-DRF ignores the ordinal nature of labels
and models them as categorical variables. For this purpose, we re-
place the MaxMI-DORF node potentials by a multinomial logistic
regression model 2. Inference is performed by using the same algo-
rithm described in Sec. 4.5.3.

2The potential with the Multinomial Logistic Regession model is defined as
log( exp(βT

l x)∑
l′∈L

exp(βT
l′x)

) . Where all fil defines a linear projection for each possible

ordinal value l [Walecki et al., 2015]
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RelMI-DRF: Similar to MaxMI-DRF, this method is equivalent
to RelMI-DORF but modelling instance labels as categorical vari-
ables.

Latent-Dynamic Models (HCRF/HCORF): In MaxMI-DOR
and Rel-MIDOR a label at sequence-level is provided during training.
Therefore, it is possible to apply existing Latent-Dynamic Models
such as HCRF [Quattoni et al., 2007] or HCORF [Kim and Pavlovic,
2010a] for both problems. Despite these two methods model dynam-
ics and incorporate the information provided by sequence-labels, they
do not explicitly take into account the Multi-Instance assumptions.

Ordinal Support Vector Regression (OSVR): This method
presented in [Zhao et al., 2016c] can be applied for RelMI-DOR.
However,it is an Static approach that do not consider dynamic infor-
mation. Moreover, it models instance labels as continuous variables
instead of ordinal.

Methods for Partially-Observable MI-DOR: In our exper-
iments, we evaluate Max-MIDORF and Rel-MIDORF when some
instance labels are also available during training (see Sec. 4.7). In
order to compare their performance under this setting, we evaluate
the partially-observed extensions of CRF [Li et al., 2009] and HCRF
[Chang et al., 2009]. Ordinal versions of these two approaches has
been also implemented.

Methods for Supervised Dynamical Ordinal Regression:
To fully evaluate the performance of methods trained using only
weak-labels, we compare the previous described methods with two
fully-supervised models for sequence classification CRF [Lafferty et al.,
2001] and CORF [Kim and Pavlovic, 2010b]. These approaches are
learned with complete information (i.e, instance labels for all the
training instances ).

4.8.2 Evaluation and Metrics
In order to evaluate the performance of the different methods, we
report results in terms of instance-labels predictions. Note that in
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the MIL literature, results are usually reported at bag-level. How-
ever, in MI-DOR problems, the only goal is to predict instance labels
(pain or AU intensities) inside the bag (video). Given the ordinal
nature of the labels, we use Pearson’s Correlation (CORR), Mean-
Average-Error (MAE) and Intra-Class-Correlation (ICC) as evalua-
tion metrics. In all our experiments, we use a portion of training
sequences as a validation set. This set is used to optimize the dif-
ferent regularization parameters for all the methods using standard
grid-search strategy. Specifically, for MaxMI-DOR and RelMI-DOR
problems, we optimize these parameters according to the at sequence
level in the validation set. In the case of partially-observed problems,
we consider instance-level predictions performance for the subset of
available instance labels.

4.8.3 MaxMI-DOR and RelMI-DOR: Synthetic
Data

Synthetic Data generation:

Given that no standard benchmarks are available for MI-DOR prob-
lems, we have generated synthetic data. In order to create sequences
for MaxMI-DOR, we firstly sample a sequence of ordinal values using
a random transition matrix representing change probabilities between
temporally-consecutive ordinal levels. Secondly, we generate random
parameters of an Ordinal Regressor as defined in Eq. 4.5. This re-
gressor is used to compute the probabilities for each ordinal level in
a set of feature-vectors randomly sampled from a Gaussian distribu-
tion. Thirdly, the corresponding sequence observation for each latent
state in the sequence is randomly chosen between the sampled feature
vectors according to the obtained probability for each ordinal value.
Finally, the sequence-label is set to the maximum ordinal state within
the sequence following the MaxMI-DOR assumption and Gaussian
noise (σ = 0.25) is added to the feature vectors. Fig. 4.4(a-c) illus-
trates this procedure. For RelMI-DOR, we follow a similar strategy
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to generate the synthetic sequences. However, the transition ma-
trix is forced to contain a probability of 0 for decreasing transitions
in case the sequence label is y =↑ and for increasing transitions if
y =↓. For testing, we create unsegmented sequences (with increasing
and decreasing transitions) by concatenating two segments generated
following the previous procedure.
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Figure 4.4: Description of the procedure used to generate synthetic
sequences. (a) A random matrix modelling transition probabilities
between consecutive latent ordinal values. (b) Ordinal levels assigned
to the random feature vectors according to the ordinal regressor. (c)
Example of a sequence of ordinal values obtained using the generated
transition matrix. The feature vector representing each observation
is randomly chosen between the samples in (b) according to the prob-
ability for each ordinal level.
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Experimental setup and results

Following the strategy described above, we have generated ten differ-
ent data sets for RelMI-DOR and MaxMI-DOR by varying the or-
dinal regressor parameters and transition matrix. Specifically, each
dataset is composed of 100 sequences for training, 150 for testing and
50 for validation. The sequences have a variable length between 50
and 75 instances in MaxMI-DOR and between 15 and 25 in RelMI-
DOR. The dimensionality of the feature vectors was set to 10 and
the number of ordinal values to 6. For partially-observed MI-DOR,
we have randomly choose one instance per sequence of which its la-
bel is also used during training. Table 4.1 and 4.2 shows the re-
sults computed as the average performance over the ten datasets for
MaxMI-DOR and RelMI-DOR respectively. We also report results
for fully-supervised CRF and CORF trained considering all the in-
stance labels.

MaxMI-DOR discussion

In the MaxMI-DOR problem, SIL methods (SIL-OR, HCRF and
HCORF ) obtain lower performance than their corresponding MIL
versions (MI-OR, MaxMI-DRF and MaxMI-DORF) in all the evalu-
ated metrics. This is expected since SIL approaches ignore the Multi-
Instance assumption. Moreover, HCORF and MaxMI-DORF obtain
better performance compared to HCRF and MaxMI-DRF. This is be-
cause the former model instance labels as nominal variables, thus, ig-
noring their ordinal nature. Finally, note that MI-DORF outperforms
the static methods MI-OR and MIR. Although these approaches use
the Multi-Instance assumption and incorporate the label ordering,
they do not take into account temporal information. In contrast,
MaxMI-DORF is able to model the dynamics of latent ordinal states
and use this information to make better predictions when sequence
observations are noisy. As Fig. 4.5(a) shows, MI-OR predictions tend
to be less smooth because dynamic information is not taken into ac-
count. In contrast, MaxMI-DORF better estimate the actual ordinal
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levels by modelling transition probabilities between consecutive ordi-
nal levels. Looking into the results achieved by the different methods
in the PoMI-DOR setting, we can derive the following conclusions.
Firstly, HCORF and HCRF improve their performance by taking
into account the additional information provided by instance labels.
However, we can observe that, under this setting, CRF and CORF
obtain lower results than HCORF and HCRF. This is because the
latter are able to use the sequence-label information together with the
provided by labelled instances. Secondly, observe that MaxMI-DRF
and MaxMI-DORF still achieve better performance than methods
that do not consider the MIL assumption (CORF, CRF, HCRF and
HCORF). This shows the importance of explicitly incorporate the
MaxMI-DOR assumption in the model even though instance labels
can be available during training. Finally, note that MaxMI-DORF
obtains again the best performance, even close to fully-supervised
CRF and CORF. This suggest that the need of annotated instances
is highly-reduced if the weak-information provided by sequence labels
is properly used following the MIL assumption.

Table 4.1: Results on Synthtic Data (MaxMI-DOR)

Setting Method CORR ↑ MAE ↓ ICC ↑
SI-OR 0.79 1.31 0.46
MI-OR 0.82 0.62 0.70

HCRF [Quattoni et al., 2007] 0.05 1.99 0.05
HCORF [Kim and Pavlovic, 2010a] 0.73 0.74 0.65

MIR [Hsu et al., 2014] 0.79 0.65 0.69
MaxMI-DRF 0.77 0.77 0.71

MaxMI-DOR

MaxMI-DORF 0.86 0.41 0.85
CRF [Li et al., 2009] 0.74 0.63 0.74

CORF [Li et al., 2009]* 0.84 0.46 0.83
HCRF [Chang et al., 2009] 0.79 0.57 0.78

HCORF [Chang et al., 2009]* 0.86 0.42 0.85
MaxMI-DRF 0.82 0.52 0.81

PoMaxMI-DOR
(1 sample/seq. )

MaxMI-DORF 0.87 0.38 0.87
CRF [Lafferty et al., 2001] 0.88 0.35 0.88Supervised DOR CORF [Kim and Pavlovic, 2010b] 0.89 0.35 0.88

(*)Indicates an originally nominal method that we have extended to deal with ordinal labels.
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Table 4.2: Results on Synthtic Data (RelMI-DOR)

Setting Method CORR ↑ MAE ↓ ICC ↑

RelMI-DOR

HCRF [Quattoni et al., 2007] 0.36 1.82 0.32
HCORF [Kim and Pavlovic, 2010a] 0.85 1.32 0.80

OSVR [Zhao et al., 2016c] 0.87 3.51 0.10
RelMI-DRF 0.77 1.36 0.49
RelMI-DORF 0.89 0.74 0.84

PoRelMI-DOR
( 1 sample/seq. )

CRF [Li et al., 2009] 0.82 0.64 0.81
CORF [Li et al., 2009]* 0.89 0.43 0.89

HCRF [Chang et al., 2009] 0.83 0.60 0.83
HCORF [Chang et al., 2009]* 0.89 0.44 0.88
OSVR [Zhao et al., 2016c] 0.87 0.61 0.85

RelMI-DRF 0.88 0.49 0.87
RelMI-DORF 0.92 0.36 0.91

Supervised DOR CRF [Lafferty et al., 2001] 0.93 0.31 0.93
CORF [Kim and Pavlovic, 2010b] 0.93 0.29 0.93

(*)Indicates an originally nominal method that we have extended to deal with ordinal labels.

RelMI-DOR discussion

In the RelMI-DOR problem, we observe similar results as in MaxMI-
DOR. Firstly, note that non-ordinal approaches (HCRF and RelMI-
DRF) obtain the worst performance in most cases. Secondly, RelMI-
DORF obtains better performance than HCORF by explicitly mod-
elling the Multi-Instance-Assumption. Finally, OSVR achieves a
competitive performance in terms of correlation compared with RelMI-
DORF. However, it obtains poor results in terms of MAE and ICC. As
discussed in Sec. 4.3, OSVR considers labels as continuous variables
and does not explicitly model the RelMI-DOR assumption. Instead,
it only ranks the instance labels within the sequence. Therefore, it
fails to properly estimate the actual scale of the predicted values.

When some instance labels are provided (PoRel-MIDOR), all the
methods improve their performance by exploiting this additional in-
formation. However, the improvement in terms of MAE and ICC is
much higher than for correlation. This is because in the RelMI-DOR
problem, sequence labels only provide information about the evolu-
tion of instance labels within the sequence. Therefore, models can
achieve a good performance predicting sequence-labels even though
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Figure 4.5: (a) Examples of instance-level predictions in a sequence
for MI-OR and MaxMI-DORF. (b) Examples of instance-level pre-
dictions in a sequence for RelMI-DORF in the case of non-observed
and partially-observed instance labels during training.

the ordinal levels are not accurate. In contrast, when some instance
labels are incorporated during training, a better estimate of the or-
dinal levels can be achieved. This is illustrated in Fig. 4.5(b) where
RelMI-DORF predictions are more accurate when it is trained using
instance labels. Finally, note that RelMI-DORF under the PoRelMI-
DOR setting achieves again competitive performance compared to
fully-supervised CRF and CORF. This supports our hypothesis that
Dynamic Ordinal Regression problems can be addressed using the
proposed MIL framework.
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4.8.4 MaxMI-DOR: Weakly-supervised pain in-
tensity estimation

In this experiment, we test the performance of MaxMI-DORF for
weakly-supervised Pain Intensity estimation. As detailed in Sec. 4.1,
our main motivation is that pain intensity annotation is very time
consuming. However, the maximum pain felt by a subject during a
sequence is much easier to obtain.

UNBC Dataset

We use the UNBC Shoulder-Pain Database [Lucey et al., 2011] which
contains recordings of different subjects performing active and pas-
sive arm movements during rehabilitation sessions. In this dataset,
pain intensities at each frame are given in terms of the PSPI scale
[Prkachin, 1992]. This ordinal scale ranges from 0 to 15. Given the
imbalance between low and high pain intensity levels, we follow the
same strategy as [Rudovic et al., 2015]. Specifically, pain labels are
grouped into 5 ordinal levels as: 0(0),1(1),2(2),3(3),4-5(4),6-15(5).
These frame-by-frame pain annotations are considered the instance
labels in MaxMI-DOR. On the other hand, bag (video) labels are
extracted as the maximum pain level within each sequence. In or-
der to extract facial-descriptors at each video frame representing the
bag instances, we compute a geometry-based facial-descriptor as fol-
lows. Firstly, we obtain a set of 49 landmark facial-points with the
method described in [Xuehan-Xiong and De la Torre, 2013]. Then,
the obtained points locations are aligned with a mean-shape using
Procrustes Analysis. Finally, we generate the facial descriptor by
concatenating the x and y coordinates of the aligned points.

Experimental setup and results

Similar to the experiment with synthetic data (Sec. 4.8.4), we con-
sider two scenarios for weakly-supervised pain intensity estimation.
The first one is the MaxMI-DOR setting, where only bag labels are
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used. Apart from the baselines described in Sec. 4.8.1, in this sce-
nario we also evaluate the performance of the approach presented in
[Sikka et al., 2013] which considers pain levels as binary variables. For
this purpose, we use the MILBoosting [Zhang et al., 2005b] method
employed in the cited work and considered videos with a pain label
greater than 0 as positive. Given that MI-Classification methods are
only able to make binary predictions, we use the output probability as
indicator of intensity levels , i.e., the output probability is normalized
between 0 and 5. In the second scenario (Partially-Observed MaxMI-
DOR setting), we randomly select different percentages of annotated
frames inside each sequence. This simulates that the time required to
annotate the dataset has been significantly reduced by only labelling
a small subset of the frames. Concretely, we consider the 5% and 10%
of annotated frames in each sequence. Under these different experi-
mental setups, we perform Leave-One-Subject-Out Cross Validation
where, in each cycle, we use 15 subjects for training, 1 for testing
and 9 for validation. In order to reduce computational complexity
and redundant information between temporal consecutive frames, we
have down-sampled the sequences using a time-step of 0.25 seconds.
Table 4.3 shows the results obtained by the evaluated methods fol-
lowing the described procedure. Results for fully-supervised CRF
and CORF are also reported.

Discussion

By looking into the results in the MaxMI-DOR setting, we can derive
the following conclusions. Firstly, SI approaches ( SI-OR, HCORF
and HCRF) obtain worse performance than MI-OR and MIR. Spe-
cially, HCORF and HCRF obtain poor results. This is because pain
events are typically very sparse in these sequences and most frames
have intensity level 0 (neutral). Therefore, the use of the MIL as-
sumption has a critical importance in this problem in order to cor-
rectly locate pain frames. Secondly, MIR and MI-OR obtain better
results than MaxMI-DRF. This can be explained because the latter
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Table 4.3: Results on the UNBC Database

Setting Method CORR ↑ MAE ↓ ICC ↑
SI-OR 0.22 2.20 0.08
MI-OR 0.29 0.84 0.27

MILBoost [Zhang et al., 2005b] 0.23 2.38 0.09
HCRF [Quattoni et al., 2007] 0.09 1.73 0.05

HCORF[Kim and Pavlovic, 2010a] 0.06 1.23 0.05
MIR [Hsu et al., 2014] 0.32 1.03 0.25

MaxMI-DRF 0.16 1.96 0.08

MaxMI-DOR

MaxMI-DORF 0.36 0.71 0.34
CRF [Li et al., 2009] 0.31 0.66 0.30

CORF [Li et al., 2009]* 0.39 0.58 0.38
HCRF [Chang et al., 2009] 0.32 0.76 0.29

HCORF [Chang et al., 2009]* 0.38 0.68 0.36
MaxMI-DRF 0.32 0.72 0.30

PoMaxMI-DOR
(5% of data )

MaxMI-DORF 0.43 0.52 0.42
CRF [Li et al., 2009] 0.29 0.65 0.28

CORF [Li et al., 2009]* 0.44 0.55 0.43
HCRF [Chang et al., 2009] 0.34 0.63 0.32

HCORF [Chang et al., 2009]* 0.45 0.58 0.44
MaxMI-DRF 0.34 0.55 0.34

PoMaxMI-DOR
(10% of data )

MaxMI-DORF 0.46 0.51 0.46
CRF [Lafferty et al., 2001] 0.45 0.50 0.44Supervised DOR CORF [Kim and Pavlovic, 2010b] 0.48 0.56 0.48

(*)Indicates an originally nominal method that we have extended to deal with ordinal labels.

consider pain levels as nominal variables and is ignorant of the order-
ing information of the different pain intensities. Finally, MILBoost
trained with binary labels also obtains low performance compared to
the MI-OR and MIR. This suggest that current approaches posing
weakly-supervised pain detection as a MI-Classification problem are
unable to predict accurately the target pain intensities. By contrast,
MaxMI-DORF obtains the best performance across all the evalu-
ated metrics. We attribute this to the fact that it models the MIL
assumption with ordinal variables. Moreover, the improvement of
MaxMI-DORF compared to static approaches, such as MI-OR and
MIR, suggests that modelling dynamic information is beneficial in
this task.

In the Partially-observed setting, all the methods improve their
performance by considering the additional information provided by
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labelled instances. However, note that approaches modelling the or-
dinal structure of labels (CORF, HCORF and MaxMI-DORF) still
outperform nominal methods (CRF, HCRF and MaxMI-DRF) under
this setting. Moreover, MaxMI-DORF also achieves the best perfor-
mance with 5% and 10% of labeled frames. Despite the other ap-
proaches also consider instance labels, MaxMI-DORF better exploits
sequence labels information by explicitly modelling the MIL assump-
tion. It is worth to mention that considering only 10% of annotated
frames, MaxMI-DORF obtain competitive performance against fully-
supervised approaches. Concretely, it outperforms CRF in terms of
ICC/CORR and CORF in terms of MAE. This suggest that the effort
needed to annotate pain intensity databases, could be highly-reduced
using the proposed weakly-supervised framework. In order to give
more insights into this issue, Fig. 4.6(b) shows the performance in
terms of ICC as the percentage of annotated frames increases. As
we can observe, MaxMI-DORF outperforms other methods with 0%,
5% and 10% of annotated frames. When this percentage increases
to 25%, the performance of partially-observed CORF, HCORF and
MaxMI-DORF is comparable to the one achieved by fully-supervised
CORF. However, note that labelling 25% of samples does not suppose
a significant reduction of the annotation time in a real scenario.

Finally, in Fig. 4.6(b) we show qualitative examples comparing
predictions of the best evaluated methods under the different settings.
When only bag-labels are used for training, MI-OR predictions are
less accurate than the ones obtained by MaxMI-DORF. Moreover,
MaxMI-DORF estimates better the actual pain levels in the partially-
observed setting, where a small subset of instance labels are used.
These predictions are more accurate than the ones obtained with
partially-observed HCORF which does not take into account the MIL
assumption. This is reflected by the ICC depicted in the sequences,
showing that the proposed MaxMI-DORF method outperforms the
competing approaches on target data.
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4.8.5 RelMI-DOR: Weakly-supervised AU inten-
sity estimation

In this section, we test the performance of RelMI-DORF for weakly-
supervised Action Unit intensity estimation. Similarly to pain inten-
sity, AU labelling requires a huge effort for expert coders. However,
segmenting videos according to the increasing or decreasing evolu-
tion of AU intensities (i.e. onset and offset sequences) is less time-
consuming.

DISFA Dataset

We employ the DISFA Database [Mavadati et al., 2013], which is a
popular benchmark for AU intensity estimation. It contains natu-
ralistic data consisting on 27 annotated sequences of different sub-
jects watching videos eliciting different types of emotions. Specifi-
cally frame-by-frame AU intensities are provided for 12 AUs (1, 2,
4, 5, 6, 9, 12, 15, 17, 20, 25, 26) in a six-point ordinal scale (neu-
tral<A<B<C<D<E). As far as we know, this is the largest available
dataset in terms of the number of Action Units annotated. Although
the UNBC dataset also provides AU intensity annotations for 11 AUs,
we found that the number of onset and appex events for each of them
is very limited. Therefore, we discard it for this experiments. To the
best of our knowledge, no previous works have evaluated DISFA un-
der the weakly-supervised setting. The described AU annotations
represent the instance labels in our RelMI-DOR problem. As previ-
ously discussed, bags are considered onset and apex sequences where
the intensity of a given AU is monotone increasing (y =↑) or de-
creasing (y =↓). These segments have been automatically extracted
with an exhaustive search over the whole video using the ground-
truth intensity labels at frame-level. The intervals corresponding to
the lowest and highest intensity levels in each segment are cut so that
they do not last for more than 0.25 seconds. This procedure simulates
that a given annotator has only labelled onset and offset segments
instead of specific AU intensities for all the frames. The number of
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extracted segments for each AU following this strategy is shown in
Table 4.4. To compute the facial descriptors at each frame, we use
the same procedure described in Sec. 4.8.4. However, for upper-face
AUs (1,2,4,5,6 and 9) only the locations of landmark points corre-
sponding to the eyes and eyebrows are used. Similarly, we only use
the points extracted from the mouth and nose for lower-face AUs (12,
15, 17, 20, 25 and 26).

Experimental setup and results

Using the training segments for each AU, we evaluate the different
methods using a subject-independent 5-fold cross validation. Specifi-
cally, 3 folds are used for training and 1 for testing and validation pur-
poses. During testing, the trained models are evaluated on the origi-
nal non-segmented videos. The motivation is that, in a real scenario,
onset and apex segmentation is not known for testing sequences. We
also consider the partially-observed setting, where labels for 5% and
10% of frames are available during training (PoRelMI-DOR). Table
4.5 shows the performance obtained by the evaluated methods com-
puted as the average for all the considered AUs. Specific results in
terms of ICC for independent AUs are shown in Table 4.4.

Discussion

When instance labels are not used during training (RelMI-DOR set-
ting), we can observe that HCRF and HCORF obtain poor results
compared to OSVR and RelMI-DORF. This can be explained because
the former methods explicitly model the increasing/decreasing inten-
sity constraints provided by sequence weak-labels. Moreover, the low
results obtained by RelMI-DRF compared to RelMI-DORF suggest
that modelling intensities as nominal variables is suboptimal in this
scenario. Also note that OSVR obtains worse results in terms of ICC
and MAE compared to RelMI-DORF. Given that performances in
terms of CORR are more similar, it shows the limitation of OSVR
to predict the actual scale of instance ordinal labels. Considering the
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Table 4.5: Average performance across AUs on the DISFA dataset.

Setting Method CORR ↑ MAE ↓ ICC ↑

RelMI-DOR

HCRF [Quattoni et al., 2007] 0.21 2.04 0.10
HCORF [Kim and Pavlovic, 2010a] 0.26 3.49 0.03

OSVR [Zhao et al., 2016c] 0.35 1.38 0.15
RelMI-DRF 0.19 1.70 0.11
RelMI-DORF 0.40 1.13 0.26

PoRelMI-DOR
(5% frames )

CRF [Li et al., 2009] 0.33 0.55 0.29
CORF [Li et al., 2009]* 0.37 0.57 0.32

HCRF [Chang et al., 2009] 0.34 0.59 0.30
HCORF [Chang et al., 2009]* 0.38 0.62 0.33
OSVR [Zhao et al., 2016c] 0.36 0.81 0.29

RelMI-DRF 0.23 0.64 0.19
RelMI-DORF 0.40 0.51 0.36

PoRelMI-DOR
(10% frames )

CRF [Li et al., 2009] 0.36 0.50 0.32
CORF [Li et al., 2009]* 0.39 0.56 0.33

HCRF [Chang et al., 2009] 0.38 0.57 0.34
HCORF [Chang et al., 2009]* 0.40 0.59 0.35
OSVR [Zhao et al., 2016c] 0.37 0.80 0.29

RelMI-DRF 0.36 0.50 0.32
RelMI-DORF 0.42 0.48 0.38

Supervised DOR CRF [Lafferty et al., 2001] 0.39 0.44 0.35
CORF [Kim and Pavlovic, 2010b] 0.41 0.50 0.37

(*)Indicates an originally nominal method that we have extended to deal with ordinal labels.

results for independent AUs, we observe that RelMI-DORF achieves
the best performance for most cases. Note however, that results for
some particular AUs (9,15,17, 20) is low for all the methods. We at-
tribute this to the fact that, the activation of these AUs is typically
more subtle and high-intensity levels are scarce.

By looking into the results in the partially-observed setting, we
can derive the following conclusions. Firstly, all the methods im-
prove their average performance as the percentage of instance labels
increases. However, this improvement is more significant for ICC
and MAE. This shows that, when instance labels are not available
during training, the tendency of intensity levels can be captured.
However, accurate predictions of particular ordinal labels requires
the additional information provided by frame-by-frame annotations.
To illustrate this, in Fig. 4.7 we show AU12 predictions attained by
RelMI-DORF using different percentages of annotated frames. Sec-
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ondly, note that approaches modelling the ordinal structure of labels
usually achieves better performance than nominal methods in terms
of ICC and CORR. In contrast, CRF and HCRF obtain lower MAE
than CORF and HCORF. This can be explained because the ma-
jority of sequence frames has AU intensity level of 0 (neutral). As
a consequence, CRF and HCRF tends to assign most of the frames
to this level, thus minimizing the absolute error. In contrast, or-
dinal methods are more robust to imbalanced intensity levels and
capture better changes in AU intensities. Finally, note that the pro-
posed RelMI-DORF method obtains the best average performance
considering 5% and 10% of annotated frames. Regarding specific
AUs, RelMI-DORF obtains better results for most cases and compet-
itive performance against the best method otherwise. Finally, note
that RelMI-DORF results with 10% of annotated frames is compa-
rable to the achieved by the fully-supervised approaches CRF and
CORF. Specifically, only supervised CRF outperforms RelMI-DORF
in terms of average MAE. The slightly worse results of supervised
CORF compared with RelMI-DORF suggest that considering inten-
sity annotations for all the frames may cause overfitting and decrease
performance on unseen test sequences. This can be seen more clearly
by looking at the results of independent AUs, where RelMI-DORF
obtain slightly better performance than fully-supervised CORF in
some cases. In conclusion, the presented results support our hypoth-
esis that it is possible to use the proposed RelMI-DORF model in
order to reduce the annotation effort required for AU intensity esti-
mation.

4.9 Summary

In this Chapter, we have addressed Facial Expression Intensity Esti-
mation from a weakly-supervised perspective. For this purpose, we
have presented the MI-DORF framework for the novel task of Multi-
Instance Dynamic-Ordinal Regression. To the best of our knowledge,
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this is the first MIL approach that imposes an ordinal structure on
instance labels, and also attains dynamic modeling within bag in-
stances. By considering different weak-relations between instance and
bag labels, we have developed two variants of this framework: RelMI-
DORF and MaxMI-DORF. Moreover, we have extended the proposed
framework for Partially-Observed MI-DOR problems, where a subset
of instance labels are also available during training. Although the
presented MI-DORF framework has many potential applications in
multiple domains, we have focused on Action Unit and Pain Intensity
estimation problems, where we have demonstrated the ability of the
proposed models to reduce the annotation effort in these tasks. Fol-
lowing this idea, in future work we plan to explore the combination
of the proposed model with Deep Learning approaches. Coupling
Probabilistic Models with Convolutional Neural Networks has been
recently addressed in the field [Walecki et al., 2016]. However, the
cited approach followed a supervised learning strategy during train-
ing. In contrast, coupling Deep Networks with the presented MI-
DORF model would provide a principled way to train this powerful
models using larger datasets, which could be easily annotated using
only weak-labels at video level. This issue is discussed more in detail
in Chapter 6.
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Chapter 5

FUSION OF VALENCE
AND AROUSAL
ANNOTATIONS
THROUGH DYNAMIC
SUBJECTIVE ORDINAL
MODELLING

5.1 Introduction and Motivation
As discussed in Chapter 1, facial expressions are accepted to carry im-
portant information about human emotions [Vinciarelli et al., 2009]
and, thus, its automatic understanding has a wide range of potential
applications in the context of Affect Analysis. In this scenario, a lot of
research has focused on building computer vision systems able to map
facial behavior to a representation of human affect [Nicolaou et al.,
2011]. One of the most popular representations for this purpose is the
Valence-Arousal (V-A) space [Russell, 1980]. Formalized by Russell
through the Circumplex model of affect, Valence and Arousal have
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been identified as the underlying dimensions of human emotion. Va-
lence refers to how pleasant or unpleasant is an affective state while
Arousal indicates the activation or deactivation level. These two
dimensions have been consistently identified in experiments across
various modalities [Cliff and Young, 1968, Green and Cliff, 1975, Os-
good et al., 1975], which supports their validity. On the downside,
Valence and Arousal are abstract dimensions whose exact meaning,
apart from subjective, is not common knowledge (e.g. as opposed to
the 6 universal emotions).

An essential issue when training and validating computer vision
systems based on the V-A representation, is how to obtain ground-
truth annotations from collected data (e.g, videos of human interac-
tions). This is typically addressed based on manual annotations from
expert human observers. However, labels obtained in this way are
evidently subjective and have been shown to suffer from large inter-
observer variations [Devillers et al., 2006, Nicolaou et al., 2014, Su-
kno et al., 2016, Yannakakis and Martínez, 2015a]. Subjectivity is
unavoidable as it is inherent to affect annotations, regardless of us-
ing V-A or any other representation. However, it has been shown
that the consistency of subjective annotations can be considerably
improved if these are performed based on discrete (instead of contin-
uous) labels and maintaining their ordinal relations [Metallinou and
Narayanan, 2013, Yannakakis and Martínez, 2015a]. The reasons be-
hind this finding seem related to the invalid assumptions underlying
the use of both continuous and non-ordinal (nominal) labels. For in-
stance, nominal labels assume the same degree of confusion between
neighbouring and far away labels, while continuous methods assume
a linear relation between the true labels and the subjective perception
of annotators [Yannakakis and Martínez, 2015b].

Even if following the above recommendations, it is not possible
to rely on individual annotations to obtain reliable ground truth.
Therefore, consensus from pools of observers are usually preferred
(see Fig. 5.1). Nevertheless, such consensus is not straightforward
to obtain and the problem of fusing annotations from multiple ob-

108



servers has attracted considerable attention [Artaechevarria et al.,
2009, Wang et al., 2013a, Langerak et al., 2010, Warfield et al., 2004,
Warfield et al., 2008, Landman et al., 2012, Asman and Landman,
2012, Commowick and Warfield, 2010, Zhou et al., 2014, Metrikov
et al., 2015, Lakshminarayanan and Teh, 2013, Commowick et al.,
2012, Asman and Landman, 2011]. However, a vast majority of algo-
rithms treat annotated labels simply as nominal classes, e.g. without
taking into account their ordinal relations. As explained above, this
has been found suboptimal for affective annotations, both theoret-
ically [Jamieson et al., 2004, Yannakakis and Martínez, 2015b] and
empirically [Yannakakis and Hallam, 2011, Yannakakis and Martínez,
2015a].

Figure 5.1: Example of a video sequence annotated by a set of anno-
tators according to the Arousal and Valence dimensions (represented
in an ordinal scale)
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5.2 Contributions
In this Chapter, we present a novel probabilistic framework to address
the fusion of V-A annotations from multiple human observers. Note
that this task can be considered a weakly-supervised learning problem
since the goal is to estimate a consensus (not annotated task) from a
set of subjective annotations (weak-labels) given by a set of observers.
Our main contributions are summarized as follows:

• The proposed method explicitly considers the ordinal structure
in V-A labels and models the gap between the labeling scale
and the subjective perception of each annotator. Fig. 5.2 il-
lustrates this concept. While the fusion of ordinal labels has
been investigated in other domains [Zhou et al., 2014], to the
best of our knowledge, this is the first time it is applied to V-A
annotations.

• In contrast to previous methods in annotation fusion, the pre-
sented framework is able to exploit dynamic information present
in temporal sequences of annotations. Despite the fact that
this information is irrelevant in other applications, it is of spe-
cial importance in the context of V-A label fusion, where data
typically consist of annotated videos of human interactions.

• In our experiments over synthetic and real data annotated with
ordinal V-A labels, we show the superior performance of the
presented method with respect to alternative approaches that
ignore either the ordinal structure of labels or the dynamic in-
formation.

5.3 Related Work
Valence and Arousal annotations: The use of dimensional ap-
proaches to represent emotions has increasingly gained popularity
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Figure 5.2: Illustration of the ordinal subjective assumption to fuse
Valence and Arousal annotations. While the objective distance be-
tween consecutive ordinal labels is hypothetically uniform, each ob-
server has his/her own perception of both the position and extent of
them. As stated in [Jamieson et al., 2004], there is no justification
for the assumption that subjective annotations follow a linear scale
(e.g. the perceived distance between pleasant and neutral not neces-
sarily matches the one between neutral and unpleasant). Thus, the
only assumption we make in the proposed model is that the order of
perceived labels is maintained across annotators, not their distances.

in the context of affective computing and related fields [Gunes and
Schuller, 2013]. Several possible dimensions have been proposed to
represent affect, with Valence and Arousal emerging as the most pop-
ular ones [Koelstra et al., 2012, McKeown et al., 2012, Sukno et al.,
2016, Baveye et al., 2015]. However, in spite of their widespread use,
generating reliable annotations in V-A space has proven challeng-
ing, not only in terms of achieving consensus but even in the way to
address data annotation.

Based on the original definition by Russell [Russell, 1980], several
authors directly targeted annotations in V-A space in the continuous
domain [Koelstra et al., 2012, McKeown et al., 2012, Ringeval et al.,
2013]. This means that each (human) observer is asked to rate a video
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(either in segments or in continuous time) with points in IR2, typically
ranging between -1 and 1 in each axis and constrained to be within
the unit circle [Cowie et al., 2000]. Such annotations have proven very
variable, producing large dispersions between annotators, even when
trying to map a single specific emotion into V-A space [Robinson and
Baltrušaitis, 2015]. Some methods for the fusion of multiple contin-
uous annotations have been proposed [Nicolaou et al., 2014, Gupta
et al., 2017], but their ability to model annotator’s subjectivity is
limited. Indeed, while fusion in continuous space might seem at-
tractive from an ordinal perspective, it actually implies assuming a
linear relationship between the ground truth and the observer’s an-
notation. This is implicit in the work by Nicolaou et al. [Nicolaou
et al., 2014] who, moreover, provides only an estimate of how anno-
tations change over time but loses their actual scale, which makes it
impossible to apply their method to obtain a properly scaled consen-
sus. In a very recent work, Gupta et al. [Gupta et al., 2017] make
the linear mapping between observations and ground truth explicit.
Linearity is indeed a key assumption to derive their equations within
an EM framework. Extending the mapping to consider non-linear
relations would allow a better modeling of annotator’s subjectivity,
but this possibility has so far not been explored.

On the other hand, some alternatives to the continuous represen-
tation of V-A have been recently explored. For example, Baveye et al.
[Baveye et al., 2015] provide a ranking between events based on pair-
wise comparisons from a large number of observers. Thus, they do
not provide actual labels but an ordering of events in V-A axes. This
strategy is motivated by the argument that human observers are bet-
ter at producing relative (e.g. pair-wise) comparisons than absolute
ratings. Yannakakis et al. [Yannakakis and Martínez, 2015a] provide
experimental evidence to support this theory. They compared the
V-A annotations performed in continuous space against annotations
produced in a ordinal discretized V-A space and found the latter
to be clearly more consistent. Interestingly, they also showed that
if annotations are performed in continuous V-A space and then dis-
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cretized, their consensus also improves but not as much as in the case
of annotating directly in the discretized ordinal space. Recent efforts
in producing V-A labellings have followed this direction [Sukno et al.,
2016].

Given the aforementioned advantages of using an ordinal scale
to represent Valence and Arousal dimensions, in this Chapter we
focus on the problem of fusing annotations which are given according
to discrete but ordered categories. As far as we know, this is the
first time that this problem is explored in the context of V-A affect
annotations.

Discrete label fusion: Fusion of discrete annotations is a ne-
cessity for several fields and it is especially important when the true
labels (ground truth) are unknown. In such cases, we wish to estimate
the ground truth by merging the estimates (annotations) from a num-
ber of observers. The basic intuition is that given a sufficient number
of observers, we should be able to extract a consensus from their
annotations that is reasonably close to the ground truth. Straight-
forward solutions to label fusion include averaging, majority voting
and extensions such as weighting [Artaechevarria et al., 2009, Wang
et al., 2013a] or iterative outlier removal [Langerak et al., 2010].

A more principled solution consists on adopting a probabilistic
framework that jointly estimates the ground truth and the annota-
tors’ subjective perception of labels. The latter is done by means
of modelling a conditional probability which indicates, for each ob-
server, what is the likelihood of annotating/perceiving a value given
a fixed ground-truth label (annotator’s perception model). Several
approaches, have followed this line, among which STAPLE (Simul-
taneous truth and performance level estimation) is the most popular
[Warfield et al., 2004]. STAPLE employs an expectation maximiza-
tion (EM) algorithm to iteratively estimate the ground truth and
perception model parameters, such that the probability of the ob-
served annotations is maximized. STAPLE has been successfully
used in several applications and numerous extensions to the frame-
work have also been proposed. Among the most notable ones we
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can cite variants for handling partial observations [Landman et al.,
2012], variations or instabilities [Asman and Landman, 2012, Com-
mowick and Warfield, 2010, Commowick et al., 2012] in annotator
performances and variable difficulty throughout the annotation task
[Asman and Landman, 2011].

When focusing on ordinal affective annotations, an issue of par-
ticular importance is the fact that labels are not simply unrelated
categories but, instead, they naturally follow a relative ordering. For
example, in the Valence axis, pleasant is further from unpleasant than
from neutral. Ignoring the ordinal nature of labels has been found
suboptimal, not only within affective computing but for subjective
annotations in general [Yannakakis and Martínez, 2015b]. However,
this issue has been largely overlooked in the label fusion literature.
Among recent efforts to incorporate ordinal constraints we find the
methods from [Zhou et al., 2014], based on entropy optimization
within a mini-max framework, [Metrikov et al., 2015], based on la-
tent trait models and [Lakshminarayanan and Teh, 2013], based on
Bayesian inference. The Ordinal Min-Max Entropy method [Zhou
et al., 2014] incorporates ordinal constraints on the annotators’ per-
ception model by means of an auxiliary variable that converts multi-
label comparisons into a binary problem and optimize the conditional
entropy jointly across all possible binary splittings. More closely re-
lated to our approach, [Metrikov et al., 2015] and [Lakshminarayanan
and Teh, 2013] use Gaussian priors to model the probabilistic label-
ing of each annotator conditional to the true (but unknown) labels.
However, strictly speaking, the approach from Metrikov et al. can-
not ensure that ordinal constraints hold, since the Gaussian models
for each label are completely independent of each other. Lakshmi-
narayanan et al. resolve this by a mapping strategy based on pre-
defined thresholds that naturally follow the desired ordering of labels,
but this limits the flexibility of the approach to model annotator dif-
ferences.

In contrast to the previously described works, our method em-
ploys an ordered probit model [Agresti, 2010] (see Appendix A.2)
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to explicitly incorporate ordinal constraints in the annotators’ per-
ception model. This approach is both flexible enough to account for
annotator-specific differences in perception while still ensures that or-
dinality is strictly fulfilled. Moreover, the presented framework is also
able to incorporate dynamic information, useful when dealing with
temporal sequences of annotations. To the best of our knowledge,
temporal modelling has not been considered before in the context of
ordinal annotation fusion.

5.4 Problem definition

In the following, we formally describe the annotation fusion problem
addressed. We assume that a training set of N annotated sequences
D = {D(1),D(2), ...,D(N)} is provided. Concretely, each D(i) is an
A × T matrix containing a set of T annotations for a total of A
observers, where T is the number of items per sequence 1. From now
on, we will refer to the the label assigned by annotator a to the item
t as D(i)

at . Moreover, we consider the scenario where D(i)
at ∈ {0 ≺ ... ≺

l ≺ L} is an ordinal variable taking L possible values.
Similar to previous works on label fusion [Warfield et al., 2004],

we aim to learn a parametric model maximizing the log-likelihood
over the training set D as:

arg max
θ

L(D | θ) = log(p(D | θ)) (5.1)

where θ is the set of model parameters. For this purpose, we define
for each sequence a new set of latent variables g(i) = {g(i)

1 , g
(i)
2 , ..., g

(i)
T }

representing the ground-truth ordinal labels for each item. Given g(i),
the log-likelihood can be expressed as:

1For notation simplicity, we use the same number of annotators A and T for
each sequence. However, the proposed methods can also handle cases where they
vary across sequences
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L(D | θ) =
N∑
i=1

log
(∑

g

∏
a

p(D(i)
a | g; θ)p(g)

)
(5.2)

by assuming conditional independence between observer annotations
for each sequence and marginalizing over all the possible latent ground-
truth labellings g.

Given the parameters θ that maximize Eq. 5.2, the probability
of a given ground-truth labelling g(i) for a given sequence can be
obtained from:

p(g(i)|D(i), θ) =
∏
a p(D(i)

a |g(i); θ)p(g(i))∑
g
∏
a p(D

(i)
a |g; θ)p(g)

(5.3)

where p(g) defines a prior over g.

5.5 Static Ordinal Annotation Fusion
Following, we describe the proposed Static Ordinal Annotation Fu-
sion (SOAF). This model aims to solve the problem defined in Sec.
5.4 by ignoring temporal information. For this purpose, we assume
that item ground-truth labels g(i)

t within a sequence are independent.
Under such assumption, Eq. 5.2 can be expressed as:

L =
N∑
i=1

T∑
t=1

log
(∑

l

∏
a

p(D(i)
at | g

(i)
t = l, θa)p(g(i)

t = l)
)
, (5.4)

Note that we have defined a set of independent parameters θ =
{θ1, θ2, ..., θA} for each annotator. These parameters model the con-
ditional probability p(Dat|gt, θa) and, thus, describe the subjective
perception of each annotator a for a given latent ground-truth or-
dinal label (annotator perception model). Under the defined model,
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the ground-truth probability for any sequence item can be easily com-
puted as:

p(g(i)
t = l|D(i), θ) =

∏
a p(D

(i)
at |g

(i)
t = l)∑

l′
∏
a p(D

(i)
at |g

(i)
t = l′)

(5.5)

by assuming an uniform prior distribution over all p(g(i)
t )

5.5.1 Ordinal annotator perception model
In order to incorporate the ordinal constraints into the annotator’s
perception model, we propose to use an ordered probit model [Agresti,
2010] (see Appendix A.2 for more details) to define conditional prob-
abilities p(Dat = l|gt = l′, θa) as:

p(Dat = l|gt = l′, θa) = Φ
(
cal − l′

σa

)
− Φ

(ca(l−1) − l′

σa

)
. (5.6)

Here, Φ(·) denotes the normal cumulative distribution function (CDF),
and θa = {ca, σa} is the set of annotator parameters. Specifically,
ca = {ca0 = −∞ ≤ ca1 ≤ · · · ≤ caL =∞} are monotonically increasing
thresholds dividing a continuous line into L bins corresponding to dif-
ferent ordinal values. The difference between the two CDFs provides
the probability of a perceived label l given the ground-truth ordinal
value l′. Moreover, σa > 0 is the standard deviation of Gaussian
noise modelling uncertainty in the observer annotations ( see Fig.
5.3 for an illustration). This model has been previously explored in
the context of facial expression intensity estimation [Rudovic et al.,
2012].

In order to ensure σ > 0 and the monotonically increasing con-
straints of thresholds c, we use a re-parametrization strategy similar
to [Kim and Pavlovic, 2010a]. Concretely, we define cl = c1 +∑l−1

s=1 δ
2
s

and σ = τ 2. With this parametrization, the maximization of Eq. 5.4
becomes an unconstrained optimization problem which can be solved
as described in the following section.

117



1 2 3 4 5

1

2

3

4

5

0

0.2

0.4

0.6

0.8

1

P
ro

b
a

b
il

it
y

c1 c2 c4c3

p(Da | g = 1) p(Da | g = 2) p(Da | g = 3) p(Da | g = 4) p(Da | g = 5)

0

0.2

0.4

0.6

0.8

1

1
2
3
4
5

P
ro

b
a

b
il

it
y

c1 c2 c4c3

Ideal objective annotator

Real subjective annotator

Prob.  Matrix Ideal annotator Prob Matrix subjective annotator

A
n

n
o

ta
te

d
 la

b
e

ls

Ground-truth labels Ground-truth labels

A
n

n
o

ta
te

d
 la

b
e

ls

p(Da | g = 1) p(Da | g = 2) p(Da | g = 3) p(Da | g = 4) p(Da | g = 5)

1
2
3
4
5

1 2 3 4 5

1

2

3

4

5

Figure 5.3: Illustration of the employed ordered probit model defining
the annotator perception models p(Dat|gt, θa). Top: Ideal objective
annotator perceiving equally-distant ordinal labels with no uncer-
tainty (σ = 0). Middle: Real annotator where the perception of
different labels is non-linear but follows ordinal constraints (σ ≈ 0.5
modelling perception noise). Note that for both annotators, the per-
ceived distance between ordinal values are determined by thresholds
c. The monotonically increasing constraints over these thresholds
ensure that the likelihood of perceived labels are ordered. Bottom:
For both cases, matrices representing the conditional probabilities
p(Dat|gt, θa) for each pair of ground-truth and perceived ordinal la-
bels.
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5.5.2 Learning
In order to learn the optimal model parameters θ given a set D, we
use standard gradient ascent. Specifically, we employ the LBFGS
Quasi-Newton method [Byrd et al., 1994] (see also Appendix A.1),
which generally provides a higher-convergence rate than first-order
approaches. The derivatives of the log-likelihood function L(D | θ)
w.r.t the annotator parameters θa can be expressed as:

δL

δθa
=
∑
i,t,l

p(g(i)
t = l|D(i), θ)

p(D(i)
at |g

(i)
t = l)

· δp(D
(i)
at |g

(i)
t = l)

δθa
(5.7)

where the gradients δp(D(i)
at |g

(i)
t =l)

δθa with the defined ordinal probit model
can be easily computed as detailed in [Kim and Pavlovic, 2010a].

5.6 Dynamic Ordinal Annotation Fusion
One of the main assumptions made in SOAF ( Sec 5.5 ), is that
ground-truth latent variables git for a given sequence are independent.
This assumption is suboptimal in temporal sequences (e.g. videos)
where ground-truth labels tend to be temporally-correlated. In order
to incorporate dynamic information, we extend SOAF to Dynamic
Ordinal Annotation Fusion (DOAF). For this purpose, we follow a
first-order Markovian assumption where a given gt is dependent on
the previous ground-truth label gt−1. In DOAF, the log-likelihood
can be expressed as:

L =
N∑
i=1

log
(∑

g

[
p(g(i)

1 )p(D(i)
:1 | g

(1)
t , θa)·

T∏
t=2

p(D(i)
:t | g

(i)
t , θ

a)p(g(i)
t |g

(i)
t−1; θD)

])
,

(5.8)
where p(D(i)

:t | g
(i)
t ; θa) = ∏

a p(D
(i)
at | g

(i)
t ; θa) and θD = {α1|1, . . . ,

αl|l′ , . . . , αL|L} is a new set of parameters defining the label transition
probabilities p(gt|gt−1). Concretely, we use a soft-max function:
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p(gt = l|gt−1 = l′; θD) = eαl|l′∑
s e

αs|l′
, (5.9)

which ensures the conditional probability constraints ∑l p(l|l′) = 1
and p(l|l′) ≥ 0.

Note that DOAF is a special case of a Hidden Markov Model [Ra-
biner and Juang, 1986] (see also Appendix A.3) where latent states
represent the ground-truth labels and emission probabilities are de-
fined by p(D(i)

:t | θa) (see Fig. 5.4). Therefore, marginal probabilities
p(g(i)

t |D(i), θ) of item latent labels can be computed using the forward-
backward algorithm [Barber, 2012] (see also Appendix A.3) employed
in HMMs. Similar to SOAF, we assume a uniform prior distribution
over initial latent ordinal states p(g1).

g1 g2 gt gT
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Figure 5.4: Graphical representation of the proposed DOAF model.
Given a sequence of T items, independent labels Dat for each anno-
tator a and item t are provided. The consensus label gt for each item
is treated as a latent variable defined by two probabilities: p(Dat|gt),
representing the subjective perception for the annotator a given the
provided label and (ii) p(gt+1|gt), which models temporal correlations
between consecutive consensus labels gt and gt+1
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5.6.1 Learning
In DOAF, we use a similar learning procedure than the one described
in Sec. 5.5.2 for SOAF. In this case, the gradients of parameters θa
can be computed as defined in Eq. 5.7. However, marginal probabil-
ities p(g(i)

t |D(i), θ) need to be obtained using the forward-backward
procedure. On the other hand, the gradient of transition parameters
θD can be computed as:

δL

δαs|s′
=
∑
i,t,l,l′

[
1(s′ = l′)pitl,l′ [1(s = l)− pits|s′ ]

]
, (5.10)

where 1(·) is an indicator function and

pitl|l′ = p(g(i)
t = l|g(i)

t−1 = l′; θD) (5.11)

pits,s′ = p(g(i)
t = l, g

(i)
t−1 = l′ | D(i); θ). (5.12)

Again, marginal probabilities p(g(i)
t = l, g

(i)
t−1 = l′ | D(i)) can be com-

puted with the forward-backward procedure.

5.7 Experiments

5.7.1 Evaluation criteria and metrics
In order to compare the proposed SOAF and DOAF frameworks with
alternative approaches, we use two different criteria. In the first one,
we evaluate the prediction of ground-truth labels. Formally, given
the learned annotator perception models represented by p(Dat|gt),
we estimate the most likely ground-truth labels g(∗)

pred for a new test
sequence D(∗) (see Eq. 5.3). Assuming that we know the real anno-
tations g(∗)

real for D(∗), we compare predictions and real labels for each
sequence item. For that purpose, we employ standard metrics used
in the context of ordinal regression [Rudovic et al., 2015]. Concretely,
we use the Pearson’s Correlation Coefficient (CORR), Mean Absolute
Error (MAE) and the Intra-Class-Correlation Coefficient (ICC).
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Despite the main goal of annotation fusion methods is to predict
ground-truth labels, evaluation under the aforementioned criterion is
generally not feasible in real scenarios, since the actual g(∗)

real is not
known. In order to compare different methods in the context of V-A
annotations, we use an alternative evaluation criterion. It is based
on the assumption that, given the perception model p(Dat|gt), we
should be able to predict new annotations for the observer a given a
predicted ground truth g(∗)

pred. Formally, the predicted annotation for
a given sequence and observer can be computed as:

p(D(∗)
a |D

(∗)
∀a′ 6=a) =

∑
g(∗)

p(D(∗)
a |g(∗))p(g(∗)|D(∗)

∀a′ 6=a) (5.13)

where D(∗)
∀a′ 6=a refers to the sequence annotations for all the observers

except a. Given that we know D(∗)
a for a test sequence, the same

metrics previously described can be used to evaluate the model’s
performance. Note that this criteria jointly evaluates the annota-
tors’ model and ground truth estimation, since both are needed to
estimate the annotator labellings. For instance, even if we had the
optimal perception model for a given annotator, it would be impossi-
ble to correctly generate his labelling for a given test sequence if the
estimated ground-truth was not accurate.

5.7.2 Baselines
In our experiments, we compare the proposed SOAF and DOAF
methods with alternative approaches that ignore either the ordinal
structure of labels (nominal) or the dynamic information (static).
Following, we describe them.

Majority Voting (MV): The ground-truth labelling is predicted
with a majority voting strategy. Concretely, the estimated label for
a given item is chosen as the majority ordinal level across all the
annotators. Given that this approach does not explicitly compute
the annotator’s perception model p(Dat|gt), we empirically compute
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it from the training annotated sequences and the estimated ground-
truth. MV follows an static-nominal assumption.

STAPLE: This method is one of the most popular approaches for
fusing annotations with nominal labels. (see Sec. 5.3 and [Warfield
et al., 2004]). We have used our own implementation of this method
which also follows a static-nominal assumption.

Static Nominal Annotation Fusion (SNAF): This approach
is equivalent to the proposed SOAF model but modelling ordinal
labels as nominal. Concretely, p(Dat|gt) for each annotator is defined
using a parametrized soft-max function (see Eq. 5.9). It can be
easily shown that SNAF maximizes the same log-likelihood function
as STAPLE. However, SNAF is trained using gradient-ascent whereas
STAPLE uses an Expectation-Maximization algorithm.

Dynamic Nominal Annotation Fusion (DNAF): In this
case, DNAF is equivalent to the proposed DOAF model but mod-
elling ordinal labels as nominal similar to SNAF. Therefore, we can
consider DNAF a dynamic-nominal approach.

Ordinal Minimax Conditional Entropy (OMME): This
method can be considered the state-of-the-art approach for static
ordinal annotation fusion (see Sec. 5.3). In our experiments, we use
the implementation provided by the authors of the original paper.
Similarly to the case of MV, we empirically compute the annotator
conditional probabilities p(Dat|gt).

5.7.3 Synthetic Experiments
To validate the benefits of the proposed framework while fusing or-
dinal annotations of temporal sequences, we have performed a set
of experiments using synthetic data. The use of these data allows
to evaluate the performance of different approaches while predicting
latent ground-truth labels. As explained in Sec. 5.7.1, this ground-
truth is not known in real data and, therefore, it is not feasible to
evaluate methods according to this criterion.

Data generation and experimental setup: In order to cre-
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Figure 5.5: Illustration of the process followed to generate synthetic
data sequences. From top to bottom: (i) Matrices representing the
annotator perception models (A=4) and temporal transition proba-
bilities from a randomly generated DOAF model. (ii) Example of a
ground-truth sequence sampled according to the defined transition
probabilities. (iii) Randomly generated annotations according to the
defined ground-truth sequence and perception models.

ate a synthetic dataset of annotated sequences D, we use the fol-
lowing procedure. Firstly, we generate a DOAF model (see Section
5.6) by randomly defining a set of parameters θ = {θ1, ..., θA, θD}.
The number of ordinal levels and annotators has been set to L = 6
and A = 4 respectively. Secondly, for each sequence D(i) we sample
the ground-truth labels g(∗)

real by using the conditional probabilities
p(gt|gt−1; θD ) and a uniform prior distribution over p(g1). Sequence
length has been set to T = 50. Finally, for each observer we generate
his annotations D(i)

a by sampling from his perception model p(Dat|gt)
and g(∗)

real. Figure 5.5 illustrates this process. Using this procedure,
we have generated 100 synthetic datasets with 10 and 20 sequences
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for training and testing respectively (randomly generating different
DOAF parameters for each dataset). Training sequences are used to
learn the different model parameters whereas test sequences are used
to compute the different metrics described in 5.7.1
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Figure 5.6: Examples of ground-truth predictions in a synthetic se-
quence for SNAF, SOAF and DOAF. Note that SOAF predicts more
accurately the actual latent ordinal levels than SNAF, which mod-
els labels as nominal variables. Moreover, SOAF predictions tend to
be less temporally smooth than in the DOAF case. This is because
the latter incorporates dynamic information which takes into account
the conditional dependencies between temporally consecutive items
in the sequence.

Results and discussion: Table 5.1 shows the average results
over the 100 synthetic datasets. By looking into the results of the
compared methods, we can derive the following conclusions. Firstly,
MV obtains the worst performance among all metrics. This was ex-
pected since it follows a static-nominal approach and does not take
into account the perception model for each annotator. Secondly,
static-nominal approaches such as SNAF and STAPLE generally per-
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Table 5.1: Obtained results results on synthetic generated data

Ground-truth Predictions Annotation Predictions
CORR MAE ICC CORR MAE ICC

MV 0.859 0.648 0.853 0.674 0.944 0.673
STAPLE 0.869 0.648 0.862 0.737 0.790 0.736
SNAF 0.867 0.653 0.860 0.737 0.792 0.736
DNAF 0.901 0.501 0.895 0.740 0.783 0.739
OMME 0.901 0.516 0.894 0.738 0.790 0.737
SOAF 0.928 0.420 0.923 0.744 0.771 0.743
DOAF 0.941 0.259 0.940 0.756 0.746 0.755

form worse than static-ordinal methods (OMME and SOAF). This
shows the importance of taking into account the ordinal structure
of labels in this kind of problems. Thirdly, note that the dynamic-
nominal approach DNAF obtains slightly better results than all the
other static-nominal approaches by considering the dynamic informa-
tion present in temporal sequences of annotations. Finally, DOAF
obtains the best performance in all cases by taking into account both
dynamic information and introducing ordinal constraints in the an-
notator perception models. To illustrate this conclusions, we show in
Fig. 5.6 an example of qualitative results obtained by SNAF, SOAF
and DOAF in the synthetic test sequence shown in Fig. 5.5.

5.7.4 Valence and Arousal annotations fusion
In order to evaluate the proposed method in the context of V-A
annotation fusion, we have used the database described in [Sukno
et al., 2016]. To our knowledge, this is the largest database provid-
ing a set of annotated videos using ordinal V-A labels. Moreover, we
have discarded databases with continuous ratings, such as SEMAINE
[McKeown et al., 2012], because quantization of continuous annota-
tions does not result in ordinal data. In contrast, ratings from [Sukno
et al., 2016] were annotated according to a small set of ordered dis-
crete labels, which can be validated as an ordinal setting [Yannakakis
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and Martínez, 2015a]. The rationale is as follows: with only a few
labels to choose from, you intuitively compare among them. As the
choices increase, this task is more difficult. In the extreme case (con-
tinuous), it is impossible for an annotator to keep strict ordinality
and subsequent discretization cannot fix that.

Database and experimental setup: The database consists
of 64 videos of human interactions -with a total duration of approxi-
mately 3.5h- annotated by a maximum of 11 human experts. Valence
and Arousal dimensions are labelled on different axes and represented
with a set of 7 ordinal labels: {positive, half positive, mild positive,
neutral, mild negative half negative, negative}. We have performed
an 8-fold cross-validation for both dimensions, where 56 videos have
been used for training and 8 for testing. Similar to synthetic exper-
iments, training videos are used to learn the annotators’ perception
models which are then employed for evaluation on test sequences. In
the case of the Arousal dimension, we do not use the lowest nega-
tive label since it never appears in the dataset. In order to reduce
computational complexity and remove temporal redundancy, all se-
quences have been sub-sampled to only contain time instances where
any annotator reported a change in the affective state.

Table 5.2: Obtained results on Arousal and Valence annotations of
human interaction recordings

Arousal Annotations Valence Annotations
CORR MAE ICC CORR MAE ICC

MV 0.308 0.529 0.300 0.483 0.486 0.471
STAPLE 0.343 0.513 0.337 0.496 0.463 0.479
SNAF 0.359 0.506 0.352 0.493 0.462 0.471
DNAF 0.332 0.538 0.330 0.503 0.482 0.497
OMME 0.352 0.516 0.349 0.514 0.481 0.511
SOAF 0.368 0.497 0.354 0.509 0.454 0.457
DOAF 0.400 0.492 0.391 0.542 0.445 0.516
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Results and discussion: Given that ground-truth labels g(∗)
real

for real sequences are unknown, we use the second evaluation crite-
rion described in Sec. 5.7.1. Table 5.2 shows the results obtained
for each affective dimension following the previously described cross-
validation procedure. We can see that the static-ordinal approaches
OMME and SOAF generally obtain better performance than static-
nominal methods (SNAF and STAPLE). Indeed, between these four
methods, the best performance for any metric is always obtained by
either OMME or SOAF. This shows the advantages of considering la-
bels’ ordinal structure in this context. Secondly, DOAF outperforms
static-ordinal approaches by incorporating dynamic information into
the ground-truth labelling estimation. However, note that DNAF
does not actually outperforms SNAF. This suggest that the advan-
tage of modelling temporal correlations can only be fully achieved
if appropriately considering the ordinality of labels. In conclusion,
our results show the benefits of the proposed DOAF model for V-A
annotations fusion. Fig. 5.7 shows an illustrative example of the
estimated ground-truth labels by DOAF in a test sequence.

5.8 Summary

In this Chapter, we have proposed a novel probabilistic framework
for the fusion of ordinal annotations in temporal sequences. This
problem can be considered a weakly-supervised task since the goal
is to estimate a common ground-truth from a pool of subjective an-
notations which only provides weak information. Moreover, it is of
special importance in the context of affective computing, where col-
lected data is typically formed by videos of human interactions anno-
tated in terms of V-A affective labels. Recent works have shown that
the consistency of V-A annotations can be considerably improved if
these are performed based on an ordinal scale. Thus, in contrast
to previous methods for annotation fusion, our approach explicitly
introduces ordinal constraints into the annotators’ perception model
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and incorporates dynamic information useful when dealing with tem-
poral sequences. In our experiments over synthetic and real data, we
show that the proposed method outperforms alternative approaches
which do not take into account either the ordinal structure of la-
bels or the dynamic information. Future datasets may benefit from
the presented framework as it would help to provide more reliable
ground-truth to train and validate automatic affect analysis models.
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Chapter 6

DISCUSSION AND
FUTURE RESEARCH

In Chapter 1, we summarized the main motivation of this Thesis
with the following question: Can we address Facial Behavior Analy-
sis problems by changing the fully-supervised paradigm by a weakly-
supervised one? Our interest was justified by the hypothesis that
weakly-supervised approaches may provide a potential solution to al-
leviate the need of annotated data in facial expression analysis prob-
lems. According to our opinion, addressing this question is of special
importance given the laborious labelling process typically required
for collecting databases. Additionally, researchers have largely over-
looked this issue as is demonstrated by the fact, that the vast major-
ity of proposed approaches in the field has followed the supervised-
learning paradigm. Following this motivation, the goal of the pre-
sented Thesis has been to explore different weakly-supervised meth-
ods and show their potential applications in this context. In this
Chapter, we discuss our main contributions and findings, as well as
different research lines that can be addressed in the future.

In Chapter 2, we have introduced a novel problem called Facial
Behavior Categorization. In this case, the goal is to infer high-level
semantic labels from the facial behavior displayed by subjects in video
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recordings. This task is implicitly related with the standard Discrete
Expression Recognition problem, where models are trained in order to
recognize a set of predefined gestures (e.g. Action Units). However,
in Facial Behavior Categorization, the weakly-supervised setting is
assumed and expressions are not explicitly labelled but need to be
automatically learned from the information provided by the high-level
labels at video-level. To address this problem, we have proposed a
novel Multiple Instance Learning method specially designed for this
purpose: Regularized Multi-Concept MIL. In our context, the demon-
strated ability of RMC-MIL to successfully address different Facial
Behavior Categorization problems is relevant in some aspects. Firstly,
annotation of high-level video labels is usually a much easier task than
the labelling of specific expressions at frame-basis. Therefore, learn-
ing to interpret facial behavior from this weak-information supposes
a huge advantage with respect to the fully-supervised approach. For
example, in our experiments, we have shown how RMC-MIL is able
to discover discriminant facial gestures from annotations related with
the emotional response of subjects while watching an advertisement.
Note that these labels were obtained from self-reports and they did
not require external annotators. Another interesting observation is
that, in many applications, the recognition of predefined gestures
such as the Action Units is not the final goal. Instead, the main
interest consist in inferring higher-level information from long-term
facial behavior. Therefore, Facial Behavior Categorization provides
a more natural formulation to develop solutions in these scenarios.

Despite of the potential applications of Facial Behavior Catego-
rization, in Chapter 3 we have addressed a more standard prob-
lem in the field: Action Unit recognition. The reason is that the
Facial Action Coding System is generally accepted as the most ob-
jective manner to describe expressions. For this purpose, we have
presented the Hidden and Semi-Hidden Task Learning frameworks in
order to improve the performance of AU classifiers by using data an-
notated according to the six universal facial expressions. Given that
their annotation is much simpler than in the case of Action Units,
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these weakly-supervised methods allow to train models using larger
datasets and, thus, increasing their generalization ability. In our ex-
periments, we have provided empirical evidence of this phenomena
by performing a set of exhaustive Cross-Database experiments over
several AU datasets. Interestingly, we have demonstrated how Hid-
den Task Learning is able to outperform the standard supervised ap-
proach even when no Action Unit labels are available during learning.
According to our opinion, this result confirms our initial hypothesis
that limited training data in facial expression analysis has a negative
impact on the performance of fully-supervised methods. In contrast,
the good results obtained by HTL and SHTL indicate that coupling
additional data with weakly-supervised approaches is a potential so-
lution to overcome this challenge.

Apart from Action Unit detection, a relevant problem in Auto-
matic Facial Behavior Analysis is Expression Intensity Estimation.
In order to explore the potential of weakly-supervised approaches in
this scenario, in Chapter 4 we have presented Multi-Instance Dy-
namic Ordinal Random Fields (MI-DORF). Using this framework,
expression intensity estimation can be addressed without the need
of frame-by-frame annotations. Instead, MI-DORF is trained by us-
ing only labels providing weak-information about the evolution of
intensity levels within a video sequence. Moreover, we have also ex-
tended MI-DORF to Partially-Observed MI-DORF, which allows to
use additional annotations of expression intensities for a small sub-
set of video frames. By evaluating this method on Action Unit and
Pain Intensity Estimation tasks, we have demonstrated the potential
ability of MI-DORF to reduce the annotation effort in these type
of problems. Specifically, we have showed that MI-DORF can learn
underlying variables that are significantly correlated with frame in-
tensity labels. Even though our results in this case were lower than
fully-supervised approaches, our method provides a good trade-off be-
tween the annotation effort and the accuracy of intensity predictions.
While we do not claim to replace the AU/Pain annotation process us-
ing only weak-labels at sequence-level, this setting may be preferable
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in some applications. For example, when the focus is on capturing
the variation in target facial behaviour rather than obtaining highly
accurate frame labels (e.g., for monitoring changes in patient’s pain
intensity levels). In this case, our approach has clear advantages over
the fully supervised methods which require a time-consuming annota-
tion process. On the other hand, the competitive results of Partially-
Observed MI-DORF compared to the evaluated fully-supervised ap-
proaches, indicate that annotation effort can be highly-reduced when
combined with weak-labels. This provides an opportunity to replace
the limited-size datasets currently used to solve these problems, by
large-scale databases which could be efficiently labelled.

Finally, in Chapter 5 we have addressed another important chal-
lenge derived from the difficult annotation process involved in Facial
Behavior Analysis: label reliability. Specifically, we have focused on
the fusion of Valence-Arousal ordinal labels from multiple annota-
tors. This problem is very relevant in the context of Affect Analysis
given that annotations are inherently subjective and inter-observer
agreement is typically low. For this purpose, we have presented a
novel probabilistic framework able to estimate a common ground-
truth from videos annotated by a set of coders. Different from previ-
ous approaches proposed for this purpose, our method explicitly mod-
els the subjective perception for each specific annotator as well as the
temporal information present in annotated sequences. In our experi-
ments, we have shown the importance of these two issues while fusing
Arousal and Valence annotations. We believe that future databases
may benefit from the presented framework, since it will allow to ob-
tain more objective ground-truth in order to train reliable models for
automatic Affect Analysis.

In conclusion, we consider that the presented research has pro-
vided strong evidences for the benefits of weakly-supervised approaches
in the context of Automatic Facial Behavior Analysis. In our opin-
ion, future work may achieve significant advances in the field by
following this research line. For example, we hypothesize that these
type of methods will allow to train more powerful and expressive
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models by taking advantage of a vast amounts of weakly-annotated
data. In this context, it is worth to mention a recent trend exploring
Deep Learning in the context of Automatic Facial Behavior Analy-
sis [Tősér et al., 2016, Zhao et al., 2016a]. Although these models
have a high modelling power, the performance improvement with re-
spect to traditional shallow methods are not as impressive as the
achieved in most other Computer Vision problems. One of the pos-
sible reasons explaining this phenomena is the limitation of available
training data which complicates the training of such models. This
challenge has been recently identified and addressed by incorporat-
ing special mechanisms in the learning process of supervised Convolu-
tional Neural Networks [Han et al., 2016, Walecki et al., 2017]. How-
ever, we believe that coupling Deep Learning with weakly-supervised
approaches, would provide a more principled way to learn this pow-
erful models by increasing the available training data. Also related
with recent trends in Deep Learning, another interesting open ques-
tion is whether weakly-supervised approaches could be combined with
Deep Generative models such as Variational Autoencoders [Kingma
and Welling, 2013]. Via semi-supervised strategies, these methods
have been shown to provide powerful mechanisms to incorporate
non-annotated data into the learning process [Kingma et al., 2014].
Therefore, coupling weak-labels with unsupervised learning objec-
tives would provide the opportunity to increase even more the amount
of training data and thus, improve the quality of learned models.

As a final remark, we hope that the research presented in this
Thesis encourages further investigation exploring weakly-supervised
methods in the context of Automatic Facial Behavior Analysis. Ac-
cording to our opinion and the presented results, this approach is a
very promising way to achieve significant advances in the field.
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Appendix A

TECHNICAL DETAILS

A.1 L-BFGS Quasi Newton method
In order to optimize the parameters of the different proposed mod-
els, we use a standard gradient-descent strategy during training.
Specifically, for all the methods presented in this Thesis, we use the
"Limited-Memory Broyden–Fletcher–Goldfarb–Shanno" algorithm [Byrd
et al., 1994] (L-BFGS). Following, we give some technical details
about this optimization method.

L-BFGS belongs to the family of Quasi-Newton methods [Dennis
and Moré, 1977] which are designed to solve optimization problems
of the form:

min
θ
f(θ), (A.1)

where f is a twice-differentiable function depending on variables θ.
L-BFGS applies an iterative gradient-descent procedure in order to
minimize f . Specifically, given variables θt at iteration t, f is mini-
mized by updating the variables θ as:

θt+1 = θt+1 −Bt · ∇f(θt), (A.2)

where ∇f(θt) is the gradient of f w.r.t θt and Bt is an approximation
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of the inverse Hessian Matrix. The key difference between L-BFGS
and other Quasi-Newton methods is how Bt is computed at each iter-
ation. Given that matrix Bt has size K ×K, where K is the number
of variables θ, its computation and storage can be very expensive.
For this reason, L-BFGS approximates Bt with a low-rank compact
form as:

Bt = B0 −
t−1∑
i=0

aia
T
i +

t−1∑
i=0

bib
T
i

with ai = Bisi√
sTi Bisi

, bi = yi√
yTi si

, B0 = λ−1
i I, (A.3)

where

yi = ∇f(θi+1)−∇f(θi), si = θi+1 − θi and λi = sTi−1yi−1

||si−1||22
(A.4)

are defined by using the variables θi and gradients ∇ f(θi) computed
from previous iterations. Compared to other Quasi-Newton methods,
this approximation for Bt is much more efficient in terms of space and
computational time.

A.2 Ordered Probit Model
In Chapters 4 and 5 we employ the Ordered Probit model as a key
component of the proposed methods. In order to clarify the concepts
and assumptions related with this model, in this Appendix we provide
some technical details. This model has been traditionally employed
in Ordinal Regression problems [Agresti, 2010], where the goal is to
estimate the likelihood p(y = l|z) for an ordinal variable y given a
continuous variable z ∈ R. Here, l refers to a value belonging to set of
possible discrete ordered categories y ∈ {0 ≺ 1 ≺ ... ≺ l ≺ L}. The
symbol "≺" indicates that the different values are not independent,
but are related according to an increasing monotonicity constraint.
This contrasts to the assumption made in other models such as the
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Multinomial Probit [McCulloch and Rossi, 1994], where the discrete
categories y ∈ {0, 1, ..., l, L} are assumed to not share any relation.

Given the continuous variable z ∈ R, the noise-free ordinal likeli-
hood [Chu and Ghahramani, 2005] can be modelled as:

p∗(y = l|z) =

1 iff z ∈ (bl−1, bl]
0 otherwise

, (A.5)

where b0 = −∞ ≤ · · · ≤ bL = ∞ are a set of values dividing the
continuous line where z lies into L contiguous intervals (see Fig. A.1).
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Figure A.1: Illustration of the likelihood p(y = l|z) defined by the
Ordered Probit model (example with the number of possible ordi-
nal values L = 5. Top: Ideal noise-free case. Bottom: Assuming
Gaussian noise contaminating variable z.

Assuming that the variable z is contaminated by a Gaussian noise
ε with mean 0 and standard deviation σ, the noisy likelihood defined
by the Ordered Probit model (see Fig. A.1) can be defined as:
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p(y = l|z) =
∫
ε∈R

p∗(y = k|z) ·N(ε; 0, σ2) (A.6)

= Φ
(bl − z

σ

)
− Φ

(bl−1 − z
σ

)
, (A.7)

where Φ(·) is the normal cumulative distribution function (CDF).

A.3 The Forward-Backward Algorithm
In Chapters 4 and 5, we propose two Probabilistic Graphical Mod-
els (PGMs) in order to address different weakly-supervised facial
behavior analysis problems. Our approaches are variants of Dy-
namic Bayesian Networks where we assume a temporal sequence of
T observed variables x1:T = {x1 ,x2 , ...,xT} and latent variables
h1:T = {h1 , h2, ... , hT}. Similar to other PGMs such as Hidden
Markov Models [Rabiner and Juang, 1986], Conditional Random
Fields [Lafferty et al., 2001] or Hidden Conditional Random Fields
[Quattoni et al., 2007], each variable xt depends only on its corre-
sponding latent variable ht. Moreover, the conditional dependence
between variables ht can be represented by a linear-chain connectiv-
ity (see Fig. A.2).

During the training and testing phases of the presented models,
it is necessary to compute the conditional probabilities p(ht|x1:T ) for
every latent variable ht. This is accomplished by using the forward-
backward algorithm. In order to clarify the key aspects of this al-
gorithm, we describe its application to the specific case of Hidden
Markov Models. However, the same procedure is applied in our pro-
posed methods as detailed in Chapters 4 and 5.

In a HMM (see Fig. A.2(a)), the joint probability of latent vari-
ables h1:T and observations x1:T is defined as:

p(x1:T ,h1:T ) =
T∏
i=1

p(xt|ht)p(ht|ht−1) (A.8)
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x1 x2 xT

h1 hTh2

x1 x2 xT

h1 hTh2

(a) (b)

Figure A.2: Graphical representation of Dynamic Bayesian Networks
with linear chain connectivity between latent variables. (a) HMM
defined by the conditional probabilities p(xt|ht) and p(ht|ht−1). (b)
CRF defined by the potentials ψ(xt, ht) and ψ(ht, ht−1). Note that
CRF can be understood as an undirected graphical model analogous
to HMM.

where p(h1|h0) = p(h1).
Given the above expression, the conditional probability p(h1:T |x1:T )

can be defined as:

p(h1:T |x1:T ) = p(h1:T ,x1:T )
p(x1:T ) ∝ p(h1:T ,x1:T ), (A.9)

Therefore, we can use marginalization in order to compute the
probability p(ht|x1:T ) for a given ht as:

p(ht|x1:T ) ∝
∑
h1:t−1

∑
ht+1:T

T∏
i=1

p(xi|hi)p(hi|hi−1). (A.10)

Note that Eq. A.10 requires to sum over a very large number
of possible latent variable configurations {h1, ..., ht−1, ht+1 , ..., hT}.
Thus, a naive force algorithm would have an exponential complexity.
In contrast, the forward-backward algorithm is designed to make this
computation more efficient. Specifically, note that we can use the
associative and commutative properties in order to express Eq. A.10
as the product of two terms α(ht) and β(ht):
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p(ht|x1:T ) ∝ α(ht)β(ht)

∝

α(ht)︷ ︸︸ ︷
p(xt|ht)

∑
ht−1

p(ht|ht−1)p(xt−1|ht−1)
∑
ht−2:1

t−2∏
i=1

p(xi|hi)p(hi|hi−1)

×
∑
ht+1

p(ht+1|ht)p(xt+1|ht+1)
∑
ht+2:T

T∏
i=t+2

p(xi|hi)p(hi|hi−1)
︸ ︷︷ ︸

β(ht)

(A.11)

which can be defined with a recursive formula as:

α(ht) = p(xt|ht)
∑
ht−1

p(ht|ht−1)α(ht−1) (A.12)

β(ht) =
∑
ht+1

p(ht+1|ht)p(xt+1|ht+1)β(ht+1) (A.13)

with α(h1) = p(x1|h1)p(h1) and β(hT ) = 1. Eqs. A.12 and A.13
can be easily shown from:

p(ht|x1:T ) ∝ α(ht)β(ht)

∝ p(xt|ht)
∑
ht−1

p(ht|ht−1)

α(ht−1)︷ ︸︸ ︷
p(xt−1|ht−1)

∑
ht−2:1

t−2∏
i=1

p(xi|hi)p(hi|hi−1)

×
∑
ht+1

p(ht+1|ht)p(xt+1|ht+1)
∑
ht+2:T

T∏
i=t+2

p(xi|hi)p(hi|hi−1)
︸ ︷︷ ︸

β(ht−1)

(A.14)

These recursive definitions are used by the forward-backward al-
gorithm to efficiently compute α(ht) and β(ht) in linear time with
respect to T . Concretely, the algorithm is divided in two steps. In
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the forward pass, the value α(ht) is computed by iterating from h1
to ht using the recursive definition in Eq. A.12. Similarly, in the
backward step, β(ht) is estimated by iterating in the reverse order
from hT to ht using Eq. A.13.

Once both terms are computed, the conditional probability of ht
given observations x1:T can be easily computed as:

p(ht|x1:T ) = α(ht)β(ht)∑
ht
α(ht)β(ht)

(A.15)

The same algorithm can be also employed in order to compute
p(ht, ht−1|x1:T ).
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