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Universitat Autònoma de Barcelona – Departament de Matemàtiques
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Chapter 1

Introduction

In this dissertation we are mostly interested in two different topics. The first one is the
convergence of Fourier transforms, with special emphasis on uniform convergence. We are
going to solve these problems through variational methods, according to recent substantial
advances that have been done in this topic. More precisely, we consider the general
monotone functions, which we shall now briefly describe, and comprehensively discuss in
Chapter 2. The second problem we consider is the weighted integrability of generalized
Fourier transforms. In more detail, we study integral operators that generalize the Fourier
transform and study necessary and sufficient conditions on weights for these operators to
be bounded between weighted Lebesgue spaces. We proceed to briefly expose the main
concepts and problems considered in the present dissertation.

Let us introduce some basic definitions. An integral transform is an expression of the
form

Tf(y) =

∫
X
K(x, y)f(x) dx, (1.1)

where X is an appropriate domain of integration (in this dissertation, X will always be a
subset of Rn), f : X → C is a measurable function, and K : X×Y → C (also measurable)
is the kernel of the transform T . The transform of f , Tf , is a function defined on the
points y ∈ Y where the integral (1.1) converges.

Let us list a few of the well known and widely used integral transforms.

• Fourier transform:

Tf(y) =

∫
Rn
e−2πix·yf(x) dx,

where x · y denotes the scalar product of x and y;

• Sine/Cosine transform:

Tϕf(y) =

∫ ∞
0

ϕ(xy)f(x) dx,

where either ϕ(x) = sinx or ϕ(x) = cosx;

• Hankel transform of order α ≥ −1/2 [126]:

Tαf(y) =

∫ ∞
0

x2α+1f(x)jα(xy) dx,

1
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where jα is the normalized Bessel function of order α (cf. [1, 47, 136]). This trans-
form is related to the Fourier transform and will be discussed with more detail in
Chapter 4;

• The Hα transform, with α > −1/2 [109, 110, 136]:

Tαf(y) =

∫ ∞
0

(xy)1/2f(x)Hα(xy) dx,

where Hα is the Struve function of order α (cf. [1, 47, 136]). This transform is also
related to the Hankel transform, and will be discussed in more detail in Chapter 5;

• Laplace transform [120]:

Tf(y) =

∫ ∞
0

f(x)e−xy dx;

• Stieltjes transform of order λ > 0 [6, 119, 138]:

Tλf(y) =

∫ ∞
0

f(x)

(x+ y)λ
dx;

There are several other integral transforms we could mention here, as the Dunkl transform
[38, 111], or the Mellin transform [136], but the list would be too long. We refer the reader
to the books [26], [37], [117], and [136] for several other examples of integral transforms,
and to the book [48] for a comprehensive list of functions and their respective integral
transforms.

Recall that if 1 ≤ p ≤ ∞ and f : X → C is a measurable function, we say that
f ∈ Lp(X) if ‖f‖Lp(X) <∞, where

‖f‖Lp(X) :=

(∫
X
|f(x)|p dx

)1/p

, if p <∞,

and

‖f‖∞ = ess sup
x∈X

|f(x)| := inf
{
C ≥ 0 : |f(x)| ≤ C for almost every x ∈ X

}
.

The functional ‖ · ‖p is a norm for every 1 ≤ p ≤ ∞ and Lp(X) are Banach spaces (cf.
[112]).

Usually, depending on the properties of K, one assumes different properties on f in
order to ensure the well-definiteness of (1.1). For example, if K is bounded on X × Y , a
usual assumption is that f ∈ L1(X). In particular, this is the case of the Fourier transform
(with X = Rn).

Several problems involving integral transforms (1.1) can be considered. Chapters 3 and 4
are devoted to study the uniform convergence of certain types of Fourier transforms, con-
cretely the sine and Hankel transforms. In Chapter 5 we study weighted norm inequalities,
i.e., inequalities of the type

‖u · Tf‖Lq(Y ) ≤ C‖v · f‖Lp(X), (1.2)

where C > 0 is independent of the choice of f and u and v are weights (i.e., nonnegative
locally integrable functions) defined on Y and X respectively.

We recall the notion of uniform convergence.
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Definition 1.1. We say that a family of functions {fs}s∈R+ , fs : X → C, converges
uniformly to the function f on a set E ⊂ X if for every ε > 0 there exists s0 ∈ R+ such
that

|fs(x)− f(x)| < ε,

for every s ≥ s0 and every x ∈ E.

Remark 1.2. Uniform convergence can also be defined for a different set of parameters
than R+. For instance, if the set of parameters s is taken to be N, then we obtain a
sequence of functions. For a more general setting we refer to [145].

The notion of uniform convergence is desirable, as shown in undergraduate courses,
because in such case the limit function inherits properties that the family of functions may
possess. We recall, for instance, that the limit function of a family of continuous functions
that converge uniformly is continuous, or that the integral of the limit function equals the
limit of the integrals of the functions from the family.

There is an analogue to the usual Cauchy criterion for uniform convergence that we
will use repeatedly (cf. [145]).

Theorem 1.3. A necessary and sufficient condition for {fs}s∈R+ to converge uniformly
on E ⊂ X is that for every ε > 0, there exists s0 ∈ R+ such that

|fs1(x)− fs2(x)| < ε, for every s1, s2 ≥ s0 and every x ∈ E,

or equivalently,
lim

t,s→∞
sup
x∈E
|ft(x)− fs(x)| = 0.

A concept that is central in this work is general monotonicity. As the name indicates,
it generalizes classical monotonicity, and it was introduced by S. Tikhonov in [131, 135]
for sequences. Since then, several authors have considered problems involving general
monotone sequences and functions (see the references in Chapter 2).

For a nonnegative function β defined on (0,∞), the class of β-general monotone (GM)
functions is defined to be the set of functions f : (0,∞)→ C that are locally of bounded
variation on (0,∞), and for which there exists a constant C > 0 such that∫ 2x

x
|f ′(t)| dt ≤ Cβ(x).

Here we also assume f is differentiable for simplicity, a more accurate and general definition
will be given in Section 2.3.

As observed in [86], since monotone functions f satisfy

f(x) ≤ 2

∫ x

x/2

f(t)

t
dt for all x > 0,

and ∫ 2x

x
|f ′(t)| dt ≤ f(x) for all x > 0,

then it is natural to consider

β(x) = |f(x)|, or β(x) =

∫ x

x/2

|f(t)|
t

dt
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if we wish to generalize monotone functions. In fact, one of the classes of GM functions
that is most considered in the existing literature is that given by

β(x) =

∫ λx

x/λ

|f(t)|
t

dt,

where λ > 1 is a constant chosen conveniently.

It is clear that different choices of β give rise to different classes of functions. We will
give the known embeddings between these classes, and moreover we will construct a larger
class (Section 2.5) than those considered before, which is very general but whose functions
still inherit desirable properties that monotone functions satisfy.

Another important observation about GM functions is that in the above choices of
β we have put absolute value bars on f . We implicitly meant that we do not only con-
sider nonnegative functions, as in the monotone case, but real-valued or even complex-
valued functions. In fact, some of the problems whose solutions are known for monotone
functions, have the same solution for real-valued functions of certain GM classes, see
Sections 2.4, 3.1, and 4.5, as well as the papers [41, 46, 50].

We emphasize that in order to generalize monotonicity, instead of looking at the values
of the function itself, as for instance the quasi-monotone functions, i.e., those f such that
xτf(x) is monotone for some τ < 0 (cf. [121]), it is also convenient to look at its variation.
For monotone functions f vanishing at infinity, one has∫ ∞

x
|f ′(t)| dt = f(x).

One may then obtain generalizations to monotone functions by manipulating the above
equality, as for instance L. Leindler did in [83], where he introduced the sequences with
rest of bounded variation, whose analogue for functions reads as∫ ∞

x
|f ′(t)| dt ≤ C|f(x)|, (1.3)

for all x > 0 and some absolute constant C > 0. This class is rather small, since condition
(1.3) is very restrictive.

We will also deal with general monotone functions of two variables (cf. Section 2.6).

The first problem where we apply GM functions is the study of uniform convergence
of sine integrals, or in other words, Fourier transforms of odd functions. Such a problem
was first considered by Chaundy and Jolliffe back in 1916 [25], where they showed that if
{an} is nonnegative and decreasing, then

∑∞
n=1 an sinnx converges uniformly on [0, 2π) if

and only if limn→∞ nan = 0.

In the context of functions, F. Móricz [96] showed that if f is decreasing and such that
tf(t) ∈ L1(0, 1), then ∫ ∞

0
f(t) sinut dt (1.4)

converges uniformly on [0,∞) if and only if xf(x)→ 0 as x→∞. Note that for functions
f decreasing to zero, there holds

xf(x) = x

∫ ∞
x
|f ′(t)| dt,
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and in fact, M. Dyachenko, E. Liflyand, and S. Tikhonov proved in [40] that a sufficient
condition for (1.4) to converge uniformly is that

x

∫ ∞
x
|f ′(t)| dt→ 0 as x→∞,

without any monotonicity assumption on f , provided that tf(t) ∈ L1(0, 1).
Our main result in this direction is the following: for any real-valued f from the

GM class we construct in Section 2.5, we prove that the uniform convergence of (1.4) is
equivalent to xf(x)→ 0, provided that the integrals

∫ 2x
x |f(t)| dt are bounded as x→∞.

This latter hypothesis is shown to be sharp and is needed to have some control on f , since
the GM class we use is too wide, and otherwise we cannot obtain useful estimates for f .
For smaller GM classes, the fact that

∫ 2x
x |f(t)| dt is bounded at infinity follows from the

condition xf(x) → 0 as x → ∞. Summarizing, we generalize the known results in two
ways: first, we consider a class of GM functions containing all the previously considered
ones, and secondly, we solve the problem for real-valued functions. To this end, we adapt
the technique of L. Feng, V. Totik, and S. P. Zhou from [50] to the context of functions. In
particular, the necessity of the condition xf(x)→ 0 as x→∞ for the uniform convergence
of (1.4) was only proved for nonnegative f .

We also study the uniform convergence of double sine transforms∫ ∞
0

∫ ∞
0

f(x, y) sinux sin vy dx dy. (1.5)

In the two-dimensional case there are various types of convergence of double integrals. We
are mostly concerned about regular convergence, but we also partially discuss Pringsheim
convergence. See the beginning of Section 3.2 for the precise definitions. Here we just
mention that regular convergence is stronger than Pringsheim convergence.

Analogously as in the one-dimensional case, we show that in general, if

xy

∫ ∞
y

∫ ∞
x
|d11f(s, t)| ds dt→ 0 as x+ y →∞, (1.6)

then (1.5) converges uniformly in the regular sense, where d11f denotes the “mixed differ-
ences” of f (the terms ds dt in (1.6) are meaningless save for the order of integration, cf.
Remark 2.26). It is also shown that if f is from a certain class of two-dimensional general
monotone functions, then (1.6) is equivalent to

xyf(x, y)→ 0 as x+ y →∞,

and moreover this condition is also necessary for the uniform convergence of (1.5) in the
regular sense whenever f ≥ 0.

Chapter 4 is devoted to study the uniform convergence of weighted Hankel transforms

Lαν,µf(r) = rµ
∫ ∞

0
(rt)νf(t)jα(rt) dt, α ≥ −1/2, ν, µ ∈ R, r ≥ 0, (1.7)

where jα is the normalized Bessel function of order α. Its basic properties are discussed
in Section 4.1.

The family of transforms (1.7) was recently introduced by L. De Carli in [27], where
she studied necessary and sufficient conditions on the parameters α, ν, and µ, and the
weights u and v (chosen to be power functions), for the inequality (1.2) to hold.
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The Hankel transform of order α ≥ −1/2, one of the most important transforms of the
type (1.7), is defined as

Hαf(r) = Lα2α+1,−(2α+1)f(r) =

∫ ∞
0

t2α+1f(t)jα(rt) dt,

and, as is well known, represents the Fourier transform of radial functions defined on Rn
whenever α = n/2 − 1 (cf. [126]). In fact, if n = 1, the Hankel transform of order −1/2
is just the cosine transform, so that Hα may be viewed as a generalization of the cosine
transform.

The sine transform can also be written as a transform of the form (1.7), namely it
corresponds to the choice of parameters α = 1/2, ν = 1, and µ = 0. We will divide the
transforms (1.7) satisfying 0 ≤ µ + ν ≤ α + 3/2 into two types, depending on the choice
of the parameters, and according to their uniform convergence criteria. The first type
consists on those transforms Lαν,µf with µ = −ν, or equivalently, µ + ν = 0 (such as the
cosine or Hankel transforms). We call them cosine-type transforms. The second type of
transforms Lαν,µf we study are those satisfying 0 < µ+ν ≤ α+3/2, which we call sine-type
transforms. Of course, the sine transform is one of these.

First of all we give rather rough sufficient conditions on f for the pointwise and uniform
convergence of Lαν,µf , without any restriction on the parameters, and show that in general
we cannot have uniform convergence of Lαν,µf on R+ if µ+ ν < 0 or µ+ ν > α+ 3/2.

The main result concerning cosine-type transforms states that if f satisfies

Mν+1f(M)→ 0 as M →∞,

Mα+3/2

∫ ∞
M

tν−α−1/2|df(t)| → 0 as M →∞,

then Lαν,−νf converges uniformly if and only if
∫∞

0 tνf(t) dt converges. In the case of
sine-type transforms, the uniform convergence follows from the conditions

M1−µf(M)→ 0 as M →∞,

Mα+3/2−µ−ν
∫ ∞
M

tν−α−1/2|df(t)| → 0 as M →∞.

In both cases we are able to rewrite the variational conditions in terms of conditions on
the function f itself when general monotonicity is assumed.

In the case of sine-type transforms we also discuss the sharpness of the obtained results.

To conclude Chapter 4, we study the equivalence between conditions that guarantee
the uniform convergence and the boundedness of Hankel transforms of functions from a
concrete GM class. Namely, we show that the uniform convergence of Hαf is equivalent
to the boundedness of the function Hαf(r), and also equivalent to the convergence of∫∞

0 t2α+1f(t) dt.

In Chapter 5 we study weighted norm inequalities of integral transforms. More pre-
cisely, we investigate necessary and sufficient conditions on the weights u and v for (1.2)
to hold for different choices of the transform T .

We first consider generalized Fourier transforms [136], i.e., those of the form∫ ∞
0

s(x)f(x)K(x, y) dx,
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where s is locally integrable, and the kernel K : R2
+ → C satisfies the estimate

|K(x, y)| ≤
{

1, if xy ≤ 1,

C
(
s(x)w(y))−1, if xy > 1,

for some C > 0, where w is a function for which there exist constants C1 > C2 > 0 such
that C2s(x) ≤ w(1/x) ≤ C1s(x) for every x ≥ 0. The Hankel transform is an example of
such transforms.

It is important to remark that in our approach we are interested on necessary and
sufficient conditions on the weights u and v themselves, and not on their decreasing rear-
rangements, contrarily as in several previous investigations.

We also deal with transforms of the form

Tf(y) = yc0
∫ ∞

0
xb0f(x)K(x, y) dx, (1.8)

that have kernels of power type, i.e., that satisfy the estimate

|K(x, y)| ≤
{
Cxb1yc1 , if xy ≤ 1,

Cxb2yc2 , if xy > 1,

as for instance Hankel and sine transforms. Another example is the so-called Hα trans-
form, defined as

Hαf(y) =

∫ ∞
0

(xy)1/2f(x)Hα(xy) dx, α > −1/2,

where Hα is the Struve function of order α (see Section 5.2).

In order to study transforms with kernels of power type we reduce ourselves to the
cases when u and v are power functions, so that we obtain all necessary and sufficient
conditions involved in terms of the powers and the parameters bi and ci (i = 0, 1, 2).

In Section 5.5 we use an idea of Sadosky and Wheeden [114] to relax the sufficient
conditions that guarantee that the inequality

‖x−βTf‖q ≤ C‖xγf‖p, 1 < p ≤ q <∞, (1.9)

holds, where T is of the form (1.8) and has a kernel of power type. They showed, in
particular, that the sufficient conditions that guarantee (1.9) can be relaxed in the case
of the Fourier transform provided that

∫∞
−∞ f(x) dx = 0. We show that this can be done

for any transform whose kernel K(x, y) admits a representation by power series (the sine,
cosine, Bessel, and Struve functions are examples of those).

Finally, we use an approach based on knowing upper estimates for the antiderivative
of the kernel K(x, y) (as a function of x) to obtain sufficient conditions for (1.9) to hold
whenever f satisfies general monotonicity conditions, for transforms T of the form (1.8).
This approach yields sharp sufficient conditions that are already known in some cases
(concretely, for the sine and Hankel transforms), and previously unknown ones, as in the
case of the Hα transform.

Let ϕ(x) and ψ(x) be nonnegative functions. Through the sequel we will use the
notation ϕ(x) . ψ(x) if there exists C > 0 such that ϕ(x) ≤ Cψ(x) for all x in a given
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domain. Likewise, we denote ϕ(x) & ψ(x) if there exists C > 0 such that ϕ(x) ≥ Cψ(x).
We denote ϕ(x) � ψ(x) if ϕ(x) . ψ(x) and ϕ(x) & ψ(x) simultaneously.

Also, the notation
ϕ(x) = o

(
ψ(x)

)
as x→ x0,

with x0 ∈ R ∪ {−∞,∞}, means that

ϕ(x)

ψ(x)
→ 0 as x→ x0,

and
ϕ(x) = O

(
ψ(x)

)
as x→ x0

means that there exists C > 0 such that

ϕ(x)

ψ(x)
≤ C as x→ x0.



Chapter 2

General Monotonicity

This chapter is devoted to present and discuss the concept of general monotonicity, which,
as the name indicates, extends the notion of usual monotonicity for sequences and func-
tions.

A nonnegative sequence {an} is said to be monotone (or nonincreasing) if an+1 ≤ an
for every n ∈ N, or equivalently, if the sequence ∆an := an − an+1 is nonnegative.

A nonnegative function f defined on an interval I ⊂ R is said to be monotone (or
nonincreasing) if for every x, y ∈ I, x ≤ y implies f(y) ≤ f(x).

Monotonicity condition plays a fundamental role in many problems of analysis. More
specifically, in the theory of trigonometric series, for the general case, it is often relatively
easy to obtain (sometimes trivial) partial results based on rough hypotheses. However,
the monotonicity condition of a sequence {an} often allows us to characterize properties
of series in terms of the rate of decay or summability of their coefficients an. Let us
mention some problems where this goal has been achieved: the uniform convergence [25],
the degree of approximation and smoothness [91], the asymptotic behaviour at the origin
[61], the L1 convergence [51], and the Lp convergence with 1 < p < ∞ [62]. Of course,
these problems also have their counterparts in the case of Fourier integrals, and we shall
see some of them in the sequel.

Thus, monotonicity is a desirable property, but it is also very restrictive in applications.
In the first place, if we analyse a trigonometric series

∞∑
n=0

anϕ(nx),

where either ϕ(t) = sin t or ϕ(t) = cos t, it is necessary to assume that an → 0 if we wish
to have convergence at any fixed x. This implies that if {an} is monotone, it cannot vary
its sign. Another restriction is that either a finite number or all of the terms are strictly
positive, since am = 0 implies an = 0 for all n ≥ m.

2.1 Extensions of monotone sequences/functions

One of the most popular generalizations of monotonicity is the bounded variation condi-
tion. We say that a complex sequence {an} is of bounded variation if

∞∑
n=1

|∆an| <∞, ∆an := an − an+1.

9
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It is well known that a sequence of bounded variation can be written as a difference of two
decreasing sequences, namely if

bn =

∞∑
k=n

|∆ak|, cn =

∞∑
k=n

|∆ak| − an,

then bn and cn are clearly decreasing, and bn − cn = an.

The definition of a function of bounded variation is more delicate. For I = [a, b] ⊂ R,
a partition P of the interval I is a finite set of points

P := {a = x0 < x1 < · · · < xn = b}.

For a function f : I → C, we define the variation of f associated to the partition P as

V (f, P ) :=

n−1∑
k=0

|f(xk+1)− f(xk)|.

Then, the variation of f over the interval I is

V (f ; I) := sup
P∈P(I)

V (f, P ), (2.1)

where P(I) denotes the set of all partitions of I. If the supremum in (2.1) is finite, we say
that f is a function of bounded variation on I, and we write f ∈ BV (I). Such condition
is defined for closed intervals, but it can be extended to intervals not necessarily closed
(as for instance, (a, b), [a, b)), as follows. For any interval J ⊂ R and f : J → C, if the
supremum

V (f ; J) := sup
[a,b]⊂J

V (f ; [a, b]),

is finite, we say that f is of bounded variation on J , written f ∈ BV (J). Of course, this
definition can also be used to define the bounded variation property on R if we choose
J = R.

Remark 2.1. It follows easily that if a function f is of bounded variation on a compact
interval, then it is bounded on such interval. Moreover, it has derivative almost everywhere
in the interval and such derivative is locally integrable, see [73, Ch. 9].

A useful tool related to functions of bounded variation is the so-called Riemann-
Stieltjes integral (see [108], for instance), which is a generalization of the usual Riemann in-
tegral. Let f, g : [a, b] ⊂ R→ C, and for n ∈ N, let P = {xk}nk=0 be a partition of [a, b]. Let
{ξk}n−1

k=0 be such that xk ≤ ξk ≤ xk+1 for k = 0, . . . , n−1. Denote ‖P‖ = maxk{xk+1−xk}.
If the limit

lim
‖P‖→0

n−1∑
k=0

g(ξk)
(
f(xk+1)− f(xk)

)
(2.2)

exists, then it is called the Riemann-Stieltjes integral of f with respect to g over the interval
[a, b], and it is denoted by ∫ b

a
g(t)df(t). (2.3)
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It is known [21] that a sufficient condition for such an integral to exist is that f is continuous
on [a, b] and f is of bounded variation on the same interval. Likewise, the Riemann-Stieltjes
integral can be defined in the improper sense for non-closed or unbounded intervals.

Observe that if f(x) = x and the limit (2.2) exists, it equals the Riemann integral of
g over [a, b].

We will use the following property repeatedly: if f is of bounded variation on [a,∞)
for some a ∈ R, then ∫ ∞

b
df(t) = −f(b) + lim

x→∞
f(x), (2.4)

for any b ≥ a. Indeed, to prove (2.4), it suffices to take g ≡ 1 in (2.2) and compute the
resulting telescopic sum, taking into account that it converges absolutely in the limit, since
f is of bounded variation. Note that if f(x) → 0 as x → ∞, then the right-hand side of
(2.4) reduces to f(b). The estimate

|f(b)| ≤
∫ ∞
b
|df(t)|

will be used repeatedly throughout this work.

Remark 2.2. If f is differentiable on (a, b), it follows easily by applying the mean value
theorem on (2.2) that ∫ b

a
g(t)df(t) =

∫ b

a
g(t)f ′(t) dt,

whenever the limit in (2.2) exists.

The Riemann-Stieltjes integral is closely related to functions of bounded variation. In
fact, this is a starting point of the variational approaches we use in the following chapters.
It is well known that the variation of a function over an interval can be written as a
Riemann-Stieltjes integral (with absolute value on the integrand). That is, defining∫ b

a
|df(t)| := lim

‖P‖→0

n−1∑
k=0

|f(xk+1)− f(xk)|,

where P = {xk}nk=0 ∈ P([a, b]), there holds∫ b

a
|df(t)| = V (f ; [a, b]),

for any f ∈ BV ([a, b]).
Likewise, for a continuous function w one can define the integral∫ b

a
w(t)|df(t)| (2.5)

as the weighted variation of f with respect to w over the interval [a, b] by putting w in place
of g in (2.2) and incorporating the absolute value bars inside the sum. The function w is
the weight function. If f is of bounded variation on a compact interval [a, b], the integral
in (2.5) converges (cf. [21]). If b =∞, the integral is defined as the limit of integrals over
finite intervals.



2.2. General monotone sequences 12

2.2 General monotone sequences

Although the sequences of bounded variation have shown to be a suitable generalization
for monotone sequences, the bounded variation condition is too mild to guarantee mono-
tonicity type properties. In fact, as mentioned in [86], none of the problems stated at the
beginning of this chapter can be solved within the framework of all sequences of bounded
variation. In general we can only say that such sequences satisfy

∞∑
k=n

|∆ak| = o(1) as n→∞,

whilst we sometimes need stronger conditions on the rate of decay of the above series.
Thus, the next step is to consider quantitative characteristics of the sequences of bounded
variation, and this is where general monotonicity comes into play.

The concept of general monotone sequence (GMS) was first introduced by S. Tikhonov
[131, 135].

Definition 2.3. We say that a sequence {an} ⊂ C is general monotone (written {an} ∈
GMS) if there exists a constant C > 0 such that the inequality

2n∑
k=n

|∆ak| ≤ C|an| (2.6)

holds for every n ∈ N.

It was also proved in [135] that {an} ∈ GMS if and only if the following conditions
hold:

|ak| ≤ C|an| for n ≤ k ≤ 2n;

N∑
k=n

|∆ak| ≤ C
(
|an|+

N∑
k=n+1

|ak|
k

)
for N > n.

Although the GMS generalizes monotone sequences, we find that condition (2.6) is still
somehow restrictive. For instance, general monotone sequences, like monotone ones, satisfy
the property that if am = 0 for some m, then an = 0 for n ≥ m. One can go even further
and consider a wider class of sequences (see [130]), namely GMS2, being those for which
there exist constants C, λ > 1 such that

2n∑
k=n

|∆ak| ≤ C
λn∑

k=n/λ

|ak|
k
. (2.7)

It is proved in [130] that GMS ⊂ GMS2, and moreover, as noted in [86, Example 2.3], for
any positive sequence a ∈ GMS and any n > 2, there holds {a1, . . . , an−1, 0, an+1, . . .} ∈
GMS2\GMS.

Other classes of general monotone sequences may be defined as follows: given {an} ⊂ C
and a nonnegative sequence {βn}, we say that a is a general monotone sequence with
majorant β (written (a, β) ∈ GMS) if there exists C > 0 such that

2n∑
k=n

|∆ak| ≤ Cβn, for all n. (2.8)
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We refer the reader to [45, 77, 130], which contain examples of the sequence β.

Usually the sequence {βn} will depend on {an}, as for instance in (2.7). However,
abusing of notation, we will write a ∈ GMS(β) for simplicity. A typical assumption when
studying GMS(β) sequences is βn → 0 as n → ∞. However, it is sometimes interesting
to consider GMS(β) sequences such that βn →∞ as n→∞, see e.g. [44].

The GMS(β) classes have been widely used recently by several authors in order to
solve some the aforementioned problems and different ones, and they have also been object
of generalization in order to further study such problems, see for instance [18, 41, 43, 44,
45, 50, 59, 69, 77, 85, 90, 128, 129, 130, 132, 135].

In this dissertation we are concerned about general monotonicity properties for func-
tions, thus we will not go into further details of GMS and its generalizations.

2.3 General monotone functions

We can define the general monotonicity property for functions similarly as for sequences
in a natural way, that is, replacing the sum of increments in (2.8) by the variation of the
function (cf. [86, 88]).

Definition 2.4. Let f : R+ → C be locally of bounded variation, and let β : R+ → R+.
We say that the couple (f, β) ∈ GM (or f is a general monotone function with majorant
β) if there exists C > 0 such that for every x > 0∫ 2x

x
|df(t)| ≤ Cβ(x). (2.9)

The majorant β will typically depend on the function f . For example, the counterpart
to the class of sequences GMS (Definition 2.3) is given by β(x) = |f(x)|. Abusing of
notation, we may write f ∈ GM(β) when the expression of β in terms of f is given.

We shall now present some examples of choices of β in (2.9) giving rise to different
classes of general monotone functions that will be referred to throughout the sequel.

Examples. • β1(x) = |f(x)|;

• β2(x) =

∫ λx

x/λ

|f(t)|
t

dt, where λ > 1;

• β3(x) =
1

x
sup
s≥x/λ

∫ 2s

s
|f(t)| dt, where λ > 1.

Remark 2.5. Since for any fixed constant λ > 1 there holds∫ λx

x/λ

|f(t)|
t

dt � 1

x

∫ λx

x/λ
|f(t)| dt,

we may use any of these two expressions for β2.

Remark 2.6. The appearance of λ > 1 in β3 is essential if we wish that the class GM(β3)
contains the class of monotone functions. Indeed, if we took λ = 1, then rapidly decreasing
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functions such as f(x) = e−x would not satisfy f ∈ GM(β3). In fact, monotone functions
f satisfy the inequality

|f(x)| ≤
(

1− 1

λ

)−1 1

x

∫ x

x/λ
|f(t)| dt

for any λ > 1, thus such parameter makes sure that all decreasing functions fall into the
scope of GM functions.

Remark 2.7. Throughout the sequel we will use the fact that if f ∈ GM(β2), then
tνf(t) ∈ GM(β2) for every ν ∈ R (see [86]). Taking into account the abuse of notation
made when writing f ∈ GM(β), the property tνf(t) ∈ GM(β2) should be understood as∫ 2x

x
|d(tνf(t))| .

∫ λx

x/λ
tν−1|f(t)| dt, x > 0.

If we denote by M the class of monotone functions, then

M ( GM(β1) ( GM(β2) ( GM(β3),

see [45, 86, 135].

To conclude this section, we give a basic estimate of GM functions as well as an
estimate for certain weighted variations that we will use repeatedly. Its proof (with more
general statements) was first given in the survey paper about general monotone sequences
and functions [86]. For the sake of completeness, we also include the proof here.

Proposition 2.8. Let f ∈ GM(β). Then, for every x > 0 and every u ∈ [x, 2x],

|f(u)| ≤ 1

x

∫ 2x

x
|f(t)| dt+ Cβ(x),

where C is the constant from (2.9).

Proof. For any u, v ∈ [x, 2x], we have

|f(u)| − |f(v)| ≤ |f(u)− f(v)| ≤
∫ 2x

x
|df(t)| ≤ Cβ(x).

Integrating with respect to v over [x, 2x], we obtain

x|f(u)| ≤
∫ 2x

x
|f(t)| dt+ xCβ(x),

and the result follows.

Remark 2.9. Note that if β is such that β(x) ≥ C′

x

∫ 2x
x |f(t)| dt, it follows from Proposi-

tion 2.8 that for any x > 0 and any u ∈ [x, 2x],

|f(u)| ≤ (C + C ′)β(x).
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Remark 2.10. If f ∈ GM(β2), we can assume without loss of generality that λ ≥ 2.
Therefore, in view of Remark 2.9, we can deduce that if f ∈ GM(β2), then

|f(x)| ≤ C
∫ λx

x/λ

|f(t)|
t

dt.

From now on we will always assume λ ≥ 2 when dealing with the class GM(β2).

Proposition 2.11. Let f ∈ GM(β) and x > 0. Let w : [x/2,∞) → R+ be such that
w(y) � w(z) for all y, z ∈ [u, 2u] and all u > x/2. Then∫ ∞

x
w(t)|df(t)| .

∫ ∞
x/2

w(t)

t
β(t) dt

Proof. First of all note that∫ ∞
x

w(t) |df(t)| .
∫ ∞
x/2

1

t

∫ 2t

t
w(s) |df(s)| dt,

see e.g. [87]. Since w(s) � w(t) for all s ∈ [t, 2t], by the GM condition of f , we have∫ ∞
x/2

1

t

∫ 2t

t
w(s) |df(s)| dt �

∫ ∞
x/2

w(t)

t

∫ 2t

t
|df(s)| dt .

∫ ∞
x/2

w(t)

t
β(t) dt,

as desired.

As an example of a function w satisfying the hypotheses of Proposition 2.11, consider
w(t) = tγ with γ ∈ R. In particular, this was proved in [88] for w(t) = 1.

Note that if f ∈ GM(β2), then Proposition 2.11 allows us to deduce∫ ∞
x

w(t)|df(t)| .
∫ ∞
x/2

w(t)

t2

∫ λt

t/λ
|f(s)| ds dt .

∫ ∞
x/(2λ)

w(t)

t
|f(t)| dt, (2.10)

i.e., we can obtain conditions on the weighted variation of f from its weighted integrability
conditions (provided that w is defined on [x/(2λ),∞) and satisfies the required assumption
in this latter interval). We will make use of this fact in Chapter 4, where conditions on
the weighted variation of f play a fundamental role. For future reference, we state (2.10)
as a corollary:

Corollary 2.12. Let f ∈ GM(β2) and x > 0. Let w : [x/(2λ),∞) → R+ be such that
w(y) � w(z) for all y, z ∈ [u, 2u] and all u > x/(2λ). Then∫ ∞

x
w(t)|df(t)| .

∫ ∞
x/(2λ)

w(t)

t
|f(t)| dt.

2.4 Abel-Olivier test for real-valued GM(β2) functions

The goal of this section is to give a version of the well-known Abel-Olivier test for conver-
gence of integrals in the case of real-valued functions from the class GM(β2). Such a test
states that if f : R+ → R+ is monotone and the integral

∫∞
0 f(t) dt converges, then

tf(t)→ 0 as t→∞.
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Its proof is rather trivial, since it follows from the inequality xf(x) ≤ 2
∫ x
x/2 f(t) dt, valid

for all monotone f .

Taking into account the properties of GM(β) functions, it is not difficult to extend
Abel-Olivier test to the framework of nonnegative functions from GM(β) classes, for
reasonable choices of β (for instance, β = β2, cf. [90]). Recent works [33, 41, 46, 50]
show that several properties easily derived for nonnegative GM(β2) functions also hold in
the case of f ∈ GM(β2) having non-constant sign. In other words, some of the problems
that have been solved in the case of monotone functions can also be solved in the case of
real-valued GM(β2) functions. It is worth mentioning that the class GM(β3) is too wide
for this purpose, and additional essential hypoteses may come into play in such a case, as
we shall see in Chapter 3 (see also [33, 41]). Of course, the analogue for the class GMS2

is also true. We also cover that case in the present section.

Before proving Abel-Olivier’s test for real-valued GM(β2) functions, we prove two
auxiliary results, namely Lemmas 2.13 and 2.14, that are analogue to those proved in [46]
for the class of sequences GMS2.

Throughout this section we assume without loss of generality that the parameter λ in
the definition of the class GM(β2) is of the form λ = 2ν , with ν ∈ N, and C will denote
the constant from the GM condition (cf. Definition 2.4). For any function f : R+ → C
and any n ∈ N, we define

An := sup
2n≤t≤2n+1

|f(t)|,

Bn := sup
2n−2ν≤t≤2n+2ν

|f(t)|.

For n ∈ N ∪ {0}, we say that n is a good number if either n = 0 or Bn ≤ 24νAn. The
rest of natural numbers consists of bad numbers.

To illustrate such definitions we give a couple of examples. On the one hand, if f(t) =
1/t2 for t ≥ 1, since

An =
1

22n
, Bn =

1

22n−4ν
,

then Bn = 24νAn, and all natural numbers n (associated to f) are good. On the other
hand, if f(t) = 1/t3 for t ≥ 1, since

An =
1

23n
, Bn =

1

23n−6ν
,

then Bn = 26νAn 6≤ 24νAn, thus all natural numbers n are bad. More generally, if f
decreases rapidly enough (faster than 1/t2, as for instance 1/t3 or e−t), then all numbers
n 6= 0 associated to f are bad.

Lemma 2.13. Let f ∈ GM(β2) be real-valued. For any good number n > 0, there holds

|En| :=
∣∣∣∣{x ∈ [2n−ν , 2n+ν ] : |f(x)| > An

8C22ν

}∣∣∣∣ ≥ 2n

8C25ν
, (2.11)

where |E| denotes the Lebesgue measure of E.
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Proof. Assume (2.11) does not hold for n > 0. Let us define Dn := [2n−ν , 2n+ν ]\En. Then,
since n is good,∫ 2n+ν

2n−ν

|f(t)|
t

dt =

∫
Dn

|f(t)|
t

dt+

∫
En

|f(t)|
t

dt

≤ 2n+νAn
8C22ν2n−ν

+
2nBn

8C25ν2n−ν
=

Bn
8C24ν

+
An
8C
≤ An

4C
.

Since f ∈ GM(β2), for any x ∈ [2n, 2n+1],

|f(x)| ≥ An −
∫ 2n+1

2n
|df(t)| ≥ An − C

∫ 2n+ν

2n−ν

|f(t)|
t

dt ≥ An −
An
4
>
An
2
,

which contradicts our assumption.

Before stating the next lemma, let us introduce the following notation.

E+
n := {x ∈ En : f(x) > 0}, E−n := {x ∈ En : f(x) ≤ 0}.

Lemma 2.14. Let f ∈ GM(β2) be real-valued. For any good number n > 0, there is an
interval (`n,mn) ⊂ [2n−ν , 2n+ν ] such that at least one of the following is true:

1. for any x ∈ (`n,mn), there holds f(x) ≥ 0 and

|E+
n ∩ (`n,mn)| ≥ 2n

256C3215ν
;

2. for any x ∈ (`n,mn), there holds f(x) ≤ 0 and

|E−n ∩ (`n,mn)| ≥ 2n

256C3215ν
.

Proof. First of all, note that by Lemma 2.13 one has that either |E+
n | ≥

2n

16C25ν
or

|E−n | ≥
2n

16C25ν
. We assume the former, and prove that item 1. holds.

Let us cover the set E+
n by a union of intervals {Ij = [rj , sj ]}pnj=1 in

[
2n−ν , 2n+ν + εn

]
,

with the property that the Ij ’s intersect with each other at most at one point. The number
εn will be conveniently chosen later. We proceed as follows. Let r1 = inf E+

n , and

ζ1 = inf{x ∈ [r1, 2
n+ν ] : f(x) ≤ 0}.

If such ζ1 does not exist, then we simply let s1 = 2n+ν and finish the process. Contrarily,
we define

s1 = ζ1 + εn.

Once we have the first interval I1 = [r1, s1], if |E+
n \I1| > 0, we let r2 = inf E+

n \I1, and
define ρ2 similarly as above, thus obtaining a new interval I2 = [r2, s2] = [r2, ζ2 + εn]. We
continue this process until our collection of intervals is such that

|E+
n \(I1 ∪ I2 ∪ · · · ∪ Ipn)| = 0,

so that E+
n ⊂ ∪pnj=1Ij .
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By construction, for any 1 ≤ j ≤ pn − 1, we can find yj ∈ [rj , ζj ] such that yj ∈ E+
n ,

and zj ∈ [ζj , sj ] such that f(zj) ≤ 0. Thus,∫
Ij

|df(t)| =
∫ sj

rj

|df(t)| ≥ f(yj)− f(zj) ≥ f(yj) >
An

8C22ν
.

Hence, ∫ 2n+ν

2n−ν
|df(t)| ≥

pn−1∑
j=1

∫
Ij

|df(t)| ≥ (pn − 1)
An

8C22ν
.

On the other hand, the fact that n is good together with the assumption f ∈ GM(β2)
imply that ∫ 2n+ν

2n−ν
|df(t)| ≤ C2ν

∫ 2n+2ν

2n−2ν

|f(t)|
t

dt ≤ C2νBn

∫ 2n+2ν

2n−2ν

1

t
dt

= C2νBn log 24ν ≤ C24ν8ν2An log 2 ≤ C27νAn.

We can deduce from the above estimates that

pn ≤ 8C229ν + 1 ≤ 8C2210ν .

Since E+
n ⊂ ∪pnj=1Ij , and the Ij ’s intersect with each other at most at one point, we have

2n

16C25ν
≤ |E+

n | =
∣∣∣∣E+

n ∩
( pn⋃
j=1

Ij

)∣∣∣∣ =

∣∣∣∣ pn⋃
j=1

(E+
n ∩ Ij)

∣∣∣∣ ≤ pn max
1≤j≤pn

|E+
n ∩ Ij |,

so we can deduce that there exists 1 ≤ j0 ≤ pn such that

|E+
n ∩ Ij0 | ≥

2n

128C3215ν
.

Taking εn = 2n/(256C3215ν), the interval (`n,mn) = (rj0 , sj0 − 2n

256C3215ν
) = (rj0 , ζj0) ⊂

[2n−ν , 2n+ν ], has the desired properties by construction, and the proof is complete.

We are in a position to prove Abel-Olivier’s test for real-valued GM(β2) functions.

Theorem 2.15. Let f ∈ GM(β2) be real-valued and vanishing at infinity. If the integral∫ ∞
0

f(t) dt (2.12)

converges, then
tf(t)→ 0 as t→∞.

Proof. Recall that the convergence of (2.12) is equivalent to the condition∣∣∣∣ ∫ N

M
f(t) dt

∣∣∣∣→ 0 as N > M →∞.

We distinguish two cases, namely if there are finitely or infinitely many good numbers.
Assume first there are infinitely many.
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For any good number n > 0, it follows from Lemma 2.14 that

2nAn
1

2048C4217ν
<

∣∣∣∣ ∫ mn

`n

f(t) dt

∣∣∣∣,
and moreover f(x) ≥ 0 (or f(x) ≤ 0) for all x ∈ (`n,mn) ⊂ [2n−ν , 2n+ν ]. Since the
integrals

∫mn
`n

f(t) dt vanish as n→∞ (by the convergence of (2.12)) we deduce that

2nAn → 0 as n→∞, n good. (2.13)

We now prove that 2nAn also vanishes as n → ∞ whenever n is bad. If n is a bad
number, then An < 2−4νBn, and Bn = As1 , for some s1 satisfying |n− s1| ≤ 2ν.

Let us first assume that s1 < n and find the largest good number m which is smaller
than n. If there is a good number in the set [s1, n−1]∩N, we just choose m to be the largest
good number from such a set and conclude the procedure. On the contrary, s1 is a bad
number. Then there exists s2 satisfying |s1−s2| ≤ 2ν such that As1 < 2−4νBs1 = 2−4νAs2 .
Also, note that s2 < s1; the opposite is not possible. Indeed, if s2 > s1, taking into account
that s2 ≤ n+ 2ν,

As1 < 2−4νBs1 = 2−4νAs2 ≤ 2−4νBn = 2−4νAs1 ,

which is absurd. Similarly as before, if there is any good number in the set [s2, s1−1]∩N,
we choose m to be the largest good number from such a set and conclude the procedure.

Repeating this process, we arrive at a finite sequence n = s0 > s1 > · · · > sj−1 > sj ,
j ≥ 1, where all the numbers in the set [sj−1, s0 − 1] ∩ N are bad, and there is at least
one good number m ∈ [sj , sj−1 − 1] ∩ N (fix it to be the largest from [sj , sj−1 − 1] ∩ N).
Note that Ask < 2−4νAsk+1

and |sk − sk+1| ≤ 2ν for any 0 ≤ k ≤ j− 1, thus n ≤ sj + 2jν.
Also, the number m obtained by this procedure tends to infinity as n → ∞, since there
are infinitely many good numbers and m is the largest good number that is smaller than
n. Since m is good, we deduce

2nAn < 2n−4νAs1 < · · · < 2n−4jνAsj ≤ 2sj−2jνAsj ≤ 22ν2mAm → 0

as n→∞, by (2.13).

Suppose now that n < s1, and assume An > 0 (if this n does not exist, our assertion
follows trivially). Then either s1 is a good number, or there exists s1 < s2 such that
|s2− s1| ≤ 2ν and As1 < 2−4νAs2 (note that the case s2 < s1 is not possible, since it leads
to a contradiction as above). Similarly as before, we iterate the procedure until we find
a finite sequence n = s0 < s1 < · · · < sj−1 < sj , where |sk − sk+1| ≤ 2ν and sk are bad
for 0 ≤ k ≤ j − 1, i.e., Ask < 2−4νAsk+1

. Note that such a good number sj can always be
found. Indeed, if we assume the contrary, that is, we obtain an infinite sequence

n = s0 < s1 < · · · < sj < · · · ,

where all numbers sk are bad, then Ask+1
/Ask > 24ν for all k. Since An > 0, we obtain

that Ask →∞ as k →∞, which contradicts the hypothesis of f vanishing at infinity. We
can now deduce from the inequality n < sj that

2nAn < 2n−4νAs1 < · · · < 2n−4jνAsj < 2sjAsj → 0
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as n → ∞, by (2.13). This completes the part of the proof where we assume there are
infinitely many good numbers.

Assume now there are finitely many good numbers n. Assume that N ∈ N is such that
m ≤ N for all good numbers m. If n > N , then n is a bad number, hence An < 2−4νBn,
and Bn = As1 for some s1 satisfying |n− s1| ≤ 2ν.

If s1 < n, one can find, in a similar way as above, a sequence n = s0 > s1 > · · · >
sj−1 > sj , where s0, s1, . . . , sj−1 are bad and sj is good, and moreover n ≤ sj + 2jν. Since
sj ≤ N ,

j ≥ n− sj
2ν

≥ n−N
2ν

, (2.14)

and we deduce

2nAn < 2n−4νAs1 < · · · < 2n−4jνAsj ≤ 2sj−2jνAsj ≤ 2N−2jν max
0≤k≤N

Ak.

The latter vanishes as n→∞, since in such case j →∞, by (2.14).
Finally, we are left to investigate the case s1 > n. We actually show that this case is not

possible. Let n be such that An > 0 (if this n does not exist, our assertion follows trivially).
If s1 > n, then there is an infinite sequence of bad numbers n = s0 < s1 < s2 < · · · such
that Asj < 2−4νBsj = 2−4νAsj+1 for every j ≥ 0. Hence,

Asj+1

Asj
> 24ν for all j ≥ 0,

i.e., the sequence Ask does not vanish as k → ∞. This contradicts the hypothesis of f
vanishing at infinity, showing that the case s1 > n is not possible and thus completing the
proof.

We now derive some corollaries of Theorem 2.15. Let us first improve Theorem 2.15 to
an “if and only if” statement. A multidimensional analogue of the following is obtained
in [36] for the so-called weak monotone sequences (see also [90]).

Corollary 2.16. Let ν ∈ R\{0}. Let f ∈ GM(β2) be real-valued, vanishing at infinity,
and such that tνf(t)→ 0 as t→ 0.Then

∫∞
0 tν−1f(t) dt converges if and only if

tνf(t)→ 0 as t→∞ and

∫ ∞
0

tνdf(t) converges,

and moreover, ∫ ∞
0

tν−1f(t) dt = −1

ν

∫ ∞
0

tνdf(t).

Proof. First we note that if f ∈ GM(β2), then tνf(t) ∈ GM(β2) for every ν ∈ R (cf. [86]).
Integration by parts along with the condition tνf(t) → 0 as t → 0 implies that, for any
N ∈ R+, ∫ N

0
tν−1f(t) dt =

1

ν
Nνf(N)− 1

ν

∫ N

0
tνdf(t),

see [21]. Letting N →∞ yields the desired result, where we apply Theorem 2.15 to prove
the “only if” part and the equality given in the statement.

The analogue of Theorem 2.15 for the class GMS2 reads as follows:
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Corollary 2.17. Let {an} ∈ GMS2 be real-valued. If the series
∑∞

n=0 an converges, then

nan → 0 as n→∞.

Proof. Let

f(t) = an, t ∈ (n, n+ 1], n ∈ N ∪ {0}.

It is clear that f ∈ GM(β2) if and only if {an} ∈ GMS2. Moreover, the convergence of∑∞
n=0 an is equivalent to the convergence of (2.12) and implies that the function f vanishes

at infinity. Applying Theorem 2.15, we derive that tf(t)→ 0 as t→∞, or in other words,
nan → 0 as n→∞.

With Corollary 2.17 in hand one can prove the analogue of Corollary 2.16 for the class
of sequences GMS2, which we do not state for the sake of brevity.

2.5 A generalization of the class GM(β3)

Our next goal is to introduce a class of general monotone functions that extends the class
GM(β3) (see p. 13 or (2.15) below).

In order to construct a new GM(β) class we need to give an expression of the majorant
β. We take as a starting point the class GM(β3); recall that

β3(x) =
1

x
sup
s≥x/λ

∫ 2s

s
|f(t)| dt, λ > 1. (2.15)

If we denote I(x) = I(f ;x) :=
∫ 2x
x |f(t)| dt, then we can rewrite

β3(x) =
1

x
sup
s≥x/λ

I(s), λ > 1.

Let us now denote, for a function ϕ : (0,∞)→ R+, B(x, ϕ) = sup
s≥x/λ

ϕ(s). Then it is clear

that β3(x) = x−1B(x, I). This motivates our next definition.

Definition 2.18. Let M+ be the space of nonnegative functions defined on (0,∞). We
say that an operator B :M+ →M+ is admissible if for any ϕ ∈M+, the function B(·, ϕ)
satisfies the following properties:

(i) if ϕ vanishes at infinity, then B(·, ϕ) vanishes at infinity;

(ii) if ϕ is bounded at infinity, then B(·, ϕ) is bounded at infinity;

(iii) for every x > 0, ϕ(x) ≤ B(x, ϕ);

(iv) the function B(x, ϕ) is monotone in x.

We readily observe that B(x, ϕ) = sup
s≥x/λ

ϕ(s) satisfies all the properties listed in Defi-

nition 2.18. We now introduce the generalization of the class GM(β3), obtained by means
of such admissible operators.
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Definition 2.19. We say that f ∈ GMadm if there exists an admissible operator B such
that f ∈ GM(β), where

β(x) =
1

x
B(x, I).

In fact, the β from Definition 2.19 is obtained by just replacing the supremum in (2.15)
by an operator satisfying similar properties. Obviously, one has GM(β3) ⊂ GMadm. The
proper inclusion GM(β3) ( GMadm is proved below in Proposition 2.22. However, there
are some observations to be done before. In the first place, note that if we define, for an
admissible operator B,

βB(x) =
1

x
B(x, I), (2.16)

then

GMadm =
⋃

B admissible

GM(βB).

Secondly, properties (iii) and (iv) from Definition 2.18 are useful in terms of calculations,
and for any given operator B satisfying properties (i) and (ii) from Definition 2.18, we
can construct an admissible operator B̃ (i.e., satisfying properties (i)–(iv)). Indeed, if we
define, for ϕ ∈M+,

B̃(x, ϕ) = sup
y≥x

max
{
ϕ(y), B(y, ϕ)

}
,

then B̃ meets all conditions from Definition 2.18. Moreover, if we denote

β(x) =
1

x
B(x, I), β̃(x) =

1

x
B̃(x, I),

it is clear that GM(β) ⊂ GM
(
β̃
)
.

For f ∈ GMadm, let B be an admissible operator such that f ∈ GM(βB) with βB
defined by (2.16). The class GMadm is the widest known class for which the conditions
xf(x)→ 0 as x→∞ and xβB(x)→ 0 as x→∞ are equivalent. Indeed, one direction of
this equivalence follows from property (i), whilst the other direction follows from Propo-
sition 2.8 and property (iii) of B (see also Remark 2.9). Both conditions xf(x) → ∞ as
x → ∞ and xβB(x) → 0 as x → ∞ are key in the study of the uniform convergence of
sine transforms, see Theorem 3.4 below.

We now list some examples of admissible operators. Note that for some of the operators
Bj appearing here we only assume that the functions Bj(·, ϕ), ϕ ∈M+, satisfy properties
(i)–(ii) of Definition 2.18; afterwards, one may construct an admissible operator (i.e.,
satisfying (i)–(iv) of Definition 2.18) B̃j following the process just described above.

(1) B1(x, ϕ) = ϕ(x);

(2) B2(x, ϕ) = ϕ(x)α, where α > 0;

(3) B3(x, ϕ) =
∫ λx
x/λ ϕ(t)/t dt, where λ > 1;

(4) B4(x, ϕ) = xα
∫∞
x/λ ϕ(t)/tα+1, where λ > 1 and α > 0;

(5) B5(x, ϕ) = sups≥x/λ ϕ(s), where λ > 1;

(6) B6(x, ϕ) = sups≥ψ(x) ϕ(s), where ψ is increasing to infinity (see [76, 77, 132]);



23 Chapter 2. General Monotonicity

(7) The composition of two admissible operators is an admissible operator, i.e., if D1

and D2 are admissible, it follows readily from the definition that the function

B7(x, ϕ) = D1(x,D2(·, ϕ))

satisfies properties (i)–(iv).

Remark 2.20. We cannot allow α = 0, in B4, since the operator would not be admissible.
Indeed, if

ϕ(x) =

{
0, if x < 2,

(log x)−1, otherwise,

then ϕ clearly vanishes at infinity, but for any x > 2λ, one has∫ ∞
x/λ

ϕ(t)

t
dt =

∫ ∞
x/λ

1

t log t
dt =∞,

and therefore B4(·, ϕ) does not satisfy condition (ii) of Definition 2.18.

Using Proposition 2.8, Remark 2.9, and property (iii) of admissible operators, we have the
following estimate for f ∈ GMadm.

Corollary 2.21. If f ∈ GMadm, for any x > 0 and any t ∈ [x, 2x],

|f(t)| ≤ (C + 1)

x
B(x, I), (2.17)

where C is the constant from (2.9).

To conclude this section, we show that the class GMadm is strictly larger than GM(β3).

Proposition 2.22. The proper inclusion GM(β3) ( GMadm holds.

Proof. As mentioned above, the inclusion is clear. Thus, we only need to find a function
f ∈ GMadm\GM(β3) and a suitable admissible operator B. Let us define nj = 4j and

f(x) :=

{
n
− 1

1−α
j , if nj ≤ x ≤ nj + 1, j ∈ N,

0, otherwise,

and for 0 < α < 1, we define the admissible operator Bα(x, ϕ) := sups≥x/λ ϕ(s)α, with
λ > 1.

For any x ∈ (nj−1 + 1, nj + 1], one has∫ 2x

x
|df(t)| ≤ 2n

− 1
1−α

j .

Moreover, since nj+1 = 4nj , for j large enough, (recall that I(x) =
∫ 2x
x |f(t)| dt)

1

x
Bα(x, I) ≥ 1

nj + 1
Bα(x, I) � n−1− α

1−α
j = n

− 1
1−α

j &
∫ 2x

x
|df(t)|,
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so that f ∈ GM(βα), where βα(x) = x−1Bα(x, I), and therefore f ∈ GMadm. On the
other hand,

1

nj
sup

s≥nj/λ

∫ 2s

s
|f(t)| dt � n−1− 1

1−α
j = n

− 2−α
1−α

j .

However, if the inequality ∫ 2nj

nj

|df(t)| = 2n
− 1

1−α
j . n

− 2−α
1−α

j

is true, then 2−α ≤ 1, i.e., α ≥ 1, which cis a contradiction. Thus, f 6∈ GM(β3), and our
claim follows.

2.6 General monotonicity in two variables

Before defining the concept of general monotonicity for functions of two variables, it is
necessary that we introduce the variation of a function in two dimensions. We also take
this opportunity to briefly discuss the concept of bounded variation for functions of two
variables. C. R. Adams and J. R. Clarkson collected several different definitions in [3] and
studied the relationship between them. They also investigated the properties of functions
of bounded variation in two dimensions [2, 4].

Here we are interested in the so-called Hardy bounded variation condition. Let us
introduce the following notation. For any nonnegative increasing sequences {xn}, {yn}, a
function f : R2

+ → C, and x, y ∈ R+, we put

∆10f(xj , y) := f(xj , y)− f(xj+1, y),

∆01f(x, yk) := f(x, yk)− f(x, yk+1),

∆11f(xj , yk) := ∆01

(
∆10f(xj , yk)

)
= ∆10

(
∆01f(xj , yk)

)
= f(xj , yk)− f(xj+1, yk)− f(xj , yk+1) + f(xj+1, yk+1).

There are alternative definitions for the mixed differences ∆11f (cf. [3]), as for instance

∆f(xj , yk) := f(xj+1, yk+1)− f(xj , yk).

We, however, disregard those alternative definitions, since the differences ∆11f are the
most appropriate in the topics treated in this dissertation. Indeed, they appear naturally
when one applies Abel’s transformation, or integration by parts once in each variable.

For a compact rectangle J := [a, b] × [c, d] ⊂ R2
+, we define the Hardy variation of f

over J (also referred to as the Vitali variation, cf. [3]) as

HVJ(f) := sup
P∈P(J)

m−1∑
j=0

n−1∑
k=0

|∆11f(xj , yk)|,

where P = {a = x0 < x1 < · · · < xm = b}× {c = y0 < y1 < · · · < yn = d} is a partition of
J and P(J) denotes the set of all partitions of J .

Definition 2.23. We say that f : R2
+ → C is of Hardy bounded variation on J (f ∈

HBV (J)) if HVJ(f) <∞ and, in addition, the marginal functions f(x0, ·) and f(·, y0) are
of bounded variation on [c, d] and [a, b], respectively, for some x0 ∈ [a, b] and y0 ∈ [c, d].
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Likewise, we can define the concept of bounded variation on the whole R2
+ (or on any

non-compact rectangle) taking the variation to be the supremum of the variation over
compact rectangles:

Definition 2.24. We say that f : R2
+ → C is of Hardy bounded variation on R2

+ (f ∈
HBV (R2

+)) if the marginal functions f(x0, ·), f(·, y0) are of bounded variation on R+ for
any x0, y0 ∈ R+, and HVJ(f) <∞ for any compact rectangle J ⊂ R2

+, and furthermore

HVR2
+

(f) := sup
J⊂R2

+

HVJ(f) <∞.

Remark 2.25. Originally in the literature, Definition 2.23 was (a priori) more restrictive;
it required that

fx02 := f(x0, ·) ∈ BV ([c, d]), fy01 := f(·, y0) ∈ BV ([a, b]), (2.18)

for every x0 ∈ [a, b] and every y0 ∈ [c, d], respectively. However, W. H. Young proved in
[143] that such condition is redundant; it is enough to assume that (2.18) holds for only
one x0 ∈ [a, b] and one y0 ∈ [c, d], respectively. Then (2.18) follows for all x0 ∈ [a, b] and
all y0 ∈ [c, d], respectively, provided that HVJ(f) < ∞. We refer the reader to [67, §254]
for further details.

Like in the one-dimensional case, we can show that if J = [a, b]× [c, d] and HVJ(f) is
finite, it coincides with the double Riemann-Stieltjes integral∫ d

c

∫ b

a
|d11f(s, t)| ds dt := lim

‖P‖→0

m−1∑
j=0

n−1∑
k=0

|∆11f(xj , yk)|, (2.19)

where P = {xj}mj=0 × {yk}nk=0 ∈ P(J), and

‖P‖ := max
{

max
j
{xj+1 − xj},max

k
{yk+1 − yk}

}
.

Remark 2.26. In the two-dimensional Stieltjes integral (see (2.19)) we are including
the terms “ds dt” with the sole purpose of specifying the order of integration, since their
incorporation is not formally correct. We will keep this notation in single Stieltjes integrals
of functions of two variables (i.e., integrals with d10f and d01f defined right below).

Whenever z ≥ 0 is fixed, the one-dimensional variation of f with respect to the first
or second variable on [a, b] ⊂ R+ is defined as the variation of the function of one variable
fz(x) = f(x, z) or fz(y) = f(z, y) over [a, b] respectively, and it is denoted by∫ b

a
|d10f(s, z)| ds or

∫ b

a
|d01f(z, t)| dt,

respectively.
We can also define the Riemann-Stieltjes integral of g : R2

+ → C with respect to f over
a compact rectangle J = [a, b]× [c, d] as follows. For a partition P = {xj}mj=0×{yk}nk=0 ∈
P(J) of J and sequences {ξj}m−1

j=0 , {ζk}n−1
k=0 satisfying xj ≤ ξj ≤ xj+1 for j = 0, . . . ,m− 1

and ζk ≤ yk ≤ ζk+1 for k = 0, . . . , n− 1, we write∫ d

c

∫ b

a
g(s, t)d11f(s, t) ds dt = lim

‖P‖→0

m−1∑
j=0

n−1∑
k=0

g(ξj , ζk)∆11f(xj , yk), (2.20)
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whenever the limit exists. Likewise, we can define the weighted variation of f with respect
to a continuous function g by incorporating the absolute value inside the sum in (2.20),
analogously as done in the one dimensional case. For noncompact rectangles J , (2.20) is
defined as the limit of the corresponding integrals over compact rectangles “approximat-
ing” J .

Similarly as in the one-dimensional case, we will use the estimate

|f(x, y)| ≤
∫ ∞
y

∫ ∞
x
|d11f(s, t)| ds dt (2.21)

valid for all f of Hardy bounded variation on [x,∞)× [y,∞) and vanishing as x+ y →∞.
To prove (2.21), it suffices to apply (2.4) to each variable. This estimate will be used
repeatedly in Section 3.2.

One can also consider the Riemann-Stieltjes integral in the improper sense whenever
the rectangle is a product of not necessarily compact intervals. In particular, if HVR2

+
(f) <

∞, then

HVR2
+

(f) =

∫ ∞
0

∫ ∞
0
|d11f(s, t)| ds dt.

It is worth emphasizing that in order to be able to write the Hardy variation of f over
a rectangle J it is not necessary that f is of Hardy bounded variation on J , but only
HVJ(f) <∞.

Note that if f ∈ HBV (R2
+), then f is necessarily bounded, since all the marginal

functions are of bounded variation on R+. Thus, it is a rather restrictive property. Since
in this work we are particularly interested in double sine integrals

F (u, v) =

∫ ∞
0

∫ ∞
0

f(x, y) sinux sin vy dx dy, (2.22)

where f is assumed to be of bounded variation. However, we are also interested in certain
functions f that are unbounded near the origin and decay fast at infinity, so that we can
expect a good behaviour of the integral (2.22) in terms of convergence. As an example,
consider

f(x, y) =

{
(xy)−1, if x, y < 1,

e−(x+y), otherwise.
(2.23)

This motivates us to consider a slightly more general bounded variation condition, namely
to restrict it to some subset of R2

+ not containing the origin, instead of the whole R2
+.

Definition 2.27. Let c > 0. We say that f is of Hardy bounded variation on R2
+\[0, c)2,

written f ∈ HBV
(
R2

+\[0, c)2
)
, if

sup
J⊂R+×[c,∞)

HVJ(f), sup
J⊂[c,∞)×R+

HVJ(f),

are finite, and moreover, the marginal functions f(x0, ·), f(·, y0) are of bounded variation
on R+ for any x0, y0 ≥ c, respectively.

Under this definition, functions are only required to be bounded on R2
+\[0, c)2, and

allows us to consider examples such as (2.23).
A similar concept is that of local bounded variation. We say that a function f : R2

+ →
C is locally of bounded variation (in the sense of Hardy) on a set S ⊂ R2

+ (written
f ∈ HBVloc(S)) if it is of Hardy bounded variation on every compact rectangle J ⊂ S.

We are now ready define general monotone functions of two variables:
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Definition 2.28. Let f : R2
+ → C, f ∈ HBVloc(R2

+), and β : (0,∞)2 → R+. We say that
f is a general monotone function with majorant β (written (f, β) ∈ GM2), if there exists
a constant C > 0 such that∫ 2y

y

∫ 2x

x
|d11f(s, t)| ds dt ≤ Cβ(x, y), for all x, y > 0. (2.24)

As in the one-dimensional case, the majorant β will typically depend on the function
f . In this case we also write f ∈ GM2(β), abusing of notation.

The superscript 2 in GM2 and GM2 stands for the dimension.
The concept of general monotonicity in several dimensions was first introduced by S.

Tikhonov and M. Dyachenko for the two-dimensional case in [42], and for multivariate
case in [43]. We denote, for d > 1, n = (n1, . . . , nd) ⊂ Nd.

Definition 2.29. Let β = {βn} be a nonnegative sequence. We say that a complex-valued
sequence {an} is β-general monotone ({an} ∈ GMSd#(β)) if there exists a constant C > 0

such that for every n ∈ Nd,
∞∑

k=n

∣∣∆1,...,1ak
∣∣ ≤ Cβn,

where the operator ∆1,...,1 is defined as follows: ∆1,...,1 =
∏d
j=1 ∆j , and ∆jan = an −

an1,n2,...,nj−1,nj+1,nj+1,...,nd .

Here ∆1,...,1 is the mixed difference (see [105]).
The subscript “#” from GMSd# in Definition 2.29 is to distinguish between alternative

definitions of general monotonicity that have been used in the literature, which we will
discuss.

In [80, 84], the authors consider a different definition of general monotone functions of
two variables. Namely they required that there exist β1, β2 such that∫ 2x

x
|d10f(s, y)| ds ≤ Cβ1(x, y),

∫ 2y

y
|d01f(x, t)| dt ≤ Cβ2(x, y). (2.25)

However, instead of choosing these β1, β2 arbitrarily, we use the following intrinsic expres-
sions that follow from (2.24): if f ∈ HBVloc(R2

+) and

f(x, y)→ 0 as x+ y →∞,

we can formally write for any x, y > 0,∫ 2x

x
|d10f(s, y)| ds =

∫ 2x

x

∣∣∣∣ ∫ ∞
y

d11f(s, t) dt

∣∣∣∣ds ≤ ∫ ∞
y

∫ 2x

x
|d11f(s, t)| ds dt, (2.26)∫ 2y

y
|d01f(x, t)| =

∫ 2y

y

∣∣∣∣ ∫ ∞
x

d11f(s, t) ds

∣∣∣∣dt ≤ ∫ 2y

y

∫ ∞
x
|d11f(s, t)| ds dt. (2.27)

Defining

β1(x, y) :=
∞∑
k=0

β(x, 2ky), β2(x, y) :=
∞∑
j=0

β(2jx, y),

it is clear that (2.25) holds. It is important to stress that such definitions of β1 and β2 is
formal, as the series representing them may be divergent if β does not decay fast enough.
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Note also that (2.26) and (2.27) require that f is of Hardy bounded variation on (0,∞)2,
although we only use this condition to motivate the definitions of β1, β2, since they are
then defined only in terms of the Hardy variation over rectangles.

The two-dimensional analogue of the function class GM(β2) defined in Section 2.3 was
considered by P. Kórus and F. Móricz in [80], where they dealt with the GM2(β) class
given by

β(x, y) =
1

xy

∫ λy

y/λ

∫ λx

x/λ
|f(s, t)| ds dt, (2.28)

for some λ > 1, and also chose β1 and β2 arbitrarily to be

β1(x, y) =
1

x

∫ λx

x/λ
|f(s, y)| ds β2(x, y) =

1

y

∫ λy

y/λ
|f(x, t)| dt.

They call such functions of mean value bounded variation, and denote their correspond-
ing class by MVBV F 2. It is also worth mentioning that in [80], the authors deal
with locally absolutely continuous functions on (0,∞) (f ∈ ACloc

(
(0,∞)2

)
. In Defini-

tion 2.28 we require the condition f ∈ HBVloc(R2
+) (in the sense of Hardy, cf. Defini-

tion 2.23). It is known that ACloc(R2
+) ( HBVloc(R2

+) (see [15]). However, the classes
ACloc

(
(0,∞)2

)
and HBVloc

(
R2

+

)
are not comparable, thus we cannot rigorously compare

GM2(β) classes with the class MVBV F 2. Nonetheless, the conditions f ∈ ACloc

(
(0,∞)2

)
and f ∈ HBVloc

(
R2

+

)
are rather technical, thus we are more concerned in finding whether

there exists f with sufficiently good properties (for instance, f ∈ HBVloc

(
(0,∞)2

)
), such

that (2.24) does not hold with β from (2.28), but holds with another choice of β instead.
Similarly as in the one-dimensional case, we want to introduce a new GM2(β) class

that will “contain” (in the above sense) all the previously known ones. In fact, this new
class will be analogue to the class GMadm defined in Section 2.5.

We first define the concept of admissible operator in two dimension analogous to that
of Definition 2.18.

Definition 2.30. Let Mn
+ denote the space of nonnegative functions defined on (0,∞)n.

We say that an operator B : M2
+ → M1

+ is admissible if for any ϕ ∈ M2
+, the function

B(·, ·, ϕ) satisfies the following properties:

(i) if ϕ(x0, y0)→ 0 as x0 + y0 →∞, then B(x, y, ϕ)→ 0 as x+ y →∞;

(ii) for all x, y > 0, there holds ϕ(x, y) ≤ B(x, y, ϕ).

Note that there is difference between this definition and its one-dimensional analogue
(Definition 2.18). Indeed, conditions (ii) and (iv) in Definition 2.18 do not have analogues
in Definition 2.30. On the one hand. condition (ii) from Definition 2.18 is needed to prove
a result that we could not extend to the two-dimensional framework, (namely the necessity
part of Theorem 3.7 below), so we can disregard it. On the other hand, condition (iv) from
Definition 2.18 is just a technical condition that may not be assumed, as it only simplifies
calculations (compare Corollary 2.21 with Lemma 2.33 and Remark 2.34 below).

Before proceeding, let us introduce the following notation. For a function f defined on
R2

+ and x, y > 0, we define

I12(f ;x, y) = I12(x, y) :=

∫ 2y

y

∫ 2x

x
|f(s, t)| ds dt.

We are now ready to introduce an analogue of the GMadm class in two dimensions.



29 Chapter 2. General Monotonicity

Definition 2.31. We say that a function f : R2
+ → C, f ∈ HBVloc(R2

+), belongs to the
class GM2

adm if there exists an admissible operator B such that f ∈ GM2(β), where

β(x, y) =
1

xy
B
(
x, y, I12

)
. (2.29)

Several observations are natural analogues to those of the one-dimensional setting: if
for an admissible operator B we define

βB(x, y) =
1

xy
B
(
x, y, I12

)
,

then
GM2

adm =
⋃

B admissible

GM2(βB).

Also, condition (ii) of Definition 2.30 does not make us lose generality in terms of GM2

classes, i.e., if B is an operator satisfying condition (i) of Definition 2.30, and we define,
for ϕ ∈M2

+,

B̃
(
x, y, ϕ

)
= max

{
ϕ(x, y), B

(
x, y, ϕ

)}
,

then B̃ is admissible, and if we denote

β(x, y) =
1

xy
B
(
x, y, I12

)
, β̃(x, y) =

1

xy
B̃
(
x, y, I12

)
,

then GM2(β) ⊂ GM2
(
β̃
)
. Thus, we are essentially interested in operators B satisfying

condition (i) of Definition 2.30. Examples of such operators are the following:

(1) B1

(
x, y, ϕ

)
= ϕ(x, y);

(2) B2

(
x, y, ϕ

)
= ϕ(x, y)α, where α > 0;

(3) B3

(
x, y, ϕ

)
=
∫ λx
x/λ

∫ λy
y/λ ϕ(s, t)/(st) ds dt, where λ > 1;

(4) B4

(
x, y, ϕ

)
= (xy)α

∫∞
x/λ

∫∞
y/λ ϕ(s, t)/(st)α+1 ds dt, where λ > 1 and α > 0;

(5) B5

(
x, y, ϕ

)
= sups+t≥(x+y)/λ ϕ(s, t), where λ > 1;

(6) B6

(
x, y, ϕ

)
= sups+t≥ψ(x+y) ϕ(s, t), where ψ : R+ → R+ is increasing to infinity (see

also [75]);

(7) The composition of admissible operators is admissible. That is, if D1 and D2 are
admissible operators, then

B7

(
x, y, ϕ

)
= (D1 ◦D2)

(
x, y, ϕ

)
= D1

(
x, y,D2

(
·, ·, ϕ

))
is admissible.

Remark 2.32. Similarly as in the one-dimensional case, we cannot allow α = 0 in B4,
since the operator would not be admissible. To see this, it suffices to consider

ϕ(x, y) =

{
0, if x or y < 2,

(log x log y)−1, otherwise,

and proceed as in Remark 2.20.
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We can easily find a function f for which there exists an admissible operator B such
that ∫ 2y

y

∫ 2x

x
|d11f(s, t)| ds dt ≤ C

xy
B
(
x, y, I12

)
,

holds for some absolute constant C > 0, but∫ 2y

y

∫ 2x

x
|d11f(s, t)| ds dt ≤ D

xy

∫ λy

y/λ

∫ λx

x/λ
|f(s, t)| ds dt,

does not hold for any absolute constants λ,D > 0, as follows: since if f(x, y) = g(x)h(y),
one has that ∫ d

c

∫ b

a
|d11f(s, t)| ds dt =

(∫ b

a
|dg(s)|

)(∫ d

c
|dh(t)|

)
,

it suffices to reduce to the one-dimensional case and consider the counterexample from
Proposition 2.22. This would allow us to write the inclusion MVBV F 2 ( GM2

adm if we
disregarded the technical conditions that the functions must satisfy in the definition of
each class, namely ACloc

(
(0,∞)2

)
and f ∈ HBVloc

(
R2

+

)
, respectively.

To conclude this chapter, we present an estimate of GM2
adm analogue to (2.17). To

this end, let us introduce the notation

I1(f ;x, y) = I1(x, y) :=

∫ 2x

x
|f(s, y)| ds, I2(f ;x, y) = I2(x, y) :=

∫ 2y

y
|f(x, t)| dt.

Lemma 2.33. Let f ∈ GMF 2
adm be such that

f(x, y)→ 0 as x+ y →∞. (2.30)

Assume f is of Hardy bounded variation on [c1,∞)×[c2,∞) for some c1, c2 ≥ 0. If x, y > 0
are such that x ≥ c1 and y ≥ c2, then for any u ∈ [x, 2x] and v ∈ [y, 2y],

|f(u, v)| ≤ 3C + 1

xy

∞∑
j=0

∞∑
k=0

1

2j2k
B
(
2jx, 2ky, I12

)
, (2.31)

where C is the constant from (2.24).

Remark 2.34. If we assume B(x, y, I12) is monotone in each variable, it follows from
(2.31) that if x, y > 0 are such that x ≥ c1 and y ≥ c2, then for every u ∈ [x, 2x] and
v ∈ [y, 2y], there holds

|f(u, v)| ≤ 12C + 4

xy
B
(
x, y, I12

)
,

which is a two-dimensional version of (2.17) (recall that in the one-dimensional case we
assumed B(x, I) was monotone, whilst in the two-dimensional case such assumption was
not considered; compare Definitions 2.18 and 2.30).

Proof of Lemma 2.33. Let u1, u2 ∈ [x, 2x] and v1, v2 ∈ [y, 2y]. It is clear that

|f(u1, v1)| − |f(u2, v1)| − |f(u1, v2)| − |f(u2, v2)| ≤ |∆11f(u1, v1)|

≤
∫ 2y

y

∫ 2x

x
|d11f(s, t)| ds dt.
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Hence,

|f(u1, v1)| ≤ C

xy
B
(
x, y, I12

)
+ |f(u2, v1)|+ |f(u1, v2)|+ |f(u2, v2)|.

Integrating both sides with respect to u2 over [x, 2x], and v2 over [y, 2y], we obtain

xy|f(u1, v1)| ≤ CB
(
x, y, I12

)
+ xI2(u1, y) + yI1(x, v1) + I12(x, y).

Thus, property (ii) of the operator B (cf. Definition 2.30),

|f(u1, v1)| ≤ C + 1

xy
B
(
x, y, I12

)
+

1

y
I2(u1, y) +

1

x
I1(x, v1). (2.32)

Finally, we estimate the terms I2(u1, y)/y and I1(x, v1)/x. The GM2 condition, the fact
that f is of Hardy bounded variation on [c1,∞)× [c2,∞), and (2.30) yield

1

y
I2(u1, y) =

1

y

∫ 2y

y
|f(u1, w)| dw =

1

y

∫ 2y

y

∣∣∣∣ ∫ ∞
u1

d10f(s, w) ds

∣∣∣∣ dw
≤ 1

y

∫ 2y

y

∫ ∞
x
|d10f(s, w)| ds dw =

1

y

∫ 2y

y

(∫ ∞
x

∣∣∣∣ ∫ ∞
w

d11f(s, t) dt

∣∣∣∣ds) dw
≤ 1

y

∫ 2y

y

(∫ ∞
y

∫ ∞
x
|d11f(s, t)| ds dt

)
dw =

∫ ∞
y

∫ ∞
x
|d11f(s, t)| ds dt

=
∞∑
j=0

∞∑
k=0

∫ 2k+1y

2ky

∫ 2j+1x

2jx
|d11f(s, t)| ds dt ≤ C

∞∑
j=0

∞∑
k=0

β
(
2jx, 2ky

)
=

C

xy

∞∑
j=0

∞∑
k=0

1

2j2k
B
(
2jx, 2ky, I12

)
. (2.33)

Similarly, we can get the same upper estimate for I1(x, v1)/x. Therefore, combining (2.32)
and (2.33), we arrive at (2.31).





Chapter 3

Uniform convergence of sine
transforms

In this chapter we study the uniform convergence of one-dimensional sine transforms∫ ∞
0

f(t) sinut dt, u ∈ R+, (3.1)

and two-dimensional sine transforms∫ ∞
0

∫ ∞
0

g(x, y) sinux sin vy dx dy, u, v ∈ R+. (3.2)

Our approach is in general based on variational assumptions on f and g, so that whenever f
and g satisfy general monotonicity conditions we can characterize the uniform convergence
of (3.1) and (3.2) in terms of the magnitude of f and g at infinity, as is usually done in
this topic. In both cases, we will give a comprehensive description of the known results
and then generalize them. To this end, we will assume f ∈ GMadm (cf. Section 2.5) and
g ∈ GM2

adm (cf. Section 2.6) in the one and two-dimensional case, respectively. The main
results from this chapter have been published in [32, 33].

Before proceeding further, if we denote by f̂ the Fourier transform of f (cf. Introduc-
tion), we note that

f̂(u) = 2

∫ ∞
0

f(t) cos 2πut dt, if f is even,

f̂(u) = 2i

∫ ∞
0

f(t) sin 2πut dt, if f is odd,

that is, the sine and cosine transforms are partial cases of the Fourier transform. Likewise,
the Hankel transform (which is introduced and discussed in Chapter 4) appears naturally
when studying the Fourier transform of radial functions in the multivariate case, so it is
also a partial case of the Fourier transform in some cases. In fact, the cosine transform is
a particular case of Hankel transform.

3.1 One-dimensional sine transform

In this section we are interested in studying the uniform convergence of the sine transforms
(3.1), where f is a locally integrable function such that tf(t) ∈ L1(0, 1). This condition

33
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will be assumed everywhere in this section. As usual in this topic, we also assume f(t)→ 0
as t→∞.

We start with a brief survey on the topic of uniform convergence of sine series, and
continue with the known results relating to the uniform convergence of sine integrals.

We will see that the (general) monotonicity property plays a fundamental role in the
study of this topic.

3.1.1 Known results

The first result we should mention is due to Chaundy and Jolliffe [25], [146, V. I, p. 182]
(1916). They characterized the nonnegative monotone sequences {an} whose sine series
converge uniformly.

Theorem 3.1. Let an ≥ 0 be monotonically decreasing to zero. Then, the series

∞∑
n=1

an sinnx

converges uniformly in x ∈ [0, 2π) if and only if nan → 0.

For the sake of completeness, we include the corresponding statement for the cosine
series.

Theorem 3.2. Let an ≥ 0. Then, the series

∞∑
n=0

an cosnx

converges uniformly in x ∈ [0, 2π) if and only if
∑∞

n=0 an <∞.

Theorem 3.2 is rather trivial due to the nonnegativity of an and the convergence at
x = 0 (no monotonicity assumption is needed). Thus, an interesting problem concerning
the uniform convergence of cosine series is when an 6≥ 0. We discuss this problem for
sequences of the class GMS2 in Section 4.5. See also [39, 41, 44].

In 2007, Tikhonov proved that the statement of Theorem 3.1 holds true if we replace
the condition {an} is monotone by {an} ∈ GMS, see [135]; in fact, the sufficiency part
does not even require an ≥ 0 (recall that GMS may be complex-valued). It is worth
mentioning that several other authors generalized Theorem 3.1 before the latter appeared
by assuming different conditions on {an} that generalize monotonicity. For instance,
Nurcombe proved the statement for quasi-monotone sequences (QMS) [100], i.e., those
nonnegative sequences {an} for which there exists τ > 0 such that n−τan is decreasing.
See also [124, 141], where the problem was studied for an extension of QMS, and [116],
where some problems on Fourier series were studied through an application of interpolation
theory to QMS. Leindler also proved a version of Theorem 3.1 for sequences with rest of
bounded variation, i.e., those for which there exists C > 0 such that

∞∑
k=n

|ak − ak+1| ≤ C|an|,
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see [83]. In any case, all the classes of sequences we have just mentioned are subclasses of
GMS. For further details, we refer the reader to [135], which contains detailed descriptions
on how those classes relate to each other.

Theorem 3.1 was further generalized by Tikhonov for sequences of the class GMS2

[130], by Dyachenko and Tikhonov for the sequence class which is an analogue of GM(β3)
[45], i.e., the GMS(β) class with

βn =
1

n
sup
k≥n/λ

2k∑
s=k

|as|, for some λ > 1, (3.3)

and by Kórus [77] for the GMS(β) given by

βn =
1

n
sup
k≥cn

2k∑
s=k

|as|,

where cn is some appropriate sequence increasing to infinity. Note that in (3.3), cn = n/λ.
Finally, Dyachenko, Mukanov, and Tikhonov [41] constructed the class GMSadm, anal-

ogously as we defined the function class GMadm in Section 2.5, and proved Theorem 3.1
for sequences from such a class. In fact, those classes of sequences and functions were
considered simultaneously in the papers [33] and [41].

It is worth emphasizing that in almost all generalizations of Theorem 3.1 we mentioned
above, the sufficiency part is relatively easy to prove even for complex sequences, rather
than nonnegative ones. In fact, it was shown in [45] that a sufficient condition for the
uniform convergence of the series

∑∞
n=1 an sinnx on [0, 2π) is that

n
2n∑
k=n

|ak − ak+1| → 0 as n→∞, (3.4)

for any {an} ⊂ C. In other words, (3.4) is equivalent to {an} ∈ GMS(β) with nβn → 0
as n→∞.

Proving the necessity part of Theorem 3.1 for real-valued sequences {an} is more
complicated. Very recently, in [50], Feng, Totik, and Zhou achieved such goal for sequences
of the class GMS2 (cf. (2.7), p. 12). This is in part what motivates the work presented
in Section 3.1. The result of Feng, Totik, and Zhou was generalized in [41], where the
authors proved the necessity part of Theorem 3.1 for sequences of the class GMadm.

A survey of the results in this line for two-dimensional sine series is presented in
Section 3.2.

It is also worth mentioning that the technique the authors used to prove the necessity
part of Theorem 3.1 for the GMS2 class in [50] also motivated other authors to develop
other techniques to deal with theGMS2 class that allow to solve problems in the framework
of real sequences, instead of nonnegative ones. For example, see the recent work [46], where
Dyachenko and Tikhonov prove, among other results, that if

f(x) =

∞∑
n=1

an sinnx, g(x) =

∞∑
n=0

an cosnx,

0 < α < 1, and {an} ∈ GMS2 is a real-valued sequence, then f, g ∈ Lip α if and only if
n1+αan → 0 as n→∞. Here Lip α denotes the space of functions defined by

Lip α =

{
f : [0, 2π)→ C : sup

x,y∈[0,2π]
|f(x)− f(y)| ≤ C|x− y|α

}
.



3.1. One-dimensional sine transform 36

The latter result for monotone sequences is a classical statement due to Lorentz [91] (see
also [8, Ch. X]), and it was generalized by considering nonnegative GMS(β) sequences in
place of monotone ones in [45, 130, 133, 134]. This problem was first solved within the
framework of real-valued GMS2 sequences in [46].

There are different generalizations of the class GMS than those discussed here [86, 128]
for which an analogue statement to that of Theorem 3.1 holds, see [68, 128] and the
references therein.

On the side of sine integrals, let us first observe that, unlike in the case of series, we
have to guarantee the convergence of the integrals∫ δ

0
f(t) sinut dt, δ > 0.

For example, the above integral is infinite for any δ > 0 if f(t) = t−2. In order to avoid
such scenarios, we will assume that tf(t) ∈ L1(0, 1), so that for 0 < δ < 1,∫ δ

0
f(t) sinut dt ≤ u

∫ δ

0
t|f(t)| dt ≤ Cu.

Móricz [96] proved the following criterion for functions in the GM(β2) class:

Theorem 3.3. Let f ∈ GM(β2), f ≥ 0, be such that tf(t) ∈ L1(0, 1). Then, the sine
integral ∫ ∞

0
f(t) sinut dt (3.5)

converges uniformly on R+ if and only if

tf(t)→ 0 as t→∞.

By saying that the sine integral (3.5) converges uniformly we mean that the partial

integrals
∫ N

0 f(t) sinut dt converge uniformly as N →∞. It is also worth mentioning that
the sufficiency part of Theorem 3.3 was proved for complex-valued functions.

Later on, Dyachenko, Liflyand, and Tikhonov [40] generalized the statement of Theo-
rem 3.3 for functions of the class GM(β3). What is more, they obtained a more general
sufficient condition for complex-valued functions. More precisely, they proved the follow-
ing.

Theorem 3.4. Let f : R+ → C be such that tf(t) ∈ L1(0, 1).

(i) If f ∈ GM(β) and xβ(x)→ 0 as x→∞, or equivalently, if

x

∫ 2x

x
|df(t)| → 0 as x→∞, (3.6)

then
∫∞

0 f(t) sinut dt converges uniformly on R+.

(ii) If f ∈ GM(β3) and f ≥ 0, the uniform convergence of
∫∞

0 f(t) sinut dt implies

tf(t)→ 0 as t→∞.

It is clear that if f ∈ GM(β3) and tf(t) → 0 as t → ∞, then xβ3(x) → 0 as x → ∞,
in which case we can write an “if and only if” statement.
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Corollary 3.5. Let f : R+ → R+ be such that f ∈ GM(β3) and tf(t) ∈ L1(0, 1). Then∫∞
0 f(t) sinut converges uniformly on R+ if and only if

tf(t)→ 0 as t→∞.

For the sake of completeness, we write the corresponding result for the cosine transform
from [40], although we are not going to discuss it further in this chapter. We deal with
cosine (or more generally, Hankel) transforms of functions from the class GM(β2) in
Section 4.5.

Theorem 3.6. Let f ∈ GM(β3) be such that f ∈ L1(0, 1), and assume (3.6) holds. Then,
the cosine transform ∫ ∞

0
f(t) cosut dt

converges uniformly on R+ if and only if
∫∞

0 f(t) dt converges.

Note that in Theorem 3.6 we do not need the assumption f ≥ 0.
To conclude this section, we make the following observation concerning condition (3.6)

that will be useful later: note that it is equivalent to

x

∫ ∞
x
|df(t)| → 0 as x→∞.

More generally, for any γ > 0, one has

xγ
∫ ∞
x
|df(t)| → 0 as x→∞ if and only if xγ

∫ 2x

x
|df(t)| → 0 as x→∞. (3.7)

Indeed, one direction is clear. To prove the other direction, since xγ
∫ 2x
x |df(t)| = o(1) as

x→∞, we write

xγ
∫ ∞
x
|df(t)| = xγ

∞∑
k=0

∫ 2k+1x

2kx
|df(t)| = xγ

∞∑
k=0

o

(
1

(2kx)γ

)
=
∞∑
k=0

1

2kγ
o(1) = o(1),

as x→∞.

3.1.2 New results

The purpose of this subsection is to generalize the statement of Corollary 3.5 in two
different ways: first, to prove it for a class of functions that contains all other classes
that have been considered before, namely GMadm (recall that GM(β3) ( GMadm, cf.
Proposition 2.22). Secondly, we also wish to prove the necessity part of Corollary 3.5
for real-valued functions instead of nonnegative ones. To this end, we use the technique
from [50] (which deals with sequences from the class GMS2) adapted to the framework of
functions.

The main statement of this section reads as follows.

Theorem 3.7. Let f ∈ GMadm be a real-valued function such that tf(t) ∈ L1(0, 1).
Assume I(x) = I(f, x) =

∫ 2x
x |f(t)| dt is bounded at infinity. Then, a necessary and

sufficient condition for the uniform convergence of∫ ∞
0

f(t) sinut dt
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on R+ is that
tf(t)→ 0 as t→∞. (3.8)

Proof. We first prove the sufficiency part. Since f ∈ GMadm, there exists a constant C > 0
and an admissible operator B such that∫ 2x

x
|df(t)| ≤ CB(x, I)

x
, for all x > 0.

Condition (3.8) implies that I(x) → 0 as x → ∞, so that B(x, I) → 0 as x → ∞, by
property (i) of B(x, I) (cf. Definition 2.18), and the result follows by the first part of
Theorem 3.4.

In order to prove the necessity part, it is enough to show that I(x) → 0 as x → ∞.
Once this is done, the result will simply follow by property (i) of B(x, I) and the estimate
from Corollary 2.21.

For any x > 0, let

A(x) :=
{
t ∈ [x, 2x] : |f(t)| ≥ I(x)/2x

}
.

By definition of A(x) and the estimate from Corollary 2.21, we have

I(x) =

(∫
[x,2x]\A(x)

|f(t)| dt+

∫
A(x)
|f(t)| dt

)
≤ I(x)

2
+

∫
A(x)
|f(t)| dt

≤ I(x)

2
+ C0|A(x)|B(x, I)

x
,

where |A(x)| denotes the Lebesgue measure of the set A(x). We can now deduce

|A(x)| ≥ x

2C0
· I(x)

B(x, I)
,

provided that B(x, I) > 0, and consequently,∫
A(x)
|f(t)| dt ≥ |A(x)|I(x)

2x
≥ 1

4C0
· I(x)2

B(x, I)
. (3.9)

Since the integral
∫∞

0 f(t) sinut dt converges uniformly, for a fixed ε > 0 we can find ξ > 0
such that ∣∣∣∣∣

∫ ξ2

ξ1

f(t) sinut dt

∣∣∣∣∣ < ε, if ξ ≤ ξ1 ≤ ξ2, u ∈ R+. (3.10)

Now we can choose x ≥ ξ such that I(x) > 0 (note that in this case B(x, I) > 0, by
property (iii) of B, cf. Definition 2.18). We can always make this choice of x, since if it
did not exist, then I(x) = 0 for all x ≥ ξ, and our assertion would be trivial. Also note
that due to Corollary 2.21 and property (ii) of B(x, I), f(x) is bounded at infinity. Thus,
there exists δ = δ(ε, x) such that∫ w+δ

w
|f(t)| dt ≤ ε, for all w ≥ x. (3.11)

For example, take δ = min{δ′, x}, where δ′ = ε/ supt≥x |f(t)|.
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Our next goal is to cover the set A(x) by almost disjoint intervals Sj . More precisely,
we construct a collection of intervals {Sj}nj=1 (with n = n(x)) such that |Sj ∩ Sk| = 0

whenever j 6= k and |A(x)\
(
S1 ∪ . . . ∪ Sn

)∣∣ = 0, or in other words,

A(x) ⊂
(

n⋃
j=1

Sj

)
∪ E(x),

where |E(x)| = 0. Note that for such a collection, one trivially has∫
A(x)
|f(t)| dt ≤

n∑
j=1

∫
Sj

|f(t)| dt.

The construction of the intervals Sj = [vj , νj ] is done as follows: first let v1 = inf A(x).

(1) If there exists v1 < y1 ≤ 2x such that f has constant sign1 in (v1, y1], and |f(t)| >
I(x)/4x for every t ∈ (v1, y1), while |f(y1)| ≤ I(x)/4x, then we define ν1 = y1 + δ,
with δ as above.

(2) If there is no y1 ∈ (v1, 2x] satisfying all the properties described in case (1), let

z1 = inf{ξ ∈ [v1, 2x] : f(v1)f(ξ) ≤ 0}.

If such an infimum exists, we define ν1 = z1 + δ, with δ as above.

(3) If neither y1 nor z1 described in cases (1) and (2) exist, we put ν1 = 2x.

After finding ν1, we set S1 = [v1, ν1], and if A(x)\S1 has positive measure, we define
v2 = inf A(x)\S1. By the same procedure, we find ν2 and define S2 = [v2, ν2], and so on
until we reach n such that ∣∣A(x)\

(
S1 ∪ . . . ∪ Sn

)∣∣ = 0.

Let 1 ≤ j < n. We now prove that ∫ νj

vj

|df(t)| ≥ I(x)

4x
,

which will eventually allow us to obtain an upper estimate for n.

(1) If νj was chosen by case (1). Note that there exists2 w ∈ [vj , yj) such that |f(w)| ≥
I(x)/2x, whilst |f(yj)| ≤ I(x)/4x. Thus,∫ νj

vj

|df(t)| ≥ |f(w)− f(yj)| = |f(w)| − |f(yj)| ≥
I(x)

4x
.

1We say that f has constant sign in a set X if and only if f(x1)f(x2) > 0 for all x1, x2 ∈ X.
2By definition, for any set A ⊂ R, we have that m = inf A if and only if (a) m is a lower bound of A,

and (b) for every m′ > m there exists x ∈ A such that x < m′. In our case, we can find w ≥ vj with
w ∈ A(x), i.e., |f(w)| ≥ I(x)/2x.
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x v1 y1ν1

−I(x)/(2x)

−I(x)/(4x)

0

I(x)/(4x)

I(x)/(2x)

y
f
(y
)

Figure 3.1: Choice of ν1 given by case (1). Note that the variation over the interval [v1, ν1]
is greater than or equal to I(x)/(4x).

(2) If νj was chosen by case (2), similarly as in case (1), there exists w ∈ [vj , vj +δ) such
that |f(w)| ≥ I(x)/2x. Since

zj = inf{ξ ∈ [vj , 2x] : f(vj)f(ξ) ≤ 0},

there must exist z ∈ [vj , zj + δ) such that f(z)f(w) ≤ 0. Indeed, if this z does not
exist, then f(y)f(w) > 0 for all y ∈ [vj , zj + δ), and in particular, f(w)f(vj) > 0.
This implies that f(y)f(vj) > 0 for all y ∈ [vj , zj + δ), or in other words, f has
constant sign in the latter interval. Hence,

inf{ξ ∈ [vj , 2x] : f(vj)f(ξ) ≤ 0} > zj ,

which is a contradiction. Therefore, we conclude∫ νj

vj

|df(t)| ≥ |f(w)− f(z)| ≥ I(x)

2x
≥ I(x)

4x
.

Finally, it is only left to remark that if νj is chosen by case (3), then j = n. We can
now proceed estimating n from above (when n > 1). By the GMadm condition, property
(iv) of B(x, I) (monotonicity on x), and the fact that δ ≤ x, we have

2
C

x
B(x, I) ≥ C

2x
B(2x, I) +

C

x
B(x, I) ≥

∫ 4x

2x
|df(t)|+

∫ 2x

x
|df(t)|

≥
∫ 2x+δ

x
|df(t)| ≥

n−1∑
j=1

∫ νj

vj

|df(t)| ≥ (n− 1)
I(x)

4x
.

Thus,

n ≤ 8Cx

x

B(x, I)

I(x)
+ 1 ≤ 9C

B(x, I)

I(x)
. (3.12)

If n = 1, inequality (3.12) is trivially true.
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x v1 z1ν1

−I(x)/(2x)

−I(x)/(4x)

0

I(x)/(4x)

I(x)/(2x)

y
f
(y
)

Figure 3.2: Choice of ν1 given by case (2). Note that the variation over the interval [v1, ν1]
is greater than or equal to I(x)/(4x) (in fact, greater than or equal to I(x)/(2x)).

x = v1 2x = ν1
0

I(x)/(2x)

I(x)/x

y

f
(y
)

Figure 3.3: Choice of ν1 given by case (3). Note that in this “degenerate” case we cannot
give a nontrivial lower bound for the variation of f over the interval [v1, 2x].
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Now let u = π/8x. Then ut ≤ π/2 for all t ∈ [x, 4x], so that sinut ≥ 1/4 on the latter
interval. Since f has constant sign on (vj , νj − δ) (by construction of the Sj ’s), it follows
from (3.10) and (3.11) that

1

4

∫ νj

vj

|f(t)| dt =
1

4

(∫ νj−δ

vj

|f(t)| dt+

∫ νj

νj−δ
|f(t)| dt

)

≤
∣∣∣∣∣
∫ νj−δ

vj

f(t) sinut dt

∣∣∣∣∣+
ε

4
< ε+

ε

4
.

Therefore, for any 1 ≤ j ≤ n, ∫ νj

vj

|f(t)| dt < 5ε. (3.13)

Since
∣∣A(x)\

(
S1 ∪ . . . ∪ Sn

)∣∣ = 0, summing up on j the integrals in (3.13), it follows from
(3.12) that ∫

A(x)
|f(t)| dt ≤

n∑
j=1

∫ νj

vj

|f(t)| dt < 5nε ≤ 45C
B(x, I)

I(x)
ε. (3.14)

Finally, combining (3.9) and (3.14), we obtain

1

4C0
· I(x)2

B(x, I)
≤ 45C

B(x, I)

I(x)
ε;

I(x)3

B(x, I)2
≤ 180CC0ε.

Since ε > 0 is arbitrary, we deduce that I(x)3/B(x, I)2 vanishes as x → ∞. Moreover,
since B(x, I) is bounded for x large enough (by property (ii) of B(x, I), cf. Definition 2.18),
then I(x)3 → 0 as x→∞, which is what we wanted to prove.

Remark 3.8. It is worth to comment about the appearance of δ defined in (3.11) in the
proof of Theorem 3.7. We strongly make use of this small value in the construction of the
intervals Sj . Let us disregard δ for a moment, and assume we are in the situation given
by Figure 3.2. If we define

ν1 = z1 = min
{
ξ ∈ [v1, 2x] : f(v1)f(ξ) ≤ 0

}
,

then we have v2 = inf A(x)\[v1, z1] = z1. However, according to the picture we are once
again in case (2), and moreover, ν2 = z2 = z1, so that S2 = {z1}. At this point it is clear
we enter in an infinite loop (unless

∣∣A(x)\[v1, z1]
∣∣ = 0, which in general should not be

true). By taking ν1 = z1 + δ, we avoid these pathological situations, whilst at the same

time we have a sufficiently small upper estimate for the integrals
∫ w+δ
w |f(t)| dt.

Remark 3.9. Note that if the function f from Theorem 3.7 satisfies f(x) ≥ 0 for every
x > x0, we do not need to assume the boundedness of I(x) at infinity. In fact, if u = π/4x
in (3.10), we have

ε >

∣∣∣∣ ∫ 2x

x
f(t) sin

( π
4x
t
)
dt

∣∣∣∣ ≥ 1

2

∣∣∣∣ ∫ 2x

x
f(t) dt

∣∣∣∣ =
1

2

∫ 2x

x
|f(t)| dt =

I(x)

2
.

In this case I(x) → 0 as x → ∞, so that the proof of the necessity part of Theorem 3.7
becomes much easier if we assume f ≥ 0.
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As a corollary of Theorem 3.7 combined with Remark 3.9, we write the corresponding
“if and only if” statement for nonnegative GMadm functions:

Corollary 3.10. Let f ∈ GMadm be a nonnegative function such that tf(t) ∈ L1(0, 1).
Then,

∫∞
0 f(t) sinut dt converges uniformly on R+ if and only if (3.8) holds.

Before proceeding further, let us remark that any function f that is locally of bounded
variation on R+ and such that I(x) is unbounded at infinity, then formally f ∈ GM(β3) ⊂
GMadm.

Comparing Corollary 3.5 and Theorem 3.7, we see that if we want to consider real-
valued instead of nonnegative ones in Theorem 3.7, we need the extra assumption “I(x)
bounded at infinity”. Our next concern is whether such hypothesis is essential in The-
orem 3.7. We give an affirmative answer to this question by finding a function such
that formally f ∈ GM(β3) such that I(x) is unbounded at infinity (thus we only require
f ∈ BVloc(R+)), and for which

∫∞
0 f(t) sinut dt converges uniformly although tf(t) 6→ 0

as t → ∞. We also mention that the situation is similar for the case of sine series with
coefficients in the GMSadm class, see [41].

In order to prove our assertion, we make use of the so-called Rudin-Shapiro sequence
[71, 113, 122]. The following is a well known result [113], often referred to as Rudin-
Shapiro’s lemma.

Lemma 3.11. There exists a sequence {εn}∞n=0, εn = ±1, such that∣∣∣∣ m∑
n=0

εne
inx

∣∣∣∣ < 5
√
m+ 1 (3.15)

for all x ∈ [0, 2π) and all m ∈ N.

We call the sequence {εn}∞n=0 from Lemma 3.11 the Rudin-Shapiro sequence, and the
trigonometric polynomials on the left-hand side of (3.15) are known as Rudin-Shapiro
polynomials. We need the following analogue of Lemma 3.11 for integrals.

Lemma 3.12. [Rudin-Shapiro’s lemma for Fourier integrals] There exists a function h :
[0,∞)→ {−1, 1} such that ∣∣∣∣ ∫ M

0
h(t)eiut dt

∣∣∣∣ < 6
√
M (3.16)

for all u ∈ R and all M > 0.

Proof. We define the function h by means of the Rudin-Shapiro sequence: for n ∈ N∪{0},

h(t) = εn, if t ∈ [n, n+ 1).

The assertion is trivial if M ≤ 1, so we can assume M > 1, and we can also restrict
ourselves to the case u ≥ 0. Put N = [M ], where [·] denotes the floor function. First, for
u = 0, it follows from Lemma 3.11 that∣∣∣∣ ∫ M

0
h(t) dt

∣∣∣∣ ≤ ∣∣∣∣N−1∑
n=0

εn

∣∣∣∣+

∣∣∣∣ ∫ M

N
h(t) dt

∣∣∣∣ < 6
√
M.
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Secondly, if u > 0,∫ N

0
h(t)eiut dt =

N−1∑
n=0

∫ n+1

n
h(t)eiut dt =

eiu − 1

iu

N−1∑
n=0

εne
inu.

Thus, by Lemma 3.11, ∣∣∣∣ ∫ N

0
h(t)eiut dt

∣∣∣∣ < 5
√
N

∣∣∣∣eiu − 1

u

∣∣∣∣ ≤ 5
√
N,

and therefore∣∣∣∣ ∫ M

0
h(t)eiut dt

∣∣∣∣ ≤ ∣∣∣∣ ∫ N

0
h(t)eiut dt

∣∣∣∣+

∣∣∣∣ ∫ M

N
h(t)eiut dt

∣∣∣∣ < 6
√
M,

which completes the proof.

Remark 3.13. The constant on the right-hand side of (3.16) is not optimal. It can be
improved, for instance, by considering sharper estimates of (3.15). Putting C

√
m+ 1

on the right-hand side of (3.15), it is known that the optimal C lies between
√

6 and(
2 +
√

2
)√

3/5 (cf. [115] and the references therein).

We are in a position to prove the sharpness of Theorem 3.7 with respect to the condition
“I(x) bounded at infinity”, or in other words, that such an assumption cannot be dropped
from the statement of Theorem 3.7.

Theorem 3.14. There exists a uniformly converging sine integral
∫∞

0 f(t) sinut dt such
that

tf(t)→∞ as t→∞,
and ∫ 2x

x
|f(t)| dt→∞ as x→∞.

Proof. Let cn = n−22−n/2, and let h be the Rudin-Shapiro function (i.e., the function
defined in Lemma 3.12). We prove that the Fourier integral given by∫ 1

0
h(t)eiut dt+

∞∑
n=1

cn

∫ 2n

2n−1

h(t)eiut dt =

∫ ∞
0

f(t)eiut dt, (3.17)

converges uniformly, where f(t) = cnh(t) for t ∈ [2n−1, 2n) with n ≥ 1, and f(t) = h(t)
for t ∈ [0, 1). If n ≥ 1 and 2n−1 ≤ z1 < z2 ≤ 2n, it follows from Lemma 3.12 that∣∣∣∣ ∫ z2

z1

f(t)eiut dt

∣∣∣∣ ≤ cn(∣∣∣∣ ∫ z1

0
h(t)eiut dt

∣∣∣∣+ ∣∣∣∣ ∫ z2

0
h(t)eiut dt

∣∣∣∣) ≤ n−22−n/212 ·2n/2 = 12n−2.

Hence, for arbitrary ξ1 < ξ2,∣∣∣∣ ∫ ξ2

ξ1

f(t)eiyt dt

∣∣∣∣ ≤ 12

n2∑
k=n1

1

k2
→ 0 as ξ2 > ξ1 →∞,
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where n1 = max{n ∈ N : 2n ≤ ξ1} and n2 = min{n ∈ N : 2n ≥ ξ2}. Thus, the uniform
convergence of (3.17) follows, and so does that of∫ ∞

0
f(t) sinut dt.

However, the integrals
∫ 2x
x |f(t)| dt are not bounded at infinity. To prove this claim, fix

x > 1 and let n ∈ N ∪ {0} be such that 2n ≤ x < 2n+1. Then,∫ 2x

x
|f(t)| dt ≥ xcn+2 & n−22n/2 →∞ as n→∞.

Finally, with n and x as above, we also have

x|f(x)| ≥ 2ncn+2 = n−22n/2 →∞ as n→∞,

as desired.

As mentioned before, a version of Theorem 3.3 was proved for real-valued sequences
of the class GMS2 in [50]. Combining the proof of [50, Theorem 3.1] with that of Theo-
rem 3.7, we can obtain the following.

Theorem 3.15. Let f ∈ GM(β2) be a real-valued function such that tf(t) ∈ L1(0, 1).
Then, condition (3.8) is necessary and sufficient for the uniform convergence of the integral∫∞

0 f(t) sinut dt on R+.

The proof of Theorem 3.15 is not included, since it is essentially a combination of those
of [50, Theorem 3.1] and Theorem 3.7.

Note that in Theorem 3.15, dealing with the class GM(β2), we do not assume that

I(x) (or
∫ λx
x/λ |f(t)| dt) is bounded at infinity, since it already follows from the uniform

convergence of
∫∞

0 f(t) sinut dt (see the proof of [50, Theorem 3.1]).
One may also wonder if the condition

tf(t)→ 0 as t→∞

may be replaced by “tf(t) bounded at infinity”, and still obtain the conclusion of Theo-
rem 3.7. This is known not to be true, as shown by the example f(t) = t−1 (cf. [40]).

3.2 Two-dimensional sine transform

This section is devoted to the study of the uniform convergence of double sine transforms∫ ∞
0

∫ ∞
0

g(x, y) sinux sin vy dx dy, u, v ∈ R+. (3.18)

Throughout this section, g : R2
+ → C is assumed to satisfy g(x, y)→ 0 as max{x, y} → ∞,

or equivalently, as x+ y →∞.
The integral (3.18) can be viewed as the Fourier transform of functions with an “odd-

type” symmetry, i.e., such that g(x, y) = −g(−x, y) = −g(x,−y) for all x, y ∈ R. In this
case there also holds g(x, y) = g(−x,−y).
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It is necessary to review some concepts about convergence of double (or multiple) in-
tegrals first. We start by mentioning a few historical facts about convergence of multiple
series. Pringsheim [106] realised that such convergence depends on how partial sums are
ordered, contrarily as in the one-dimensional case, and he investigated many different
ways of ordering those partial sums in [106]. Moreover, he noticed that for series with
nonnegative terms all types of convergence were equivalent (see also [107]). One of the
most natural ways of arranging partial sums is the rectangular one, often referred to as
Pringsheim’s summation (which had already been introduced by Stolz in [127]). Conver-
gence of the partial sums under this arrangement is called Pringsheim convergence. A
more restrictive type of convergence, called regular convergence, was introduced by Hardy
in [60], and its counterpart for double integrals, introduced below, will be the main type
of convergence that we study.

Given g ∈ L1
loc

(
R2

+

)
, we say that the double integral∫ ∞

0

∫ ∞
0

g(s, t) ds dt, (3.19)

converges in the sense of Pringsheim if the partial rectangular integrals

I(g;x, y) =

∫ x

0

∫ y

0
g(s, t) ds dt

converge to a finite limit as x, y →∞, or equivalently, as min{x, y} → ∞. In this case, the
Cauchy convergence criterion holds, or in other words, a necessary and sufficient condition
for the convergence of (3.19) in the sense of Pringsheim is that for every ε > 0 there exists
z = z(ε) > 0 such that∣∣I(g;x1, y1)− I(g;x2, y2)

∣∣ < ε, if min{x1, x2, y1, y2} > z.

We say that (3.19) converges in the regular sense if∫ x2

x1

∫ y2

y1

g(s, t) ds dt→ 0 as x1 + y1 →∞, x2 > x1, y2 > y1.

Note that if x1, y1 ≥ 0, then x1 + y1 → ∞ is equivalent to max{x1, y1} → ∞. We will
always write x1 + y1 →∞, but keeping in mind this equivalence.

It is useful to observe [95] the that convergence in the sense of Pringsheim of (3.19) is
equivalent to the fulfilment of the following conditions:∫ x2

x1

∫ y

0
g(s, t) ds dt→ 0 as x1 →∞, x2 > x1, y →∞,∫ x

0

∫ y2

y1

g(s, t) ds dt→ 0 as y1 →∞, y2 > y1, x→∞,

whilst regular convergence of (3.19) is equivalent to∫ x2

x1

∫ y

0
g(s, t) ds dt→ 0 as x1 →∞, x2 > x1, y ∈ R+,∫ x

0

∫ y2

y1

g(s, t) ds dt→ 0 as y1 →∞, y2 > y1, x ∈ R+.
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From this observation it readily follows that convergence in the regular sense implies
convergence in the sense of Pringsheim. The contrary is not true, as shown by the following
example from [94]:

g(x, y) =


k, if (x, y) ∈ (k + 2, k + 3]× (0, 1] or (0, 1]× (k + 2, k + 3], k ∈ N,
−k, if (x, y) ∈ (k + 2, k + 3]× (1, 2] or (1, 2]× (k + 2, k + 3], k ∈ N,
0, otherwise.

For every x, y ≥ 2, one can easily see that I(g;x, y) = 0, so that the integral (3.19)
converges to 0 in the sense of Pringsheim, despite g being unbounded. However, (3.19)
cannot converge in the regular sense, since for any k ∈ N,∫ 1

0

∫ k+3

k+2
g(s, t) ds dt = k,

which clearly does not vanish as k →∞.
We refer the reader to [94] for a more detailed discussion between these two types of

convergence (also presented for double series) and further examples. We also mention that
a generalization of Fubini’s theorem [145, Ch. 11] is also proved in [94]. More precisely, it
is shown that the order of integration on (3.19) may be switched if the integral converges
regularly, instead of requiring the stronger condition g ∈ L1

(
R2

+

)
.

We are now in a position to define the uniform convergence in both the regular and
Pringsheim’s sense of the double sine transform (3.18); for M,N > 0, define the partial
double integral of (3.18) as

SM,N (u, v) = SM,N (g;u, v) :=

∫ N

0

∫ M

0
g(x, y) sinux sin vy dx dy. (3.20)

On the one hand, according to the Cauchy criterion, we say that (3.18) converges uniformly
in the sense of Pringsheim if

|SM,N (u, v)− SM ′,N ′(u, v)| → 0, as min{M,M ′, N,N ′} → ∞,

uniformly in u, v. On the other hand, we say that (3.18) converges uniformly in the regular
sense if∫ N ′

N

∫ M ′

M
g(x, y) sinux sin vy dx dy → 0 as M +N →∞, M ′ > M, N ′ > N,

uniformly in u, v.

3.2.1 Known results

Before presenting our statements, let us give a summary of the known results related to
our framework. In this subsection we assume that the double sequences {am,n} we consider
satisfy am,n → 0 as m+n→∞. The problem of uniform convergence of double sine series
was first considered by Žak and Šnĕıder in 1966 [144]. Denote

∆10am,n = am,n − am+1,n, ∆01am,n = am,n − am,n+1,

∆11am,n = ∆01am,n = ∆10am,n = am,n − am+1,n − am,n+1 + am+1,n+1.

They proved the following.
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Theorem 3.16. Let {am,n} be a nonnegative double sequence such that ∆10am,n ≥ 0,
∆01am,n ≥ 0, and ∆11am,n ≥ 0 for all m,n ≥ 1. Then, a necessary and sufficient
condition for the uniform convergence in the regular sense of

∞∑
m=1

∞∑
n=1

am,n sinmx sinny (3.21)

on [0, 2π)2 is that mnam,n → 0 as m+ n→∞.

The convergence in the regular sense of double series referred to above is defined
analogously as for double integrals, replacing integral by sums, and functions by sequences.

It is also worth mentioning that the uniform convergence of double cosine and sine-
cosine series were studied recently. Although we are not including those results here, we
refer the reader to [39, 78].

Recently, Kórus, Leindler, and Móricz gave extensions of Theorem 3.16 for certain
classes of double GM sequences [75, 81, 84] (in fact, they called those classes with different
names, but for our convenience we will stick to the notation introduced in Chapter 2).
They considered the following alternative of Definition 2.29.

Definition 3.17. Let {αm,n}, {βm,n}, {γm,n} be nonnegative double sequences. We say
that a sequence {am,n} belongs to the class GMS2(α, β, γ) if there exists a constant C > 0
such that

2m∑
j=m

∣∣∆10aj,n
∣∣ ≤ Cαm,n, m ≥ m1, n ≥ n1, m1, n1 ∈ N, (3.22)

2n∑
k=n

∣∣∆01am,k
∣∣ ≤ Cβm,n, m ≥ m2, n ≥ n2, m2, n2 ∈ N, (3.23)

2m∑
j=m

2n∑
k=n

∣∣∆11aj,k
∣∣ ≤ Cγm,n, m ≥ m3, n ≥ n3, m3, n3 ∈ N. (3.24)

The superscript “2” in GMS2 denotes the dimension.

The following GMS2 classes have been considered so far:

1. In [81], the class GMS2
(
α1, β1, γ1

)
, consisting of double sequences {am,n} for which

there exists λ ≥ 2 such that (3.22)–(3.24) hold with

α1
m,n =

1

m

λm∑
j=m/λ

|aj,n|, m ≥ λ, n ≥ 1,

β1
m,n =

1

n

λn∑
k=n/λ

|am,k|, m ≥ 1, n ≥ λ,

γ1
m,n =

1

mn

λm∑
j=m/λ

λn∑
k=n/λ

|aj,k|, m, n ≥ λ;
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2. in [75], the class GMS2
(
α2, β2, γ2

)
, consisting of double sequences {am,n} for which

there exist λ ≥ 2 and sequences
{
b1n
}

,
{
b2n
}

and
{
b3n
}

increasing to infinity such that
(3.22)–(3.24) hold with

α2
m,n =

1

m

(
sup

b1m≤M≤λb1m

2M∑
j=M

|aj,n|
)
, m ≥ λ, n ≥ 1,

β2
m,n =

1

n

(
sup

b2n≤N≤λb2n

2N∑
k=N

|am,k|
)
, m ≥ 1, n ≥ λ,

γ2
m,n =

1

mn

(
sup

M+N≥b3m+n

2M∑
j=M

2N∑
k=N

|aj,k|
)
, m, n ≥ λ;

3. also in [75], the class GMS2
(
α3, β3, γ3

)
consisting of double sequences {am,n} for

which there exist λ ≥ 2 and sequences
{
b1n
}

,
{
b2n
}

and
{
b3n
}

increasing to infinity
such that (3.22)–(3.24) hold with

α3
m,n =

1

m

(
sup
M≥b1m

2M∑
j=M

|aj,n|
)
, for m ≥ λ, n ≥ 1,

β3
m,n =

1

n

(
sup
N≥b2n

2N∑
k=N

|am,k|
)
, for m ≥ 1, n ≥ λ,

γ3
m,n =

1

mn

(
sup

M+N≥b3m+n

2M∑
j=M

2N∑
k=N

|aj,k|
)
, for m,n ≥ λ.

It is proved in [75] that

GMS2
(
α1, β1, γ1

)
( GMS2

(
α2, β2, γ2

)
( GMS2

(
α3, β3, γ3

)
.

Note that the “monotone” sequences considered in Theorem 3.16 clearly belong to the
class GMS2

(
α1, β1, γ1

)
. Moreover, in relation with Theorem 3.16 the following result is

obtained (in fact, the corresponding version is proved for the class GMS2
(
α1, β1, γ1

)
in

[81]).

Theorem 3.18. (i) Let {am,n} ⊂ C be a sequence from the class GMS2
(
α3, β3, γ3

)
. If

mnam,n → 0 as m+ n→∞, (3.25)

then the double sine series (3.21) converges uniformly in the regular sense on [0, 2π)2.

(ii) If {am,n} ⊂ R+ belongs to the class GMS2
(
α2, β2, γ2

)
and its corresponding double

sine series (3.21) converges uniformly in the regular sense on [0, 2π)2, then (3.25)
holds.

The “if and only if” statement reads as follows:

Corollary 3.19. Let {am,n} ⊂ R+ belong to the class GMS2
(
α2, β2, γ2

)
. Then its cor-

responding sine series (3.21) converges uniformly in the regular sense on [0, 2π)2 if and
only if (3.25) holds.
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Leindler [84] gave general sufficient conditions for the uniform convergence of (3.21)
in the regular sense that involve the differences of {am,n}. These conditions are a two-
dimensional analogue of (3.4).

Theorem 3.20. Let {am,n} ⊂ C be a double sequence from the class GMS2(α, β, γ).
Assume

αm,n = o
(
m−1

)
, βm,n = o

(
n−1

)
, γm,n = o

(
(mn)−1

)
as m+ n→∞.

Then the double sine series (3.21) converges uniformly in the regular sense on [0, 2π)2.

Remark 3.21. If we assume γm,n = o
(
(mn)−1

)
as m+ n→∞, and define

αm,n =
∞∑
`=0

γm,2`n, βm,n =
∞∑
`=0

γ2`m,n,

we can show that conditions

αm,n = o
(
m−1

)
, βm,n = o

(
n−1

)
as m+ n→∞

are redundant in Theorem 3.20. In fact, this is the reason why we defined the GM2(β)
classes only in terms of the Hardy variation over rectangles (cf. Definition 2.28). Indeed,
one has

2m∑
j=m

|∆10aj,n| =
2m∑
j=m

∣∣∣∣ ∞∑
k=n

∆11aj,k

∣∣∣∣ ≤ 2m∑
j=m

∞∑
k=n

|∆11aj,k| =
∞∑
`=0

2m∑
j=m

2`+1n∑
k=2`n

|∆11aj,k|

≤
∞∑
`=0

γm,2`n =
∞∑
`=0

o

(
1

m2`n

)
= o
(
(mn)−1

)
= o
(
m−1

)
as m+ n→∞, and similarly for the sums

∑2n
k=n |∆01am,k|.

On the side of double sine integrals, one can also find recent literature on the topic.
The analogue of Theorem 3.16 for double sine integrals [95] reads as follows:

Theorem 3.22. Let g : (0,∞)2 → R+ be such that xyg(x, y) ∈ L1
loc

(
R2

+

)
, and assume

that

∆10g(x1, y) ≥ 0, for all x2 > x1 > 0, y > 0,

∆01g(x, y1) ≥ 0, for all x > 0, y2 > y1 > 0,

∆11g(x1, y1) ≥ 0, for all x2 > x1 > 0, y2 > y1 > 0.

Then, the double sine integral (3.18) converges uniformly in the regular sense on [0, 2π)2

if and only if

xyg(x, y)→ 0 as x+ y →∞.

Kórus and Móricz worked with the following definition ofGM functions of two variables
in order to extend Theorem 3.22:
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Definition 3.23. Let α, β, γ : (0,∞)2 → R+. We say that a function g : R2
+ → C,

g ∈ ACloc

(
(0,∞)2

)
belongs to the class GM2

∗ (α, β, γ) if there exist a constant C > 0 and
xi, yi > 0, i = 1, 2, 3, such that∫ 2x

x
|d10g(s, y)| ds ≤ Cα(x, y), for all x ≥ x1, y ≥ y1, (3.26)∫ 2y

y
|d01g(x, t)| dt ≤ Cβ(x, y), for all x ≥ x2, y ≥ y2, (3.27)∫ 2y

y

∫ 2x

x
|d11g(s, t)| ds dt ≤ Cγ(x, y), for all x ≥ x3, y ≥ y3. (3.28)

Here the subscript “∗” in GM2
∗ denotes that we are restricting ourselves to considering

functions from the class ACloc

(
(0,∞)2

)
. In contrast, the GM2(β) functions we consider

(cf. Definition 2.28) are required to belong to the class HBVloc

(
R2

+

)
, or more generally, to

the class HBVloc

(
R2

+\[0, c)2
)

for some c > 0. This is a rather technical assumption that
is used when dealing with the Hardy variation of a function over rectangles of the form
[0, a]× [b1, b2] (resp. [b1, b2]× [0, a]), with b1 ≥ c.

The MVBV F 2 class we mentioned in Section 2.6 (cf. [79, 80]) corresponds to the
class GM2

∗ (α1, β1, γ1) consisting of functions g for which there exists λ ≥ 2 such that
(3.26)–(3.28) hold with

α(x, y) =
1

x

∫ λx

x/λ
|g(s, y)| ds, β(x, y) =

1

y

∫ λy

y/λ
|g(x, t)| dt,

γ(x, y) =
1

xy

∫ λy

y/λ

∫ λx

x/λ
|g(s, t)| ds dt,

for all x, y > 0. In [79, 80], the authors proved the following.

Theorem 3.24. Let g ∈ GM2
∗ (α1, β1, γ1) be such that xyg(x, y) ∈ L1

loc

(
R2

+

)
.

(i) If the condition
xyg(x, y)→ 0 as x+ y →∞ (3.29)

holds, then the double sine transform (3.18) converges uniformly in the regular sense
on R2

+.

(ii) If g is nonnegative and the double sine transform (3.18) converges uniformly in the
regular sense on R2

+, then (3.29) holds.

Thus, the “if and only if” statement for the class GM2
∗ (α1, β1, γ1) reads as follows.

Corollary 3.25. Let g : (0,∞)2 → R+ belong to the class GM2
∗ (α1, β1, γ1) and be such

that xyg(x, y) ∈ L1
loc

(
R2

+

)
. Then, the double sine transform (3.18) converges uniformly in

the regular sense on R2
+ if and only if (3.29) holds.

Furthermore, they obtained a necessary condition for the uniform convergence of (3.18)
in the sense of Pringsheim.

Theorem 3.26. Let g : (0,∞)2 → R+ belong to the class GM2
∗ (α1, β1, γ1) and be such

that xyg(x, y) ∈ L1
loc

(
R2

+

)
. If the double sine transform (3.18) converges uniformly in the

sense of Pringsheim on R2
+, then

xyg(x, y)→ 0 as min{x, y} → ∞. (3.30)
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3.2.2 New results

Our main result concerning double sine transforms is an analogue of Theorem 3.20, yielding
sufficient conditions for the uniform convergence of (3.18) in the regular sense, without
including the redundant hypotheses outlined in Remark 3.21. Let us denote

G(u, v) :=

∫ ∞
0

∫ ∞
0

g(x, y) sinux sin vy dx dy. (3.31)

Theorem 3.27. Let g : R2
+ → C be such that g ∈ GM2(β) and g ∈ HBV

(
R2

+

)
. If

β(x, y) = o
(
(xy)−1

)
as x+ y →∞, (3.32)

then (3.31) converges uniformly in the regular sense on R2
+, and moreover,

sup
u,v∈R+

|G(u, v)− SM,N (u, v)| ≤ 9(εM,0 + ε0,N + εM,N ), (3.33)

where SM,N (u, v) is the partial double sine integral given by (3.20), and

εµ,ν = sup
µ′≥µ
ν′≥ν

µ′ν ′
∫ ∞
ν′

∫ ∞
µ′
|d11g(s, t)| ds dt. (3.34)

Remark 3.28. Condition (3.32) is equivalent to the condition∫ ∞
y

∫ ∞
x
|d11g(s, t)| ds dt = o

(
(xy)−1

)
as x+ y →∞.

The proof is similar to that of (3.7).

The proof of Theorem 3.27 goes through two lemmas; the first of them concerns rewrit-
ing the double sine integral (3.31) in terms of the variation of g.

Lemma 3.29. Let M,N ≥ 0 and let g : R2
+ → C be such that g ∈ HBV

(
R2

+

)
. Then,∫ ∞

N

∫ ∞
M
g(x, y) sinux sin vy dx dy

=

∫ ∞
N

∫ ∞
M

d11g(s, t)

(∫ s

M
sinux dx

)(∫ t

N
sin vy dy

)
ds dt.

Proof. Since g ∈ HBV
(
R2

+

)
, we have∫ ∞

y

∫ ∞
x
|d11g(s, t)| ds dt = o(1) as x+ y →∞.

Now let M ′ > M , N ′ > N , and u, v > 0. Also, let us denote

φu(s) :=

∫ s

M
sinux dx, ψv(t) :=

∫ t

N
sin vy dy.

For every s, t ∈ R+, there holds |φu(s)| ≤ 2/u, |ψv(t)| ≤ 2/v. Since g ∈ HBV (R2
+) and

g(x, y)→ 0 as x→∞ (for any fixed y ≥ 0), we can write

g(x, y) =

∫ ∞
x

d10g(s, y) ds,
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and we have the following equality:∫ N ′

N

∫ M ′

M
g(x, y) sinux sin vy dx dy

=

∫ N ′

N

∫ M ′

M

(∫ ∞
x

d10g(s, y) ds

)
sinux sin vy dx dy. (3.35)

The latter integral converges absolutely for all values of M ′ > M and N ′ > N . Thus, we
can change the order of integration, and obtain that (3.35) is equal to∫ N ′

N

∫ M ′

M
d10g(s, y)φu(s) sin vy ds dy + φu(M ′)

∫ N ′

N

∫ ∞
M ′

d10g(s, y) sin vy ds dy

=

∫ N ′

N

∫ M ′

M
φu(s)

(∫ ∞
y

d11g(s, t) dt

)
sin vy ds dy

+ φu(M ′)

∫ N ′

N

∫ ∞
M ′

(∫ ∞
y

d11g(s, t) dt

)
sin vy ds dy

=

∫ N ′

N

∫ M ′

M
φu(s)ψv(t) d11g(s, t) ds dt+ ψv(N

′)

∫ ∞
N ′

∫ M ′

M
φu(s)d11g(s, t) ds dt

+ φu(M ′)

∫ N ′

N

∫ ∞
M ′

ψv(t) d11g(s, t) ds dt+ φu(M ′)ψv(N
′)

∫ ∞
N ′

∫ ∞
M ′

d11g(s, t) ds dt.

(3.36)

It is clear that the first term on the right-hand side of (3.36) tends to∫ ∞
N

∫ ∞
M
φu(s)ψv(t)d11g(s, t) ds dt

=

∫ ∞
N

∫ ∞
M

d11g(s, t)

(∫ s

M
sinux dx

)(∫ t

N
sin vy dy

)
ds dt

as M ′, N ′ → ∞. Therefore, the statement of Lemma 3.29 follows if we prove that the
three remaining terms on the right-hand side of (3.36) vanish as M ′, N ′ → ∞. For the
second term, we have∣∣∣∣ψv(N ′)∫ ∞

N ′

∫ M ′

M
φu(s)d11g(s, t) ds dt

∣∣∣∣ ≤ 2

v

∫ ∞
N ′

∫ M ′

M
|φu(s) d11g(s, t)| ds dt

≤ 4

uv

∫ ∞
N ′

∫ ∞
M
|d11g(s, t)| ds dt =

1

uv
o(1)

as M +N ′ →∞. The third term on the right-hand side of (3.36) is estimated similarly:∣∣∣∣φu(M ′)

∫ N ′

N

∫ ∞
M ′

ψv(t) d11g(s, t) ds

∣∣∣∣ ≤ 2

u

∫ N ′

N

∫ ∞
M ′
|ψv(t) d11g(s, t)| ds dt

≤ 4

uv

∫ ∞
N

∫ ∞
M ′
|d11g(s, t)| ds dt =

1

uv
o(1)

as M ′ +N →∞. Finally, for the last term on the right-hand side of (3.36) we have∣∣∣∣φu(M ′)ψv(N
′)

∫ ∞
N ′

∫ ∞
M ′

d11g(s, t) ds dt

∣∣∣∣ ≤ 4

uv

∫ ∞
N ′

∫ ∞
M ′
|d11g(s, t)| ds dt =

1

uv
o(1)

as M ′ +N ′ →∞, which concludes the proof.
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The following lemma deals with estimates of the “residual” integrals

RM,N (u, v) = RM,N (g;u, v) :=

∫ ∞
N

∫ ∞
M

g(x, y) sinux sin vy dx dy.

Lemma 3.30. Let M,N ≥ 0 and let g : R2
+ → C, g ∈ HBV

(
R2

+

)
. Then,

sup
u,v∈R+

RM,N (u, v) ≤ 9εM,N ,

where εM,N is defined by (3.34).

Proof. Let u, v 6= 0 and M,N ≥ 0. By Lemma 3.29, we can write∫ ∞
N

∫ ∞
M
g(x, y) sinux sin vy dx dy

=

∫ ∞
N

∫ ∞
M

d11g(s, t)

(∫ s

M
sinux dx

)(∫ t

N
sin vy dy

)
ds dt.

We distinguish four cases.

1. If 1/u ≤M and 1/v ≤ N , then∣∣∣∣ ∫ ∞
N

∫ ∞
M
d11g(s, t)

(∫ s

M
sinux dx

)(∫ t

N
sin vy dy

)
ds dt

∣∣∣∣
≤ 4

uv

∫ ∞
N

∫ ∞
M
|d11g(s, t)| ds dt ≤ 4εM,N ,

thus in this case RM,N (u, v) ≤ 4εM,N .

2. If 1/u ≤M , and 1/v > N , using again the representation

g(x, y) =

∫ ∞
x

d10g(s, y) ds,

we obtain∣∣∣∣ ∫ ∞
N

∫ ∞
M

g(x, y) sinux sin vy dx dy

∣∣∣∣
=

∣∣∣∣ ∫ 1/v

N

∫ ∞
M

g(x, y) sinux sin vy dx dy +

∫ ∞
1/v

∫ ∞
M

g(x, y) sinux sin vy dx dy

∣∣∣∣
≤
∣∣∣∣ ∫ 1/v

N

∫ ∞
M

∫ ∞
x

d10g(s, y) sinux sin vy ds dx dy

∣∣∣∣ (3.37)

+

∣∣∣∣ ∫ ∞
1/v

∫ ∞
M

g(x, y) sinux sin vy dx dy

∣∣∣∣. (3.38)

Note first that integral (3.38) is covered by Case 1, and therefore it is bounded from
above by 4εM,1/v, and in this case εM,1/v ≤ εM,N . An argument similar to that of
Lemma 3.29 shows that (3.37) may be written as∣∣∣∣ ∫ 1/v

N

∫ ∞
M

d10g(s, y)

(∫ s

M
sinux dx

)
sin vy ds dy

∣∣∣∣.
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We estimate the latter from above by

2

u

∫ 1/v

N

∫ ∞
M
|d10g(s, y) sin vy| ds dy

≤ 2Mv

∫ 1/v

N
y

∫ ∞
y

∫ ∞
M
|d11g(s, t)| ds dt dy ≤ 2εM,N .

Collecting these estimates, we obtain

RM,N (u, v) ≤ 6εM,N . (3.39)

3. If 1/u > M and 1/v ≤ N , a similar argument as in Case 2 yields (3.39) again.

4. If 1/u > M and 1/v > N :∣∣∣∣ ∫ ∞
N

∫ ∞
M

g(x, y) sinux sin vy dx dy

∣∣∣∣
=

∣∣∣∣ ∫ 1/v

N

∫ 1/u

M
+

∫ 1/v

N

∫ ∞
1/u

+

∫ ∞
1/v

∫ 1/u

M
+

∫ ∞
1/v

∫ ∞
1/u

g(x, y) sinux sin vy dx dy

∣∣∣∣
=
∣∣I1(u, v) + I2(u, v) + I3(u, v) + I4(u, v)|.

We estimate each of these four integrals separately. First of all, for I1, we have

|I1(u, v)| ≤
∫ 1/v

N

∫ 1/u

M
|g(x, y)|ux vy dx dy

≤ uv
∫ 1/v

N

∫ 1/u

M
xy

∫ ∞
y

∫ ∞
x
|d11g(s, t)| ds dt dx dy ≤ εM,N .

The upper estimate for I2 is obtained similarly as that of (3.37) from Case 2:

|I2(u, v)| =
∣∣∣∣ ∫ 1/v

N

∫ ∞
1/u

d10g(s, y)

(∫ s

1/u
sinux dx

)
sin vy ds dy

∣∣∣∣
≤ 2v

u

∫ 1/v

N
y

∫ ∞
y

∫ ∞
1/u
|d11g(s, t)| ds dt dy ≤ 2εM,N .

The upper estimate for I3 is analogue to that of I2, i.e.,

|I3(u, v)| ≤ 2εM,N .

Finally, by Lemma 3.29, we can write

|I4(u, v)| =
∣∣∣∣ ∫ ∞

1/u

∫ ∞
1/v

d11g(s, t)

(∫ s

1/u
sinux dx

)(∫ t

1/v
sin vy dy

)
dt ds

∣∣∣∣
≤ 4

uv

∫ ∞
1/v

∫ ∞
1/u
|d11g(s, t)| ds dt ≤ 4εM,N .

Collecting all the estimates for the integrals Ij(u, v), j = 1, . . . , 4, we conclude that
in this case RM,N (u, v) ≤ 9εM,N .
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We are now in a position to prove Theorem 3.27.

Proof of Theorem 3.27. Recall that the uniform regular convergence of (3.31) means that∫ y1

y0

∫ x1

x0

g(x, y) sinux sin vy dx dy → 0 as x0 + y0 →∞, x0 < x1, y0 < y1,

uniformly in u, v.

We can use the residual integrals to write∣∣∣∣ ∫ y1

y0

∫ x1

x0

g(x, y) sinux sin vy dx dy

∣∣∣∣
=
∣∣Rx0,y0(u, v)−Rx0,y1(u, v)−Rx1,y0(u, v) +Rx1,y1(u, v)

∣∣
≤
∣∣Rx0,y0(u, v)

∣∣+
∣∣Rx0,y1(u, v)

∣∣+
∣∣Rx1,y0(u, v)

∣∣+
∣∣Rx1,y1(u, v)

∣∣. (3.40)

By Lemma 3.30, we can estimate (3.40) from above by 4 · 9εx0,y0 . By (3.32) (see also
Remark 3.28), it follows that εx0,y0 tends to zero uniformly in u, v as x0 + y0 → ∞, and
thus the uniform convergence of (3.31) in the regular sense follows. Finally, it remains to
estimate the uniform error when approximating G(u, v) by SM,N (u, v).

sup
u,v∈R+

|G(u, v)− SM,N (u, v)| = sup
u,v∈R+

|R0,N (u, v) +RM,0(u, v)−RM,N (u, v)|

≤ sup
u,v∈R+

|R0,N (u, v)|+ |RM,0(u, v)|+ |RM,N (u, v)|

≤ 9(ε0,N + εM,0 + εM,N ),

where the last inequality follows from Lemma 3.30.

We must emphasize that Lemmas 3.29 and 3.30 are still valid under the weaker as-
sumption g ∈ HBV

(
R2

+\[0, c)2
)

with c > 0, if we impose the restriction M,N ≥ c in
their statements. Thus Theorem 3.27 is also true under this framework, provided that
xyg(x, y) ∈ L1

loc(R2
+), and it allows us to consider functions whose double sine transform

is well defined although they are unbounded near the origin, as the example in (2.23), i.e.,

g(x, y) =

{
(xy)−1, if x, y < 1,

e−(x+y), otherwise.

Recall that if g ∈ HBV
(
R2

+

)
then it is bounded, so that in contrast with Theorem 3.24, we

do not need to assume xyg(x, y) ∈ L1
loc(R2

+), since it already follows from the boundedness
of g.

As a corollary of Theorem 3.27, we get the following.

Corollary 3.31. Let g ∈ GM2
adm be such that

xyg(x, y)→ 0 as x+ y →∞.

Then (3.31) converges uniformly in the regular sense on R2
+, and moreover,

sup
u,v∈R+

|G(u, v)− SM,N (u, v)| ≤ 9C(δM,0 + δ0,N + δM,N ), (3.41)
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where3

δµ,ν = sup
µ′≥µ
ν′≥ν

B
(
µ′, ν ′, I12

)
,

and C is the constant from the GM2 condition given by (2.24).

Proof. The condition xyg(x, y)→ 0 as x+ y →∞ implies that

I12(g;x, y) =

∫ 2y

y

∫ 2x

x
|g(s, t)| ds dt

≤ xy sup
(s,t)∈[x,2x]×[y,2y]

|g(s, t)| → 0 as x+ y →∞. (3.42)

Since the operator B is admissible, by property (i) of Definition 2.30 and (3.42), we have
that

B
(
x, y, I12

)
→ 0 as x+ y →∞. (3.43)

By definition (cf. Definitions 2.28 and 2.30), (3.43) precisely means that

β(x, y) = o

(
1

xy

)
as x+ y →∞.

Hence, we are under the hypotheses of Theorem 3.27, and the uniform convergence of
(3.31) in the regular sense follows, and moreover (3.33) holds. Finally, since g ∈ GM2

adm,
combining (2.29) and (3.34), we have that for any M,N > 0,

εM,N ≤ C sup
M ′≥M
N ′≥N

M ′N ′

M ′N ′
B
(
M ′, N ′, I12

)
= CδM,N .

Thus, substituting the latter inequality into (3.33), we obtain (3.41). Note also that (3.42)
implies δM,N → 0 as M +N →∞.

To conclude this section, we show necessary conditions for the uniform convergence of
(3.31) both in the regular and Pringsheim’s sense.

Theorem 3.32. Let g ∈ GM2
adm be nonnegative. Then condition (3.29) is necessary for

the uniform convergence of (3.31) in the regular sense.

Proof. Let ε > 0. From the uniform convergence of (3.31) in the regular sense it follows
that there exists z > 0 such that∣∣∣∣ ∫ y1

y0

∫ x1

x0

g(x, y) sinux sin vy dx dy

∣∣∣∣ < ε, ∀u, v ∈ R+,

whenever x0 + y0 > z, and x0 < x1, y0 < y1. If x0, y0 > 0, setting x1 = 2x0, y1 = 2y0, and
choosing u = π/4x0, v = π/4y0, we obtain

ε >

∣∣∣∣ ∫ 2y0

y0

∫ 2x0

x0

g(x, y) sinux sin vy dx dy

∣∣∣∣
≥ 4

π2

∫ 2y0

y0

∫ 2x0

x0

g(x, y)
πx

4x0

πy

4y0
dx dy ≥ 1

4

∫ 2y0

y0

∫ 2x0

x0

g(x, y) dx dy

=
1

4
I12(x0, y0).

3Since B
(
x, y, I12

)
is not defined for x = 0 or y = 0, then we define δµ,ν as the supremum over µ′ > 0

or ν′ > 0, whenever µ = 0 or ν = 0.
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Since ε > 0 is arbitrary, we deduce that I12(x, y) → 0 as x + y → ∞, and consequently,
by property (i) of the operator B (cf. Definition 2.30),

B
(
x, y, I12

)
→ 0 as x+ y →∞.

Finally, the result follows by Lemma 2.33, since

xy|g(x, y)| ≤ C
∞∑
j=0

∞∑
k=0

1

2j2k
B
(
2jx, 2ky, I12

)
≤ 4C sup

j≥0
k≥0

B
(
2jx, 2ky, I12

)
→ 0 as x+ y →∞,

as desired.

The “if and only if” statement for nonnegative GM2
adm functions follows from Corol-

lary 3.31 and Theorem 3.32.

Theorem 3.33. Let g ∈ GM2
adm be nonnegative. Then, condition (3.29) is necessary

and sufficient for the uniform convergence of the double sine integral (3.31) in the regular
sense.

Regarding uniform convergence in the sense of Pringsheim, we have the following.

Theorem 3.34. Let g ∈ GM2
adm be nonnegative, and suppose that the operator B satisfies,

instead of property (i) of Definition 2.30, the following weaker condition: if I12(x, y)→ 0
as min{x, y} → ∞, then B

(
x, y, I12

)
→ 0 as min{x, y} → ∞. Then, a necessary condition

for the uniform Pringsheim convergence of (3.31) is that

xyg(x, y)→ 0 as min{x, y} → ∞.

Proof. From the uniform convergence of (3.31) in the sense of Pringsheim, applying the
Cauchy criterion, it follows that for every ε > 0 there exists z > 0 such that∣∣∣∣ ∫ y1

y0

∫ x1

x0

g(x, y) sinux sin vy dx dy

∣∣∣∣ < ε, ∀u, v ∈ R+,

whenever min{x0, y0} > z, and x0 < x1, y0 < y1. The rest of the proof is the same as for
Theorem 3.32, replacing x + y → ∞ by max{x, y} → ∞, and using the weaker property
of B stated in Theorem 3.34, instead of property (i) of Definition 2.30.

Since if g ∈ GM2
adm, then (3.29) guarantees the uniform convergence of (3.31) in the

regular sense (Corollary 3.31), the convergence in the sense of Pringsheim also follows from
(3.29). However, this condition may be too strong taking into account that Pringsheim
convergence is much more relaxed than regular one. On the other hand, one may wonder
if (3.30) is sufficient in this case, although in this context it is a mild condition; in fact, a
function satisfying (3.30) does not even need to vanish as x+ y →∞, thus it may not be
enough to guarantee the uniform convergence of (3.31) in the sense of Pringsheim.



Chapter 4

Uniform convergence of weighted
Hankel transforms

The purpose of this chapter is to study the uniform (and also pointwise) convergence of
the Hankel transform

Hαf(r) =
2πα+1

Γ(α+ 1)

∫ ∞
0

t2α+1f(t)jα(2πrt) dt, r ≥ 0, α ≥ −1/2, (4.1)

or more generally, of the weighted Hankel transform

Lαν,µf(r) = rµ
∫ ∞

0
(rt)νf(t)jα(rt) dt, r ≥ 0, α ≥ −1/2, (4.2)

where ν, µ ∈ R are such that 0 ≤ µ+ ν ≤ α+ 3/2 (this restriction on the parameters will
be disregarded when studying pointwise convergence). Here jα denotes the normalized
Bessel function of order α [47], defined as

jα(z) = Γ(α+ 1)
∞∑
n=0

(−1)n(z/2)2n

n!Γ(n+ α+ 1)
, (4.3)

and for which several basic properties are given in the next section (here and from now
on, Γ denotes the Euler gamma function Γ(z) =

∫∞
0 xz−1e−x dx, see e.g. [1]). Note that

the re-scaling and multiplicative constants from (4.1) are disregarded in (4.2), since they
are unimportant in terms of convergence. Throughout this chapter, the function f in (4.2)
is taken to be locally of bounded variation on (0,∞). In this case, it follows that f is
bounded on any compact set K ⊂ (0,∞), thus it is also locally integrable on (0,∞).

The Hankel transform (4.1) of order α = n/2 − 1 represents the Fourier transform of
a radial function defined on Rn. More precisely, if F (x) = f0(|x|) is a radial function of n
variables, then F̂ is also a radial function, and moreover

F̂ (y) = Hαf0(y) = |Sn−1|
∫ ∞

0
tn−1f0(t)jα(2π|y|t) dt, α =

n

2
− 1, n ≥ 2, (4.4)

where |Sn−1| denotes the area of the unit sphere Sn−1 = {x ∈ Rn : |x| = 1}, see [126].
The transforms (4.2) arose in a recent paper by De Carli [27], where she considered

the class of operators
L =

{
Lαµ,ν : α ≥ −1/2, µ, ν ∈ R

}
,

59
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where

Lαν,µf(r) = rµ
∫ ∞

0
(rt)νf(t)Jα(rt) dt,

and studied their Lp − Lq mapping properties (that will be discussed in Chapter 5). The
function Jα(z) is the Bessel function of order α, related to its normalized version jα by
the identity

jα(z) = Γ(α+ 1)

(
z

2

)−α
Jα(z).

Certain operators from L (up to re-scaling and multiplicative constants) appear as the
Fourier transform of a radial function multiplied by a spherical harmonic, see [28, 30, 126,
142]. Note also that operators from L relate to those from (4.2) by means of the equality

Lαν,µf = 2αΓ(α+ 1)Lαν−α,µf.

Let us now give some examples of integral transforms written in terms of (4.2). Here we
denote by F a radial function of n variables and F (x) = f0(|x|).

1. Since j1/2(z) = sin z/z, the sine transform
∫∞

0 f(t) sin rt dt equals L1/2
1,0 f(r), where

r ∈ R+.

2. Since j−1/2(z) = cos z, the cosine transform
∫∞

0 f(t) cos rt dt coincides with L−1/2
0,0 f(r),

where r ∈ R+.

3. The Fourier transform of a radial function with n ≥ 2 (cf. (4.4)) can be written as

F̂ (y) = |Sn−1|Ln/2−1
n−1,−(n−1)f0(2π|y|), y ∈ Rn

4. The classical Hankel transform Hα given by (4.1) satisfies

Hαf(r) =
2πα+1

Γ(α+ 1)
Lα2α+1,−(2α+1)f(2πr), r ∈ R+.

5. If n ≥ 2 and ψk is a solid spherical harmonic of degree k, then

ψ̂kF (y) = ψk(y) · 2πn/2

Γ(α+ 1)

(
π

i

)k
Lα2α+1,−(2α+1)f0(2π|y|), y ∈ Rn.

with α = (n+ 2k − 2)/2, see [126, Ch. IV].

6. For n ≥ 2, let Dk denote the Dunkl transform, defined by means of a root system
R ⊂ Rn, a reflection group G ⊂ O(n), and a G-invariant multiplicity function
k : R→ R. Then

DkF = Hn/2−1+〈k〉f0,

where 〈k〉 = 1
2

∑
x∈R k(x) (cf. [38, 111] and the references therein). We also refer

the reader to [11], where a generalization of the Dunkl transform is introduced, and
[55], where uncertainty principle relations for the generalized Dunkl transform are
obtained.
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By definition, the uniform convergence of Lαν,µf means that the family of partial inte-
grals

rµ
∫ N

0
(rt)νf(t)jα(rt) dt, N > 0,

converges uniformly in r as N →∞, or equivalently,

rµ
∫ N

M
(rt)νf(t)jα(rt) dt→ 0 as N > M →∞, (4.5)

uniformly in r.

Before proceeding further, let us make the following observation. Trivially, if a function
f satisfies tf(t) ∈ L1(0, 1) and f ∈ L1(1,∞), it follows that its sine transform (3.1)
converges uniformly (and similarly, f ∈ L1(R) implies the uniform convergence of its
cosine transform). Note that these conditions also imply their absolute convergence, so
that their uniform convergence follows from the same integrability conditions that imply
their absolute convergence. However, this is not true in general for the transforms (4.2).
Since

|Lαν,µf(r)| . rµ+ν

∫ 1

0
tν |f(t)| dt+ rµ+ν−α−1/2

∫ ∞
1

tν−α−1/2|f(t)| dt,

which follows from the upper estimate (4.11) for the Bessel function presented in the fol-
lowing section, we note that the absolute convergence of Lαν,µf follows from the conditions

tνf(t) ∈ L1(0, 1), tν−α−1/2f(t) ∈ L1(1,∞). (4.6)

Conditions (4.6) do not imply the uniform convergence of Lαν,µf in general because the
kernel

Kα
ν,µ(t, r) = rµ(rt)νjα(rt) (4.7)

of Lαν,µ need not be uniformly bounded, unlike in the case of the sine and cosine transforms.
To illustrate our claim, we consider the example f(t) = 1/t with µ = −1 and 0 < ν <
α+ 1/2. Conditions (4.6) clearly hold but the estimate (4.9) of jα (see p. 63) implies that

rµ
∫ 1/r

1/(2r)
(rt)νf(t)jα(rt) dt � 1

r

∫ 1/r

1/(2r)
t−1 dt =

log 2

r

does not vanish as r → 0, thus Lαν,µf does not converge uniformly (cf. (4.5)).

Nevertheless, there is a special case when the uniform convergence of Lαν,µf follows
from (4.6) (as shown in Proposition 4.9 below), namely when

µ+ ν = α+ 1/2.

In particular, the sine and cosine transforms satisfy this identity, since they are represented
by an operator of the form Lαν,µ with α = 1/2, ν = 1, µ = 0 and α = −1/2, ν = µ = 0,
respectively.

According to the relationship between the parameters, we will subdivide the opera-
tors Lαν,µ into two main classes: first, those satisfying µ + ν = 0 (as for example, the
cosine transform), and secondly, those satisfying 0 < µ + ν ≤ α + 3/2 (as for exam-
ple, the sine transform). We will call the former cosine-type transforms, and the latter
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(2α+ 1,−2α− 1)

(
α+ 1/2, 0

)µ+ ν = 0

µ+ ν = α+ 3/2
α > −1/2

ν

µ

Figure 4.1: Relation between the parameters of cosine-type transforms (µ + ν = 0) and
sine-type transforms (0 < µ+ ν ≤ α+ 3/2), for a given α > −1/2.

sine-type transforms. As we shall see in Sections 4.3 and 4.4, this nomenclature is mo-
tivated by the uniform convergence criteria for each case, which are generalizations of
Theorems 3.4 and 3.6.

Figure 4.1 shows the range of the parameters µ and ν, for which Lαν,µ is a sine or cosine-
type transform, for a fixed α > −1/2. Every point lying on the dashed line µ+ ν = 0 (or
equivalently, µ = −ν) corresponds to a cosine-type transform. Among those, we highlight
the point (2α+ 1,−2α− 1), which corresponds to the Hankel transform of order α (4.1).
The area between the dashed line µ = −ν and the line µ + ν = α + 3/2 corresponds to
sine-type transforms. The point (α + 1/2, 0) corresponds to the sine transform whenever
α = 1/2, and whenever α > −1/2, to transforms whose sufficient condition for their
uniform convergence is the same as in Theorem 3.4, as we will see. Note that the latter
yields the cosine transform when α = −1/2. For every point of the plane outside the
grey strip, as mentioned earlier, we will give (rather rough) sufficient conditions on f
to guarantee pointwise convergence of Lαν,µf , as well as uniform convergence on certain
subintervals of R+. We also show that whenever the parameters ν and µ lie outside the
strip 0 ≤ µ+ν ≤ α+3/2, the aforementioned sufficient conditions that imply the uniform
convergence on certain subintervals of R+ do not yield uniform convergence on the whole
R+, in general.

As we will see, several statements in this chapter require assumptions on the weighted
variations of functions. Thus, it is also interesting to study the case of functions f of
certain GM(β) class in order to replace conditions on the weighted variation of f by
weighted integrability conditions on f (cf. Proposition 2.11), or its magnitude at infinity,
as done in Theorem 3.4 and Corollary 3.5. To this end, we restrict ourselves to consider
functions from the class GM(β2); in fact, if f ∈ GM(β3) (see (2.15)) satisfies certain
weighted integrability conditions, we may still have no useful information on the variations∫ 2x
x |df(t)| if the integrals

∫ 2x
x |f(t)| dt are unbounded as x→∞.

Unless otherwise specified, all functions f considered in this chapter are complex-valued
and defined on R+.

The main results of this chapter are given in [31, 34].
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4.1 Basic properties of the normalized Bessel function

Here we list several properties of the normalized Bessel function jα(z), which can be
found in [47, Chapter VII]. In what follows we assume z ∈ R+. Recall that jα(z) can be
represented by the power series in (4.3). This series converges uniformly and absolutely
on any bounded interval. For all z > 0, there holds |jα(z)| ≤ jα(0) = 1. If z ≤ 1,

1− jα(z) ≤ Cz2, (4.8)

with C < 1 (see Lemma 4.2 below), and therefore

jα(z) � 1, z ≤ 1. (4.9)

Moreover, we have the following asymptotic estimate (cf. [126]):

jα(z) =
Cα

zα+1/2
cos

(
z − π(α+ 1/2)

2

)
+O

(
z−α−3/2

)
, z →∞. (4.10)

Combining (4.9) and (4.10), we obtain

|jα(z)| . min

{
1,

1

zα+1/2

}
for all z > 0. (4.11)

More precisely, if z ≥ 1 we have

|jα(z)| ≤ Sαz−α−1/2, (4.12)

where

Sα := sup
z≥1

zα+1/2|jα(z)|.

Remark 4.1. Should the reader be interested on the asymptotic behaviour of Sα as
α→∞, we refer to [103], where sharp upper bounds for Sα are obtained. To give a brief
overview, it is known that for α > 1/2, Sα is strictly increasing to infinity as a function of
α and the supremum is attained at the first maximum of the function zαjα(z) (see [82]).
Also, it is shown in [103] that

lim
α→∞

Sα

α1/62αΓ(α+ 1)
= 0.6748 . . .

Finally, we have the following property concerning the derivatives of jα:

d

dz

(
z2α+2jα+1(z)

)
= (2α+ 2)z2α+1jα(z), α ≥ −1/2, (4.13)

from which we deduce

d

dz
jα+1(z) =

2α+ 2

z

(
jα(z)− jα+1(z)

)
, α ≥ −1/2. (4.14)

Let us now proceed to prove some other properties of jα that we will need. On the first
place we have upper and lower estimates for jα(z) whenever z is small, tighter than those
given above.
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Lemma 4.2. Let α ≥ −1/2. For every z ≤ 2
√
α+ 1 and every m ∈ N ∪ {0} there holds

Γ(α+ 1)
2m+1∑
n=0

(−1)n(z/2)2n

n!Γ(n+ α+ 1)
≤ jα(z) ≤ Γ(α+ 1)

2m∑
n=0

(−1)n(z/2)2n

n!Γ(n+ α+ 1)
.

Proof. The proof relies on the fact that for every alternating series
∑∞

n=0(−1)nan with
terms an decreasing to zero, the estimate

2m+1∑
n=0

(−1)nan ≤
∞∑
n=0

(−1)nan ≤
2m∑
n=0

(−1)nan (4.15)

holds for every m ∈ N ∪ {0}. Thus, the result follows if we prove that for any fixed
z ≤ 2

√
α+ 1, the terms of the series (4.3) decrease to zero in absolute value. That is

equivalent to say
(z/2)2n

n!Γ(n+ α+ 1)
− (z/2)2n+2

(n+ 1)!Γ(n+ α+ 2)
≥ 0.

Routine simplifications show that the above inequality is equivalent to

z ≤ 2
√

(n+ 1)(n+ α+ 1). (4.16)

Clearly, (4.16) holds for every n ∈ N∪{0} if and only if it holds for n = 0, i.e., if and only
if z ≤ 2

√
α+ 1.

Another important tool for us is an upper estimate for the primitive function of
tνjα(rt), which will also be used in Chapter 5. To this end, we first observe that since jα
is continuous, if we denote

gνα,r(t) :=



∫ t

0
sνjα(rs) ds, if ν ≥ α+ 1/2 and α > −1/2, or ν > α+ 1/2,

−
∫ ∞
t

sνjα(rs) ds, if ν < α+ 1/2,

sin rt

r
, if ν = 0 and α = −1/2,

(4.17)

then it follows from the fundamental theorem of calculus and estimate (4.11) that gνα,r is
the primitive function of tνjα(rt) with null additive constant. Indeed, note that for any
0 < t0 < t1 <∞, we have ∫ t1

t0

sνjα(rs) ds = gνα,r(t1)− gνα,r(t0).

Since jα(z) � 1 for z ≤ 1, if ν ≥ α+ 1/2 and α > −1/2, or ν > α+ 1/2, we have that

lim
t0→0

gνα,r(t0) = 0.

On the other hand, since |jα(z)| . z−α−1/2 for z > 1, for every ν < α+ 1/2,

lim
t1→∞

gνα,r(t1) = 0,

which was to be proved.
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Remark 4.3. Note that∫ t

0
sνjα(rs) ds =

tν+1

ν + 1
1F2

(
1

2
(ν + 1);

1

2
(ν + 3), α+ 1;−(rt)2

4

)
, ν > −1,

where pFq denotes the generalized hypergeometric function (see [93, Ch. 6]).

We start by rewriting
∫ N
M tνjα(rt) dt in terms of higher order Bessel functions.

Lemma 4.4. Let α ≥ −1/2, r > 0 and 0 < M < N . Then, for any n ≥ 1 and ν ∈ R
such that ν 6= 2(α+ `) + 1 with ` = 0, . . . , n− 1, one has∫ N

M
tνjα(rt) dt =

n∑
k=1

Ck,ν,α
(
Nν+1jα+k(rN)−Mν+1jα+k(rM)

)
+ C ′n,ν,α

∫ N

M
tνjα+n(rt) dt, (4.18)

where the constants Ck,ν,α, C ′n,ν,α are nonzero.

Proof. The proof is done by induction on n. For n = 1, we can rewrite the integral
on the left-hand side of (4.18) as

∫ N
M tν−2α−1t2α+1jα(rt) dt, and the result follows after

integrating by parts together with (4.13). In this case we have C1,ν,α =
1

2α+ 2
and

C ′1,ν,α = −ν − 2α− 1

2α+ 2
, which are nonzero constants due to the choice of α and ν.

If (4.18) holds for some n ≥ 1, since

C ′n,ν,α

∫ N

M
tνjα+n(rt) dt = C ′n,ν,α

∫ N

M
tν−2(α+n)−1t2(α+n)+1jα+n(rt) dt,

the result follows similarly as before; in this case we obtain Cn+1,ν,α =
C ′n,ν,α

2(α+ n) + 2
and

C ′n+1,ν,α = −C ′n,ν,α
ν − 2(α+ n)− 1

2(α+ n) + 2
, which are nonzero constants due to the choice of α

and ν.

Lemma 4.5. Under the assumptions of Lemma 4.4, we have, for any ν ∈ R such that
ν = 2(α+ `) + 1 with some ` ∈ N ∪ {0},∫ N

M
tνjα(rt) dt =

`+1∑
k=1

Ck,ν,α
(
Nν+1jα+k(rN)−Mν+1jα+k(rM)

)
, (4.19)

where all the constants Ck,ν,α coincide with those of Lemma 4.4.

Proof. If ` = 0, the result immediately follows from (4.13). If ` > 0, we can apply
Lemma 4.4 with ν ′ = 2(α+ `− 1) + 1 in place of ν, and then by (4.13),

C ′`,ν,α

∫ N

M
t2(α+`)+1jα+`(rt) dt = C`+1,ν,α

(
Nν+1jα+`+1(rN)−Mν+1jα+`+1(rM)

)
,

where C`+1,ν,α =
C ′`,ν,α

2(α+ `) + 1
.
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Remark 4.6. We can allow M = 0 in Lemmas 4.4 and 4.5 whenever ν > −1, as the
integral

∫ N
0 tνjα(t) dt converges in such case, due to (4.9).

The following lemma yields an upper estimate for
∣∣ ∫ N
M tνjα(rt) dt

∣∣, and relies on Lem-
mas 4.4 and 4.5.

Lemma 4.7. Let α ≥ −1/2, r > 0 and 0 < M < N . For any ν ∈ R and any n ≥ 1 such
that ν 6= α+ n− 1/2, we have∣∣∣∣ ∫ N

M
tνjα(rt) dt

∣∣∣∣ . 1

rα+1/2

n∑
k=1

1

rk
(
Nν−k−α+1/2 +Mν−k−α+1/2

)
. (4.20)

Proof. If ν is as in Lemma 4.5, then (4.20) follows by just applying the estimate |jα(z)| .
z−α−1/2, z > 0 (cf. (4.11)), to all the terms on the right-hand side of (4.19). On the
contrary, if ν is as in Lemma 4.4, we estimate the sum of (4.18) from above in a similar
way, whilst since ν − α− n− 1/2 6= −1,∣∣∣∣ ∫ N

M
tνjα+n(rt) dt

∣∣∣∣ . 1

rn+α+1/2

∫ N

M
tν−α−n−1/2 dt

.
1

rn+α+1/2

(
Nν−n−α+1/2 +Mν−n−α+1/2

)
,

which coincides precisely with the n-th term of the sum on the right-hand side of (4.20).

We can finally obtain the desired upper bound for (4.17).

Lemma 4.8. For any α ≥ −1/2, ν ∈ R, and r, t > 0, the estimate

|gνα,r(t)| .
tν−α−1/2

rα+3/2
(4.21)

holds.

Proof. We distinguish two cases: ν 6= α+ 1/2, or ν = α+ 1/2. In the first case, estimate
(4.21) follows readily by applying Lemma 4.7 with n = 1 and letting M → 0 or N → ∞
if ν > α+ 1/2 or ν < α+ 1/2, respectively.

If ν = α+ 1/2, and α = −1/2, (4.21) follows immediately from (4.17). For α > −1/2,
we can apply Lemma 4.4 with n = 2 and M = 0 (see also Remark 4.6) to obtain

|gα+1/2
α,r (t)| =

∣∣∣∣C1t
α+3/2jα+1(rt) + C2t

α+3/2jα+2(rt) + C3

∫ t

0
sα+1/2jα+2(rs) ds

∣∣∣∣
.

1

rα+3/2
+

1

trα+5/2
+

∫ t

0
sα+1/2|jα+2(rs)| ds.

It follows from (4.11) that∫ t

0
sα+1/2|jα+2(rs)| ds .

∫ 1/r

0
sα+1/2 ds+

1

rα+5/2

∫ ∞
1/r

s−2 ds .
1

rα+3/2
.

Collecting the above estimates, we deduce

|gα+1/2
α,r (t)| . 1

rα+3/2
+

1

trα+5/2
,
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which implies (4.21) whenever t ≥ 1/r.
Finally, if t < 1/r, using (4.17) together with (4.9) we obtain

|gνα,r(t)| �
∫ t

0
sα+1/2 ds � tα+3/2 <

1

rα+3/2
,

which completes the proof.

4.2 Pointwise and uniform convergence of Lαν,µf : first ap-
proach

This section is devoted to finding sufficient conditions on f that guarantee the pointwise
convergence of Lαν,µf . If tνf(t) ∈ L1(0, 1), the convergence of Lαν,µf at r0 ∈ R+ means that

lim
M→∞

∣∣∣∣rµ+ν
0

∫ M

0
tνf(t)jα(r0t) dt

∣∣∣∣ <∞.
In contrast with the criteria for uniform convergence (see Theorems 4.16 and 4.23 in the
following sections), here we do not impose restrictions on the parameters. The analysis of
convergence at the origin is rather simple:

(i) if µ+ ν < 0, then Lαν,µf(0) is not defined;

(ii) if µ+ ν = 0, the convergence of Lαν,µf(0) is equivalent to
∣∣ ∫∞

0 tνf(t) dt
∣∣ <∞;

(iii) if µ+ ν > 0, then Lαν,µf(0) = 0.

We proceed to study the pointwise convergence of Lαν,µf(r) at r > 0. When possi-
ble, we also give sufficient conditions for the uniform convergence on subintervals of R+.
The statements in this section can be subdivided into two categories, depending on their
hypotheses. First, we have those relying on the integrability of f , and secondly, those
involving conditions on the weighted variation of f .

4.2.1 Integrability conditions

We begin with the results involving integrability conditions of f .

Proposition 4.9. Let f be such that tνf(t) ∈ L1(0, 1) and tν−α−1/2f(t) ∈ L1(1,∞). Then
Lαν,µf(r) converges at any r > 0. Moreover,

1. if µ + ν − α − 1/2 < 0, then Lαν,µf converges uniformly on any interval [ε,∞) with
ε > 0;

2. if µ + ν − α − 1/2 > 0, then Lαν,µf converges uniformly on any interval [0, ε] with
ε > 0;

3. if µ+ ν − α− 1/2 = 0, then Lαν,µf converges uniformly on R+.

Proof. It is clear that the pointwise convergence of Lαν,µf(r) at r > 0 is equivalent to∫ ∞
M

tνf(t)jα(rt) dt = o(1) as M →∞,
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which holds by simply applying the estimate (4.11) and the fact that tν−α−1/2 ∈ L1(1,∞).
Let us now prove the statement concerning uniform convergence. For each of the three

cases, since tν−α−1/2f(t) ∈ L1(1,∞), it follows from the estimate (4.11) that

rµ+ν

∫ ∞
M

tνf(t)jα(rt) dt ≤ εµ+ν−α−1/2

∫ ∞
M

tν−α−1/2|f(t)| dt = o(1) as M →∞,

i.e., the integrals (4.5) vanish uniformly in r (on each corresponding interval) as M →
∞.

Proposition 4.9 allows us to easily derive sufficient conditions for the uniform conver-
gence of Lαν,µf on R+ whenever 0 ≤ µ+ ν ≤ α+ 1/2.

Corollary 4.10. Let 0 ≤ µ + ν ≤ α + 1/2. If tνf(t) ∈ L1(R+), then Lαν,µf converges
uniformly on R+.

Proof. First, if 0 ≤ µ + ν < α + 1/2, note that since α ≥ −1/2, tνf(t) ∈ L1(R+) implies
tν−α−1/2f(t) ∈ L1(1,∞), so we can apply Proposition 4.9 to deduce that Lαν,µf converges
uniformly on any interval [ε,∞) with ε > 0, whilst the uniform convergence on the interval
[0, ε] follows from

rµ+ν

∫ ∞
M

tνf(t)jα(rt) dt ≤ εµ+ν

∫ ∞
M

tν |f(t)| dt→ 0 as M →∞.

Secondly, if µ+ ν = α+ 1/2, then tν−α−1/2f(t) = t−µf(t), and therefore tνf(t) ∈ L1(R+)
implies t−µf(t) ∈ L1(1,∞) (since ν ≥ −µ for every α ≥ −1/2), and the result follows by
Proposition 4.9.

4.2.2 Variational conditions

The statements of this subsection involve conditions on the variation of f . Note that if
f ∈ GM(β2), we can derive these variational conditions from integrability conditions of
f (see Proposition 2.11 and Corollary 2.12). Similarly as above, we also give sufficient
conditions for the uniform convergence of Lαν,µf on subintervals of R+ when possible.

Proposition 4.11. Let f be such that tνf(t) ∈ L1(0, 1). Assume that∫ ∞
1

tν−α−1/2|df(t)| <∞ and Mν−α−1/2|f(M)| → 0 as M →∞, (4.22)

then Lαν,µf(r) converges at any r > 0. Moreover, for any ε > 0,

1. if µ+ ν − α− 3/2 > 0, the convergence is uniform on any interval [0, ε];

2. if µ+ ν − α− 3/2 < 0, the convergence is uniform on any interval [ε,∞);

3. if µ+ ν − α− 3/2 = 0, the convergence is uniform on R+.

Remark 4.12. In the case ν ≥ α + 1/2, if f vanishes at infinity the convergence of∫∞
1 tν−α−1/2|df(t)| implies that Mν−α−1/2f(M)→ 0 as M →∞. Indeed,

Mν−α−1/2|f(M)| ≤Mν−α−1/2

∫ ∞
M
|df(t)| ≤

∫ ∞
M

tν−α−1/2 |df(t)|,

and the right-hand side of the latter vanishes as M →∞. Thus, in this case we only need
to assume the convergence of

∫∞
1 tν−α−1/2|df(t)| in Proposition 4.11.
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Proof of Proposition 4.11. Fix r > 0. Since tνf(t) ∈ L1(0, 1), the convergence of (4.2) is
equivalent to

lim
M→∞

∣∣∣∣ ∫ M

1
tνf(t)jα(rt) dt

∣∣∣∣ <∞.
Integrating by parts, we have∫ M

1
tνf(t)jα(rt) dt = gνα,r(M)f(M)− gνα,r(1)f(1)−

∫ M

1
gνα,r(t) df(t), (4.23)

where gνα,r(t) is given by (4.17). Now we estimate from above each term on the right-hand
side of (4.23) (note that gνα,r(1)f(1) is bounded, since f is bounded on any compact set).
It follows from (4.21) and (4.22) that

|gνα,r(M)f(M)| . Mν−α−1/2

rα+3/2
|f(M)| → 0 as M →∞.

Finally, by (4.21), ∫ M

1
|gνα,r(t) df(t)| . 1

rα+3/2

∫ M

1
tν−α−1/2 |df(t)|.

Hence, by letting M →∞ we find that the convergence of
∫∞

1 tν−α−1/2|df(t)| implies that
of
∫∞

1 |gνα,r(t) df(t)|. This concludes the part concerning pointwise convergence.
The assertion related to uniform convergence is easily proved by simply applying esti-

mates (4.11) and (4.21):

rµ
∣∣∣∣ ∫ N

M
(rt)νf(t)jα(rt) dt

∣∣∣∣ = rµ+ν

∣∣∣∣gνα,r(N)f(N)− gνα,r(M)f(M)−
∫ N

M
gνα,r(t) df(t)

∣∣∣∣
. rµ+ν−α−3/2

(
Nν−α−1/2|f(N)|+Mν−α−1/2|f(M)|

+

∫ N

M
tν−α−1/2 |df(t)|

)
.

Thus, the latter expression vanishes

1. uniformly in r ∈ [0, ε] if µ+ ν − α− 3/2 > 0;

2. uniformly in r ∈ [ε,∞) if µ+ ν − α− 3/2 < 0;

3. uniformly in r ∈ R+ if µ+ ν − α− 3/2 = 0,

as N > M →∞.

For functions f ∈ GM(β2), we can derive a version of Proposition 4.11 depending on
integrability conditions of f , which are less restrictive than those from Proposition 4.9.

Corollary 4.13. Let f ∈ GM(β2) be such that tνf(t) ∈ L1(0, 1). If tν−α−3/2f(t) ∈
L1(1,∞), all the statements of Proposition 4.11 hold.

Proof. If f ∈ GM(β2), the condition tν−α−3/2f(t) ∈ L1(1,∞) implies that tν−α−1/2f(t)
vanishes at infinity (see Remark 2.10). Furthermore, by Corollary 2.12, we have that all
hypotheses of Proposition 4.11 are satisfied, and the result follows.
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The last statement of this subsection is a combination of Propositions 4.9 and 4.11.

Corollary 4.14. Let f be such that tνf(t) ∈ L1(0, 1). Assume that α + 1/2 ≤ µ + ν <
α + 3/2. If the conditions in (4.22) hold, and if tν−α−1/2f(t) ∈ L1(1,∞), then Lαν,µf
converges uniformly on R+.

Note that except for the case α = −1/2 and µ + ν = 0, the parameters for which
Corollary 4.14 can be applied correspond to sine-type transforms.

4.2.3 Examples

Let us discuss an application of Proposition 4.11, closely related to the following classical
statement [146, Ch. I, Theorem 2.6] (see also [8, Ch. I, §30]) concerning pointwise con-
vergence of trigonometric series: Let ϕ(x) be either sinx or cosx. If an → 0 and {an} is
of bounded variation, or equivalently,

∞∑
n=N

|an − an+1| = o(1) as N →∞,

then
∑∞

n=0 anϕ(nx) converges pointwise in x ∈ (0, 2π), and the convergence is uniform on
any interval [ε, 2π − ε], ε > 0.

A version of the latter statement for the sine and cosine transforms follows from Propo-
sition 4.11 (see item 2 of the latter, and observe that for the sine and cosine transforms
both conditions µ+ ν − α− 3/2 < 0 and ν − α− 1/2 = 0 hold).

Corollary 4.15. Let f, g : R+ → C be vanishing at infinity and such that f ∈ L1(0, 1)
and tg(t) ∈ L1(0, 1). Assume that f and g are of bounded variation on [δ,∞) for some
δ > 0. Then, ∫ ∞

0
f(t) cos rt dt and

∫ ∞
0

g(t) sin rt dt

converge for every r > 0, and the convergence is uniform on every interval [ε,∞), with
ε > 0.

Finally, we show that we cannot guarantee the uniform convergence of Lαν,µf on R+

outside the range of parameters 0 ≤ µ+ ν ≤ α+ 3/2, whenever f satisfies both conditions
from (4.22). The case µ + ν < 0 is clear, since in this case Lαν,µf(0) is not even defined.
The case µ+ν > α+ 3/2 is more involved. We proceed to constructing a counterexample.

Let

f(t) =


t−ν , if t < 2,

t−ν+α+1/2

(log t)2
, if t ≥ 2.

On the one hand, since for any ν ∈ R and α ≥ −1/2 one has

f ′(t) = (−ν + α+ 1/2)
t−ν−1/2+α

(log t)2
− 2

t−ν−1/2+α

(log t)3
, t > 2,

it is clear that∫ ∞
1

tν−α−1/2|df(t)| . 1 +

∫ ∞
2

tν−α−1/2|f ′(t)| dt .
∫ ∞

2

1

t(log t)2
dt <∞.
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On the other hand, for t ≥ 2

tν−α−1/2f(t) =
1

(log t)2
→ 0 as t→∞,

and hence f satisfies both conditions from (4.22). Let us now prove that Lαν,µf does not
converge uniformly on R+ (although it does on any interval [0, ε] for any ε > 0, according
to Proposition 4.11). Let 2 < M < N . Integration by parts along with property (4.13) of
jα yields

rµ+ν

∣∣∣∣ ∫ N

M
tνf(t)jα(rt) dt

∣∣∣∣ ≤ rµ+ν 1

2α+ 2

∣∣∣∣[ tα+3/2

(log t)2
jα+1(rt)

]N
M

∣∣∣∣
+
α+ 1/2

2α+ 2

∣∣∣∣ ∫ N

M

tα+1/2

(log t)2
jα+1(rt) dt

∣∣∣∣
+

2

2α+ 2

∣∣∣∣ ∫ N

M

tα+1/2

(log t)3
jα+1(rt) dt

∣∣∣∣ =: a0 + b0 + c0.

First,

a0 = rµ+ν

∣∣∣∣ Nα+3/2

(logN)2
jα+1(rN)− Mα+3/2

(logM)2
jα+1(rM)

∣∣∣∣.
If we choose r = (logM)2/(µ+ν−α−3/2) and M so that jα+1(rM) � (rM)−α−3/2 (such M
can be found through the expansion (4.10)), we obtain by letting N →∞,

a0 �
rµ+ν−α−3/2

(logM)2
= 1.

We now prove that both terms b0 and c0 vanish as N > M →∞ (for this particular choice
of r). Then it follows that Lαν,µf does not converge uniformly on R+. Let us proceed to
estimate b0 from above first. Again, integration by parts and (4.13) yield

rµ+ν

∣∣∣∣ ∫ N

M

tα+1/2

(log t)2
jα+1(rt) dt

∣∣∣∣ ≤ rµ+ν 1

2α+ 4

∣∣∣∣[ tα+3/2

(log t)2
jα+2(rt)

]N
M

∣∣∣∣
+
α+ 5/2

2α+ 4

∣∣∣∣ ∫ N

M

tα+1/2

(log t)2
jα+2(rt) dt

∣∣∣∣
+

2

2α+ 4

∣∣∣∣ ∫ N

M

tα+1/2

(log t)3
jα+2(rt) dt

∣∣∣∣ =: a1 + b1 + c1.

By (4.11), it is clear that

a1 . rµ+ν−α−5/2

(
1

M(logM)2
+

1

N(logN)2

)
.

(logM)
2
∣∣µ+ν−α−5/2
µ+ν−α−3/2

∣∣
M

→ 0

as N > M →∞, as for b1 and c1, we have

b1 + c1 . rµ+ν

∫ N

M

tα+1/2

(log t)2
|jα+2(rt)| dt . rµ+ν−α−5/2

∫ N

M

1

t2(log t)2
dt

≤ rµ+ν−α−5/2

M
≤ (logM)

2
∣∣µ+ν−α−5/2
µ+ν−α−3/2

∣∣
M

→ 0
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as N > M → ∞. Let us now investigate the term c0. Integration by parts, (4.11), and
(4.13) yield

rµ+ν

∣∣∣∣ ∫ N

M

tα+1/2

(log t)3
jα+1(rt) dt

∣∣∣∣ . rµ+ν

(∣∣∣∣[ tα+3/2

(log t)3
jα+2(rt)

]N
M

∣∣∣∣+

∫ N

M

tα+1/2

(log t)3
|jα+2(rt)| dt

)
,

and it can be shown similarly as above that the latter vanishes as N > M →∞. Therefore,
we conclude that Lαν,µf does not converge uniformly.

4.3 Uniform convergence of Lαν,µf with µ+ν = 0 (cosine-type
transforms)

This section is devoted to the study of the uniform convergence of cosine-type transforms,
i.e., those of the form Lαν,µf with µ+ ν = 0. Recall that the classical Hankel transform of
order α belongs to this case (ν = 2α+ 1 = −µ).

It is usual when studying Fourier integrals to assume that the function f in the in-
tegrand vanishes at infinity. Here we do not always need this assumption, since the
kernel (4.7) of Lαν,µ vanishes as t → ∞ for certain choices of the parameters and fixed
r ∈ R+. For this reason, we present two results as the main ones of this section (Theo-
rems 4.16 and 4.17), one for functions that vanish at infinity, and another (more general)
one that does not include such an assumption. We will finish this section by obtaining two
more results: one for continuous functions (Theorem 4.20), and another one for functions
from the class GM(β2) (Theorem 4.22).

The first result of this section reads as follows.

Theorem 4.16. Let ν ∈ R and µ = −ν. Let f be such that tνf(t) ∈ L1(0, 1), and

f(M) = o
(
M−ν−1

)
as M →∞, (4.24)∫ ∞

M
tν−α−1/2|df(t)| = o

(
M−α−3/2

)
as M →∞. (4.25)

Then, a necessary and sufficient condition for Lαν,µf to converge uniformly on R+ is that∣∣∣∣ ∫ ∞
0

tνf(t) dt

∣∣∣∣ <∞. (4.26)

Secondly, we have the corresponding result for functions vanishing at infinity.

Theorem 4.17. Let ν ∈ R and µ = −ν. Let f be vanishing at infinity and such that
tνf(t) ∈ L1(0, 1). Assume that∫ ∞

M
|df(t)| = o

(
M−ν−1

)
as M →∞, if ν < α+ 1/2 and ν > −1, (4.27)∫ ∞

M
tν−α−1/2|df(t)| = o

(
M−α−3/2

)
as M →∞, if ν ≥ α+ 1/2 or ν ≤ −1. (4.28)

Then (4.26) is necessary and sufficient to guarantee the uniform convergence of Lαν,µf on
R+.

Before proving the above theorems, let us make some observations.
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Remark 4.18. (i) Theorem 3.6, which is a uniform convergence criterion for the cosine
transform, is a particular case of Theorem 4.17, namely when ν = µ = 0 and
α = −1/2. This is why we call operators Lαν,µ with ν = −µ “cosine-type transforms”.

(ii) If we assume f ≥ 0 in Theorems 4.16 and 4.17, the uniform convergence of Lαν,µf is
trivially equivalent to tνf(t) ∈ L1(R+), since jα(0) = 1 and |jα(z)| ≤ jα(0) for all
z > 0.

(iii) The criterion for the uniform convergence of the classical Hankel transform (4.1) can
be derived by letting ν = 2α + 1 in Theorem 4.16, i.e., if (4.24) and (4.25) hold,
then Hαf converges uniformly on R+ if and only if∣∣∣∣ ∫ ∞

0
t2α+1f(t) dt

∣∣∣∣ <∞.
Also, note that the cosine transform corresponds to the Hankel transform of order
α = −1/2 and is therefore covered by the latter statement.

(iv) If f vanishes at infinity, then (4.25) implies (4.24), which means that for certain
choice of parameters, condition (4.24) may be redundant (more precisely, this is the
case when ν ≥ −1). This is the reason we also present Theorem 4.17, for functions
vanishing at infinity, which has simpler hypotheses than Theorem 4.16.

Let us now prove Theorems 4.16 and 4.17.

Proof of Theorem 4.16. The necessity part follows from the convergence at r = 0 and the
fact that jα(0) = 1.

In order to prove the sufficiency part, we show that the integrals (4.5) vanish uniformly
in r as N > M →∞.

Let 0 < M < N . If r ≥ 1/M , integration by parts yields

∫ N

M
tνf(t)jα(rt) dt =

[
f(t)gνα,r(t)

]N
M
−
∫ N

M
gνα,r(t) df(t). (4.29)

It follows from (4.21) and (4.29) that∣∣∣∣ ∫ N

M
tνf(t)jα(rt) dt

∣∣∣∣ . 1

rα+3/2
sup
x≥M

xν−α−1/2|f(x)|+ 1

rα+3/2

∫ N

M
tν−α−1/2 |df(t)|

≤ sup
x≥M

xν+1|f(x)|+Mα+3/2

∫ ∞
M

tν−α−1/2 |df(t)|,

and both terms vanish as M →∞, by (4.24) and (4.25).

If r < 1/M , we write

∫ N

M
tνf(t)jα(rt) dt =

(∫ 1/r

M
+

∫ N

1/r

)
tνf(t)jα(rt) dt.
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On the one hand, the integral
∫ N

1/r t
νf(t)jα(rt) dt can be estimated as above. On the other

hand, by (4.8),∣∣∣∣ ∫ 1/r

M
tνf(t)jα(rt) dt

∣∣∣∣ ≤ sup
x>M

∣∣∣∣ ∫ x

M
tνf(t) dt

∣∣∣∣+

∣∣∣∣ ∫ 1/r

M
tνf(t)

(
1− jα(rt)

)
dt

∣∣∣∣
≤ sup

x>M

∣∣∣∣ ∫ x

M
tνf(t) dt

∣∣∣∣+ r

∫ 1/r

M
tν+1|f(t)|rt dt

≤ sup
x>M

∣∣∣∣ ∫ x

M
tνf(t) dt

∣∣∣∣+

(
sup
x≥M

xν+1|f(x)|
)∫ 1/r

M
r dt

≤ sup
x>M

∣∣∣∣ ∫ x

M
tνf(t) dt

∣∣∣∣+ sup
x≥M

xν+1|f(x)|. (4.30)

The first term of (4.30) vanishes as M →∞ by (4.26), whilst the second term also vanishes
as M →∞, by (4.24).

Proof of Theorem 4.17. First of all, since f is vanishing at infinity, we have that |f(M)| ≤∫∞
M |df(t)| for all M > 0.

Let us first consider the case ν < α+ 1/2. On the one hand,

Mν+1|f(M)| ≤Mν+1

∫ ∞
M
|df(t)| → 0 as M →∞.

On the other hand,

Mα+3/2

∫ ∞
M

tν−α−1/2|df(t)| ≤Mν+1

∫ ∞
M
|df(t)| → 0 as M →∞,

or in other words, (4.27) implies both hypotheses (4.24) and (4.25) of Theorem 4.16, and
the result follows.

If ν ≥ α+ 1/2,

Mν+1|f(M)| ≤Mν+1

∫ ∞
M
|df(t)| ≤Mα+3/2

∫ ∞
M

tν−α−1/2|df(t)| → 0 as M →∞,

i.e., we are under the conditions of Theorem 4.16, and the result follows (notice that in
this case (4.25) implies (4.24)).

Finally, if ν ≤ −1, since f vanishes at infinity, condition (4.24) is automatically satis-
fied, and the result follows, since condition (4.28) is precisely (4.25).

Remark 4.19. If ν < α+1/2, (4.28) implies (4.27), and if ν ≥ α+1/2 then (4.27) implies
(4.28). In Theorem 4.17 we assume either (4.27) or (4.28) but in any case the assumption
is the less restrictive from those.

The following criterion relies on conditions of a function f itself, rather than on its
variation. Recall that if f is continuous and we write

Fν(x) = −
∫ ∞
x

tνf(t) dt

as an improper Riemann integral, then (4.26) implies that Fν is well defined and moreover
F ′ν(x) = xνf(x), in virtue of the fundamental theorem of calculus.
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Theorem 4.20. Let ν ∈ R and µ = −ν. Let f ∈ C(1,∞) be such that tνf(t) ∈ L1(0, 1).
Assume that α > 1/2, and

f(M) = o
(
M−ν−1

)
as M →∞. (4.31)

Then the transform Lαν,µf converges uniformly on R+ if and only if (4.26) is satisfied.

Observe that the range of α for which Theorem 4.20 is valid is reduced compared to
the one of Theorems 4.16 and 4.17 (where we deal with the full range α ≥ −1/2).

Remark 4.21. If f vanishes at infinity, then for ν > −1 and ν < α+1/2, (4.27) obviously
implies (4.31), and for ν ≥ α + 1/2, (4.28) implies (4.31), since |f(M)| ≤

∫∞
M |df(t)|,

so that Mν+1|f(M)| ≤ Mα+3/2
∫∞
M tν−α−1/2|df(t)|. However, the converse is not true.

Indeed, consider f(t) = t−ν−2 sin t, for t > 1. It is clear that (4.31) holds, and thus Lαν,µf
converges uniformly (with ν = −µ), but f ′(t) = −(ν + 2)t−ν−3 sin t + t−ν−2 cos t, and
therefore one has for M > 1,

Mν+1

∫ ∞
M
|f ′(t)| dt �Mν+1

∫ ∞
M

t−ν−2 dt � 1,

if ν < α+ 1/2 and ν > −1, and

Mα+3/2

∫ ∞
M

tν−α−1/2|f ′(t)| dt �Mα+3/2

∫ ∞
M

t−α−5/2 dt � 1,

if ν ≥ α + 1/2, i.e., (4.31) does not imply (4.27) nor (4.28) (in each respective case).
Therefore, Theorem 4.20 can be seen as a complement to Theorems 4.16 and 4.17.

Proof of Theorem 4.20. The necessity part is clear, due to the convergence at r = 0.
Now we proceed to prove the sufficiency part. Let us denote

Fν(x) := −
∫ ∞
x

tνf(t) dt.

First of all, since for α ≥ 1/2 one has (d/dt)jα(rt) = (2α + 2)(jα−1(rt) − jα(rt))/t (see
(4.14)), it follows from the estimate (4.11) that∣∣∣∣ ddtjα(rt)

∣∣∣∣ . 1

tα+1/2rα−1/2
, (4.32)

whenever rt ≥ 1, or equivalently, r ≥ 1/t. We proceed to estimate the integral∫ ∞
M

tνf(t)jα(rt) dt,

which is equivalent to estimate the integrals (4.5) as N → ∞. On the one hand, if
r ≥ 1/M , we integrate by parts and obtain∣∣∣∣ ∫ ∞

M
tνf(t)jα(rt) dt

∣∣∣∣ ≤ ∣∣jα(rM)Fν(M)
∣∣+

∣∣∣∣ ∫ ∞
M

Fν(t)

(
d

dt
jα(rt)

)
dt

∣∣∣∣
≤ max

N≥M
|Fν(N)|+ max

N≥M
|Fν(N)|

∫ ∞
M

∣∣∣∣ ddtjα(rt)

∣∣∣∣ dt
. max

N≥M
|Fν(N)|

(
1 +

1

rα−1/2

∫ ∞
M

1

tα+1/2
dt

)
≤ max

N≥M
|Fν(N)|

(
1 +Mα−1/2

∫ ∞
M

1

tα+1/2
dt

)
� max

N≥M
|Fν(N)|,
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where we have applied (4.32) and used the fact that α > 1/2. Since Fν vanishes at infinity
whenever (4.26) is satisfied, the above estimate vanishes as M →∞. On the other hand,
if r < 1/M , we write∫ ∞

M
tνf(t)jα(rt) dt =

(∫ 1/r

M
+

∫ ∞
1/r

)
tνf(t)jα(rt) dt,

and estimate
∫∞

1/r t
νf(t)jα(rt) dt as above. Similarly as in the proof of Theorem 4.16,

estimate (4.8) yields∣∣∣∣ ∫ 1/r

M
tνf(t)jα(rt) dt

∣∣∣∣ ≤ max
x>M

∣∣∣∣ ∫ x

M
tνf(t) dt

∣∣∣∣+ r

∫ 1/r

M
tν+1|f(t)| dt

≤ max
x>M

∣∣∣∣ ∫ x

M
tνf(t) dt

∣∣∣∣+ max
x≥M

xν+1|f(x)|,

which vanishes as M →∞.

Finally, we give a criterion for real-valued functions from the class GM(β2).

Theorem 4.22. Let f ∈ GM(β2) be real-valued and such that tνf(t) ∈ L1(0, 1). Then
Lαν,−νf converges uniformly if and only if

∫∞
0 tνf(t) dt converges.

Proof. The necessity part is clear from the convergence at r = 0 and jα(0) = 1.

In order to prove the sufficiency part, we use Abel-Olivier’s test for real-valued GM(β2)
functions (Theorem 2.15). Since f ∈ GM(β2), it follows that tνf(t) ∈ GM(β2) for every
ν ∈ R (cf. [86]). Therefore, the convergence of

∫∞
0 tνf(t) dt implies that tν+1f(t) → 0 as

t→∞, by Theorem 2.15, which is precisely condition (4.24).

To conclude the proof, we show that if f ∈ GM(β2), then (4.24) implies (4.25), and
the result will follow by Theorem 4.16. Indeed, since α ≥ −1/2,∫ ∞

M
tν−α−1/2|df(t)| .

∫ ∞
M/2

1

t

∫ 2t

t
sν−α−1/2|df(s)| .

∫ ∞
M/2

tν−α−5/2

∫ λt

t/λ
|f(s)| ds

.
∫ ∞
M/2

(
sup

t/λ≤x≤λt
xν+1|f(x)|

)
t−α−5/2 dt

.

(
sup

x≥M/(2λ)
xν+1|f(x)|

)
M−α−3/2.

Thus, by (4.24),

Mα+3/2

∫ ∞
M

tν−α−1/2|df(t)| . sup
x≥M/(2λ)

xν+1|f(x)| → 0 as M →∞,

i.e., (4.25) holds. This completes the proof.

We will discuss Theorem 4.22 in more detail and give an extended version of it in the
case of the Hankel transform (ν = 2α + 1) in Section 4.5. In particular, we also discuss
the boundedness of Lα2α+1,−(2α+1)f(r) as a function of r.
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4.4 Uniform convergence of Lαν,µf with 0 < µ + ν ≤ α + 3/2
(sine-type transforms)

In this section we study the uniform convergence of sine-type transforms, or equivalently,
the transforms Lαν,µf with 0 < µ+ν ≤ α+ 3/2. In general we will give only sufficient con-
ditions for the uniform convergence of these transforms on R+. For nonnegative functions
from the class GM(β2) we also obtain necessary conditions. Recall that f ∈ GM(β2) are
those satisfying ∫ 2x

x
|df(t)| . 1

x

∫ λx

x/λ
|f(t)| dt

for some λ ≥ 2 and all x > 0 (see Section 2.3).
For the same reason as in Subsection 4.3, we have two main results in this part, namely

a general one, and a simplified version where functions are assumed to vanish at infinity.

Theorem 4.23. Let ν, µ ∈ R be such that 0 < µ + ν ≤ α + 3/2. Let f be such that
tνf(t) ∈ L1(0, 1). If the conditions

f(M) = o
(
Mµ−1

)
as M →∞, (4.33)∫ ∞

M
tν−α−1/2|df(t)| = o

(
Mµ+ν−α−3/2

)
as M →∞ (4.34)

are satisfied, then Lαν,µf converges uniformly on R+.

Observe that conditions (4.24) and (4.25) from Theorem 4.16 are the same as (4.33) and
(4.34), respectively, for the particular case µ = −ν. However, note that in Theorem 4.16
the convergence of the integral

∫∞
0 tνf(t) dt is also required, whilst in Theorem 4.23 it is

not.

Remark 4.24. In the extremal case µ + ν = α + 3/2, the conditions in (4.22) from
Proposition 4.11 are equivalent to (4.33) and (4.34). In other words, the statements of
Proposition 4.11 and Theorem 4.23 coincide in this extremal case.

The statement for functions vanishing at infinity reads as follows.

Theorem 4.25. Let ν, µ ∈ R be such that 0 < µ+ ν ≤ α+ 3/2, and let f be vanishing at
infinity and such that tνf(t) ∈ L1(0, 1). Assume that∫ ∞

M
|df(t)| = o

(
Mµ−1

)
as M →∞, if ν < α+ 1/2 and µ < 1, (4.35)∫ ∞

M
tν−α−1/2|df(t)| = o

(
Mµ+ν−α−3/2

)
as M →∞, if ν ≥ α+ 1/2 or µ ≥ 1. (4.36)

Then Lαν,µf converges uniformly on R+.

Remark 4.26. (1) Note also that part (i) of Theorem 3.4 is the particular case of
Theorem 4.25 with α = 1/2, ν = 1 and µ = 0 (see also (3.7)).

(2) Let us observe an interesting property of the operator Lαα+1/2,0, with α > −1/2 (if

α = −1/2, such operator corresponds to the cosine transform). Its kernel Kα(r, t) =
Kα(rt) := (rt)α+1/2jα(rt) is uniformly bounded and does not vanish at infinity in
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any of the variables r nor t (for any fixed α, this is the only kernel of the type (4.7)
with this property). Moreover, Kα vanishes at the origin. Thus, such kernel has a
similar behaviour as the kernel K1/2(rt) = sin rt of the sine transform. In fact, the
sufficient condition that guarantees the uniform convergence of Lαα+1/2,0f and that

of the sine transform of f is the same, namely (cf. Theorem 4.23)∫ ∞
M
|df(t)| = o(1/M) as M →∞.

We now proceed to prove Theorems 4.23 and 4.25.

Proof of Theorem 4.23. We show that the integrals (4.5) vanish uniformly in r as N >
M →∞. Let 0 < M < N , and assume that 1/r ≤M . Integration by parts together with
(4.17) and estimate (4.21) yield

rµ+ν

∫ N

M
tνf(t)jα(rt) dt = rµ+ν

([
f(t)gνα,r(t)

]N
M
−
∫ N

M
gνα,r(t) df(t)

)
. rµ+ν

(
Nν−α−1/2

rα+3/2
|f(N)|+ Mν−α−1/2

rα+3/2
|f(M)|

+
1

rα+3/2

∫ N

M
tν−α−1/2 |df(t)|

)
. sup

x≥M
x1−µ|f(x)|+Mα+3/2−µ−ν

∫ ∞
M

tν−α−1/2 |df(t)|.

Both terms on the right-hand side vanish as M → ∞, by the assumptions (4.33) and
(4.34).

If 1/r > M , we write

rµ+ν

∫ N

M
tνf(t)jα(rt) dt = rµ+ν

(∫ 1/r

M
+

∫ N

1/r

)
tνf(t)jα(rt) dt,

and estimate the integral
∫ N

1/r t
νf(t)jα(rt) dt as above. Moreover, since µ+ν > 0, we have

∣∣∣∣rµ ∫ 1/r

M
(rt)νf(t)jα(rt) dt

∣∣∣∣ ≤ rµ ∫ 1/r

M
(rt)ν |f(t)| dt = rµ+ν

∫ 1/r

M
tν |f(t)| dt

= rµ+ν

∫ 1/r

M
tµ+ν−1t1−µ|f(t)| dt

≤
(

sup
x≥M

x1−µ|f(x)|
)
rµ+ν

∫ 1/r

0
tµ+ν−1 dt � sup

x≥M
x1−µ|f(x)|,

which vanishes as M →∞, by (4.33).

Proof of Theorem 4.25. We prove that our hypotheses imply those of Theorem 4.23, and
the result will follow. Consider first the case µ < 1 and ν < α+ 1/2. Then

M1−µ|f(M)| ≤M1−µ
∫ ∞
M
|df(t)| → 0 as M →∞,



79 Chapter 4. Uniform convergence of weighted Hankel transforms

and

Mα+3/2−µ−ν
∫ ∞
M

tν−α−1/2|df(t)| ≤M1−µ
∫ ∞
M
|df(t)| → 0 as M →∞,

i.e., (4.33) and (4.34) hold.

If ν ≥ α+ 1/2,

M1−µ|f(M)| ≤M1−µ
∫ ∞
M
|df(t)| ≤Mα+3/2−µ−ν

∫ ∞
M

tν−α−1/2|df(t)| → 0

as M →∞, or in other words, in this case (4.36) (which is precisely (4.34)) implies (4.33).

Finally, if µ ≥ 1, since f vanishes at infinity, (4.33) holds, and the hypotheses of
Theorem 4.23 are met.

For functions f ∈ GM(β2) we can give an alternative statement to Theorem 4.23,
namely with a sufficient condition that only depends on the magnitude of f at infinity.
Furthermore, in this case we can obtain a criterion for nonnegative GM(β2) functions,
which can be seen as an extension of Corollary 3.5 (to more general transforms, but with
a more restrictive GM condition).

Theorem 4.27. Let ν, µ ∈ R be such that 0 < µ+ ν < α+ 3/2. Let f ∈ GM(β2) be such
that tνf(t) ∈ L1(0, 1).

1. If

f(M) = o
(
Mµ−1

)
as M →∞, (4.37)

then Lαν,µf converges uniformly on R+.

2. If f ≥ 0 and Lαν,µf converges uniformly on R+, then (4.33) holds.

The “if and only if” statement reads as follows:

Corollary 4.28. Let f ∈ GM(β2) be nonnegative, α ≥ −1/2, and ν, µ ∈ R be such that
0 < µ+ ν < α+ 3/2. Then Lαν,µf converges uniformly on R+ if and only if (4.37) holds.

Proof of Theorem 4.27. Since f ∈ GM(β2), (4.33) implies (4.34) whenever µ+ν < α+3/2.
Indeed,∫ ∞

M
tν−α−1/2|df(t)| .

∫ ∞
M/2

1

t

∫ 2t

t
sν−α−1/2|df(s)| .

∫ ∞
M/2

tν−α−5/2

∫ λt

t/λ
|f(s)| ds

.
∫ ∞
M/2

(
sup

t/λ≤x≤λt
x1−µ|f(x)|

)
tµ+ν−α−5/2 dt

.

(
sup

x≥M/(2λ)
x1−µ|f(x)|

)
Mµ+ν−α−3/2,

where in the latter inequality we have used the fact that µ + ν < α + 3/2, and λ ≥ 2 is
the GM(β2) constant. Thus, we deduce that

Mα+3/2−µ−ν
∫ ∞
M

tν−α−1/2 |df(t)| . sup
x≥M/(2λ)

x1−µ|f(x)| → 0 as M →∞,
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so that the result follows by applying Theorem 4.23. This completes the first part of the
proof.

For the second part, the uniform convergence of Lαν,µf implies

rµ
∫ λ/r

1/(2λr)
(rt)νf(t)jα(rt) dt � rµ

∫ λ/r

1/(2λr)
f(t) dt→ 0 as r → 0.

By Remark 2.10, we have

f(1/r) . r

∫ λ/r

1/(2λr)
f(t) dt = r1−µrµ

∫ λ/r

1/(2λr)
f(t) dt,

and we deduce that rµ−1f(1/r)→ 0 as r → 0, or equivalently, t1−µf(t)→ 0 as t→∞.

Note that in Theorem 4.27 we exclude the case µ + ν = α + 3/2. The proof of
Theorem 4.27 consists on showing that if f ∈ GM(β2), then condition (4.33) implies
(4.34). This does not happen in general in the extremal case µ+ ν = α+ 3/2, as we show
now.

Proposition 4.29. Let ν ∈ R and µ < 1 be such that µ + ν = α + 3/2. If f ∈ GM(β2)
vanishes at infinity, the condition∫ ∞

M
t1−µ|df(t)| =

∫ ∞
M

tν−α−1/2|df(t)| = o(1) as M →∞

is equivalent to t−µf(t) ∈ L1(1,∞).

It is clear that condition (4.33) does not imply t−νf(t) ∈ L1(1,∞), even for monotone
functions. For a simpler version of Proposition 4.29, see [90].

Proof of Proposition 4.29. Since f vanishes at infinity and µ < 1, the estimate∫ ∞
1

t−µ|f(t)| dt ≤
∫ ∞

1
t−µ

∫ ∞
t
|df(s)| =

∫ ∞
1
|df(s)|

∫ s

1
t−µ dt .

∫ ∞
1

t1−µ|df(t)|

proves one direction of the statement. Note we have not used the GM so far. For the
other direction, since f ∈ GM(β2), we have∫ ∞

1
t1−µ|df(t)| =

∞∑
k=0

∫ 2k+1

2k
t1−µ|df(t)| .

∞∑
k=0

2k(1−µ) 1

2k

∫ λ2k

2k/λ
|f(t)| dt

�
∞∑
k=0

∫ λ2k

2k/λ
t−µ|f(t)| dt .

∫ ∞
1/λ

t−µ|f(t)| dt,

which completes the proof. Note that the above inequality holds for any µ ∈ R.

The condition f ∈ GM(β2) in the sufficiency part of Theorem 4.27 (and therefore
also in Corollary 4.28) cannot be dropped, as shown by Proposition 4.30 below. To prove
it, we construct functions that play an analogous role to that of lacunary sequences. A
nonnegative sequence {nk} is said to be lacunary if there exists q > 1 such that nk+1/nk ≥
q for all k. It is easy to construct a uniformly converging sine series

∞∑
n=1

an sinnx
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with nan 6→ 0 as n → ∞ using lacunary sequences, thus showing that the monotonicity
assumption in Theorem 3.1 is essential. Indeed, let nk be a lacunary sequence, and

an =

{
n−1, if n = nk, k ∈ N,
0, otherwise.

Then, the sine series
∑∞

n=1 an sinnx =
∑∞

k=1 n
−1
k sinnkx converges uniformly on [0, 2π)

since
∑
n−1
k converges, but nan = 1 for all n = nk.

Proposition 4.30. Let µ, ν ∈ R be such that 0 < µ + ν < α + 3/2. There exists f 6∈
GM(β2) such that condition (4.37) does not hold, but Lαν,µf converges uniformly on R+.

Proof of Proposition 4.30. We first construct f in a general setting and then we subdivide
the proof into two parts, namely for the case 0 < µ + ν ≤ α + 1/2, and for the case
α+ 1/2 < µ+ ν < α+ 3/2.

Let cn be an increasing nonnegative sequence and εn > 0 such that εn < cn+1− cn and
εn ≤ cn for every n. Define

f(t) =

{
tµ−1, if t ∈ [cn, cn + εn], n ∈ N,
0, otherwise.

For such a function, it is clear that t1−µf(t) 6→ 0 as t → ∞. We are now going to find
those choices of cn and εn for which f 6∈ GM(β2) and Lαν,µf converges uniformly on R+.
Note that for any cn and εn, tνf(t) ∈ L1(0, 1), since µ+ ν > 0.

Let us first consider the case 0 < µ + ν ≤ α + 1/2. According to Corollary 4.10, the
uniform convergence of Lαν,µf on R+ follows from tνf(t) ∈ L1(R+), which in this case is
equivalent to

∞∑
n=1

εnc
ν+µ−1
n <∞. (4.38)

Choosing cn = 2n and εn = 2−nβ with β > ν + µ − 1, it can be easily proved that
f 6∈ GM(β2). Moreover, the series (4.38) converges, and the uniform convergence of Lαν,µf
on R+ follows.

Consider now the case α + 1/2 < µ + ν < α + 3/2. According to Corollary 4.14, the
uniform convergence of Lαν,µf follows from the conditions

tν−α−1/2f(t)→ 0 as t→∞, tν−α−1/2f(t) ∈ L1(1,∞),

∫ ∞
1

tν−α−1/2|df(t)| <∞.

Since µ+ ν < α+ 3/2, tν−α−1/2f(t)→ 0 as t→∞. Also,∫ ∞
1

tν−α−1/2f(t) dt =
∞∑
n=1

εnc
µ+ν−α−3/2
n , (4.39)

and∫ ∞
1

tν−α−1/2|df(t)| .
∞∑
n=1

(
cµ+ν−α−3/2
n + (cn + εn)µ+ν−α−3/2

)
.
∞∑
n=1

cµ+ν−α−3/2
n . (4.40)

Choosing cn = 2n and εn = 1, it is easy to prove that f 6∈ GM(β2), and the series on the
right-hand sides of (4.39) and (4.40) are convergent, so that Lαν,µf converges uniformly on
R+, by Corollary 4.14.
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We conclude this part by discussing the optimality of Theorems 4.23 and 4.25, and
their independence with respect to Corollary 4.14, which also gives sufficient conditions for
the uniform convergence of sine-type transforms, and is based on integrability conditions
of f . We will always assume that 0 < µ+ ν < α+ 3/2.

Sharpness. We first show that the conclusions of Theorems 4.23 and 4.25 do not hold
in general if we replace o by O in conditions (4.33) and (4.34), or (4.35) and (4.36).

1. Case µ < 1. In this case, we do not discuss sharpness of Theorem 4.23, since
condition (4.33) implies that f vanishes at infinity, and therefore we are in the situation of
Theorem 4.25. We prove the sharpness of the latter whenever we replace o by O in either
(4.35) or (4.36).

Consider the function f(t) = t1−µ and µ+ ν < α+ 3/2. It is clear that neither (4.35)
nor (4.36) hold, but they are satisfied if we replace o by O (in each respective case). Since
µ+ ν > 0, we have, for any r > 0,

rµ+ν

∫ 1/r

1/(2r)
tνf(t)jα(rt) dt � rµ+ν

∫ 1/r

1/(2r)
tµ+ν−1 dt � 1, (4.41)

and therefore Lαν,µf does not converge uniformly on R+, (the integrals (4.5) do not vanish
as N > M →∞).

2. Case µ = 1. Note that in this case the statements of Theorems 4.23 and 4.25 are
equivalent, since (4.33) precisely means that f vanishes at infinity. If f(t) = 1, it is clear
that (4.33) does not hold, but holds with O in place of o, whilst (4.34) trivially holds. In
this case, we also have that the integral on the right-hand side of (4.41) (with µ = 1) does
not vanish as r → 0, thus Lαν,µf does not converge uniformly on R+.

3. Case µ > 1. On the one hand, the example f(t) = t1−µ shows that Theorem 4.23
does not hold if we replace o by O in (4.33) and (4.34), since we are exactly in the same
situation as in the case µ < 1 (in the sense that the right-hand side of (4.41) with µ > 1
does not vanish as r → 0). On the other hand, the examples f(t) = tµ−2 sin t and f(t) = 1
show that in general, conditions (4.33) and (4.34) do not imply each other.

Independence of Theorem 4.23 and Corollary 4.14. Let us prove that the conditions
of Theorem 4.23 do not imply those of Corollary 4.14 and vice versa. In other words, these
two results complement each other.

On the one hand, let f(t) = tµ−2 sin t for t > 1 and α+ 1/2 ≤ µ+ ν < α+ 3/2. Since

f ′(t) = (µ− 2)tµ−3 sin t+ tµ−2 cos t,

we have that

Mα+3/2−µ−ν
∫ ∞
M

tν−α−1/2|f ′(t)| dt �Mα+3/2−µ−ν
∫ ∞
M

tµ+ν−α−5/2 dt � 1,

where we have used the following property of the sine function: from the fact that | sin t| ≥
1/
√

2 for t ∈ [(2k + 1)π/4, (2k + 3)π/4], k ∈ 0, 1, 2, . . ., it follows that, for γ ∈ R and M
large enough,

∫ ∞
M

tγ dt �
∑

k:(2k+1)π≥M

∫ (2k+3)π
4

(2k+1)π
4

tγ dt �
∫ ∞
M

tγ | sin t| dt ≤
∫ ∞
M

tγ dt.
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Hence, (4.34) does not hold, and the hypotheses of Theorem 4.23 are not satisfied. Never-
theless, note that tν−α−1/2f(t) ∈ L1(0, 1) (and t−µf(t) ∈ L1(1,∞) if µ+ν = α+1/2), and
moreover conditions (4.22) hold. Hence, Corollary 4.14 implies the uniform convergence
of Lαν,µf on R+.

On the other hand, let α = 1/2, ν = 1 and µ = 0 (recall that this choice of parameters

corresponds to the sine transform). If f(t) =
1

t log t
for t > 2, then clearly f(t) 6∈ L1(2,∞).

On the other hand, since (4.34) holds, the uniform convergence of L1/2
1,0 f on R+ follows by

Theorem 4.23 (also by Theorem 4.27, or even by Corollary 3.10).

Independence of Theorem 4.25 and Corollary 4.14. We also prove that the hy-
potheses of Theorem 4.25 and those of Corollary 4.14 do not imply each other.

Let us first give examples of functions that do not satisfy the assumption of Theo-
rem 4.25, but still fall under the scope of Corollary 4.14. Consider again f(t) = tµ−2 sin t,
with µ < 2. We have already seen in the above example that

Mα+3/2−µ−ν
∫ ∞
M

tν−α−1/2|f ′(t)| dt � 1,

and that, additionally to tν−α−1/2f(t) ∈ L1(1,∞), conditions (4.22) hold. Thus, in the
case ν ≥ α+1/2 or µ ≥ 1, we cannot apply Theorem 4.25, but we can apply Corollary 4.14
instead to deduce the uniform convergence of Lαν,µf on R+. On the other hand, it is easy
to see that if ν < α + 1/2 and µ < 1, the hypotheses of Corollary 4.14 hold, although
those of Theorem 4.25 do not, since

M1−µ
∫ ∞
M
|f ′(t)| dt �M1−µ

∫ ∞
M

tµ−2 dt � 1.

We now show examples of functions that do not satisfy the assumptions of Corol-
lary 4.14, but those of Theorem 4.25. Let ν ≥ α+ 1/2 and α+ 1/2− ν ≤ µ < 1. If f(t) =

tα−ν−1/2

log t
for t ≥ 2, then f vanishes at infinity but tν−α−1/2f(t) =

1

t log t
6∈ L1(2,∞).

However,

Mα+3/2−µ−ν
∫ ∞
M

tν−α−1/2|f ′(t)| dt .M

∫ ∞
M

1

t2 log t
dt .

1

logM
→ 0 as M →∞,

so that (4.36) holds. In the case µ ≥ 1, note that ν < α + 1/2 (since we are assuming
µ + ν < α + 3/2), and hence the inequality µ + ν ≥ α + 1/2 implies that α − 1/2 ≤ ν.

Thus, choosing f(t) =
tα−ν−1/2

log t
for t ≥ 2 again, we have that f vanishes at infinity, and

also satisfies (4.36), whilst tν−α−1/2f(t) 6∈ L1(2,∞). Finally, consider the case ν < α+1/2

and µ < 1. Let f(t) =
tµ−1

log t
. The inequality µ+ ν ≥ α+ 1/2 implies that

tν−α−1/2f(t) =
tµ+ν−α−3/2

log t
≥ 1

t log t
6∈ L1(2,∞),

hence f is not under the hypotheses of Corollary 4.14. However, since f is monotone,

M1−µ
∫ ∞
M
|f ′(t)| dt = M1−µf(M) =

1

logM
→ 0 as M →∞,

and Lαν,µf converges uniformly on R+, in virtue of Theorem 4.25 (or also by Theorem 4.27).
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Remark 4.31. Note that in the extremal case µ + ν = α + 3/2 (which has not been
considered above), the assumptions (4.22) we use in Corollary 4.14 are equivalent to the
assumptions of Theorem 4.23, namely (4.33) and (4.34). The conclusion is also the same.

4.5 Hankel transforms of functions from GM(β2): equiva-
lence theorems

In the existing literature where the problem of uniform convergence of cosine transforms
or cosine series is studied [40, 41, 45, 130, 135], the problem of studying the boundedness
of
∑∞

n=0 an cosnx or
∫∞

0 f(t) cos rt dt has not attracted much attention. In fact, if we deal
with nonnegative functions (or sequences), the problem is trivial. On the other hand, the
tools to deal with functions (or sequences) with non-constant sign are being discovered
nowadays. In this section we study the Hankel transforms of real-valued functions from
the class GM(β2), making use of the Abel-Olivier test we proved in Section 2.4. We also
cover the case of cosine series.

If f ≥ 0, it is clear that

f̂cos(r) =

∫ ∞
0

f(t) cos rt dt (4.42)

converges uniformly in R+ and is bounded if and only if
∫∞

0 f(t) dt converges, or equiva-
lently, if f ∈ L1(R+). Thus, for nonnegative f the boundedness and uniform convergence
of (4.42) are equivalent, since |f̂cos(r)| ≤

∫∞
0 f(t) dt. However, in the general case the

uniform convergence and boundedness of (4.42) are not equivalent, as we shall now show.
More precisely, we discuss the interrelation between the following conditions:

(i) convergence of
∫∞

0 f(t) dt;

(ii) boundedness of
∫∞

0 f(t) cos rt dt;

(iii) uniform convergence of
∫∞

0 f(t) cos rt dt on R+.

For now, we consider functions f that are integrable over any compact interval [0, N ] ⊂ R+.
First of all, since f̂cos(0) =

∫∞
0 f(t) dt, the convergence of the integral

∫∞
0 f(t) dt is

necessary for the (pointwise, and therefore also uniform) convergence and boundedness of
f̂cos, but not sufficient. Indeed, consider (cf. [48, pp. 7–8])

f̂cos(r) =

∫ ∞
0

t−1/2 cos t cos rt dt =

√
π

2
√

2

(
1√
r + 1

+
1√
r − 1

)
, r > 1.

In this case f̂cos(r) tends to infinity as r → 1+, although, as is well known, the integral∫∞
0 t−1/2 cos t dt converges (it is the Fresnel cosine integral, see [1, pp. 300–301]).

We also note that uniform convergence of f̂cos on R+ implies its boundedness, but not
vice-versa. Certainly, if f̂cos converges uniformly, for a fixed ε > 0 we can find N ∈ R+

such that ∣∣∣∣ ∫ M2

M1

f(t) cos rt dt

∣∣∣∣ < ε, if N ≤M1 < M2,

uniformly on R+, and hence,∣∣∣∣ ∫ ∞
0

f(t) cos rt dt

∣∣∣∣ ≤ ∫ N

0
|f(t)| dt+ ε <∞,
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since f is integrable on [0, N ]. To see that the contrary is not true, we just take f(t) =
χ[0,1](t), where χE is the characteristic function of the set E. Then, by the Dini criterion

for the Fourier transform [104, Corollary 2.3.4], if we write g(r) = f̂cosf(r), then

ĝcos(t)


π/2, if t ∈ [0, 1),

π/4, if t = 1,

0, if t > 1.

Therefore, ĝcos is bounded, but the partial integrals
∫ N

0 g(r) cos rt dr converge to a discon-
tinuous function as N →∞, thus the convergence cannot be uniform.

On the side of cosine series, the situation is similar. The convergence of
∑∞

n=0 an
is necessary but not sufficient to guarantee the uniform convergence and boundedness of∑∞

n=0 an cosnx. Indeed, the necessity part is trivial (just take x = 0), as for the sufficiency
part let us consider a0 = 0, an = n−1 cosn, n ≥ 1. By the well-known Dirichlet test for
series [72], it follows that

∑∞
n=1 n

−1 cosn converges. However, the cosine series

∞∑
n=1

n−1 cosn cosnx

diverges at x = 1, thus it is not bounded, neither its partial sums converge uniformly.
Indeed, since cos2 n = (1 + cos 2n)/2, one has

N∑
n=1

cos2 n

n
=

N∑
n=1

1

2n
+

N∑
n=1

cos 2n

2n
.

The series
∑∞

n=1 cos 2n/(2n) converges, by the Dirichlet test for series, and
∑∞

n=1 1/(2n)
diverges. Thus, our claim follows.

The fact that the uniform convergence of a cosine series on [0, 2π) implies its bound-
edness may be proved in the same way as the counterpart for cosine integrals we showed
above. One may also apply the following argument: since the partial sums are continuous,
the limit function g(x) =

∑
an cosnx is continuous (and periodic), and therefore bounded.

Finally, we prove that the boundedness of a cosine series does not imply that its partial
sums converge uniformly. Indeed, consider the cosine series

G(x) :=

∞∑
n=1

(−1)n

2n− 1
cos
(
(2n− 1)x

)
.

This series is the Fourier series of the function

g(x) =

{
1, if x ∈ [π/2, 3π/2],

0, x ∈ [0, π/2) ∪ (3π/2, 2π),

see [146] for basic definitions and theory of Fourier series. By the well-known Dini criterion
for convergence of Fourier series [104, Theorem 1.2.24], we have

G(x) =


π/4, if x ∈ (π/2, 3π/2),

π/8, if x = π/2 or x = 3π/2,

0, if x ∈ [0, π/2) ∪ (3π/2, 2π).
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Hence, G is bounded, but the continuous partial sums

N∑
n=1

(−1)n

2n− 1
cos
(
(2n− 1)x

)
converge to a discontinuous function as N →∞, thus the convergence cannot be uniform.

We shall now see that in the case of Hankel transforms Hα (recall that H−1/2 is the
cosine transform), analogues of properties (i), (ii), and (iii) stated above are equivalent,
provided that f ∈ GM(β2) is real-valued. We also give an upper estimate for Hαf ,
depending on α. All the functions f we consider in this section will be vanishing at
infinity.

Let us define, for any f : R+ → C and ν ∈ R,

Mν(f) := sup
t∈R+

tν |f(t)|.

The following statement is needed to obtain our main result.

Lemma 4.32. Let f ∈ GM(β2) be real-valued and α ∈ R. If t2α+1f(t) ∈ L1(0, 1) and∫∞
0 t2α+1f(t) dt converges, then M2α+2(f) = supt∈R+

t2α+2|f(t)| <∞.

Observe that Lemma 4.32 is stated for all α ∈ R, though we only need the case
α ≥ −1/2 when dealing with Hankel transforms.

Proof of Lemma 4.32. On the one hand, the fact that t2α+2f(t) → 0 as t → 0 follows
from t2α+1f(t) ∈ L1(0, 1) and the estimate given in Remark 2.10. On the other hand,
t2α+2f(t)→ 0 as t→∞ follows from the convergence of

∫∞
0 t2α+1f(t) dt and Theorem 2.15

(recall that t2α+1f(t) ∈ GM(β2) provided that f ∈ GM(β2), cf. [86]). Finally, since f
is locally of bounded variation (which is a property we require in Definition 2.4 when we
introduce general monotonicity), t2α+2|f(t)| is bounded on any compact set, which yields
the desired result.

Theorem 4.33. Let α ≥ −1/2. Let f ∈ GM(β2) be real-valued and such that t2α+1f(t) ∈
L1(0, 1). The following are equivalent:

(i) the integral
∫∞

0 t2α+1f(t) dt converges;

(ii) the Hankel transform Hαf(r) =
∫∞

0 t2α+1f(t)jα(rt) dt converges uniformly on R+;

(iii) the Hankel transform Hαf(r) is bounded on R+.

Moreover, in any of those cases, M2α+2(f) := supt∈R+
t2α+2|f(t)| is finite, and for every

N ∈ R+, the estimate∣∣∣∣ ∫ N

0
t2α+1f(t)jα(rt) dt

∣∣∣∣ ≤ ∣∣∣∣ ∫ N

0
t2α+1f(t) dt

∣∣∣∣+
1

α+ 1
N2α+2|f(N)|

+
Cλ(2λ)2α+2

2α+ 2

(
λ4

2(α+ 2)
+

Sα
α+ 3/2

)
M2α+2(f)

+ sup
0≤a<b≤∞

∣∣∣∣ ∫ b

a

t2α+2

2α+ 2
df(t)

∣∣∣∣ (4.43)

holds, where Sα = supx≥1 x
α+1/2|jα(x)| (see Remark 4.1).
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Note that for any 0 ≤ a < b, the boundedness of the integral
∫ b
a t

2α+2df(t) in (4.43)
follows from the convergence of

∫∞
0 t2α+1f(t) dt and Corollary 2.16.

We emphasize that the boundedness ofHαf follows easily from its uniform convergence,
as we showed above, and estimate (4.43) is not needed to prove Hαf is bounded. The
purpose of estimate (4.43) is to show the dependence of our upper bound for Hαf in terms
of α. The upper estimate for Hαf is obtained by letting N → ∞ in (4.43), and taking
into account that N2α+2f(N) → 0 as N → ∞ whenever

∫∞
0 t2α+1f(t) dt converges and

f ∈ GM(β2) is real-valued, by Theorem 2.15.

Corollary 4.34. Under the assumptions of Theorem 4.33, the estimate

|Hαf(r)| ≤
∣∣∣∣ ∫ ∞

0
t2α+1f(t) dt

∣∣∣∣+
Cλ(2λ)2α+2

2α+ 2

(
λ4

2(α+ 2)
+

Sα
α+ 3/2

)
M2α+2(f)

+ sup
0≤a<b≤∞

∣∣∣∣ ∫ b

a

t2α+2

2α+ 2
df(t)

∣∣∣∣
holds.

Proof of Theorem 4.33. First of all, note that under our assumptions M2α+2(f) is finite,
provided that the integral

∫∞
0 t2α+1f(t) dt converges, by Lemma 4.32.

The fact that (i) and (ii) are equivalent is just Theorem 4.22.
We now prove (i) and (iii) are equivalent. Clearly, (iii) implies (i), since if Hαf(r)

is bounded, then Hαf(0) =
∫∞

0 t2α+1f(t) dt converges. So we are left to prove that if
f ∈ GM(β2), then (i) implies (iii). It suffices to prove estimate (4.43), and the claim
follows by letting N →∞.

Let r > 0 (the case r = 0 is trivial, since jα(0) = 1). First of all, we write∣∣∣∣ ∫ N

0
t2α+1f(t)jα(rt) dt

∣∣∣∣ ≤ ∣∣∣∣ ∫ N

0
t2α+1f(t) dt

∣∣∣∣+

∣∣∣∣ ∫ N

0
t2α+1f(t)(1− jα(rt)) dt

∣∣∣∣. (4.44)

We now integrate by parts the last integral of (4.44). By the property (4.13) of the
derivative of the Bessel function, and the fact that |jα(z)| ≤ 1 for all z ≥ 0, we get∣∣∣∣ ∫ N

0
t2α+1f(t)(1− jα(rt)) dt

∣∣∣∣ ≤ 1

2α+ 2

∣∣∣[t2α+2(1− jα+1(rt))f(t)
]N
0

∣∣∣
+

∣∣∣∣ ∫ N

0

t2α+2

2α+ 2
(1− jα+1(rt))df(t)

∣∣∣∣
≤ 1

α+ 1
N2α+2|f(N)|+

∣∣∣∣ ∫ N

0

t2α+2

2α+ 2
(1− jα+1(rt))df(t)

∣∣∣∣,
where in the last inequality we have used that t2α+2f(t)→ 0 as t→ 0, which follows from
the estimate

x2α+2|f(x)| .
∫ λx

x/λ
t2α+1|f(t)| dt

for GM(β2) functions given in Remark 2.10 and the fact that t2α+1f(t) ∈ L1(0, 1).
Assume now that r ≤ 1/N . By Lemma 4.2, we have jα+1(rt) ≥ 1 − (rt)2/(4(α + 2))

for t ≤ N , and therefore∣∣∣∣ ∫ N

0

t2α+2

2α+ 2
(1− jα+1(rt))df(t)

∣∣∣∣ ≤ 1

BαN2

∫ N

0
t2α+4|df(t)|,
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where Bα = 4(α+ 2)(2α+ 2).

Let n0 = min{k ∈ Z : 2k ≥ N}. Since f ∈ GM(β2), we have

1

BαN2

∫ N

0
t2α+4|df(t)| ≤ 22(1−n0)

Bα

n0∑
k=−∞

2(2α+4)k

∫ 2k

2k−1

|df(t)|

≤ C22(1−n0)

Bα

n0∑
k=−∞

2(2α+4)k

∫ λ2k−1

2k−1/λ

|f(t)|
t

dt

≤ C22(1−n0)(2λ)(2α+4)

Bα

n0∑
k=−∞

∫ λ2k−1

2k−1/λ
t2α+3|f(t)| dt

≤ C22(1−n0)(2λ)(2α+5)

2Bα
M2α+2(f)

∫ λ2n0−1

0
t dt

=
C(2λ)(2α+7)

16Bα
M2α+2(f). (4.45)

For r > 1/N , we write∣∣∣∣ ∫ N

0

t2α+2

2α+ 2
(1− jα+1(rt))df(t)

∣∣∣∣ =

∣∣∣∣( ∫ 1/r

0
+

∫ N

1/r

)
t2α+2

2α+ 2
(1− jα+1(rt))df(t)

∣∣∣∣.
On the one hand, using (4.45) we get∣∣∣∣ ∫ 1/r

0

t2α+2

2α+ 2
(1− jα+1(rt))df(t)

∣∣∣∣ ≤ C(2λ)(2α+7)

16Bα
M2α+2(f).

On the other hand,∣∣∣∣ ∫ N

1/r

t2α+2

2α+ 2
(1− jα+1(rt))df(t)

∣∣∣∣ ≤ ∣∣∣∣ ∫ N

1/r

t2α+2

2α+ 2
df(t)

∣∣∣∣+

∫ N

1/r

∣∣∣∣ t2α+2

2α+ 2
jα+1(rt)df(t)

∣∣∣∣.
First, we have ∣∣∣∣ ∫ N

1/r

t2α+2

2α+ 2
df(t)

∣∣∣∣ ≤ sup
0≤a<b≤∞

∣∣∣∣ ∫ b

a

t2α+2

2α+ 2
df(t)

∣∣∣∣,
which is finite due to the convergence of

∫∞
0 t2α+2df(t), by Corollary 2.16. Secondly, let

n1 = max{k ∈ Z : 2k ≤ 1/r}. Using the GM(β2) condition and the estimate (4.12), we
derive∣∣∣∣ ∫ N

1/r

t2α+2

2α+ 2
jα+1(rt)df(t)

∣∣∣∣ ≤ Sα+1

rα+3/2

∫ ∞
1/r

tα+1/2

2α+ 2
|df(t)|

≤ 2(n1+1)(α+3/2)Sα+1

2α+ 2

∞∑
k=n1

2(k+1)(α+1/2)

∫ 2k+1

2k
|df(t)|

≤ C2(n1+1)(α+3/2)Sα+1

2α+ 2

∞∑
k=n1

2(k+1)(α+1/2)

∫ λ2k

2k/λ

|f(t)|
t

dt.
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Since

∞∑
k=n1

2(k+1)(α+1/2)

∫ λ2k

2k/λ

|f(t)|
t

dt ≤ λ(2λ)α+1/2

∫ ∞
2n1/λ

tα−1/2|f(t)| dt

≤ λ(2λ)α+1/2M2α+2(f)

∫ ∞
2n1/λ

t−α−5/2 dt

=
2α+1/2λ2α+3

α+ 3/2
2−n1(α+3/2)M2α+2(f),

we conclude ∣∣∣∣ ∫ N

1/r

t2α+2

2α+ 2
jα+1(rt)df(t)

∣∣∣∣ ≤ Cλ(2λ)2α+2Sα
(α+ 3/2)(2α+ 2)

M2α+2(f).

Collecting the above estimates, we arrive at (4.43).

For the sake of completeness, we state the particular case of Theorem 4.33 correspond-
ing to the cosine transform, i.e., when α = −1/2.

Corollary 4.35. Let f ∈ GM(β2) be real-valued and such that f ∈ L1(0, 1). The following
are equivalent:

(i) the integral
∫∞

0 f(t) dt converges;

(ii) the cosine transform f̂cos(r) =
∫∞

0 f(t) cos rt dt converges uniformly on R+;

(iii) the cosine transform f̂cos(r) is bounded on R+.

Moreover, in any of those cases, supt∈R+
t|f(t)| is finite, and the estimate∣∣∣∣ ∫ N

0
f(t) cos rt dt

∣∣∣∣ ≤ ∣∣∣∣ ∫ N

0
f(t) dt

∣∣∣∣+ 2N |f(N)|+ 2Cλ2

(
λ4

3
+ 1

)
sup
t∈R+

t|f(t)|

+ sup
0≤a<b≤∞

∣∣∣∣ ∫ b

a
t df(t)

∣∣∣∣
holds.

To conclude this part, we discuss the corresponding result for cosine series, or in other
words, the discrete version of Corollary 4.35. In [130], Tikhonov mentioned the following.

Theorem 4.36. Let {an} ∈ GMS2 be such that nan → 0. Then the cosine series

∞∑
n=0

an cosnx

converges uniformly on [0, 2π) if and only if the series
∑∞

n=0 an converges.

Remark 4.37. In the proof of Theorem 4.36, the hypothesis nan → 0 is used to prove
the “if” part, whilst the “only if” part only requires the convergence of

∑∞
n=0 an.

Abel-Olivier’s test for real-valued sequences from the class GMS2 allows us to improve
Theorem 4.36 by dropping the hypothesis nan → 0. The precise statement reads as follows.
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Theorem 4.38. Let {an} ∈ GMS2 be real-valued. The following are equivalent:

(i) the series
∑∞

n=0 an converges;

(ii) the cosine series
∑∞

n=0 an cosnx converges uniformly on [0, 2π);

(iii) the cosine series
∑∞

n=0 an cosnx is bounded on [0, 2π).

Proof. Since {an} ∈ GMS2 is real-valued, the convergence of
∑∞

n=0 an implies nan → 0
as n→∞, by Corollary 2.17. Therefore, according to Remark 4.37, the equivalence of (i)
and (ii) follows by applying Theorem 4.36, since we have shown the hypothesis nan → 0
is redundant in order to prove the “if” part. Also, as we observed at the beginning of the
present section, the uniform convergence of the partial sums

∑N
n=0 an cosnx implies the

boundedness of the limit function
∑∞

n=0 an cosnx, i.e., (ii) implies (iii), even in the general
case. Finally, (iii) trivially implies (i) by choosing x = 0.



Chapter 5

Weighted norm inequalities for
Fourier-type transforms

In this chapter we study norm inequalities between weighted Lebesgue spaces for certain
integral transforms. We also state some necessary conditions in Lorentz spaces. This
chapter is based on the results from [35].

5.1 Definitions and known results

We have already defined in the Introduction the Lebesgue space of functions Lp(X), where
X ⊂ Rn. Let us now give some more definitions that will be used throughout this chapter.

For 0 < p < 1, we may also use the notation

‖f‖Lp(X) =

(∫
X
|f(x)|p dx

)1/p

.

However, in this case the functional ‖ · ‖Lp(X) does not define a norm, but a quasi-norm.
A weight u defined on X is a nonnegative function that is locally integrable on X. For

a weight u, the weighted Lebesgue space Lp(X,u) is defined as the space of measurable
functions f : X → C such that

‖f‖Lp(X,u) :=

(∫
X
u(x)|f(x)|p dx

)1/p

= ‖u1/pf‖Lp(X) <∞, p ≥ 0.

Note that if u ≡ 1, then Lp(X, 1) ≡ Lp(X). Naturally, ‖·‖Lp(X,u) defines a norm for p ≥ 1.
For Y ⊂ Rn, and an integral transform

Tf(y) =

∫
X
f(x)K(x, y) dx, y ∈ Y,

with K : X × Y → C, we are interested in studying necessary and sufficient conditions on
weights u : Y → R+ and v : X → R+ such that the weighted norm inequality

‖Tf‖Lq(Y,u) ≤ C‖f‖Lp(X,v), 1 < p ≤ q <∞, (5.1)

holds for all f ∈ Lp(X, v), where C is independent of the choice of f . Note that a problem
to find a sharp constant C in (5.1) for specific p, q and weight functions was studied in
[9, 27, 55, 56, 142] for the Fourier and related transforms.

Let us start by reviewing some of the most important results for the Fourier transform.
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5.1.1 Weighted norm inequalities for Fourier transforms

Recall that the Fourier transform of an integrable function f : Rn → C is defined as

f̂(y) =

∫
Rn
f(x)e−2πix·y dx.

As a basic example of a norm inequality, we mention the Hausdorff-Young inequality,
which states that if 1 ≤ p ≤ 2, then

‖f̂‖Lp′ (Rn) ≤ ‖f‖Lp(Rn), (5.2)

see [7, 9]. Note that the Hausdorff-Young inequality for the case p = 1 corresponds to the
trivial estimate of the Fourier transform, and for p = 2 it is actually an equality, known
as Plancherel’s theorem [126]. Note that inequality (5.2) carries no weights.

In the 1980s, Heinig [64], Jurkat-Sampson [70], and Muckenhoupt [97, 99] proved
independently that if 1 < p ≤ q <∞ and u, v : Rn → C are such that

sup
r>0

(∫ r

0
u∗(x) dx

)1/q(∫ 1/r

0
(1/v)∗(x) dx

)1/p′

<∞, (5.3)

where u∗ denotes the decreasing rearrangement of the function u, then the inequality

‖f̂‖Lq(Rn,u) ≤ C‖f‖Lp(Rn,v) (5.4)

holds for every f ∈ Lp(Rn, v). Conversely, if u(x) = u0(|x|) and v = v0(|x|) (i.e., u and v
are radial), u0 decreases and v0 increases as a function of |x| on R+, and inequality (5.4)
holds for every f ∈ Lp(Rn, v), then (5.3) is satisfied, see also [29].

Typical examples of weights u and v are power functions. If u(x) = |x|−βq and v(x) =
|x|γp, the inequality

‖f̂‖Lq(Rn,u) = ‖|x|−β f̂‖Lq(Rn) ≤ C‖|x|γf‖Lp(Rn) = ‖f‖Lp(Rn,v) (5.5)

is known as the classical Pitt’s inequality (see [13, 125]), and it holds if and only if

β = γ + n

(
1

q
− 1

p′

)
, max

{
0, n

(
1

q
− 1

p′

)}
≤ β < n

q
. (5.6)

As particular cases of Pitt’s inequality, we have Hausdorff-Young inequality (5.2), or
Hardy-Littlewood inequality (see [136])

‖|x|n(1−2/p)f̂‖Lp(Rn) ≤ C‖f‖Lp(Rn), 1 < p ≤ 2.

Applications of weighted norm inequalities include the study of uncertainty principle
relations (cf. [10]) or restriction inequalities [29, 49, 137]. Inequality (5.4) and its variants
have been extensively studied, see [5, 9, 12, 13, 70, 99] and the references therein.

Another interesting problem is to investigate whether the sharp range for β in (5.6)
can be extended if we assume regularity conditions on f when studying Pitt’s inequality
(cf. [57, 87, 114]). For instance, it is known that if f is a radial function, f(x) = f0(|x|),
inequality (5.5) holds if and only if

β = γ + n

(
1

q
− 1

p′

)
,

n

q
− n− 1

2
+ max

{
0,

1

q
− 1

p′

}
≤ β < n

q
. (5.7)
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If, additionally, f0 ∈ GM(β2), the range for β in (5.7) can be further extended to

n

q
− n+ 1

2
< β <

n

q
,

and it is sharp, as shown in [57]. More results on weighted norm inequalities for general
monotone functions can be found in [28, 87, 88, 89].

5.1.2 Integral transforms of Fourier type

From now on, we set X = Y = R+, and use the simplified notation

‖f‖p,v := ‖f‖Lp(R+,v), ‖f‖p := ‖f‖p,1.

Following [58], for a complex-valued function f defined on R+, we denote

Ff(y) =

∫ ∞
0

s(x)f(x)K(x, y) dx, y > 0, (5.8)

where K is a continuous kernel and s is a nonnegative nondecreasing function, s ∈
L1

loc(R+), and such that
s(2x) . s(x), x > 0. (5.9)

Furthermore, we assume that there exists a nonnegative nondecreasing function w satis-
fying

s(x)w(1/x) � 1, x > 0, (5.10)

and such that the estimate

|K(x, y)| . min
{

1, (s(x)w(y))−1/2
}
, x, y > 0, (5.11)

holds. Moreover, we will assume that∫ 1

0
s(x)|f(x)| dx+

∫ ∞
1

s(x)1/2|f(x)| dx <∞, (5.12)

so that Ff(y) converges pointwise on (0,∞). This is easily derived by applying the upper
bound for K (5.11) on (5.8). What is more, the estimate

|Ff(y)| .
∫ 1/y

0
s(x)|f(x)| dx+ w(y)−1/2

∫ ∞
1/y

s(x)1/2|f(x)| dx (5.13)

holds. We remark that the weight s could be incorporated into the kernel K; however, it
is worth considering it separately, as it appears as one of the two factors in the estimate
(5.11). Another reason to separate s from K is to stay close to the framework of the so-
called Fourier-type transforms, also referred to as F -transforms (see [58, 63, 136, 140]), i.e.,
those satisfying (5.9)–(5.11), and for which there exists C > 0 such that if f ∈ L2(R+, s),
(or in other words, ‖f‖2,s <∞), then

‖Ff‖2,w ≤ C‖f‖2,s. (5.14)

Inequality (5.14) is known as weighted Bessel’s inequality. A classical examples of a
Fourier-type transform is the Hankel transform. It is worth mentioning that in general,
conditions (5.9)–(5.12) do not imply (5.14).
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Weighted norm inequalities of transforms with such kernels have been studied in detail
in [58], where the authors obtained sufficient conditions that guarantee inequalities of the
type

‖Ff‖q,u . ‖f‖p,v, 1 < p ≤ q <∞,
where F is a transform of Fourier type. Let us denote by v∗ = [(1/v)∗]−1, and a′ the dual
exponent of 1 ≤ a ≤ ∞. In [58], the authors proved the following.

Theorem 5.1. Let 1 < p ≤ q <∞, 1 < a ≤ 2, (p, q, a) 6= (2, 2, 2). Let F be a Fourier-type
transform and let u, v be weights satisfying

sup
r>0

(∫ 1/r

0
u∗(x) dx

)1/q(∫ r

0
v∗(x)1−p′ dx

)1/p′

<∞, (5.15)

sup
r>0

(∫ ∞
1/r

x−q/a
′
u∗(x) dx

)1/q(∫ ∞
r

x−p/a
′
v∗(x)1−p′ dx

)1/p′

<∞. (5.16)

Then, the following inequality holds:

‖w1/a′Ff‖q,u . ‖s1/af‖p,v. (5.17)

If (p, q, a) = (2, 2, 2) and u, v are weights satisfying

sup
r>0

(∫ 1/r

0
u∗(x) dx

)(∫ r

0
v∗(x)1−p′ dx

)
<∞,

the following inequality holds:

‖w1/2Ff‖2,u . ‖s1/2f‖2,v.

Moreover, in [58] the authors show that condition (5.16) is redundant in the case
a′ < max{q, p′}.

We are interested in studying necessary and sufficient conditions on the weights u, v for
inequality (5.17) to hold, for a certain kind of transforms more general than the Fourier-
type ones, namely those of the form (5.8) for which estimate (5.11) holds. Unlike in
Theorem 5.1, our goal is to obtain necessary and sufficient conditions in terms of the
weights u and v, instead of their decreasing rearrangements.

5.1.3 Integral transforms with power-type kernel

We define the transforms with kernels of power type (or power-type kernels) as those of
the form

Ff(y) = yc0
∫ ∞

0
xb0f(x)K(x, y) dx,

where

|K(x, y)| . min{xb1yc1 , xb2yc2},
with bj , cj ∈ R for j = 0, 1, 2. It is clear that every transform of the form (5.8) satisfying
the estimate (5.11) with s(x) = xδ, δ ∈ R, is a transform with power-type kernel, but the
converse is not true. Note that the sine and Hankel transforms are of power-type kernel.
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In order for Ff(y) to converge pointwise on (0,∞), we assume that f satisfies∫ 1

0
xb0+b1 |f(x)| dx+

∫ ∞
1

xb0+b2 |f(x)| dx <∞.

In the context of power-type transforms, we are interested in obtaining necessary and
sufficient conditions on power-type weights u(x) = x−β and v(x) = xγ for the inequality

‖x−βFf‖q . ‖xγf‖p, 1 < p ≤ q <∞,

to hold. These conditions, like in Pitt’s inequality (5.5), will be written in terms of the
involved powers, and will be derived from the results obtained for generalized Fourier-type
transforms.

In general, kernels of the type K(x, y) � min{xb1yc1 , xb2yc2} differ from the kernels
satisfying Oinarov’s condition [102], i.e., for some d > 0,

d−1(K(t, u) +K(u, v)) ≤ K(t, v) ≤ d(K(t, u) +K(u, v)), 0 < v ≤ u ≤ t <∞. (5.18)

In the case bj = cj = 0, j = 1, 2, it is clear that K(x, y) � 1 implies (5.18). However, this
case is of no interest for us, as our main result for transforms with power-type kernel is
not applicable (see Corollary 5.12 below). However, if

K(x, y) �
{

1, if xy ≤ 1,

(xy)−δ, if xy > 1,

with δ > 0, and we set t = Nα, u = Nβ, v = N−(α+β)/2, with N large enough, and
α > β > 0, then (5.18) reads as

1 . N δ α−β
2 . 1,

which is clearly not true.

5.2 The Hα transform: definition and main properties

An important example of a transform with a kernel of power type and that is not of Fourier
type is the so-called Hα transform, defined as

Hαf(y) =

∫ ∞
0

(xy)1/2f(x)Hα(xy) dx, α > −1/2, (5.19)

see [109, 136]. Here Hα is the Struve function of order α [47, §7.5.4], given by the series

Hα(x) =

(
x

2

)α+1 ∞∑
k=0

(−1)k(x/2)2k

Γ(k + 3/2)Γ(k + α+ 3/2)
, x ≥ 0. (5.20)

The function Hα is continuous and satisfies the estimate

|Hα(x)| .
{

min{xα+1, x−1/2}, α < 1/2,

min{xα+1, xα−1}, α ≥ 1/2.
(5.21)
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Moreover, Hα is related to the Bessel function of the first kind Jα in the following way:
Hα is the solution of the non-homogeneous Bessel differential equation

x2d
2f

dx2
+ x

df

dx
+ (x2 − α2)f =

4(x/2)α+1

√
πΓ(α+ 1/2)

, (5.22)

whilst Jα is the solution of the homogeneous differential equation corresponding to (5.22),
with the property that it is bounded at the origin for nonnegative α.

The Hα transform was extensively studied by Heywood and Rooney, see [65, 66, 109,
110] and the references therein.

Let us now discuss some of the properties satisfied by the Struve function, that will be
useful later. On the first place, the derivatives satisfy the rule

d

dx

(
xαHα(x)

)
= xαHα−1(x). (5.23)

The estimate (5.21) can be improved for values of x near the origin. More precisely,
one has

Hα(x) � xα+1, x ≤ 1, α > −1/2. (5.24)

Let us show (5.24). In view of (5.20), (5.24) is equivalent to

∞∑
k=0

(−1)k(x/2)2k

Γ(k + 3/2)Γ(k + α+ 3/2)
� 1, x ≤ 1. (5.25)

Note that the terms of the series (5.25) are decreasing in absolute value if x ≤ 1. Hence,
applying the estimate (4.15) for alternating series, we obtain, for any x ≤ 1,

1

2Γ(3/2)Γ(α+ 3/2)
≤ 1

Γ(3/2)Γ(α+ 3/2)

(
1− x2

10(α+ 5/2)

)
≤
∞∑
k=0

(−1)k(x/2)2k

Γ(k + 3/2)Γ(k + α+ 3/2)
≤ 1

Γ(3/2)Γ(α+ 3/2)
,

which was to be shown.
For large x, the asymptotic expansion

Hα(x) =

(
πx

2

)−1/2

(sin(x− απ/2− π/4)) +
(x/2)α−1

Γ(α+ 1/2)Γ(1/2)
(1 +O(x−2)), (5.26)

holds (see [139, p. 332]), which eventually allows us to deduce (5.21).

Remark 5.2. It is worth mentioning that for α ≥ 1/2 and x > 0, Hα(x) is nonnegative
[139, p. 337], and moreover, it easily follows from (5.26) that if α > 1/2, then there is
x0 > 1 such that

Hα(x) � xα−1, x > x0.

Hence, if α > 1/2, one has Hα(x) � min{xα+1, xα−1} (see (5.24)).

It is useful to know upper estimates for the primitive function of xνHα(xy), as we saw
in the case of the weighted Bessel function xνjα(rx) in Chapter 4 (Lemma 4.8). We now
obtain those estimates, which will be useful in Section 5.6. Let us denote

hνα,y(x) =

∫ x

0
tνHα(ty) dt, ν ≥ −α− 1, α > −1/2.
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Then it follows from (5.21) that xνHα(xy) → 0 as x → 0 (with y ≥ 0 fixed). Therefore,
by the fundamental theorem of calculus, we have

d

dx
hνα,y(x) = xνHα(xy),

Lemma 5.3. For any ν ≥ 1/2 and α > −1/2, there holds

|hνα,y(x)| . y−1xν min{(xy)α+2, (xy)α}, x, y ≥ 0.

Proof. By definition of hνα,y,

hνα,y(x) =

∫ x

0
tνHα(ty) dt =

1

yν+1

∫ xy

0
zν−α−1zα+1Hα(z) dz.

If ν = α + 1, then we simply have hα+1
α,y (x) = y−1xα+1Hα+1(xy), by (5.23), and

therefore, by Remark 5.2,

hα+1
α,y (x) � y−1xα+1 min{(xy)α+2, (xy)α}.

If ν 6= α+ 1, integration by parts along with (5.23) yields

|hνα,y(x)| ≤ 1

y
xνHα+1(xy) +

|ν − α− 1|
yν+1

∫ xy

0
zν−1Hα+1(z) dz =: A+B.

Let us now estimate A and B from above. On the one hand, by Remark 5.2

A � 1

y
xν min{(xy)α+2, (xy)α}.

On the other hand, we consider two cases in order to estimate B. If xy ≤ 1, we have

B � 1

yν+1

∫ xy

0
zν+α+1 dz � (xy)ν+α+2

yν+1
=

1

y
xν(xy)α+2.

If xy > 1,

B .
1

yν+1

∫ xy

0
zν+α−1 dz � 1

y
xν(xy)α.

Collecting the above estimates, we conclude

|hνα,y(x)| . A+B .
1

y
xν min{(xy)α+2, (xy)α},

as desired.

As we mentioned above, the operator Hα corresponds to a transform with power-type
kernel. We emphasize that if we write it in the form (5.8), condition (5.11) does not hold
in general.

Following [109], the Hα transform can be defined for a wider range of α than α > −1/2,
but for our purpose we need to restrict ourselves to the indicated range.
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5.3 Weighted norm inequalities for generalized Fourier-type
transforms

In this section we give necessary and sufficient conditions on the weights u, v for the
weighted norm inequality

‖w1/a′Ff‖q,u . ‖s1/af‖p,v, 1 ≤ a ≤ ∞, 1 < p ≤ q <∞, (5.27)

to hold, where F is a generalized Fourier-type transform, i.e., of the form

Ff(y) =

∫ ∞
0

s(x)f(x)K(x, y) dx, y ∈ R+,

and such that

|K(x, y)| .
{

1, if xy ≤ 1,(
s(x)w(y)

)−1
, if xy > 1.

We also assume s, w ∈ L1
loc(R+).

5.3.1 Sufficiency results

Our main tool is Hardy’s inequality (cf. [20]). If p = 1, q = ∞ or p = q = ∞, the result
holds under the usual modification of Lp norms.

Lemma 5.4. Let 1 ≤ p ≤ q ≤ ∞. There exists B > 0 such that the inequality(∫ ∞
0

u(y)

(∫ y

0
|g(x)| dx

)q
dy

)1/q

≤ B
(∫ ∞

0
v(x)|g(x)|p dx

)1/p

holds for every measurable g if and only if

sup
r>0

(∫ ∞
r

u(x) dx

)1/q(∫ r

0
v(x)1−p′ dx

)1/p′

<∞.

Also, there exists B > 0 such that the inequality(∫ ∞
0

u(y)

(∫ ∞
y
|g(x)| dx

)q
dy

)1/q

≤ B
(∫ ∞

0
v(x)|g(x)|p dx

)1/p

holds for every measurable g if and only if

sup
r>0

(∫ r

0
u(x) dx

)1/q(∫ ∞
r

v(x)1−p′ dx

)1/p′

<∞.

Sufficient conditions for (5.27) to hold are given by the following result.

Theorem 5.5. Let 1 < p ≤ q <∞ and 1 ≤ a ≤ ∞. Assume tat the weights u and v are
such that

sup
r>0

(∫ 1/r

0
u(x)w(x)q/a

′
dx

)1/q(∫ r

0
v(x)1−p′s(x)p

′/a′ dx

)1/p′

<∞, (5.28)

sup
r>0

(∫ ∞
1/r

u(x)w(x)q(1/a
′−1/2) dx

)1/q(∫ ∞
r

v(x)1−p′s(x)p
′(1/a′−1/2) dx

)1/p′

<∞. (5.29)

Then the weighted norm inequality (5.27) holds for every f ∈ Lp(R+, vs
p/a).



99 Chapter 5. Weighted norm inequalities for Fourier-type transforms

Note that the sufficient conditions in Theorem 5.5 depend both on the parameter a
and on the weights s and w. However, conditions (5.15) and (5.16) from Theorem 5.1 do
not depend on the weights s, w, but only on the parameter a. In fact, we can consider the
weights u = wq/a

′
u and v = sp/av in place of u and v respectively in Theorem 5.5, so that

the parameter a can be omitted. However, we prefer to keep it in the formulation of our
results in order to stay close to the framework of [58].

Also note that whenever s and w are increasing (as in the case of Fourier-type trans-
forms), condition (5.15) always implies (5.28), by Hardy-Littlewood rearrangement in-
equality (cf. [14, Ch. II]), given by

∫ t
0 u(x) dx ≤

∫ t
0 u
∗(x) dx for all t > 0 and measurable

u.

Proof of Theorem 5.5. It follows from (5.13) and the change of variables y → 1/y that

‖w1/a′Ff‖q,u .

(∫ ∞
0

u(1/y)w(1/y)q/a
′
y−2

(∫ y

0
s(x)|f(x)| dx

)q
dy

)1/q

+

(∫ ∞
0

u(1/y)w(1/y)q(1/a
′−1/2)y−2

(∫ ∞
y

s(x)1/2|f(x)| dx
)q
dy

)1/q

=: I1 + I2.

We proceed to estimate I1 and I2 from above. Applying Lemma 5.4 with g(x) = s(x)f(x),
we obtain

I1 =

(∫ ∞
0

u(1/y)w(1/y)q/a
′
y−2

(∫ y

0
s(x)|f(x)| dx

)q
dy

)1/q

.

(∫ ∞
0

v(x)s(x)p/a|f(x)|p dx
)1/p

,

provided that

sup
r>0

(∫ ∞
r

u(1/x)w(1/x)q/a
′
x−2 dx

)1/q(∫ r

0
v(x)1−p′s(x)p

′/a′ dx

)1/p′

<∞,

or equivalently, if (5.28) holds. Finally, if (5.29) holds, or, equivalently, if

sup
r>0

(∫ r

0
u(1/x)w(1/x)q(1/a

′−1/2)x−2 dx

)1/q(∫ ∞
r

v(x)1−p′s(x)p
′(1/a′−1/2) dx

)1/p′

<∞,

applying Lemma 5.4 with g(x) = s(x)1/2f(x), we get

I2 =

(∫ ∞
0

u(1/y)w(1/y)q(1/a
′−1/2)y−2

(∫ ∞
y

s(x)1/2|f(x)| dx
)q
dy

)1/q

.

(∫ ∞
0

v(x)s(x)p/a|f(x)|p dx
)1/p

,

which establishes inequality (5.27).

In contrast with Theorem 5.1, although Theorem 5.5 can be applied to a larger num-
ber of operators than just the Fourier-type transforms, we see that it has some limitations
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(that can be avoided using an approach that relies on Calderón estimates for rearrange-
ments [58]). For instance, if s(x) � w(x) � 1, it readily follows that we can get no
sufficient conditions whenever u, v are power weights, since (5.28) and (5.29) cannot hold
simultaneously. This already excludes the cosine transform from the scope of Theorem 5.5,
among others.

Using a so-called “gluing lemma” (see [52]), it is possible to write conditions (5.28)
and (5.29) as one different condition. Let us now state a generalization of gluing lemma
[52, Lemma 2.2].

Lemma 5.6. Let f, g ≥ 0, α, β > 0 and let ϕ,ψ be nonnegative and nonincreasing.
Assume ϕ(x)α � ψ(x)β for x > 0. Then, the conditions

sup
r>0

(∫ r

0
g(x) dx

)β(∫ ∞
r

ϕ(x)f(x) dx

)α
<∞ (5.30)

and

sup
r>0

(∫ r

0
f(x) dx

)α(∫ ∞
r

ψ(x)g(x) dx

)β
<∞ (5.31)

hold simultaneously if and only if

sup
r>0

(∫ r

0
g(x) dx+

1

ψ(r)

∫ ∞
r

ψ(x)g(x) dx

)β
(
ϕ(r)

∫ r

0
f(x) dx+

∫ ∞
r

ϕ(x)f(x) dx

)α
<∞. (5.32)

Proof. Clearly, (5.32) is equivalent to the boundedness of

sup
r>0

[
ϕ(r)α

(∫ r

0
g(x) dx

)β(∫ r

0
f(x) dx

)α
+

(∫ r

0
g(x) dx

)β(∫ ∞
r

ϕ(x)f(x) dx

)α
+
ϕ(r)α

ψ(r)β

(∫ ∞
r

ψ(x)g(x) dx

)β(∫ r

0
f(x) dx

)α
+

1

ψ(r)β

(∫ ∞
r

ψ(x)g(x) dx

)β(∫ ∞
r

ϕ(x)f(x) dx

)α]
. (5.33)

It is obvious that (5.32) implies both (5.30) and (5.31), since ϕ(r)α/ψ(r)β � 1. In order to
prove the converse, note that the second and third terms of (5.33) correspond to (5.30) and
(5.31), respectively, since ϕ(r)α/ψ(r)β � 1. Thus, it is only left to prove the boundedness
of the first and fourth terms of (5.33). For r > 0, let b(r) ∈ (0, r) be the number such

that
∫ b(r)

0 f(x) dx =
∫ r
b(r) f(x) dx. Using the monotonicity of ϕ and ψ, and the equivalence

ϕ(r)α � ψ(r)β, we obtain

ϕ(r)α
(∫ r

0
g(x) dx

)β(∫ r

0
f(x) dx

)α
� ϕ(r)α

(∫ b(r)

0
g(x) dx

)β(∫ r

0
f(x) dx

)α
+ ψ(r)β

(∫ r

b(r)
g(x) dx

)β(∫ r

0
f(x) dx

)α
≤
(∫ b(r)

0
g(x) dx

)β(∫ r

b(r)
ϕ(x)f(x) dx

)α
+

(∫ r

b(r)
ψ(x)g(x) dx

)β(∫ b(r)

0
f(x) dx

)α
≤ sup

r>0

(∫ r

0
g(x) dx

)β(∫ ∞
r

ϕ(x)f(x) dx

)α
+ sup

r>0

(∫ ∞
r

ψ(x)g(x) dx

)β(∫ r

0
f(x) dx

)α
,
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and the latter is bounded by hypotheses. Similarly, for r ∈ (0,∞), let c(r) ∈ (r,∞) be

such that
∫ c(r)
r ψ(x)g(x) dx =

∫∞
c(r) ψ(x)g(x) dx. We have

1

ψ(r)β

(∫ ∞
r

ψ(x)g(x) dx

)β(∫ ∞
r

ϕ(x)f(x) dx

)α
� 1

ψ(r)β

((∫ ∞
r

ψ(x)g(x) dx

)β(∫ c(r)

r
ϕ(x)f(x) dx

)α
+

(∫ ∞
r

ψ(x)g(x) dx

)β(∫ ∞
c(r)

ϕ(x)f(x) dx

)α)
� 1

ψ(r)β

((∫ ∞
c(r)

ψ(x)g(x) dx

)β(∫ c(r)

r
ϕ(x)f(x) dx

)α
+

(∫ c(r)

r
ψ(x)g(x) dx

)β(∫ ∞
c(r)

ϕ(x)f(x) dx

)α)
≤
(∫ ∞

c(r)
ψ(x)g(x) dx

)β(∫ c(r)

r
f(x) dx

)α
+

(∫ c(r)

r
g(x) dx

)β(∫ ∞
c(r)

ϕ(x)f(x) dx

)α
≤ sup

r>0

(∫ ∞
r

ψ(x)g(x) dx

)β(∫ r

0
f(x) dx

)α
+ sup

r>0

(∫ r

0
g(x) dx

)β(∫ ∞
r

ϕ(x)f(x) dx

)α
,

and the latter is bounded, as desired.

In order to combine Theorem 5.5 with Lemma 5.6 we need to restrict ourselves to the
case a = 1.

Corollary 5.7. Let 1 < p ≤ q < ∞. Assume that (5.10) holds and that s and w are
nondecreasing. If the weights u and v are such that

sup
r>0

[(∫ r

0
v(x)1−p′ dx+ s(r)p

′/2

∫ ∞
r

v(x)1−p′s(x)−p
′/2 dx

)1/p′

×
(
w(1/r)q/2

∫ ∞
1/r

u(x)w(x)−q/2 dx+

∫ 1/r

0
u(x) dx

)1/q]
<∞, (5.34)

then the weighted norm inequality ‖Ff‖q,u . ‖sf‖p,v holds for every f ∈ Lp(R+, vs
p).

Proof of Corollary 5.7. We first rewrite conditions (5.28) and (5.29) (with a = 1) as

sup
r>0

(∫ ∞
r

u(1/x)x−2 dx

)1/q(∫ r

0
v(x)1−p′ dx

)1/p′

<∞, (5.35)

sup
r>0

(∫ r

0
u(1/x)w(1/x)−q/2x−2 dx

)1/q(∫ ∞
r

v(x)1−p′s(x)−p
′/2 dx

)1/p′

<∞. (5.36)

Putting

f(x) = u(1/x)w(1/x)−q/2x−2, g(x) = v(x)1−p′ ,

together with ϕ(x) = w(1/x)q/2, ψ(x) = s(x)−p
′/2, α = 1/q and β = 1/p′, it is clear that

(5.35) and (5.36) are the same as (5.30) and (5.31) respectively. Furthermore, (5.10) is
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equivalent to ϕ(x)α � ψ(x)β. Hence, we are under the hypotheses of Lemma 5.7, and we
can deduce that the joint fulfilment of (5.28) and (5.29) is equivalent to

sup
r>0

[(∫ r

0
v(x)1−p′ dx+ s(r)p

′/2

∫ ∞
r

v(x)1−p′s(x)−p
′/2 dx

)1/p′

×
(
w(1/r)q/2

∫ r

0
u(1/x)w(1/x)−q/2x−2 dx+

∫ ∞
r

u(1/x)x−2 dx

)1/q]
<∞,

which is precisely (5.34).

5.3.2 Necessity results in weighted Lebesgue spaces

Let us prove necessary conditions for (5.27) to hold. We consider the following assumptions
on the weights u and v:

uwq/a
′ ∈ L1

loc(R+), v1−p′sp
′/a′ ∈ L1

loc(R+).

Theorem 5.8. Let 1 < p, q <∞ and 1 ≤ a ≤ ∞. Assume that inequality (5.27) holds for
every f ∈ Lp(R+, vs

p/a), where

Ff(y) =

∫ ∞
0

s(x)f(x)K(x, y) dx.

(i) If the kernel K(x, y) satisfies

K(x, y) � 1, 0 < xy ≤ 1, (5.37)

then (5.28) is valid;

(ii) if the kernel K(x, y) satisfies

K(x, y) � (s(x)w(y))−1/2, xy > 1,

then (5.29) is valid.

Proof. For the first part, define

fr(x) = v(x)1−p′s(x)(1−p′)(p/a−1)χ(0,r)(x), r > 0.

It follows from (5.37) and the equality 1 + (1− p′)(p/a− 1) = p′/a′ that, for y ≤ 1/r,

|Ffr(y)| =
∫ ∞

0
fr(x)K(x, y)s(x) dx �

∫ r

0
v(x)1−p′s(x)p

′/a′ dx.

On the one hand, note that fr ∈ Lp(R+, vs
p/a), since

∥∥s1/afr
∥∥
p,v

=

(∫ r

0
v(x)1−p′s(x)p

′/a′ dx

)1/p

, (5.38)

and v1−p′sp
′/a′ ∈ L1

loc(R+). On the other hand,

∥∥w1/a′Ff
∥∥
q,u
≥
(∫ 1/r

0
u(y)w(y)q/a

′
dy

)1/q(∫ r

0
v(x)1−p′s(x)p

′/a′ dx

)
. (5.39)
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Combining (5.27) with (5.38) and (5.39), we derive(∫ 1/r

0
u(y)w(y)q/a

′
dy

)1/q(∫ r

0
v(x)1−p′s(x)p

′/a′ dx

)
.

(∫ r

0
v(x)1−p′s(x)p

′/a′ dx

)1/p

,

i.e., (5.28) holds.
We omit the proof of the second part, as it is essentially a repetition of that of the first

part. In this case, one should consider the function

fr(x) = v(x)1−p′s(x)p
′(1/a′−1/2)−1/2χ(r,∞)(x), r > 0,

and proceed analogously as above.

Theorem 5.8 shows that condition (5.28) is best possible for some classical transforms,
such as the Hankel (or the cosine) transform, since jα(xy) � 1 whenever xy ≤ 1 for every
α ≥ −1/2 (i.e., (5.37) is satisfied).

Theorem 5.8 is not limited to Fourier-type transforms. For example, let us consider
the Laplace transform,

L f(y) =

∫ ∞
0

f(x)e−xy dx.

Since K(x, y) = e−xy � 1 for xy ≤ 1 (for convenience we choose s(x) ≡ 1), Theorem 5.8
implies that condition (5.28) (with a = 1) is necessary for the inequality

‖L f‖q,u . ‖f‖p,v

to hold, as proved by Bloom in [16].
Combining Theorems 5.5 and 5.8 we can get an “if and only if” statement.

Corollary 5.9. Let the kernel K from (5.8) satisfy K(x, y) � min
{

1, (s(x)w(y))−1/2
}

.

Then the weighted norm inequality (5.27) holds for every f ∈ Lp(R+, vs
p/a) if and only if

(5.28) and (5.29) are satisfied.

As a simple example of a kernel satisfying the hypotheses of Corollary 5.9, consider

K(x, y) =

{
1, if xy ≤ 1,

(s(x)w(y))−1/2, if xy > 1,

so that

Ff(y) =

∫ 1/y

0
s(x)f(x) dx+ w(y)−1/2

∫ ∞
1/y

s(x)1/2f(x) dx.

5.3.3 Necessity results in weighted Lorentz spaces

To conclude the part dealing with necessary conditions for (5.27) to hold, we present
a generalization of a result due to Benedetto and Heinig [13, Theorem 2], related to
weighted Lorentz spaces (introduced in [92]; see also [23]). For a weight u defined on R+

and 1 ≤ p < ∞, the weighted Lorentz space Λp(u) is defined to be the set of functions
f : R+ → C such that

‖f‖Λp(u) :=

(∫ ∞
0

u(x)f∗(x) dx

)1/p

.
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Lorentz showed [92] that Λp(u) is a normed linear space with norm ‖ · ‖Λp(u) if and only
if u is nonincreasing on (0,∞).

We are not studying sufficient conditions on weighted Lorentz spaces, since the theory
to deal with them is out of the scope of this work. We refer the reader to [13, 19, 101, 123]
and the references therein for recent advances in the theory of Fourier inequalities in
Lorentz spaces.

Recall that for a measure space (X,µ) with X ⊂ Rn and f a complex µ-measurable
function defined on X, the distribution function of f is

Df (t) = µ{x ∈ X : |f(x)| > t}, t ∈ [0,∞).

Note that Df is nonnegative. Moreover, for 0 < p <∞ (see, e.g., [14]),∫
X
|f(x)|p dµ(x) = p

∫ ∞
0

tp−1Df (t) dt.

Theorem 5.10. Let 1 < p, q < ∞. Assume that the kernel K(x, y) from (5.8) satisfies
K(x, y) � 1 for xy ≤ 1. If u and v are weights such that the inequality(∫ ∞

0
(Ff)∗(x)qu(x) dx

)1/q

≤ C
(∫ ∞

0
f∗(x)pv(x) dx

)1/p

, (5.40)

i.e., ‖Ff‖Λq(u) . ‖f‖Λp(v), holds for every f ∈ Λp(v), then

sup
r>0

(∫ 1/r

0
u(x) dx

)1/q(∫ r

0
v(x) dx

)−1/p(∫ r

0
s(x) dx

)
<∞.

Proof. The argument is similar to that of [13, Theorem 2]. Let f(x) = χ(0,r)(x). It is clear

that f∗ = f , and the right-hand side of (5.40) is equal to C
( ∫ r

0 v(x) dx
)1/p

. Moreover,

Ff(y) =

∫ ∞
0

s(x)f(x)K(x, y) dx =

∫ r

0
s(x)K(x, y) dx.

If we denote c = minxy≤1K(x, y), then by hypotheses c > 0, and for y ≤ 1/r, one has

Ff(y) >
c

2

∫ r

0
s(x) dx =: Ar. (5.41)

For any r > 0, the following estimate holds:(∫ ∞
0

(Ff)∗(x)qu(x) dx

)1/q

≥
(∫ 1/r

0
(Ff)∗(x)qu(x) dx

)1/q

=

(
q

∫ ∞
0

tq−1

(∫
{x∈(0,1/r):(Ff)∗(x)>t}

u(x) dx

)
dt

)1/q

=

(
q

∫ ∞
0

tq−1

(∫ min{DFf (t),1/r}

0
u(x) dx

)
dt

)1/q

. (5.42)

where in the last step we have used that {x : (Ff)∗(x) > t} = {x : DFf (t) > x}. Also
note that for t < Ar, (5.41) implies

(0, 1/r) ⊂ {y > 0 : Ff(y) > Ar} ⊂ {y > 0 : Ff(y) > t}.
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Thus, for t < Ar,

DFf (t) =

∫
{x>0:|Ff(x)|>t}

dz ≥
∫ 1/r

0
dx =

1

r
.

In view of the latter inequality, we deduce that if t < Ar, then min{DFf (t), 1/r} = 1/r.
Combining such observation with (5.42), we get(∫ ∞

0
(Ff)∗(x)qu(x) dx

)1/q

≥
(
q

∫ Ar

0
tq−1

(∫ 1/r

0
u(x) dx

)
dt

)1/q

= Ar

(∫ 1/r

0
u(x) dx

)1/q

.

Finally, it follows from (5.40) and the above estimates that

c

2

(∫ 1/r

0
u(x) dx

)1/q(∫ r

0
v(x) dx

)−1/p(∫ r

0
s(x) dx

)
≤
(∫ ∞

0
(Ff)∗(x)qu(x) dx

)(∫ r

0
v(x) dx

)−1/p

≤ C
(∫ r

0
v(x) dx

)1/p(∫ r

0
v(x) dx

)−1/p

= C,

which completes the proof.

5.4 Weighted norm inequalities for transforms with power-
type kernels

In this section we study necessary and sufficient conditions for the weighted norm inequal-
ity

‖x−βFf‖q . ‖xγf‖p
to hold, where F is a transform with power-type kernel (cf. Subsection 5.1.3). The main
results of this section are just consequences of those of Section 5.3, obtained by taking
s(x) = xδ with δ > 0 and assuming u and v are power weights.

5.4.1 Sufficient conditions

For the sake of generality, we first assume u and v are piecewise power weights. Those
weights have been considered in the study of weighted restriction Fourier inequalities
[17, 29], and, moreover, they play a fundamental role in the study of weighted norm
inequalities for the Jacobi transform in [58] (see also [74]). For any real numbers α1 and
α2, we denote α = (α1, α2), α′ = (α2, α1), and

xα :=

{
xα1 , if x ≤ 1,

xα2 , if x > 1.

Theorem 5.11. Let βi, γi ∈ R, i = 1, 2, with β1 − γ1 = β2 − γ2. Let

Ff(y) =

∫ ∞
0

xδf(x)K(x, y) dx, δ > 0,
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and assume

|K(x, y)| .
{

1, if xy ≤ 1,

(xy)−δ/2, if xy > 1.

For 1 < p ≤ q <∞, the inequality∥∥x−β′Ff∥∥
q
≤ C

∥∥xγ+δf
∥∥
p

holds for any f ∈ Lp
(
R+, x

(γ+δ)p
)
, provided that

βi = γi +
1

q
− 1

p′
, i = 1, 2, (5.43)

and
1

q
− δ

2
< βi <

1

q
, i = 1, 2. (5.44)

Proof. Let us verify that if we define u(x)1/q = x−β
′

and v(x)1/p = xγ , conditions (5.43)
and (5.44) imply (5.28) and (5.29) with a = 1. On the one hand, it is clear that the
integrals in (5.28) converge if and only if

β2 <
1

q
and γ1 <

1

p′
.

On the other hand, the integrals in (5.29) converge if and only if

β1 >
1

q
− δ

2
and γ2 >

1

p′
− δ

2
.

Thus, (5.43) and (5.44) together with β1−γ1 = β2−γ2 imply that all the integrals involved
in (5.28) and (5.29) converge. We now show that the suprema from (5.28) and (5.29) are
finite. It suffices to check their finiteness for r < 1/2 or r > 2. We start with (5.28). If
r < 1/2,(∫ 1/r

0
u(x) dx

)1/q(∫ r

0
v(x)1−p′ dx

)1/p′

� r−γ1+1/p′
(
C +

∫ 1/r

1
x−β1q dx

)1/q

� r−γ1+1/p′ max{1, rβ1−1/q}
= max{r−γ1+1/p′ , rβ1−γ1+1/p′−1/q},

which is bounded for r < 1/2 if and only if

β1 − γ1 ≥ 1/q − 1/p′. (5.45)

If r > 2,(∫ 1/r

0
u(x) dx

)1/q(∫ r

0
v(x)1−p′ dx

)1/p′

� rβ2−1/q

(
C +

∫ r

1
xγ2p(1−p

′) dx

)1/p′

� rβ2−1/q max{1, r−γ2+1/p′}
= max{rβ2−1/q, rβ2−γ2+1/p′−1/q}.
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The latter is bounded for r > 2 if and only if

β2 − γ2 ≤ 1/q − 1/p′. (5.46)

The joint fulfilment of conditions (5.45) and (5.46) together with β1 − γ1 = β2 − γ2 is
equivalent to (5.43).

Finally, we are left to verify (5.29). First, if r < 1/2,(∫ ∞
1/r

u(x)x−qδ/2 dx

)1/q(∫ ∞
r

v(x)1−p′x−p
′δ/2 dx

)1/p′

� rβ1+δ/2−1/q

(
C +

∫ 1

r
x−p

′(γ1+δ/2) dx

)1/p′

� max{xβ1+δ/2−1/q, rβ1−γ1+1/p′−1/q},

which is bounded for r < 1/2 if and only if (5.45) holds. Secondly, for r > 2,(∫ ∞
1/r

u(x)x−qδ/2 dx

)1/q(∫ ∞
r

v(x)1−p′x−p
′δ/2 dx

)1/p′

� r−γ2−δ/2+1/p′
(
C +

∫ 1

1/r
x−q(β2+δ/2) dx

)1/q

� max{r−γ2−δ/2+1/p′ , rβ2−γ2+1/p′−1/q}.

Since the latter is bounded for r > 2 if and only if (5.46) holds, (5.29) follows, which
completes the last part of the proof.

Our next result applies to transforms with power-type kernel, and is equivalent to The-
orem 5.11 with non-mixed power weights (note that Theorem 5.11 applies to transforms
with kernel of power type, namely those for which |K(x, y)| . min

{
1, x−δ/2

}
).

Corollary 5.12. Let 1 < p ≤ q < ∞, and bi, ci ∈ R for i = 0, 1, 2. Assume c1 − c2 =
b1 − b2 > 0. If

Ff(y) = yc0
∫ ∞

0
xb0f(x)K(x, y) dx, (5.47)

with |K(x, y)| . min{xb1yc1 , xb2yc2}, the inequality

‖x−βFf‖q . ‖xγf‖p (5.48)

holds for every f ∈ Lp(R+, x
γp) with

β = γ + c0 − b0 + c1 − b1 +
1

q
− 1

p′
,

1

q
+ c0 + c2 < β <

1

q
+ c0 + c1. (5.49)

Additionally to the Fourier-type transforms with s(x) = xδ and δ > 0 (e.g., the Hankel
transform of order α > −1/2), Corollary 5.12 can be applied to any kind of transform
as long as its kernel satisfies upper estimates given by power functions (e.g., the sine or
Hα transforms). We remark that although the sine transform is not of Fourier-type itself
(since | sinxy| ≤ min{xy, 1} if xy > 0, and therefore it does not satisfy estimate (5.11)),
it can be written as a weighted Hankel transform, as done in Chapter 4.
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Proof of Corollary 5.12. The proof is essentially based on changing variables in Theo-
rem 5.11. Let us define d = c1 − c2 and

K̃(x, y) = x−b1y−c1K(x, y).

Then,
|K̃(x, y)| . min

{
1, (xy)−d

}
, d > 0.

Define the auxiliary integral transform

Gf(y) =

∫ ∞
0

x2df(x)K̃(x, y) dx,

which satisfies the hypotheses of Theorem 5.11 (with δ = 2d). For g(x) := xb0+b1−2df(x),
we have

yc0+c1Fg(y) = Gf(y),

and therefore, in virtue of Theorem 5.11, the weighted norm inequality

‖y−c0−c1−β′Gf‖q = ‖y−β′Fg‖q . ‖xγ
′+2dg‖p = ‖xγ′+b0+b1f‖p, 1 < p ≤ q <∞,

holds with β′ = γ′ + 1/q − 1/p′ and 1/q − d < β′ < 1/q. In other words, if we set
β = β′ + c0 + c1 and γ = γ′ + b0 + b1, then inequality (5.48) holds if b1 − c1 = b2 − c2 and
both conditions in (5.49) are satisfied.

We now state the sufficient conditions for (5.48) to hold derived from Corollary 5.12
whenever F is the sine, Hankel, or Hα transform. To this end, we use the estimates (4.11),
(5.21), (also recall that | sinxy| ≤ min{xy, 1} for x, y > 0). Those sufficient conditions
read as follows:

• Sine transform: β = γ + 1/q − 1/p′ and

1

q
< β < 1 +

1

q
.

• Hankel transform of order α > −1/2: β = γ − 2α− 1 + 1/q − 1/p′ and

1

q
− α− 1

2
< β <

1

q
.

• Hα transform of order α > −1/2: β = γ + 1/q − 1/p′ and

1

q
< β <

1

q
+ α+

3

2
, if α < 1/2,

1

q
+ α− 1

2
< β <

1

q
+ α+

3

2
, if α ≥ 1/2.

Note that the above conditions are not optimal in the case of the sine and Hankel trans-
forms. If F is the sine transform, it is known [58] that (5.48) holds if and only if
β = γ + 1/q − 1/p′ and

max

{
0,

1

q
− 1

p′

}
≤ β < 1 +

1

q
,
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and if F is the Hankel transform of order α ≥ −1/2, (5.48) holds if and only if (see [27])
β = γ − 2α− 1 + 1/q − 1/p′ and

max

{
0,

1

q
− 1

p′

}
− α− 1

2
≤ β < 1

q
.

Finally, if F is the Hα transform, Rooney proved in [109] that (5.48) holds if β =
γ + 1/q − 1/p′ and

β ≥ max

{
0,

1

q
− 1

p′

}
and

1

q
+ α− 1

2
< β <

1

q
+ α+

3

2
, if α < 1/2,

1

q
+ α− 1

2
< β <

1

q
+ α+

3

2
, if α ≥ 1/2. (5.50)

Note that whenever α > 1/2, the sufficient conditions for the Hα transform coincide with
those given by Corollary 5.12, and moreover they are optimal, as we prove in the following
subsection.

5.4.2 Necessary conditions

Here we are concerned on what conditions follow from (5.48). The following result goes
along the same lines as Theorem 5.8.

Theorem 5.13. Let 1 < p, q < ∞. Assume that inequality (5.48) holds for all f ∈
Lp(R+, x

γp), with F given by (5.47) (with b0, c0 ∈ R).

(i) If the kernel K(x, y) satisfies

K(x, y) � xb1yc1 , xy ≤ 1, b1, c1 ∈ R,

then

β = γ + c0 − b0 + c1 − b1 +
1

q
− 1

p′
, β <

1

q
+ c0 + c1;

(ii) if the kernel K(x, y) satisfies

K(x, y) � xb2yc2 , xy > 1, b2, c2 ∈ R,

then

β = γ + c0 − b0 + c2 − b2 +
1

q
− 1

p′
, β >

1

q
+ c0 + c2.

Proof. For r > 0, let fr(x) = x−b0−b1+dχ(0,r)(x), where d > −1 is such that γ−b0−b1+d >
−1/p for a given γ ∈ R. Then

‖xγfr‖p =

(∫ r

0
xp(γ−b0−b1+d) dx

)1/p

� rγ−b0−b1+d+1/p.

If y ≤ 1/r, one has

Ffr(y) = yc0
∫ r

0
x−b1+dK(x, y) dx � rd+1yc0+c1 ,
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Then, it follows from inequality (5.48) and the fact that xγfr(x) ∈ Lp(R+) that

rγ−b0−b1+d+1/p � ‖xγfr‖p & ‖x−βFfr‖q ≥
(∫ 1/r

0
x−βq|Ffr(x)|q dx

)1/q

� rd+1

(∫ 1/r

0
xq(−β+c0+c1) dx

)1/q

� rβ−c0−c1−1/q+d+1,

Note that the boundedness of the integral
∫ 1/r

0 xq(−β+c0+c1) dx is equivalent to β < 1/q +

c0 + c1. Moreover, the inequality rβ−c0−c1−1/q+d+1 . rγ−b0−b1+d+1/p holds uniformly in
r > 0 if and only if β = γ + c0− b0 + c1− b1 + 1/q− 1/p′. This completes the proof of the
first part.

The proof of the second part is omitted, as it is analogous to that of the first part. In
this case it suffices to consider the function

fr(x) = x−b0−b2−dχ(r,∞)(x),

where d > 1 is such that γ − b0 − b2 − d < −1/p for a given γ ∈ R.

Remark 5.14. If the kernel K(x, y) of (5.47) is such that

K(x, y) � min{xb1yc1 , xb2yc2}, (5.51)

with b1−b2 = c1−c2 > 0, then the sufficient conditions of Corollary 5.12 are also necessary.
An example of a transform satisfying such property is the Hα transform with α > 1/2
(cf. Remark 5.2). This proves that Corollary 5.12 is sharp with respect to the conditions
on parameters, although in general it does not give the sharp sufficient conditions for
inequality (5.48) to hold whenever F has an oscillating kernel, as in the case of the Hankel
or sine transforms.

Another example of a kernel K(x, y) satisfying (5.51) is that of the (modified) Stieltjes
transform

Sλf(y) =

∫ ∞
0

f(x)

(x+ 1/y)λ
dx, λ > 0, y > 0. (5.52)

The kernel of (5.52) satisfies K(x, y) � yλ whenever x ≤ 1/y and K(x, y) � x−λ whenever
x > 1/y. Hence, we can deduce from Corollary 5.12 and Theorem 5.13 (with b0 = c0 =
b1 = c2 = 0, and c1 = −b2 = λ, to obtain that the inequality

‖xβSλf‖q . ‖xγf‖p, 1 < p ≤ q <∞, (5.53)

holds for all f ∈ Lp(R+, x
γp) if and only if

β = γ − λ+
1

q
− 1

p′
,

1

q
< β <

1

q
+ λ.

In fact, a more general approach which will be considered in future work, incorporating
weights u and v (not necessarily power functions) in (5.53). A wider range of transforms
will be considered, as for instance the classical Stieltjes transform Sλf(1/y) (cf. [6, 119]),
or the Hardy-Bellman operators

Hf(y) =
1

y

∫ y

0
|f(x)| dx, Bf(y) =

∫ ∞
y

|f(x)|
x

dx.

Those operators have been extensively studied, and are being investigated nowadays. See
the papers [20, 22, 53, 54, 98, 118] and the references therein.
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5.5 Integral transforms with kernel represented by a power
series and functions with vanishing moments

This section is motivated by the well-known result due to Sadosky and Wheeden [114].
They proved that the sufficient conditions (5.6) that guarantee Pitt’s inequality can be
relaxed, provided that f has vanishing moments.

Theorem 5.15 ([114]). Let f ∈ Lp(R+, x
γp) be such that∫ ∞

−∞
xjf(x) dx = 0, j = 0, . . . , n− 1, n ∈ N.

Then, the weighted norm inequality(∫
R
|x|−βq|f̂(x)|q dx

)1/q

≤ C
(∫

R
|x|γp|f(x)|p dx

)1/p

(5.54)

holds with β = γ + 1/q − 1/p′ and

1

q
< β < n+

1

q
, β 6= 1

q
+ j, j = 1, . . . , n− 1.

Before proceeding with the generalization of Theorem 5.15, let us make a few observa-
tions. First, although Theorem 5.15 is stated for the one-dimensional Fourier transform,
the multidimensional analogue is also obtained in [114]. See also [24], where a similar
problem with nonradial weights is considered.

Secondly, note that in comparison with the classical Pitt’s inequality (cf. (5.5) and
(5.6)), if f has vanishing moments then Pitt’s inequality also holds for some β > 1/q. We
also emphasize that Theorem 5.15 does not hold for β = 1/q + j, with j ∈ N.

The proof of Theorem 5.15 relies on the fact that the kernel of the Fourier transform,
the exponential function, can be written as the power series

ex =

∞∑
n=0

xn

n!
, x ∈ R.

We now obtain a generalization of Theorem 5.15 for integral transforms with a power-
type kernel that allow a representation by power series, following the idea of Sadosky and
Wheeden used in [114].

Theorem 5.16. Let 1 < p ≤ q <∞ and let the integral transform F be as in (5.47). For
b1, c1 ∈ R, let

K(x, y) = xb1yc1
∞∑
m=0

am(xy)km, k ∈ N, am ∈ C, x, y > 0, (5.55)

with
∑∞

m=0 |ak| = A < ∞. Assume the series defining K converges for every x, y > 0,
and moreover

|K(x, y)| . xb2yc2 for xy > 1,

where b2, c2 ∈ R, and c1 − c2 = b1 − b2 ≥ 0. If f ∈ Lp(R+, x
γp) is such that∫ ∞

0
xb0+b1+`kf(x) dx = 0, ` = 0, . . . , n− 1, n ∈ N, (5.56)
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then the inequality ‖x−βFf‖q ≤ C‖xγf‖p holds with

β = γ + c0 − b0 + c1 − b1 +
1

q
− 1

p′
,

1

q
+ c0 + c1 < β <

1

q
+ c0 + c1 + n`,

and β 6= 1/q + c0 + c1 + jk, j = 1, . . . , n− 1.

Proof. First of all note that since
∑ |am| < ∞, one has |K(x, y)| . xb1yc1 whenever

xy ≤ 1.
By (5.56), we can write, for any ` = 1, . . . , n,

Ff(y) = yc0+c1

∫ ∞
0

xb0+b1f(x)

(
x−b1y−c1K(x, y)−

`−1∑
m=0

am(xy)km
)
dx

Defining

G`(x, y) = x−b1y−c1K(x, y)−
`−1∑
m=0

am(xy)km =
∞∑
m=`

am(xy)km,

it clearly follows that for xy ≤ 1 one has

|G`(x, y)| ≤ A(xy)k`.

If xy > 1, since x−b1y−c1 |K(x, y)| . (xy)c2−c1 and c2−c1 ≤ 0, then |G`(x, y)| . (xy)k(`−1).
In conclusion,

|G`(x, y)| .
{

(xy)k`, xy ≤ 1,

(xy)k(`−1), xy > 1,

or equivalently,
|G`(x, y)| . min

{
(xy)k`, (xy)k(`−1)

}
.

Hence, by Corollary 5.12, the transform G` defined by

G`f(y) = yc0+c1

∫ ∞
0

xb0+b1f(x)G`(x, y) dx

satisfies the inequality
‖x−βG`f‖q . ‖xγf‖p,

provided that β = γ + c0 − b0 + c1 − b1 + 1/q − 1/p′ and

1

q
+ c0 + c1 + k(`− 1) < β <

1

q
+ c0 + c1 + k`.

Since the latter holds for every ` = 1, . . . , n, our assertion follows.

Comparing Corollary 5.12 and Theorem 5.16, we see that for kernels of the form
(5.55), inequality (5.48) holds for functions with certain moments vanishing at some values
β > 1/q + c0 + c1, thus Theorem 5.16 extends the range of β given by Corollary 5.12.
Moreover, the assertion is not true in general for β = 1/q + c0 + c1, as we show in
Proposition 5.22 below.

Examples of transforms whose kernels satisfy the assumptions of Theorem 5.16 are the
sine, Hankel, and Hα transforms. We now write the corresponding statements for each of
these transforms. Let us first make an important observation.
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Remark 5.17. In contrast with Corollary 5.12, in Theorem 5.16 we can allow b1 = b2,
c1 = c2. This is because in order to prove Theorem 5.16 we apply Corollary 5.12 to the
transform G`, whose kernel satisfies |G`(x, y)| . min

{
(xy)k`, (xy)k(`−1)

}
, thus it always

satisfies the hypothesis of Corollary 5.12, namely b1 = c1 = k` > k(` − 1) = b2 = c2. In
particular, Theorem 5.16 can be applied for the cosine transform, whilst Corollary 5.12
cannot.

In the case of the Hankel transform of order α ≥ −1/2 (4.1), we have the representation
of jα by power series (4.3). Thus, applying Theorem 5.16 with b1 = c0 = c1 = 0, b0 = 2α+1
and k = 2, we obtain the following.

Corollary 5.18. Let 1 < p ≤ q <∞ and let f ∈ Lp(R+, x
γp) be such that∫ ∞

0
x2α+1+2`f(x) dx = 0, ` = 0, . . . , n− 1, n ∈ N.

Then the inequality
‖x−βHαf‖q ≤ C‖xγf‖p

holds with β = γ − 2α− 1 + 1/q − 1/p′ and

1

q
< β <

1

q
+ 2n, β 6= 1

q
+ 2`, ` = 1, . . . , n− 1.

Remark 5.19. Let us compare Theorem 5.15 and Corollary 5.18. As mentioned above,
it is known that if

∫
R f(x) dx = 0, then inequality (5.54) does not necessarily hold for

β = 1 + 1/q (cf. [114]). However, it follows from Corollary 5.18 with α = −1/2 (i.e., for
the cosine transform) that if

∫
R f(x) dx = 0 and moreover f is even, then inequality (5.54)

holds for β = 1 + 1/q.

Let us now state a version of Theorem 5.16 for the sine transform. Denote f̂sin(y) =∫∞
0 f(x) sinxy dx. Since

sinxy = xy
∞∑
m=0

(−1)m

(2m+ 1)!
(xy)2m,

Theorem 5.16 with b0 = c0 = 0, b1 = c1 = 1, and k = 2 yields the following.

Corollary 5.20. Let 1 < p ≤ q <∞ and let f ∈ Lp(R+, x
γp) be such that∫ ∞

0
x2`+1f(x) dx = 0, ` = 0, . . . , n− 1, n ∈ N.

Then the inequality
‖x−β f̂sin‖q ≤ C‖xγf‖p

holds with β = γ + 1/q − 1/p′ and

1

q
+ 1 < β <

1

q
+ 2n+ 1, β 6= 1

q
+ 2`+ 1, ` = 1, . . . , n− 1.

Finally, we present the statement corresponding to the Hα transform. In view of (5.20)
and (5.21), we apply Theorem 5.16 with b0 = c0 = 1/2, b1 = c1 = α+ 1 and k = 2.
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Corollary 5.21. Let 1 < p ≤ q <∞ and α > −1/2. Let f ∈ Lp(R+, x
γp) be such that∫ ∞

0
xα+3/2+2`f(x) dx = 0, ` = 0, . . . , n− 1, n ∈ N.

Then the inequality
‖x−βHαf‖q ≤ C‖xγf‖p

holds with β = γ + 1/q − 1/p′ and

1

q
+ α+

3

2
< β <

1

q
+ α+

3

2
+ 2n, β 6= 1

q
+ α+

3

2
+ 2`, ` = 1, . . . , n− 1.

We conclude this section by showing that Theorem 5.16 does not necessarily hold with
β = 1/q+c0 +c1 (or equivalently, with γ = 1/p′+b0 +b1) whenever

∫∞
0 xb0+b1f(x) dx = 0.

Proposition 5.22. Let 0 < q ≤ ∞ and 1 < p <∞. Let the transform F be as in (5.47),
with the kernel K(x, y) of the form (5.55) and continuous in x, satisfying |a0| > 0 and∑ |am| = A <∞. Assume there is C > 0 such that

|K(x, y)| ≤
{
Cxb1yc1 , if xy ≤ 1,

Cxb2yc2 , if xy > 1,

where bj , cj ∈ R, j = 1, 2. Furthermore, suppose there exists ν ∈ R and Gνy(x) such that
(d/dx)Gνy(x) = xνK(x, y), and that there exists C ′ > 0 for which

|Gνy(x)| ≤ C ′xbyc, b, c ∈ R, xy ≥ 1, (5.57)

holds with b− b1 − ν < 1. Then, if u 6≡ 0, the inequality(∫ ∞
0

u(x)|Ff(x)|q dx
)1/q

.

(∫ ∞
0

xp(1/p
′+b0+b1)|f(x)|p dx

)1/p

(5.58)

does not hold for all f ∈ Lp(R+, x
γp) satisfying

∫∞
0 xb0+b1f(x) dx = 0.

Remark 5.23. Note that the examples we presented above (sine, Hankel, or Hα trans-
forms) satisfy all the hypotheses of Proposition 5.22. For example, in the case of the Hα

transform (α > −1/2), we have b1 = α + 1, b2 = α − 1, and for any ν ≥ 1/2, b = α + ν
(cf. Lemma 5.3). The continuity of K(x, y) on x, which has not been used before, is also
satisfied by those examples.

Proof of Proposition 5.22. Define, for N ∈ N,

fN (x) =
1

xb0+b1+1

(
χ(1/N,1)(x)− χ(1,N)(x)

)
.

Then ∫ ∞
0

xb0+b1fN (x) dx =

∫ 1

1/N

1

x
dx−

∫ N

1

1

x
dx = 0,

and (∫ ∞
0

xp(1/p
′+b0+b1)|fN (x)|p dx

)1/p

=

(∫ N

1/N

1

x
dx

)1/p

= (2 logN)1/p,
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so that f ∈ Lp(R+, x
γp) for all N ∈ N. Now let y ∈ (0,∞) and assume N is such that

1/N < 1/y < N . We have

y−c0 |Ff(y)| =
∣∣∣∣ ∫ 1

1/N

1

xb1+1
K(x, y) dx−

∫ N

1

1

xb1+1
K(x, y) dx

∣∣∣∣
≥
∣∣∣∣ ∫ 1/y

1/N

1

xb1+1
K(x, y) dx

∣∣∣∣− 2

∣∣∣∣ ∫ 1

1/y

1

xb1+1
K(x, y) dx

∣∣∣∣
−
∣∣∣∣ ∫ N

1/y

1

xb1+1
K(x, y) dx

∣∣∣∣ =: I1 − I2 − I3.

Let us now estimate I1 from below, and I2, I3 from above. First,

I1 =

∣∣∣∣ ∫ 1/y

1/N

K(x, y)− xb1yc1a0 + xb1yc1a0

xb1+1
dx

∣∣∣∣
≥
∣∣∣∣ ∫ 1/y

1/N

xb1yc1a0

xb1+1
dx

∣∣∣∣− ∣∣∣∣ ∫ 1/y

1/N

K(x, y)− xb1yc1a0

xb1+1
dx

∣∣∣∣.
Since ∣∣∣∣ ∫ 1/y

1/N

a0x
b1yc1

xb1+1
dx

∣∣∣∣ = |a0|yc1
∣∣∣∣ ∫ 1/y

1/N

1

x
dx

∣∣∣∣ ≥ yc1 |a0| logN − yc1 |a0 log y|,

and∣∣∣∣ ∫ 1/y

1/N

K(x, y)− a0x
b1yc1

xb1+1
dx

∣∣∣∣ ≤ yc1 ∫ 1/y

1/N
x−1

∞∑
m=1

|am|(xy)mk dx ≤ Ayc1+k

∫ 1/y

1/N
xk−1 dx

≤ Ayc1 ,

we obtain

I1 ≥ yc1 |a0| logN − yc1 |a0 log y| −Ayc1 =: yc1 |a0| logN − η1(y).

We now proceed to estimate I2 from above. Here we distinguish two cases:

• if 1/y < 1 in the following we set j = 1,

• and if 1/y ≥ 1 we set j = 2.

We have

I2 = 2

∣∣∣∣ ∫ 1

1/y

1

xb1+1
K(x, y) dx

∣∣∣∣ ≤ 2Cycj
∣∣∣∣ ∫ 1

1/y
xbj−b1−1 dx

∣∣∣∣
≤ 2Cycj max{1, 1/y}max

{
1, yb1+1−bj

}
≤ 2Cycj max

{
1, 1/y, yb1−bj , yb1+1−bj

}
=: η2(y).
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Finally, integration by parts together with the identity (d/dx)Gνy(x) = xνK(x, y) and
estimate (5.57) yield

I3 =

∣∣∣∣ ∫ N

1/y

1

xb1+1+ν
xνK(x, y) dx

∣∣∣∣ ≤ N−b1−1−ν |Gνy(N)|+ yb1+1+ν |Gνy(1/y)|

+ (b1 + ν + 1)

∫ N

1/y

1

xb1+2+ν
|Gνy(x)| dx

≤ C ′ycN b−b1−1−ν + C ′yc−b+b1+1+ν + C ′(b1 + 1 + ν)yc
∫ N

1/y
xb−b1−2−ν dx

≤ C ′yc + C ′yc−b+b1+1+ν + C ′yc
∣∣∣∣ b1 + 1 + ν

b− b1 − 2− ν

∣∣∣∣(1 + y−b+b1+1+ν) =: η3(y).

Collecting all estimates, we obtain

y−c0−c1 |Ff(y)| ≥ |a0| logN − y−c1(η1(y) + η2(y) + η3(y)).

Since u 6≡ 0, we can find 0 < t1 < t2 <∞ such that
∫ t2
t1
u(x) dx > 0. Choosing N so large

that for every y ∈ (t1, t2) there holds

y−c0−c1 |Ff(y)| ≥ |a0| logN − y−c1(η1(y) + η2(y) + η3(y)) >
|a0|
2

logN,

it can be deduced from inequality (5.58) (with the usual modification if q =∞) that

|a0|
2

logN

(∫ t2

t1

xq(c0+c1)u(x) dx

)1/q

≤
(∫ ∞

0
|Ff(x)|qu(x) dx

)1/q

.

(∫ ∞
0

xp(1/p
′+b0+b1)|fN (x)|p dx

)1/p

= (2 logN)1/p,

which is a contradiction, since p > 1 and N is arbitrarily large.

5.6 Weighted norm inequalities for general monotone func-
tions

In this section we consider functions from the class GM(β2) (cf. Section 2.3), and obtain
sufficient conditions for the weighted norm inequality

‖Ff‖q,u . ‖f‖p,v, 1 < p ≤ q <∞, (5.59)

to hold whenever f ∈ GM(β2) and F is a transform with power-type kernel (i.e., of the
form (5.47) and whose kernel satisfies an upper estimate given by power functions). We
will assume the kernel K is continuous in the variable x. In particular, we study whether
we can relax the sufficient conditions provided by Corollary 5.12 when u and v are power
weights, under the assumption f ∈ GM(β2).

Let us assume that
|K(x, y)| . xb1yc1 , xy ≤ 1, (5.60)

with b1, c1 ∈ R. Let G(x, y) be such that

d

dx
G(x, y) = xb0K(x, y), (5.61)



117 Chapter 5. Weighted norm inequalities for Fourier-type transforms

where the additive constant of G is taken to be zero (such G exists due to the continuity
of K in the variable x). We moreover suppose that G(x, y) satisfies the estimate

|G(x, y)| . xbyc, xy > 1, (5.62)

with b, c ∈ R. In this section we suppose that the functions f we consider satisfy∫ 1

0
xb0+b1 |f(x)| dx+

∫ ∞
1

xb−1|f(x)| dx <∞. (5.63)

First we obtain straightforward upper estimates for the function G from (5.61) that
follow from the upper estimates for K. This will provide an expression for b and c in
(5.62) in the general case.

Proposition 5.24. Let K satisfy (5.60), and assume that |K(x, y)| . xb2yc2 for xy > 1.
Let G be given by the relation (5.61).

(i) If b0 + b1 > 0 and b0 + b2 6= −1, then

|G(x, y)| .
{
yc1xb0+b1+1, if xy ≤ 1,

yc2xb0+b2+1 + yc1−b0−b1−1 + yc2−b0−b2−1, if xy > 1;

(ii) if b0 + b2 < −1 and b0 + b1 6= −1, then

|G(x, y)| .
{
yc1xb0+b1+1 + yc1−b0−b1−1 + yc2−b0−b2−1, if xy ≤ 1,

yc2xb0+b2+1, if xy > 1.

Proof. (i) Since b0 + b1 > 0, we can write G(x, y) =
∫ x

0 t
b0K(t, y) dt, by the fundamental

theorem of calculus. For x ≤ 1/y,

|G(x, y)| . yc1
∫ x

0
tb0+b1 dt . yc1xb0+b1+1, (5.64)

whilst for x > 1/y, using (5.64) and the estimate |K(x, y)| . xb2yc2 , we obtain

|G(x, y)| . yc1−b0−b1−1 +

∫ x

1/y
tb0 |K(t, y)| dt . yc1−b0−b1−1 + yc2−b0−b2−1 + yc2xb0+b2+1.

(ii) Since b0 + b2 < −1, we can write G(x, y) =
∫∞
x tb0K(t, y) dt, again by the fundamental

theorem of calculus. For x > 1/y,

|G(x, y)| . yc2
∫ ∞
x

tb0+b2 dt � yc2xb0+b2+1. (5.65)

For x ≤ 1/y, using (5.65) and the estimate |K(x, y)| . xb2yc2 ,we obtain

|G(x, y)| .
∫ 1/y

x
tb0 |K(t, y)| dt+ yc2−b0−b2−1 . yc1xb0+b1+1 + yc1−b0−b1−1 + yc2−b0−b2−1,

as desired.
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Remark 5.25. Observe that the upper estimates for |G(x, y)| given in Proposition 5.24
are rather rough, and they are not optimal for oscillating kernels K(x, y), such as K(x, y) =
jα(xy). However, those estimates are useful for kernels satisfying

K(x, y) �
{
xb1yc1 , if xy ≤ 1,

xb2yc2 , if xy > 1.

In fact, the Struve function Hα with α > 1/2 is such an example, and it can be eas-
ily checked that in this case the result given by Proposition 5.24 coincides with that of
Lemma 5.3. For oscillating kernels it is more convenient to obtain upper estimates for G
by using an iterated integration by parts, as done in Section 4.1 for the Bessel function,
or in Lemma 5.3 for the Struve function (in both cases the estimates are sharp).

We will need the following pointwise upper estimate for Ff .

Lemma 5.26. Let f ∈ GM(β2). Assume (5.60) holds, and that G(x, y) defined by (5.61)
satisfies (5.62). Then, the transform

Ff(y) = yc0
∫ ∞

0
xb0f(x)K(x, y) dx

satisfies the pointwise estimate

|Ff(y)| . yc0+c1

∫ 1/y

0
|f(x)|xb0+b1 dx+ yc+c0

∫ ∞
1/(λy)

xb−1|f(x)| dx, (5.66)

where λ ≥ 2 is the constant from the class GM(β2).

Proof. In view of (5.60), we have

|Ff(y)| . yc0+c1

∫ 1/y

0
xb0+b1 |f(x)| dx+

∣∣∣∣yc0 ∫ ∞
1/y

f(x)xb0K(x, y) dx

∣∣∣∣ =: I1 + |I2|.

Partial integration on I2 yields the estimate

|I2| ≤ yc0 |f(x)G(x, y)|
∣∣∣∣∞
1/y

+ yc0
∫ ∞

1/y
|G(x, y) df(x)|.

First, since f ∈ GM(β2), then xb−1f(x) ∈ GM(β2) (cf. [86]). Thus, it follows from (5.63)
and the estimate given by Remark 2.10 that xbf(x)→ 0 as x→∞. Hence, by (5.62),

lim
x→∞

|f(x)G(x, y)| . yc lim
x→∞

xb|f(x)| = 0.

Secondly, we deduce from Remark 2.10 and (5.62) that

yc0 |f(1/y)G(1/y, y)| . yc+c0−b|f(1/y)| . yc+c0
∫ y/λ

1/(λy)
xb−1|f(x)| dx

≤ yc+c0
∫ ∞

1/(λy)
xb−1|f(x)| dx.

Finally, we use Corollary 2.12 and the estimate (5.62) to obtain

yc0
∫ ∞

1/y
|G(x, y) df(x)| . yc+c0

∫ ∞
1/y

xb|df(x)| . yc+c0
∫ ∞

1/(λy)
xb−1|f(x)| dx,

and therefore (5.66) is established.
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Remark 5.27. If b− c− 1 = b0 + b1 − c1, one may take λ = 1 in (5.66), since

yc+c0
∫ 1/y

1/(λy)
xb−1|f(x)| dx � yc0+c1

∫ 1/y

1/(λy)
xb0+b1 |f(x)| dx ≤ yc0+c1

∫ 1/y

0
xb0+b1 |f(x)| dx

We are now in a position to prove sufficient conditions for the inequality (5.59) to hold.

Theorem 5.28. Let 1 < p ≤ q < ∞. Let the transform F be given by (5.47). Assume
(5.60) holds, and G(x, y) defined by (5.61) satisfies the estimate (5.62). Then, inequality
(5.59) holds for all f ∈ Lp(R+, v) from the class GM(β2) if

sup
r>0

(∫ 1/r

0
u(x)x(c0+c1)q dx

)1/q(∫ r

0
v(x)1−p′x(b0+b1)p′ dx

)1/p′

<∞, (5.67)

sup
r>0

(∫ ∞
1/(λr)

u(x)x(c+c0)q dx

)1/q(∫ ∞
r

v(x)1−p′x(b−1)p′ dx

)1/p′

<∞, (5.68)

where λ ≥ 2 is the GM(β2) constant.

Remark 5.29. Note that under certain assumptions on the parameters c, b, ci, and bi
(i = 0, 1), we can use the gluing lemma (Lemma 5.6) to rewrite conditions (5.67) and
(5.68) as one single condition, similarly as done with Theorem 5.5 and Corollary 5.7.

Proof of Theorem 5.28. Using estimate (5.66), we can write(∫ ∞
0

u(x)|Ff(x)|q dx
)1/y

.

(∫ ∞
0

u(y)

(
yc0+c1

∫ 1/y

0
xb0+b1 |f(x)| dx

)q
dy

)1/q

+

(∫ ∞
0

u(y)

(
yc+c0

∫ ∞
1/(λy)

xb−1|f(x)| dx
)q
dy

)1/q

=: I1 + I2.

On the one hand, by Lemma 5.4 and the change of variables y → 1/y, the inequality

I1 =

(∫ ∞
0

u(1/y)

y2+(c0+c1)q

(∫ y

0
xb0+b1 |f(x)| dx

)q
dy

)1/q

.

(∫ ∞
0

v(x)|f(x)|p dx
)1/p

= ‖f‖p,v
holds if

sup
r>0

(∫ ∞
r

u(1/x)

x2+(c0+c1)q
dx

)1/q(∫ r

0
v(x)1−p′x(b0+b1)p′ dx

)1/p′

<∞,

or equivalently, if (5.67) is satisfied. On the other hand, again by Lemma 5.4 and the
change of variables y → 1/y, the inequality

I2 �
(∫ ∞

r

u
(
(λy)−1

)
y2+(c+c0)q

(∫ ∞
y

xb−1|f(x)| dx
)q
dy

)1/q

.

(∫ ∞
0

v(x)|f(x)|p dx
)1/p

= ‖f‖p,v

holds provided that

sup
r>0

(∫ r

0

u
(
(λx)−1

)
x2+(c+c0)q

dx

)1/q(∫ ∞
r

v(x)1−p′x(b−1)p′ dx

)1/p′

<∞,

or equivalently, if (5.68) holds.
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The sufficient conditions for inequality (5.59) to hold whenever u and v are power
weights read as follows.

Corollary 5.30. Let 1 < p ≤ q <∞ and f ∈ GM(β2). Let F be given by (5.47). Assume
(5.60) holds, and G(x, y) defined by (5.61) satisfies (5.62) with c < c1. Then, inequality
(5.48) holds for all f ∈ Lp(R+, x

γp) from the class GM(β2) if

β = γ + c0 − b0 + c1 − b1 +
1

q
− 1

p′
,

1

q
+ c0 + c < β <

1

q
+ c0 + c1.

The proof of Corollary 5.30 is omitted, as it is essentially an application of Theorem 5.28
with u(x) = x−βq, v(x) = xγp, cf. the proof of Theorem 5.11.

Remark 5.31. Let us compare the conditions for β in Corollaries 5.12 and 5.30. We
cannot formally compare those two results, since the assumptions on K are different,
namely in Corollary 5.30 we assume K(x, y) is continuous in x, whilst in Corollary 5.12
we do not. However, in practice, all the examples of integral transforms we have considered
throughout this chapter have kernels K continuous in each variable, thus it makes sense to
compare Corollaries 5.12 and 5.30 in our context. On the one hand, we observe that in both
statements the condition β < 1/q+ c0 + c1 is required. On the other hand, Corollary 5.12
requires that β > 1/q+ c0 + c2, whilst Corollary 5.30 requires β > 1/q+ c0 + c. Therefore,
in order for Corollary 5.30 to yield a nontrivial result we need to assume c < c2.

Let us present sufficient conditions for inequality (5.48) to hold in each of the afore-
mentioned cases, under the assumption f ∈ GM(β2). Some of the following results are
already known, some others are new. It is worth noting that in all examples we show
below, the conditions on the parameters c < c1, and b − c − 1 = b0 + b1 − c1 hold. All
functions considered here satisfy (5.63).

1. The sine transform (for which K(x, y) = sinxy and G(x, y) = −y−1 cosxy) satisfies
b1 = c1 = 1, b = b0 = c0 = 0 and c = −1, thus, if f ∈ GM(β2), the sufficient
conditions for the inequality

‖x−β f̂sin‖q . ‖xγf‖p

to hold are β = γ + 1/q − 1/p′ and −1 + 1/q < β < 1 + 1/q. These conditions are
also necessary, as shown in [87].

2. The classical Hankel transform of order α ≥ −1/2 (4.1) has kernel K(x, y) = jα(xy)
satisfying jα(xy) � 1 for xy ≤ 1, and moreover

|G(x, y)| . y−α−3/2xα+1/2, x, y ∈ R+,

cf. Lemma 4.8. Thus, by applying Corollary 5.30 with b0 = 2α+ 1, b1 = c = c1 = 0,
b = α+ 1/2 and c = −α− 3/2, we get that the inequality

‖x−βHαf‖q . ‖xγf‖p

holds with β = γ−2α−1+1/q−1/p′ and 1/q−α−3/2 < β < 1/q. These sufficient
conditions are also necessary, as proved in [28]. This includes the cosine transform
(α = −1/2), see also [87].
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3. The Hα transform with α > −1/2 (5.19) has kernel K(x, y) = Hα(xy) satisfying
Hα(xy) � (xy)α+1 for xy ≤ 1. By Lemma 5.3, we have

|G(x, y)| . yα−1xα+1/2, xy > 1.

Hence, applying Corollary 5.30 with b0 = c0 = 1/2, b1 = c1 = α + 1, b = α + 1/2
and c = α− 1, we get that if f ∈ GM(β2), the inequality

‖x−βHαf‖q . ‖xγf‖p (5.69)

holds with β = γ + 1/q − 1/p′ and 1/q + α − 1/2 < β < 1/q + α + 3/2. Notice
that for α ≥ 1/2, this yields no improvement with respect to the general case (cf.
(5.50)), but for −1/2 < α < 1/2, the hypothesis f ∈ GM(β2) allows us to drop the
condition β ≥ max{0, 1/q − 1/p′}.

To conclude, we prove that the range of β for which (5.69) holds given by Corollary 5.30
is sharp.

Theorem 5.32. Let 1 < p ≤ q <∞. Inequality (5.69) holds for all f ∈ Lp(R+, x
γp) from

the class GM(β2) if and only if

β = γ + 1/q − 1/p′, 1/q + α− 1/2 < β < 1/q + α+ 3/2. (5.70)

Proof. We only need to prove that if (5.69) holds for every f satisfying our hypotheses,
then (5.70) holds, since the “if” part is just the example we just discussed above. For
α > −1/2 and r > 0, consider the function fr(x) = xα+1/2χ(0,r)(x). Note that f satisfies
all hypotheses. By [48, §11.2 (2)], one has

Hαfr(y) = rα+1y−1/2Hα+1(ry).

On the one hand,

‖xγf‖p =

(∫ r

0
xp(γ+α+1/2) dx

)1/p

� rγ+α+1/2+1/p,

provided that γ + α+ 1/2 > −1/p. On the other hand,

‖x−βHαfr‖q = rα+1

(∫ ∞
0

x−q(β+1/2)|Hα+1(rx)|q dx
)1/q

.

Since Hα+1(rx) � (rx)α+2 whenever rx ≤ 1, the latter integral is convergent near the
origin if and only if β < 1/q + α + 3/2. Since Hα+1(rx) � (rx)α whenever rx is large
enough (cf. Remark 5.2), the integral converges near infinity if and only if β > 1/q+α−1/2.
In order to conclude the proof, we note that

‖x−βHαfr‖q ≥ r2α+3

(∫ 1/r

0
xq(−β+α+3/2) dx

)1/q

� rα+3/2+β−1/q.

Combining the latter with inequality (5.69) and the equivalence ‖xγf‖p � rγ+α+1/2+1/p,
we get that rα+3/2+β−1/q . rγ+α+1/2+1/p for every r > 0, i.e., β = γ + 1/q − 1/p′.
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[80] P. Kórus and F. Móricz, Generalizations to monotonicity for uniform convergence
of double sine integrals over R2

+, Studia Math. 201 (3) (2010), 287–304.
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