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Prof. Adriano José Camps Carmona, UPC

Dr. Carolina Gabarró Prats, ICM/CSIC
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“È difficile, caro, dimostrare in modo
soddisfacente qualche cosa di importante

senza aiutarci con dei modelli.”

Platone, Politico.

“The higher ideas, my dear friend,
can hardly be set forth

except throught the medium of models.”

Plato, Stateman.



Acknowledgements

First, I would like to acknowledge Prof. Adriano José Camps Carmona,
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Abstract

The European Space Agency’s Soil Moisture and Ocean Salinity (SMOS)

satellite was launched on November, 2, 2009 from the Russian cosmodrome

of Plesetsk. Its objective is to globally and regularly collect measurements of

soil moistre and Sea Surface Salinity (SSS ). To do that, a pioneering instru-

ment has been developed: the Microwave Imaging Radiometer by Aperture

Synthesis (MIRAS), the first space-borne, 2-D interferometric radiometer

ever built; it operates at L-band, with a central frequency of 1.4135 GHz,

and consists of 69 antennas arranged in a Y shape array. MIRAS’ output

are brightness temperature maps, from which SSS can be derived through

an iterative algorithm, and using auxiliary information. For each overpass

of the satellite an SSS map is produced, with an estimated accuracy of 1

psu (rmse). According to the Global Ocean Data Assimilation Experiment

(GODAE) the mission requirement is instead specified as 0.1 psu after av-

eraging in a 10-day and 2◦ × 2◦ spatio-temporal boxes.

In previuos works ((Sabia et al., 2010), or more extensively in Dr. Sabia’s

Ph.D. thesis (Sabia, 2008)) the main error sources in retrieving SSS from

SMOS measurements were determined as:

1. Scene-dependent bias in the simulated measurements,

2. L-band forward modeling definition,

3. Radiometric sensitivity and accuracy,

4. Constraints in the cost function, and

5. Spatio-temporal averaging.

This Ph.D. thesis, is an attempt of reducing part of the aforementioned

errors (the relative to the one-overpass SSS (1 - 4)) by a more sophisticated



data processing.

Firstly, quasi-realistic brightness temperatures have been simulated using

the SMOS End-to-end Performance Simulator (SEPS) in its full mode and

an ocean model, as provider for geophysical parameters. Using this data

set the External Brightness Temperature Calibration technique has been

tested to mitigate the scene-dependent bias, while the error introduced by

inaccuracies in the L-band forward models has been accounted for by the

application of the External Sea Surface Salinity Calibration.

Apart from simulated brightness temperatures, both External Brightness

Temperature Calibration and External Sea Surface Salinity Calibration have

been tested using real synthetic-aperture brightness temperatures, collected

by the Helsinki University of Technology HUT-2D radiometer during the

SMOS Calibration and Validation Rehearsal Campaign in August 2007 and

ten days of data acquired by the SMOS satellite between July 10 and 19,

2010.

Finally, a study of the cost function used to derive SSS has been performed:

the correlation between measurement misfits has been estimated and the

effect of including it in the processing have been assessed.

As an outcome of a 3-month internship at the Laboratoire LOCEAN in

Paris, France, a theoretical review of the effect of the rain on the very top

SSS vertical profile has been carried out and is presented as Appendix.
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Preface

According to Thermodynamics, the Earth can be defined as a closed system; In facts,

it can only exchange energy, not matter, with its surroundings (asteroid penetrations

and satellite leavings can be definitely neglected). Global water content on Earth, as

any other matter, doesn’t change; nevertheless water doesn’t stand steady, but it is in

continous movement.

Water relentlessy changes in position and state, moving throghout the whole planet

in liquid, gaseous, and solid states; this proces is called the Water Cycle. The Wa-

ter Cycle affects, and is studied by, several disciplines, among them Oceanography,

Meteorology, Hydrology, Agronomy etc.

Figure 1: The Water Cycle (from http://ga.water.usgs.gov).

It is obvious that water is crucial for human life in the day-by-day needs, anyway the

same importance is played in large-scale dynamics. Water cycle is, in fact, responsible
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of mitigating climate variations and homogenizing Earth’s temperature, being at the

same time a good tracer and forcer of climate changes.

Among the variables mirroring the water cycle, sea surface salinity (SSS ) is maybe

the most important one, or at least, it is the one whose knowledge would improve

most the characterization of the large-scale water dynamics (Lagerloef et al., 1995).

Sea surface salinity is the direct observable that includes the changes in water density

induced by evaporation, precipitation, ice melting, and rivers run-offs; which are, in

turn, the first drivers of the oceanic currents. In Figs. 2a and 2b the most important

ocean surface currents and the thermohaline circulation (the so-called “Conveyor Belt”)

are shown.

(a)

(b)

Figure 2: (a) The main ocean surface currents (from NOAA) and (b) the thermohaline
current (from www.global-greenhouse-warming.com)
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Anyway, even though the importance of a better understanding of the water cycle

and of the role played by sea surface salinity has been widely accepted, until recently,

any progress in their knowledge has been limited by the available technology. Moni-

toring SSS implies periodic and global-scale measurements, making unfeasable in situ

direct sampling. As shown in Fig. 3 even today 50% of the ocean is, in fact, not

sampled on a regular basis.

Figure 3: In situ observations of the sea surface salinity up to February 2010

During the last decades much effort has been spent by the scientific community to

overcome these difficulties and, finally, satellite microwave radiometry has been chosen

as the optimal measurement technique. Satellite microwave radiometry presents several

advantages: from one side, satellites permit the synoptic measurements of the Earth

with a good revisit time (3 days for SMOS); on the other side, since microwave measure-

ments can be acquired during both day-time and night-time regardless of the weather

conditions (atmosphere is almost transparent at these frequencies) both European

Space Agency (ESA) and National Aeronautics and Space Administration (NASA)

have active programmes to measure SSS using satellite microwave radiometers: the

European one (SMOS) was launched on November 2009, whereas the NASA Aquarius

mission is scheduled for the first half of 2011.

The optimization of the sea surface salinity retrieval algorithms for the SMOS mis-

sion are the topic of this Ph.D. thesis, that is structured as follows (articles directly

arised from the elaboration of the thesis are referred between brackets in the corre-

sponding chapter):

Chapter 1 : Introduction of the basic concepts of microwave radiometry.
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rion, and J. Font. Error covariance matrices characterization in the ocean salinity retrieval cost

function within the SMOS mission Journal of Atmospheric and Oceanic Technology, XX(XX):

x - x, XX.]

Chapter 6 : Testing of the proposed techniques on real data acquired by the Helsinki
University of Technology HUT-2D radiometer, and by the SMOS satellite.

[ M. Talone, R. Sabia, A. Camps, M. Vall-llossera, C. Gabarró, and J. Font. Sea Surface
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1

Introduction to microwave

radiometry

This chapter is devoted to provide to the reader the necessary background on
microwave radiometry: the basics of this discipline are described, as well as the
main concepts of the radiative transfer theory.

1.1 Introduction

Radiometry is the field of science devoted to the measurement of the electromagnetic
radiation. Its application is useful, and sometimes even fundamental, for many other
disciplines such as physical oceanography, biology, atmospheric modeling, weather fore-
casting, agronomy etc...

Most of the energy received by the Earth comes from the Sun as electromagnetic
radiation. Part of this energy is diffused or absorbed by the atmosphere, the rest is
transmitted down to the Earth’s surface; once on the surface, the energy is, once again,
partly scattered and partly absorbed. According to Thermodynamics laws, when the
thermal equilibrium is reached the energy absorbed by both the atmosphere and the
surface is then re-emitted. All these energy transformations are subject to the so-called
radiative transfer law, and the aforementioned spontaneous emission is the quantity
measured by radiometers.

Several geophysical parameters can be estimated by means of radiometric measure-
ments, but since the whole process is very complex and involves many different physical
elements and phenomena, in order to achieve the adequate accuracy of the estimates a
number of things must be taken into account. The basic concepts concerning microwave
radiometry are addressed in this chapter. Next chapter is focused on the description of

5



1. INTRODUCTION TO MICROWAVE RADIOMETRY

the currently used forward models when observing sea surface emission.

1.2 Planck’s law and the black body radiation

Planck’s law expresses the emitted power dependence on the physical temperature and
frequency for an ideal body called the black body. The black body is defined as an ideal,
perfectly opaque, material that absorbs all the incident radiation at every frequency of
the spectrum (and re-emits it all once the thermal equilibrium is reached). Accordingly,
a black body satisfies the following properties:

� It absorbs all the incident radiation, independently from the wavelength or the
direction.

� For a given temperature and wavelength no material can emit more energy than
the black body.

� Even though the radiation emitted by a black body is a function of the wavelength
it is not dependent on the direction. The black body is defined as a scatter emitter.

A plot of the emitted energy density by a black body according to the Plack’s Law
(Planck , 1901), as a function of the physical temperature and the wavelength, is shown
in Fig. 1.1. It can be noticed that the emitted energy increases and its maximum moves
towards lower wavelengths with increasing the physical temperature of the body.

Figure 1.1: The Black Body - Emitted energy density as a function of the temperature
and of the wavelength

6
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1.3 Brightness or radiance

Considering a surface element with area At [m2], emitting with an angular distribution
function Ft [W · sr−1], and a receiving antenna characterized by its effective area Ar
[m2] oriented one in front of the other in the direction of maximum directivity and at
a distance R for which the power density St [W ·m−2] can be considered constant over
the solid angle Ωt [sr], then the received power is given by Eqn. 1.1:

P = StAr = Ft
Ar
R2

. (1.1)

The brightness, or radiance, B [W ·m−2 · sr−1] can be then defined as the power
flux emitted Ft per unity of surface At and solid angle:

B =
Ft
At
. (1.2)

Then, the received power in Eqn. 1.1 can be expressed as:

P = B ·Ar
At
R2

= BArΩr, (1.3)

which, considering an infinitesimal solid angle and expressing as Fn(θ, ϕ) the nor-
malized receiving antenna pattern, leads to:

dP = ArB(θ, ϕ)Fn(θ, ϕ)dΩdf. (1.4)

In this way, the total power received by the antenna from all possible directions in
a band ∆f [Hz] can be written as:

P =
1
2
Ar

∫ f+∆f

f

∫∫
4π
Bf (θ, ϕ)Fn(θ, ϕ)dΩdf, (1.5)

where the term 1/2 accounts for the fact that an antenna can only receive in one
polarization while the emitted radiation is randomly polarized.

1.4 Thermal radiation

As stated, defining the black body as the ideal body absorbing all the incident energy
along the whole spectrum, it is also defined as the perfect emitter. The brightness
spectral density Bf [Wm−2sr−1Hz−1] of a black body depends thus only on its physical
temperature T0 and frequency f . Being hP the Plack’s constant (6.63 × 10−34Js), c
the speed of propagation in vacuum (3× 108ms−1), and kB the Boltzmann’s constant

7
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(1.38× 10−23JK−1), Bf is expressed, according to the Planck’s radiation law (Planck ,
1901), as:

Bf =
2hP f3

c2

1

e
hP f

kBT0 − 1
. (1.6)

In the microwave part of the spectrum hp � kBT0, and it is possible to approximate
Eqn. 1.6 by the Rayleigh-Jeans law:

Bf '
2kBf2T0

c2
=

2kBT0

λ2
. (1.7)

Taking into account Eqns. 1.5 ans 1.7 and considering a narrow enough bandwidth
(∆f), the total power (Pbb) received by an antenna of effective area Ar completely
surrounded by a black body at the physical temperature T0 can be written as:

Pbb = kBT0∆f
Ar
λ2

∫∫
4π
Fn(θ, ϕ)dΩ, (1.8)

but since:

∫∫
4π
Fn(θ, ϕ)dΩ = ΩP =

λ2

Ar
, (1.9)

where ΩP is the antenna solid angle, Eqn. 1.9 becomes:

Pbb = kBT0∆f. (1.10)

Real materials do not behave as perfect emitters or absorbers and present a smaller
brightness than the black body at the same physical temperature T0. They are called
gray bodies. To express the brightness of a gray body in a similar way as for a black
body the brightness temperature TB [K] is defined so that:

Bf =
2kBTB
λ2

. (1.11)

At this stage it is possible to define a coefficient e (emissivity) as the ratio be-
tween the brightness of a gray body and the one of a black body at the same physical
temperature.

e(θ, ϕ) =
B(θ, ϕ)
Bbb

=
TB(θ, ϕ)

T0
. (1.12)

Considering that by definition 0 6 TB 6 T0, it can be concluded that 0 6 e 6 1.

8
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1.5 Radiative transfer theory

The radiative transfer theory deals directly with the transportation of the energy
through a medium containing particles, differently from the analytical theory which
is derived from the differential Maxwell’s equations. This theory describes the spa-
tial behaviour of the radiation intensity in terms of spectral radiance (or brightness)
propagating in a generic medium that can absorb, emit or scatter the radiation itself.
The problem is usually approached in a scalar fashion, i.e. considering the spectral
radiance at one polarization and not its decomposition in polarizations. The complete
characterization considering media inhomogeneities and anysotropies is considered out
of the scope of this introduction.

The radiative transfer theory is formulated through four constitutive functions:

� absorption coefficient, that describes the attenuation of the spectral radiance due
to absorption.

� scattering coefficient, that describes the attenuation of the spectral radiance due
to scattering.

� thermal emission function, that accounts for the volume element emission.

� phase function, that characterizes the incident and scattered radiation intensities
coupling between polarizations and directions in every point within the medium.

To express the radiative transfer equation in differential form, and according to the
direction of propagation r, let us consider a cylindrical volume element of base area dA,
length dr, and whose axis is directed along r. In Fig. 1.2 the geometry of the problem
is schematically represented .

The material constituting the propagation medium is considered to be homogeneous
inside the volume, and I(f, r) is the spectral radiance entering in it, impinging normally
to the surface of the volume element at r. The spectral radiance I(f, r+δr) leaving the
volume in the direction normal to the surface at r + δr is different from I(f, r) due to
the interaction with the medium. The processes that contribute to increase or decrease
this radiance are briefly described in the following paragraphs.

1.5.1 Spectral radiance decrease due to absorption

Part of the energy associated to the radiation entering in the volume is absorbed,
i.e. transformed in another form of energy (thermal), by the medium. To describe in

9
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Figure 1.2: Radiative transfer through an elementary cylindrical volume

quantitative terms this decrease of spectral radiance it is necessary to introduce the
volumetric absorption coefficient of the medium ka [Np ·m−1], defined as:

ka(f, r) =
dWa(f, r)
dAdrPi(f, r)

=
dIa(f, r)dAdΩdf
dAdrI(f, r)dΩdf

=
dIa(f, r)
drI(f, r)

, (1.13)

where dWa represents the power absorbed by the volume when a radiation char-
acterized by the flow Pi (intensity of the Poynting vector) impinges normally on the
surface dA(r). The contribution to the leaving radiation due to absorption can be
written as:

dIa(f, r) = −ka(f, r)I(f, r)dr, (1.14)

where the negative sign indicates that the variation in spectral radiance due to
absorption is negative (it decreases).

1.5.2 Spectral radiance decrease due to scattering

Another part of the energy associated to the radiation entering in the volume is scat-
tered, i.e. diverted to directions different from the original direction of propagation,
within the medium and does not leave the volume through the surface dA(r+ ∆r). To
describe this process the volumetric scattering coefficient of the medium ks [Np ·m−1]

10



1.5 Radiative transfer theory

is introduced. It is defined as:

ks(f, r) =
dWs(f, r)

dAdrPi(f, r)
=
dIs(f, r)dAdΩdf
dAdrI(f, r)dΩdf

=
dIs(f, r)
drI(f, r)

, (1.15)

where, similarly to the absorption case, dWs represents the elementary power scat-
tered by the volume when a radiation characterized by the flow Pi impinges normally
on the surface dA(r). The contribution to the exiting radiation due to scattering can
be written as:

dIs(f, r) = −ks(f, r)I(f, r)dr, (1.16)

also in this case the variation in spectral radiance is negative.
Since both absorption and scattering are linear phenomena, it is possible to con-

sider the global effect, the so-called extinction, as the sum of those, and to define the
volumetric extinction coefficient as:

ke = ka + ks, (1.17)

leading to a global variation of the spectral radiance equal to:

dIe(f, r) = −[ka(f, r)I(f, r)dr + ks(f, r)I(f, r)dr] = −ke(f, r)I(f, r)dr. (1.18)

1.5.3 Spectral radiance increment due to thermal emission

Part of the impinging energy absorbed by the medium tends to increase the temperature
of the volume itself. To maintain the thermal equilibrium, the volume will emit the
same quantity of energy that is absorbed. Assuming local thermal equilibrium inside
the propagation medium, so that a value for the temperature T can be defined in every
point inside it, the energy balance requirement leads to the Kirchoff’s law. The radiance
increment due to thermal emission can, thus, be written as:

dIte(f, r) = ka(f, r)Ja(f, r)dr, (1.19)

where the thermal emission source Ja(f, r) must be isotropic and equal to the spec-
tral radiance of a black body as expressed in 1.6.

Ja(f, r) = B(f, T (r)) =
2hP f3

c2

1

e
hP f

kBT (r) − 1
. (1.20)

11



1. INTRODUCTION TO MICROWAVE RADIOMETRY

1.5.4 Spectral radiance increment due to scattering

Part of the energy propagating through the volume element along directions different
from the direction of observation can be diverted by the scattering elements inside
the volume and exit in the direction of observation. In this way the spectral radiance
measured in the direction of interest is increased of a quantity directly proportional to
the scattering coefficient equal to:

dIsc(f, r) = ks(f, r)Js(f, r)dr, (1.21)

expressing with Js(f, r) the source function. This can be calculated considering the
integral on the whole solid angle of any possible propagating radiation I(ri) weighted by
the phase function Ψ(r, ri) accounting for the coupling, generally non-isotropic, between
incident and scattered intensity in every point of the medium:

Js =
1

4π

∫
Ψ(r, ri)I(ri)dΩ , (1.22)

For sake of compactness, the two source function also can be summed up after being
weighted by its volumetric coefficients and normalized by the extinction coefficient,
leading to one only term representing the total source function J :

J =
ka
ke
Ja +

ks
ke
Js = (1− w)Ja + wJs, (1.23)

where w is defined as the single scattering albedo coefficient (w = ks/ke). The total
variation of the spectral radiance crossing the volume element can then be expressed
as the algebraic sum of the four contributions just described:

dI = −keIdr + keJdr = (J − 1)kedr, (1.24)

where the dimensionless product kedr is usually abbreviated as dτ , the so-called
optical thickness increment. Equation 1.24 can then be written in a differential form
as:

dI

dτ
+ I = J. (1.25)

Once the radiative transfer law is formulated as in Eqn. 1.25, the solution can be
easily found considering the case of a semi-infinite medium (as shown in Fig. 1.3) char-
acterized by the extinction coefficient ke, the total source function J and the boundary
spectral radiance I(0) in the direction r.
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1.5 Radiative transfer theory

Figure 1.3: Geometry for the radiative transfer equation

With the introduction of the optical thickness for the path between abscissas r1 and
r2, calculated as:

τ(r1, r2) =
∫ r2

r1

kedr, (1.26)

the solution of Eqn. 1.25 gives the spectral radiance observed at the abscissa r as:

I(r) = I(0)e−τ(0,r) +
∫ r

0
ke(r′)J(r′)e−τ(r′,r)dr′. (1.27)

Equation 1.27 can be interpreted by realizing that the first term represents the
boundary spectral radiance that reaches the observation point (r), attenuated by the
extinction produced by the medium, whereas the second one describes the sum of
infinite contributions of the medium (thermal emission and scattering) produced by
the infinitesimal volume of width dr′, each one attenuated by the extinction relative to
the path between the source (r′) and the observation point (r).

The complete solution for the radiative transfer equation in 1.27 when both absorp-
tion and scattering are present is very laborious. The most complex part is assessing
the emission due to scattering, which needs to consider all the spectral radiances com-
ing from all possible directions. However, in most cases the hypothesis of neglecting the
scattering emission can be made (w � 1), leading to a large reduction of the complexity
of the problem. In addition, in the microwave region the Rayleigh-Jeans approximation

13



1. INTRODUCTION TO MICROWAVE RADIOMETRY

to the Planck’s law (Eqn. 1.7) brings a further simplification to the problem.
In analogy to the definition of brightness temperature (Eqn. 1.11) it is possible

to define an apparent radiometric temperature representative of the spectral radiance
propagating inside the medium in correspondence of the abscissa r:

TAP (f, r) =
I(f, r)c2

2kf2
=
I(f, r)λ2

2k
. (1.28)

Taking into account the definition of TAP , Eqns. 1.20 and 1.22 can be rewritten as:

Ja(f, r) =
2kT (r)
λ2

, (1.29)

Js(f, r) =
2kTsc(r)

λ2
, (1.30)

where

Tsc =
1

4π

∫∫
4π

Ψ(r, ri)TAP (ri)dΩ, (1.31)

and the solution of the radiative transfer equation (Eqn. 1.27) takes the form:

TAP (r) = TAP (0)e−τ(0,r) +
∫ r

0
ke(r′)

[
(1− w)T (r′) + wTsc(r′)

]
e−τ(r′,r)dr′ , (1.32)

where the emission source functions have been explained in terms of equivalent
radiometric temperatures. In the case that scattering is not considered (or not present)
the solution simplifies into:

TAP (r) = TAP (0)e−τ(0,r) +
∫ r

0
ka(r′)T (r′)e−τ(r′,r)dr′ , (1.33)

and in this case is also:

τ(r′, r) =
∫ r

r′
ka(r′′)dr′′. (1.34)

1.6 Emissivity, reflectivity, and transmissivity

In a medium with an impinging energy flux φi, three different situations can happen:
energy can be reflected, transmitted, and absorbed. Once the thermal equilibrium is
reached, all the energy absorbed by the medium will be emitted. In Fig 1.4 the typical
scenario of a energy flux impinging on a dielectric medium is shown, φr, φt, φa, and φe
are the reflected, transmitted, absorbed, and emitted fluxes, respectively.
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(a) (b)

Figure 1.4: Energy fluxes (a) before and (b) after reaching the thermal equilibrium

The relationship between outgoing and incoming fluxes permits to define the reflec-
tivity (Γ), transmissivity (T ), absorptivity (a), and emissivity (e) coefficients as:

Γ =
φr
φi
, T =

φt
φi
, a =

φa
φi
, e =

φe
φi
, (1.35)

In this case too, the energy conservation law imposes the sum of the incoming fluxes
to be equal to the sum of the outgoing ones giving before the thermal equilibrium:

φi = φr + φt + φa,

1 = Γ + T + a, (1.36)

and after that (φe = φa):

φi = φr + φt + φe,

1 = Γ + T + e, (1.37)

The following properties can be evinced:

� The proportion among φr, φt, and φa change for the different bodies on the Earth
surface, depending on its material and physical condition.

� The aforementioned parameters depend on the wavelength. Objects that result
indistinguishable in a certain spectral interval may be clearly discernible at an-
other frequency. In the visible band these spectral differences translate into the
effect of color.
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The geometric shape of the object reflecting the energy is also a very important
aspect, in particular according to the roughness of its surface an object is considered a:

specular reflector For any incidence direction it exists one and only one direction of
reflection, the reflection angle is equal to the incidence one.

ideal or Lambertian scatterer No matter the direction of incidence, the energy is
always scattered in all directions.

Most natural surfaces are neither specular reflectors, nor Lambertian scatterers but
rather an intermediate situation between them. To classify an object, its roughness
must be compared to the incident wavelength. In this sense, a natural surface can be
considered plane (behaving like a specular reflector) if the ratio between the surface
height rms (σ) and the wavelength λ is much smaller than unity (σ/λ� 1) (Fig 1.5a).
On the contrary, if σ/λ > 1/3 the surface is considered rough and acts as a Lambertian
scatterer (Fig 1.5b). In general the most common situation is that the reflected energy
is distributed over all directions, but with a maximum around the specular direction
(Fig 1.5c).

(a) (b)

(c)

Figure 1.5: (a) Specular reflector, (b) Lambertian scatterer, and (c) real scat-
terer

16



1.7 Scattering

1.7 Scattering

As introduced in the previous paragraph, energy is generally not reflected in just one
direction, but it is rather scattered over several directions. If an electromagnetic wave
with power Pt is emitted against an object, the reflected radiation power Pr(θ, ϕ) can be
expressed as a function of the direction of observation according to the radar equation
(Ulaby et al., 1982):

Pr(θ, ϕ) =
λ2

(4π)3

∫
A

Pt(θ, ϕ)GtGr
R2

1R
2
2

σ0
rt (θs, ϕs; θ, ϕ) dA (1.38)

According to Eqn. 1.38, the reflected power Pr depends on the transmitted one
(Pt), the distance between the emitter and the scatterer (R1), the transmitting and
receiving antennas gains (Gt, Gs), and a parameter σ0

pq dependent on the object itself
as well as on the transmitted (q) and received (p) polarizations. In Fig. 1.6 a typical
scenario to describe the radar equation is shown.

Figure 1.6: Typical scenario to describe the radar equation

The coefficient σ0
pq is called bistatic scattering coefficient and describes the behavior

of a certain object with respect to an incident electromagnetic wave. It depends on the
direction and polarization of the incident wave (θ, φ, q) as well as on the direction and
polarization of observation (θ, φ, p).

Since (σ0
pq) is not dependent on the measurement system used, it can be defined as

a function of the incident and scattered fields, considering that A represents the area
illuminated by the incidence field:

σ0
pq (θs, ϕs; θ, ϕ) =

4πR2
1|Esp|2

A|Eiq|2
. (1.39)

In the same way it is possible to define a scattering coefficient matrix [S] relating
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1. INTRODUCTION TO MICROWAVE RADIOMETRY

the incident and scattered fields for all the possible polarimetric combinations:

[
Esv
Esh

]
=
e−jkR1

R1

[
Svv Svh

Shv Shh

][
Eiv
Eih

]
(1.40)

In Eqn. 1.40 it can be noticed that the incident wave is considered a plane wave (far
field), whereas the reflected one is spherical. The unit for the S matrix coefficients are,
thus, m/

√
sr, while σ0 is dimensionless. Considering the definition of the reflectivity

in Eqn. 1.35 and taking into account that for an electromagnetic wave incident with
an angle θ the area projected is Acos(θ), Γ can be expressed as:

Γq(θ, ϕ) =
1

4πcos(θ)

∫∫
2π

[
σ0
qq (θs, ϕs; θ, ϕ) + σ0

pq (θs, ϕs; θ, ϕ)
]
dΩs (1.41)

1.8 Stokes’ vector

The polarization of an electromagnetic wave is defined as the geometric figure drawn
by the edge of the electrical field

−→
E vector in a certain point of the space, looking at

the wave moving away from the observer in the direction ĥ. The electric field vector
can be split into vertical Ev and horizontal Eh components so that the reference system
(k̂, v̂, ĥ) coincide with the spherical reference system (r̂, θ̂, ϕ̂) as expressed by the Eqn.
1.42

E =
(
Evv̂ + Ehĥ

)
e−jkk̂r. (1.42)

To fully charecterize the polarization of a certain electromagnetic wave the Stokes
vector is used, it is defined as (Randa et al., 2008):

F =


I0

Q

U

V

 =


|Ev|2 + |Eh|2

|Ev|2 − |Eh|2

2Re(EvE∗h)
2Im(EvE∗h)

 . (1.43)

In microwave radiometry, the modified Stokes’ vector (Fm) is usually preferred, since
the first and second terms directly describe the vertical and horizontal polarizations,
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as shown in Eqn. 1.44:

Fm =


Tv

Th

U

V

 =


〈EvE∗v〉
〈EhE∗h〉

2Re(EvE∗h)
2Im(EvE∗h)

 . (1.44)

Depending on the situation the emissivity Stokes’ vector can also be used:
Tv

Th

TU

TV

 = T0


ev

eh

eU

eV

 = C


〈EvE∗v〉
〈EhE∗h〉

2Re(EvE∗h)
2Im(EvE∗h)

 , (1.45)

where T0 is the physical temperature of the body, and C is an adequate constant.
This latter permits to fully characterize the emissivity behavior of an object and, elim-
inating the direct dependence on the surface temperature, which sometimes easies the
analysis.

Taking into account Eqns. 1.36, 1.37, and 1.41 and considering an semi-infinite
body (T = 0), the emissivity can be expressed as:

eq(θ, ϕ) = 1− 1
4πcos(θ)

∫∫
2π

[
σ0
qq (θs, ϕs; θ, ϕ) + σ0

pq (θs, ϕs; θ, ϕ)
]
dΩs , (1.46)

where subindices q and p stand for the transmitted and scattered polarizations
(usually horizontal (h) or vertical (v) polarizations).

If a unitary incident field is considered, then the bistatic scattering coefficient can
be expressed as a function of only the scattered field (Eqn. 1.39 and 1.40). In this way,
omitting the dependence on the incidence and scattering angles, the elements of the
emissivity Stokes’ vector (Eqn. 1.45) become:[

ev

eh

]
= 1− R2

Acosθ

∫∫
2π

[
|Evv|2 + |Evh|2

|Ehv|2 + |Ehh|2

]
dΩs (1.47)

[
eU

eV

]
= − R2

Acosθ

∫∫
2π

[
2Re (EvhE∗hh + EvvE

∗
hv)

2Im (EvhE∗hh + EvvE
∗
hv)

]
dΩs (1.48)

where Epq = Esp
Eiq

, the ratio between the scattered field at p polarization and the
incident at q polarization.
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1.9 Conclusions

The basics concepts of microwave radiometry have been introduced in this chapter
to easy the comprehension of the thesis. Nevertheless, considering the quantity and
complexity of the subjects involved, references have been added, which allow a deeper
understanding of the topic. Several forward emission models have been derived based on
these theories, in the next chapter the currently most commonly used forward emission
models at L-band will be briefly reviewed.
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2

Emissivity models at L-band

This chapter is devoted to a quick review of the most consensuated and widely
used forward emissivity models at L-band. A complete discussion would need a
deep introduction to Physics, Chemistry, and Oceanography, which is considered
out of the scope, so just the main concepts are introduced, leaving the details to the
avaible referenced documents. To introduce the problem, a simple schematic sce-
nario is presented in section 2.1, models are detailed in the following sections, start-
ing with the sea surface (section 2.2), the atmosphere (section 2.3), the ionosphere
(section 2.3), and, finally, the rotation from the Earth to the antenna reference
frame (section 2.5).

2.1 Example of remote sensing scenario

To clearly explain the approach followed in the definition of the SMOS level 2 retrieval
algorithm, a typical passive remote sensing scenario is considered (Fig. 2.1). It can
be observed as the energy measured by the radiometer is not coming from the Earth’s
surface only, but is the sum of several contributions, each of these contributions is
dependent on the geometric shape and the physical situation of the measured object
as well as on the observation frequency. All these variables must be well known and
correctly estimated to guarantee the good result of the geophysical parameter retrieval.

The total radiation measured by the radiometer is expressed in Eqn. 2.1

TAP = e−τ
(
TB +

(
e−τTCOS + ΓTDN

))
+ TUP =

e−τTB + e−2τTCOS + Γe−τTDN + TUP . (2.1)

The radiation is given by the sum of:

21



2. EMISSIVITY MODELS AT L-BAND

Figure 2.1: Typical passive remote sensing scenario - The radiation comes from several
different sources

� the surface’s contribution (TB) attenuated by the atmospheric opacity (e−τ ).

� the direct atmospheric contribution attenuated in the path from the source to the
radiometer (TUP ).

� the direct atmospheric contribution attenuated in the path from the source to the
Earth’s surface (TDN ), then reflected (Γ), and attenuated again according to the
atmosphere opacity (e−τ ).

� the cosmic background (TCOS) reflected by the Earth’s surface (Γ) and attenuated
twice by the atmospheric opacity

(
e−2τ

)
.

Each contribution is addressed in more details in the next sections.

2.2 Sea surface emission at L-band

So far, several models have been developed to estimate the emission of the sea surface
at L-band as a function of different key physical variables, such as the temperature, the
salinity, and the roughness, as well as the presence of sea foam. In this section a brief
introduction to the most representative ones are presented.
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2.2.1 Flat sea

The simplest case is a smooth, calm sea surface. In this case the brightness temperature
TB is simply defined by the Fresnel’s Law (Ulaby et al., 1982) in terms of specular
reflectivity Γsp(f, θ, p) as a function of the frequency (f), the incidence angle (θ), the
polarization (p), and the physical temperature (SST ):

TB(f, θ, p) = esp(f, θ, p)SST = [1− Γsp(f, θ, p)]SST, (2.2)

where, if the dielectric constant of sea water is expressed as εw; the specular reflec-
tivity for the horizontal (p = h) and vertical (p = v) polarizations is respectively:

Γsp(f, θ, h) =
∣∣∣∣cosθ −√εw − sin2θ

cosθ +
√
εw − sin2θ

∣∣∣∣2 , (2.3)

and

Γsp(f, θ, v) =
∣∣∣∣εwcosθ −√εw − sin2θ

εwcosθ +
√
εw − sin2θ

∣∣∣∣2 . (2.4)

For what concerns the sea water dielectric constant the Klein and Swift model
(Klein and Swift , 1977) is generally used even though several new models are available,
such as Ellison et al. (Ellison et al., 1998) above C-band, the recent one by Blanch and
Aguasca (Blanch and Aguasca, 2004) and the one by Meissner and Wentz (Meissner
and Wentz , 2004) at L-band. Figure 2.2 shows the brightness temperature dependence
on the observation angle for both h− and v−polarizations of a perfectly flat sea surface
considering a sea surface temperature of SST=20 ◦C and a sea surface salinity of
SSS=36 psu.

2.2.2 Roughened foam-free sea

The presence of wind strongly affects the sea surface emission: it causes waves and,
above certain speeds, foam. Neglecting the foam contribution, which will be assessed
later, in this paragraph a short overview of the most frequently used models for rough-
ened sea emission is presented.

The Kirchoff method A first approach to the estimation of the sea emission (or any
general surface emission) is considering the random sea surface as the sum of infinite
planes, each plane tangent to the surface in the point of incidence between the radiation
and the surface. These planes are generally called facets and this idea is usually referred
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Figure 2.2: Brightness temperature dependence on the observation angle for a perfectly
flat sea surface

as the Kirchoff, or Physical Optics, method (Ulaby et al., 1982). The application of
this technique is bind to the fulfilling of the following two conditions:

� in the horizontal dimension the correlation length l must be larger than the wave-
length λ of the incident electromagnetic field;

� in the vertical dimension the surface’s height standard deviation ση must be small
compared to the wavelength λ.

These two conditions can be written as:

kl > 6, (2.5)

and

rc > λ, (2.6)

where k = 2π/λ is the wave number and rc the curvature radius of the surface, that
for a Gaussian surface is:

rc =
l2

2ση

√
π

6
. (2.7)
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On the other hand, the Kirchoff method cannot be used in case of very small
roughness. The surface must have the minimum height standard deviation to satisfy:

kση > 0.3. (2.8)

Given these validity conditions, when applying the Kirchoff method to arbitrary
roughened surfaces the analytical evaluation is still difficult to carry out and further
simplyfing assumptions must be done. In case of large standard deviation of the surface
height the Stationary-Phase approximation is used, which considers scattering only in
the specular direction, whereas if the surface height standard deviation is medium or
low and the surface has small slopes the Scalar Approximation is applied.

The Small Perturbation Method The Small Perturbation Method (SPM) (Ulaby
et al., 1982) is used when both the rms height and the correlation length are smaller
than the wavelength of the incident field. In this case the analysis is much simpler and
the first order approximation for the bistatic scattering coefficients can be used instead
of the complete expression.

The Integral Equation Method The Integral Equation Model (IEM) (Fung , 1994)
was developed to cover the range where neither the Kirchoff method nor the SPM give
accurate results. Furthermore it reduces to Kirchoff-SP or to the SPM according their
validity ranges. The most important approximation of the IEM is the use of the global
incidence angle instead of the local one when Fresnel’s coefficients are computed. The
accuracy of this approach depends basically on the statistical parameters of the surface
roughness and the autocorrelation function.

The Small Slope Approximation The Small Slope Approximation (SSA) de-
scribed and tested in (Irisov , 1997), (Johnson and Zhang , 1999), and (Reul et al., 2001)
has demonstrated to give results as good as the SPM ones when applied to describe
the thermal emission of a roughened surface. In addition to that the SSA approach
compared to the SPM one presents the advantage of being only constrained on slope
and not on height, making the model applicable to the entire ocean surface.

The Two Scale Model Applyng a Two Scale Model (TSM) was firstly proposed
by Yueh in (Yueh, 1997) and a version tuned at L-band can be found in (Dinnat
et al., 2003). The sea surface is approximated by a two-scale surface with small-scale
ripples or capillary waves on the top of large-scale surfaces. With this approximation,
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the total thermal emission from the surface is the sum of emissions from individual,
slightly perturbed surface patches tilted by the underlying large-scale surface. Bragg’s
scattering mechanism is applied for assessing the contribution of the small-scale waves
that are considered modulated according to the geometric optics by the large-scale ones.
The two-scale approach gives good results in terms of numerical accuracy, nevertheless,
being its “real accuracy” (performance in describing the reality) basically depending
on the sea surface model and electromagnetic scattering theories, several parameters
and configurations have been tested and results are very different depending on that
choice.

2.2.3 Roughened foamy surface

Above certain speed (typically considered around 7 m/s) the wind, apart from increas-
ing the sea surface roughness, also creates foam on its surface. The foam has different
spectral characteristics from sea water and strongly affects the total emission of the sea
surface. For partially foam covered sea surfaces, according to (Yueh, 1997) and (Camps
et al., 2005b), the emission is given by the simple weighted mean of the foam emissivity
and the sea water one, as shown in Eqn. 2.9:

e(f, θ, p, F ) = (1− F )ew(f, θ, p) + Fef (f, θ, p), (2.9)

where F is the fractional foam coverage, ew the emissivity of the wind roughened sea
water, and ef the emissivity of a totally foam-covered surface. F is generally estimated
as function of the forces acting on the sea surface (expressed as wind speed or wind
stress) and the resistance of the water to these forces (viscosity), which is function of
the temperature and salinity.

2.2.4 Empirical models

Apart from the theoretical models, several empirical models have been also developed
to describe the roughness effect of the sea surface emission at L-band. The first approx-
imation, valid for all the empirical models, is to consider the total roughened sea surface
brightness temperature emitted as the sum of the flat-sea brightness temperature and
a contribution only due to roughness, as shown in Eqn. 2.10:

TB,p(θ, SST, SSS,U10) = ep(θ, SST, SSS)SST + ∆TBrough,p(θ, roughness) (2.10)

where ep is the flat-sea emissivity at p polarization, and θ is the incidence angle.
The contribution ∆TBrough,p can change according to the model used and it is generally
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function of the incidence angle and of one or more wind-related geophysical parameters
such as 10-meter heigh wind speed (U10), Significant Wave Height (SWH ), or Mean
Square Slope of waves (MSS ) ...

Hollinger measurements derived model
One of the first empirical models used in literature is the linear regression of the

measurements performed by Dr. Hollinger and his colleagues in 1970, published in
(Hollinger , 1971). During the month of March 1970 Dr. Hollinger and his team mea-
sured the effect of the surface roughness on the sea surface brightness temperature at
1.41, 8.36, and 19.34 GHz. Measurements were acquired from the Argus Island tower,
South-West of Bermuda, and under several different weather conditions (U ranging
from 0 to 15 m/s measured at 43.3 m over the sea level). Measurements collected by
Dr. Hollinger and his colleagues are reported in Fig. 2.3 as presented in Hollinger
(1971). Measurements of the brightnes temperature on the (top) vertical and (bottom)
horizontal polarizations, acquired at 1.41, 8.36, and 19.34 GHz, are shown for left to
right as a function of the average wind speed. The solid lines are the result of a least
square fitting applied to these.

Figure 2.3: .

]Brightnes temperature on the (top) vertical and (bottom) horizontal polarizations,
acquired at (left) 1.41, (center) 8.36, and (right) 19.34 GHz as a function of the

average wind speed. Solid lines are the result of a least square fitting applied to the
measurements [from Hollinger (1971)].

Based on this measurements, the effect of roughness on the brightness temperature
can be expressed as a linear function of the wind speed and of the incidence angle, as
in Eqns. 2.11 and 2.12.

∆TBh = 0.2
(

1 +
θ

55◦

)
U (2.11)
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∆TBv = 0.2
(

1− θ

55◦

)
U (2.12)

WISE derived models
In 2000 and 2001, sponsored by ESA, the WInd and Salinity Experiment (WISE)

(Vall-llossera et al. (2003), Camps et al. (2004a), and Camps et al. (2004b)) was carried
out on the Casablanca oil rig in the Mediterranean sea, just in front of the city of
Tarragona. Measurements were collected over incidence angles ranging from 25◦ to 65◦

(with 5-degree steps), the sea surface temperature ranging between 16 and 22 ◦C and
the wind speed between 0 and 15 m/s. For each of the steps in incidence angle, a linear
regression was calculated assuming the brightness temperature depending on the wind
speed and on the significant wave height, as shown in Fig. 2.4 (Fig. 6 of Camps et al.
(2004b)). In Fig. 2.4 the brightness temperatures in the (top) horizontal and (center)
vertical polarizations for an incidence angle of 20◦ to 65◦ are shown. The sensitivity of
the brightness temperature to the the wind speed is shown in the bottom plot.

A linear fitting was then applied to these coefficients and the model resulting is
expressed in Eqns. 2.13 and 2.14 as a function of wind speed, and in Eqns. 2.15 and
2.16 as a function of the significant wave height.

Figure 2.4: Brightness temperatures in the (top) horizontal and (center) vertical po-
larizations for an incidence angle of 20 to 65 degrees. The bottom plot summarize the
sensitivity of the brightness temperature to the wind speed.
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2.2 Sea surface emission at L-band

∆TBh = 0.25
(

1 +
θ

118◦

)
U10 (2.13)

∆TBv = 0.25
(

1− θ

45◦

)
U10 (2.14)

∆TBh = 1.09
(

1 +
θ

142◦

)
SWH (2.15)

∆TBv = 0.92
(

1− θ

51◦

)
SWH (2.16)

In Fig. 2.5 the two models depending on the wind speed (Hollinger , 1971) and
(Camps et al., 2004b) are compared for an incidence angle ranging from 0 to 90 degrees
and a wind speed of 5, 10 , and 15 m/s

(a) (b)

Figure 2.5: Comparison between the (solid) Hollinger measurements and the (dashed)
WISE derived models. (a) V- and (b) H-polarizations

Gabarró et al. model
From the same WISE campaign another model assuming double dependency of the

brightness temperature on both wind speed and significant wave height was proposed
by Dr. Gabarró and her colleagues (Gabarró et al., 2004). The resulting formulas are
reported in Eqns. 2.17 and 2.18:

∆TBh = 0.12
(

1 +
θ

24◦

)
U10 + 0.59

(
1 +

θ

50◦

)
SWH, (2.17)
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∆TBv = 0.12
(

1− θ

40◦

)
U10 + 0.59

(
1 +

θ

50◦

)
SWH. (2.18)

Following this approach the currently used empirical model for the SMOS mission
has been derived (Zine et al., 2008). It is linearly dependent on 5 geophysical parame-
ters, describing different phenomena affecting the sea surface roughness, namely: wind
speed (U10), significant wave height (SWH), inverse wave age (Ω), wind friction velocity
(U∗), and mean square slope of the waves (MSS). Some of these are proportional to
a certain power of the wind speed, introducing in this way a higher grade dependence
in the function. Three models are defined according to the wind speed (model 1 for
U10 < 3m/s; model 2 for 3 < U10 < 12m/s; model 3 for U10 > 12m/s), for each model
different C and D array of coefficients are used, as described in Eqn. 2.19, where x is
the model (1,2,3) and z .

∆TBh = (Cx,1,z +Dx,1,zθi)U10 + (Cx,2,z +Dx,2,zθi)SWH + (2.19)

+ (Cx,3,z +Dx,3,zθi) Ω + (Cx,4,z +Dx,4,zθi)U∗ +

+ (Cx,5,z +Dx,5,zθi)MSS,

∆TBv = (Cx,1,z +Dx,6,zθi)U10 + (Cx,2,z +Dx,7,zθi)SWH +

+ (Cx,3,z +Dx,8,zθi) Ω + (Cx,4,z +Dx,9,zθi)U∗ +

+ (Cx,5,z +Dx,10,zθi)MSS.

C and D will be defined using SMOS measurements and in situ data collected
during the Commissioning Phase.

2.3 Atmospheric contribution

L-band radiometric measurements are generally not very sensitive to atmospheric con-
ditions. As shown in Fig. 2.6, the trasmissivity is in fact very high in this particular
range of the microwave spectrum and, for some applications, it can be considered even
transparent. Nevertheless, when the goal is so challenging as in SMOS (retrieving 1-psu
SSS firm in a single overpass [cfr. chapter. 3]), this contribution cannot be neglected.

In clear air conditions, microwaves are absorbed primarly by oxygen and water
vapor, for both of them resonant frequencies are quite far from the L-band (60 GHz
and 118.75 GHz for the O2 and 22.235 GHz and 183.31 GHz for the water vapor),
nevertheless the sum of their cues can reach the non-negligible equivalent of 2 Kelvins
at 1.4 GHz.
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2.3 Atmospheric contribution

Figure 2.6: Transmissivity of the atmosphere as a function of the frequency (Ulaby et al.,
1982)

When rain events occur, rain drops and clouds interact with the microwave radia-
tion. The effect of clouds and rains and its contribution to the total emission is shown in
Fig. 2.7 as a function of the layer thickness. As can be noticed, until 2- 5-km thickness
the effect of clouds and rain consists of an increasing of the brightness temperature (the
so-called brightening), whereas if the clouds layer is thicker than that, the contribution
becomes negative (darkening).

To include the atmosphere in the apparent temperature (cfr. 1.28, 1.32, and 1.33)
calculation, the radiative transfer theory must be applied as explained in section 1.5.
Following this approach and considering a non-scattering atmosphere, the elemental
volume dV is caracterized by the absorption coefficient ka(z), expressed as a function
of the height. The factor ka permit to calculate the optical thickness of the medium
τatm and the attenuation coefficient for a wave propagating from z1 and z2 (L) as:

τ(z1, z2) =
∫ z2

z1

ka(z)dz, (2.20)

L(θ, z1, z2) = eτ(z1,z2)sec(θ), (2.21)

31



2. EMISSIVITY MODELS AT L-BAND

Figure 2.7: Brightening and darkening effects as a function of layer thickness for clouds
and rain models at 94 GHz (Ulaby et al., 1982)

and the brightness temperature emitted TB in the same volume as:

TB(θ, z1, z2) = sec(θ)
∫ z2

z1

ka(z)T (z)e−τ(z1,z2)sec(θ)dz, (2.22)

where θ is the zenith angle, T (z) is the physical temperature at the height z. The
brightness temperature TB is emitted in the −−→z1z2 direction.

In the same way, two different brightness temperature can be defined, namely the
upwelling (TUP ) and downwelling (TDN ) brightness temperatures, considering the vol-
ume from the Earth’s surface to the point of observation in the first case and the one
from the upper limit of the atmosphere to the same point in the second one. Equations
2.23 and 2.24 express this concept, defining H the height of the point of observation:

TUP (θ,H) = sec(θ)
∫ H

0
ka(z)T (z)e−τ(z,H)sec(θ)dz, (2.23)

TDN (θ,H) = sec(θ)
∫ ∞
H

ka(z)T (z)e−τ(H,z)sec(θ)dz. (2.24)

Considering the case of observing the Earth’s surface from a satellite, the apparent
temperature collected by the satellite in the unrealistic situation of measuring only the
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2.4 Ionospheric contribution

atmosphere is given by Eqn. 2.25:

Tap(θ) = TUP (θ,∞) + [Γsurf · TDN (θ, 0)] · L(θ, 0,∞). (2.25)

Generally, within the atmospheric contribution, the cosmic radiation is also included
as an additional term to the TDN expression, which becomes TDN + TCOSe

−τ(0,∞)secθ

leading to a new apparent temperature:

Tap(θ) = TUP (θ,∞) +
[
Γsurf ·

(
TDN (θ, 0) + TCOSe

−τ(0,∞)secθ
)]
· L(θ, 0,∞), (2.26)

As a first consideration, the “∞” in Eqn. 2.24 - 2.26 can be substituted by 32
km without loss of accuracy, being the atmosphere at this height so rarefact to be
harmlessly considered transparent (Ulaby et al., 1982). Entering in the details of the
atmospheric and cosmic microwave emission modelling is considered out of the scopes
of this thesis so that only the general reference of (Ulaby et al., 1982) is given in
this context. In the case of SMOS, the models used in the level 2 inversion for both
atmosphere and cosmic radiation can be found in (Zine et al., 2008).

2.4 Ionospheric contribution

The ionosphere is the most external layer of the atmosphere, it entends from a height of
about 50 km to more than 1000 km. The gas density is very low in the ionosphere, and
when the solar radiation (mainly ultraviolet and X-ray radiation) succeeds in ionizing
gas molecules, the probability of reversing the process (recombination) is very weak.
The lack of recombination leads to the creation of the so-called “plasma”. Being due
to solar radiation, ionosphere presents both a diurnal and seasonal cycles. The amount
of ionization is measured in number of free-electrons along a path between two points
(TEC - Total Electrons Content) and is expressed in TECU (TEC Unit = 1016 electrons
/ m2).

MAPAS TEC SMOS
Ionosphere ionization produces anisotropies in the refraction index of the medium,

which causes attenuation (and then emission) and the rotation of the polarization plane
of the crossing wave.

Ionosphere also sum its contribution to the final emission measured at L-band, it has
effect on both the modulus and the phase of the signal, and, as enphasized in LeVine
and Abraham (2002), even though the dominant effect is on the phase, ionospheric
emission can be important.
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2.4.1 Attenuation and emission

The atenuation induced by ionosphere can be described by an optical thickness (τio)
expressed as in Eqn. 2.27:

τio(h) =
∫ h

0
β(z)dz, (2.27)

being h the height, and β, derived by the Appleton-Hartree equation, equal to:

β =
2π
λ
·

1
2

 1
2πf

√
Ne2

ε0m

2

ν

2πf

 ·
1 +

1
2

 1
2πf

√
Ne2

ε0m

2 (2.28)

In Eqn. 2.28 λ = c/f is the electromagnetic wavelength, c is the speed of light in
vacuum, f is frequency, N , e, and m the number, charge, and mass of the electron,
respectively, and finally ν is the electron collision frequency.

The aforementioned τio can be included in the brightness temperature calculations
as for the atmospheric contribution, producing the attenuation ∆TB (Eqn. 2.29) and
the upwards and downwards contributions (T upio and T dnio , respectively Eqns. 2.30 and
2.31):

∆TB(θ) = T0 [1− exp (−τsec(θ))] , (2.29)

T dnio =
∫ h

0
Tio(z)2β(z) · exp

[
−sec(θ)

∫ x

0
2β(x)dx

]
dz, (2.30)

T upio =
∫ ∞

0
Tio(z)2β(z) · exp

[
−sec(θ)

∫ x

0
2β(x)dx

]
dz, (2.31)

The total ionospheric contribution has been estimated in LeVine and Abraham
(2002) and can reach up to 0.055 K.

2.4.2 Faraday rotation

The most important consequence of the anisotropy of the refraction index is the phase
shifting that induces in a wave crossing the medium, this shifting is proportional to the
TEC accoding to:

[
T ∗h (ΩF )
T ∗v (ΩF )

]
=

[
cos2(ΩF ) sin2(ΩF )
sin2(ΩF ) cos2(ΩF )

]
×

[
Th

Tv

]
(2.32)
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being ΩF defined as:

ΩF =
π

c · f2

∫  1
2πf

√
Ne2

ε0m

2

eB

2πm
cos(θB(s))ds (2.33)

Variables in Eqn. 2.33 are defined as in Eqn. 2.28, B is the magnetic field strength,
and θB is the angle between the magnetic field vector and the wave vector. According
to LeVine and Abraham (2002), the impact of Faraday rotation on the brightness
temperature can reach up to 2 K (at noon and at an incidence angle of 50◦). Faraday
rotation is considered in SMOS data processing as presented in (The SMOS L2OS
Team) and (Ribo and Martin-Neira, 2004).

2.5 Geometric rotation

The last step in order to obtain the brightness temperatures as measured by a satellite-
based radiometer is the change of reference frame. Being due just to the misallignment
between the plane tangent to the Earth’s surface in the emission source point and the
antenna plane, it is a pure geometrical problem completely described by the attitude
vector of the satellite.

Faraday and geometric rotations are approached in SMOS as a unique rotation,
assuming perfect knowledge of the TEC. A schematic view of the problem is shown in
Fig. 2.8 (Waldteufel and Caudal , 2002):

In Fig. 2.8 the points S , O , and P indicate the satellite, its projection on the
Earth surface, and the observed point, respectively. The antenna frame is referred as
XYZ with the origin in S , and characterized by the tilt angle t, while the Earth-frame,
defined by the geometry of the observation, is represented by the

(
EH , EV ,

−→
PS
)

axis.
According to Claassen and Fung (1974) the passage from the EθEφ to the EHEV frame
can be obtained through a rotation by an angle ψ around the axis

−→
PS. The angle ψ is

calculated as:

ψ = arcsin
[

cos t sin θg − sin t cos θg sinφg
sin θ

]
. (2.34)

Once Eθ and Eφ are calculated, the coordinates θ and φ can be computed using
Eqns. 2.35 and 2.36 (Waldteufel and Caudal , 2002):

θ = arccos [sin t sin θg sinφg + cos t cos θg] , (2.35)
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Figure 2.8: Schematic view of the rotation passing from Earth to Antenna reference
frame (Waldteufel and Caudal , 2002)

φ = − arcsin
[
−sin t cos θg + cos t sin θg sinφg

sin θ

]
. (2.36)

The angle ψ is applied to the electric field in the reference frame as expressed by
Eqn. 2.37:

[
EX

EY

]
=

[
cosψ − sinψ
sinψ cosψ

]
·

[
EH

EV

]
. (2.37)

If brightness temperatures are considered instead of electric field, the square power
of the rotation matrix must be calculated, the complete rotation matrix for the Full
Polarization mode is expressed in Eqn. 2.38, for Dual Polarization mode is sufficient
to take the 2-by-2 upper corner of the matrix.

TX

TY

T ∗3
T ∗4

 =


cos2 ψ sin2 ψ − cosψ sinψ 0
sin2 ψ cos2 ψ cosψ sinψ 0
sin 2ψ − sin 2ψ cos 2ψ 0

0 0 0 1

 ·

TH

TV

T3

T4

 . (2.38)
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2.6 Conclusions

2.6 Conclusions

A quick review of the most accepted and used forward emissivity models at L-band has
been carried out in this chapter. Only the main concept have been sketched to give to
the reader a quick but overall view of the topic, more detailed analysis have been left
to the avaible referenced documents.
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The SMOS mission

The SMOS (Soil Moisture and Ocean Salinity) mission was approved by the
European Space Agency (ESA) in May 1999. Its objective is to provide global and
frequent Soil Moisture and Sea Surface Salinity (SSS) maps. SMOS was launched
on November 2, 2009, and after the first calibration and checkout period (the
so-called Commissioning Phase), SSS Level 3 products will be distributed; the
expected accuracy is 0.1 - 0.4 psu (practical salinity unit) over 100 x 100 200
x 200 km2 in 30 - 10 days, respectively (Font et al., 2004). The unique payload
embarked on SMOS is the Microwave Imaging Radiometer by Aperture Synthesis
(MIRAS) (McMullan et al., 2008), it is a 2D interferometric radiometer operating
at the protected L-band with a nominal frequency of 1413.5 MHz and a bandwidth
of 27 MHz.

This chapter is devoted to the application of the microwave radiometry to the
measurement of the sea surface salinity with particular attention to the case of the
SMOS mission and the MIRAS radiometer.

3.1 Applying microwave radiometry to the measurement

of sea surface salinity

As stated in “Consultative meeting in soil moisture ocean salinity: Measurement re-
quirements and radiometer techniques”, (ESA, 1995), microwave radiometry is proba-
bly the best mean to remotely measure sea surface salinity. Microwave radiometry is
characterized by a relatively good sensitivity to SSS (Figs. 3.1a and 3.1b) and, at the
same time, by a quasi-complete independence to atmospheric conditions (Fig. 2.6).

Figures 3.1a and 3.1b show the brightness temperature for flat sea surface at 1.413
GHz, calculated using the Frenel reflection coefficient and the Klein and Swift model
for the dielectric constant of seawater; SST is 20◦C, while SSS ranges between 0 and
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(a) (b)

Figure 3.1: (a) Brightness temperature and (b) its sensitivity to SSS at 1.413 GHz,
calculated using Klein and Swift model for the dielectric constant of seawater, SST = 20◦,
incidence angle from 0 to 60◦.

40 psu, and the incidence angle between 0 and 60◦.
A radiometer is a very sensitive receiver that measures the electromagnetic radia-

tion emitted by an object in a given frequency band. This radiation, being basically
thermal noise, has generally very low power. Four types of microwave radiometers
are used: the Total Power Radiometer (TPR), the Dicke Radiometer (DR), the
Noise Injection Radiometer (NIR), and the Interferometric Radiometer (IR).
As an introduction to the topic the first and simplest case (TPR) is presented in the
next section, the basic concept of the IR are described in section 3.3, while the Dicke
Radiometer is expressed in chapter 6. Noise Injection Radiometers are not presented,
since considered out of the scope of this thesis.

3.2 The Total Power Radiometer

The TPR is the simplest type of radiometer, its block diagram is shown in Fig. 3.2
(Ulaby et al., 1982); on the left the functional blocks are shown, while the measured
voltage and the signal spectrum are plotted in the center and on the left, respectively.

A TPR basically consists of:

� An Antenna,

� A Radio Frequency Low Noise Amplifier, characterized by its Gain (GRF ) and
bandwidth B that determines the predetection bandwidth of the radiometer,
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3.2 The Total Power Radiometer

Figure 3.2: A Total Power Radiometer block diagram (Ulaby et al., 1982)

� A Mixer to downconvert the signal to an Intermediate Frequency,

� An IF Amplifier characterized by its gain GIF ,

� A Power Detector, the output voltage of which is proportional to the input
power, characterized by its sensitivity Cd[V/W ], and

� An Integrator that acts as a Low-Pass filter with a bandwidth BLF , character-
ized by the integration time used τ = 1/2BLF .

Considering a radiometer measuring an antenna temperature temperature TA, sim-
ilarly to the case of Eqn. 1.8 the power at the antenna is given by PA = kBTAB, where
kB is the Boltzmann constant, and B the receiver bandwidth. Likewise the noise power
generated by the receiver is PR = kBTRB, where TR is the receiver noise temperature.
The radiometer’s output voltage is thus given by:

V0 = G(Tant + Trec)kB (3.1)

where G = GRF ·GIF is the total receiver’s gain. Due to the random nature of the
noise, the estimated antenna temperature a standard deviation (radiometric resolution)
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equal to (Ulaby et al., 1982):

∆T =
Tant + Trec√

Bτ
(3.2)

where τ is the integration time. According to Eqn. 3.2, the radiometric sensitivity
decreases with the square root of the integration time.

Let us now consider the use a TPR in the case of SMOS (λ = 0.2123m). Assuming
a Low-Earth orbit at 800 km (h), a 1000-km wide swath, a spatial resolution (∆s)
of 30 Km, and a conical scan to spatially cover the Earth’s surface, the resulting
antenna should have the prohibitive diameter of D ∼ [λ · h] / [∆s · cos(θ)] ' 7.5 m
(considering a θ = 32◦ tilting angle) and the maximum integration time of τ = 0.118
s = [∆s/vsat] · [∆s/FOV ] would be permitted. To avoid the engineering problems
associated with placing large scanning antennas of this size in orbit and the poor
performances due to the use of such a small integration time, the option of launching a
two-dimensional interferometric radiometer was proposed by the “Consultative meeting
in soil moisture ocean salinity: Measurement requirements and radiometer techniques”
(ESA, 1995).

3.3 Interferometric Radiometer

The basic concept of interferometric radiometry is to synthesize a large aperture using
a number of small antennas. The output voltages of a pair of antennas (e.g. located at
(X1, Y1) and (X2, Y2)) are cross-correlated to obtain the so-called “visibility samples”,
as expressed by the following equation:

V (u, v) =
1

kB
√
B1B2

√
G1G2

1
2
〈b1(t)b∗2(t)〉, (3.3)

where u and v are the spatial frequencies of visibility sample: (u, v) = (X2 −X1, Y2 − Y1) /λ =
(∆x,∆y) /λ, kB is the Boltzmann constant (kB = 1.3806× 10−23 JK−1Hz−1), B1 and
B2 the receivers’ noise bandwidths, G1 and G2 the available power gains, and b1(t) and
b2(t) the signals measured by elements 1 and 2, respectively.

The complete set of the visibility samples is called a visibility map, and it is ap-
proximately the Fourier transform of the brightness temperature distribution of the
scene. To invert this process the inverse Fourier transform can be applied as a first
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approximation (Camps et al., 1997) or a more sophisticated G-matrix inversion (Anter-
rieu and Camps (2008); Camps et al. (2008a)), can be used. The result is a potential
degradation of the radiometric sensitivity in terms of a higher rms noise, on the other
hand a complete image is acquired in one snapshot, permitting to increase the integra-
tion time and improve the measurement quality. Nevertheless, the major advantage of
interferometric radiometry is the multi-angular measurement: the output of an IR is,
in fact, an image; this permits having several views under different incidence angles of
the same point on the Earth before it exits from the Field of View. For these reasons,
interferometric radiometry has been preferred by ESA over real aperture radiometers,
leading to the design and implementation of the MIRAS instrument aboard the SMOS
mission.

3.4 MIRAS radiometer

In 1998, a team of scientists from 10 European countries and USA proposed to the
European Space Agency (ESA) the SMOS mission (SMOS website). After successfuly
passing all the development phases, the final full approval was given by ESA in 2003.
Six years later, on November 2, 2009 at 2.50 GMT SMOS satellite was launched from
the Russian cosmodrome of Plesetsk (Fig. 3.3).

(a) (b) (c)

Figure 3.3: Three snapshots from the SMOS launch from the cosmodrome of Plesetsk,
2/11/2009 at 2.50 GMT. Courtesy of ESA.

43



3. THE SMOS MISSION

Under ESA management, SMOS development has been funded mainly by the Span-
ish Centro para el Desarrollo Tecnologico Industrial (CDTI, (CDTI)) and the French
Centre National dEtudes Spatiales (CNES, (CNES)). SMOS satellite, launched with a
ROCKOT Breeze KM (a “low-cost” launcher based on a SS-19 ballistic missile oper-
ated by EUROCKOT (EUROCKOT)), is now on a low Earth polar Sun-syncronous
dawn-dusk orbit, at 763 km of altitude, covering a complete orbit around the Earth in
approximately 100 minutes. It is characterized by a 3-day revisit time at Equator and
a spatial resolution ranging between 32 and 100 km.

According to the SMOS Mission Requirement Document (SMOS MRD) the overall
goal for SSS retrievals from SMOS data is 0.1 psu (practical salinity units) for a ten-day
average and 2◦×2◦ resolution, Global Ocean Data Assimilation Experiment (GODAE)
recommendations (Smith and Lefrèbvre, 1997).

The single payload of the SMOS mission is the Microwave Imaging Radiometer
by Aperture Synthesis (MIRAS, McMullan et al. (2008)), it is a 2D interferometric
radiometer operating at the protected L-band with a nominal frequency of 1413.5 MHz
and a bandwidth of 27 MHz. It consists of three deployable arms connected to a central
hub (8-m diameter radiometer when completely deployed). The arms are equally spaced
with an angular separation of 120◦. Each arm encompasses three segments, each one
containing six L-band radiometers (LIghtweight Cost-Effective Front-end, LICEF ), four
more radiometers are situated in the central hub, for a total of 66 radiometers. In
addition to that, there are three Noise Injection Radiometers (NIRs) located in the
central hub, each of which consists of two LICEF receivers coupled to a single antenna.
The total number of elements is therefore 69 antennas and 72 receivers, arranged as
shown in Fig. 3.4.

The integration time used in MIRAS is 0.158 s, with an interval between snapshots
of 1.2 s, allowing a snapshot radiometric sensitivity of 3.5 - 5.8 K over land and 2.5 - 4.1
K over ocean. Every 1.2 seconds data provided by the Control and Monitoring Network
(CMN), by the Noise Injection Radiometer (NIR), by the LICEF units, plus additional
information from the platform (attitude information) are recorded in the Raw-Data
product. Raw Data are downloaded through the X-band channel when a ground contact
is established. MIRAS can operate according to two different observation modes:

1. Dual-Polarization mode: Brightness temperatures are alternately measured
in each polarization every 1.2 s, all the LICEFs measure the same polarization.

2. Full-Polarization mode: Brightness temperatures in H- and V- pol as well
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3.4 MIRAS radiometer

Figure 3.4: MIRAS arm and LICEF detail. Courtesy of ESA.

as the third and fourth Stokes parameters. Four consecutive integration times
are used for each measurements. During the first integration time, all receivers
measure the X polarization and during the third integration time, the Y polar-
ization. In the other two integration times the polarization of one arm is the
opposite of the other two arms to perform measurements of the cross-polarisation
terms

(
TXY/Y X

)
. The arm in the alternative polarization rotates in a clockwise

direction completing 4 rounds in each integration time.

Brightness temperatures are reconstructed in the director cosines domain (ξ, η):

(ξ, η) = (sin (θ) cos (φ) , sin (θ) sin (φ)) , (3.4)

where θ is the angle from the normal to the instrument plane (0 ≤ θ ≤ π/2) and
φ is the angle in the instrument plane (0 ≤ φ ≤ 2π). Theoretically, the maximum
visible space is the area inside the unit circle

(
ξ2 + η2 = 1

)
, even though non-zero

antenna pattern backlobes also contribute to the TB image in the unit circle. Geometric
conventions are sketched in Fig. 3.5.

The different phases of the ideal SMOS’ image reconstruction process are shown in
Fig. 3.6, pictures are taken from Professor Camps’ lectures on “Imaging for microwave
remote sensing” held at the Universitat Politècnica de Barcelona in 2008. As can be
observed in Fig. 3.6:
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3. THE SMOS MISSION

Figure 3.5: Geometric conventions for the definition of the (ξ, η) coordinates. Spatial
resolution is defined as ∆x =

√
a · b

� visibility samples are measured and plotted as a function of the distance between
antennas in the horizontal (u) and vertical (v) components;

� the visibility map is properly repeated to compute the Inverse Fourier Transfor-
mation (F−1) leading to the brightness temperatures map (TB) in the cosines
domain, and finally

� the periodic extension is removed from the brightness temperatures map.
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3.4 MIRAS radiometer
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3. THE SMOS MISSION

According to the MIRAS instrument design the distance between antennas (d) does
not satisfy the Nyquist criterion (d ≤ λ/3) (Camps et al., 1997) and part of the Field
of View (FOV) is affected by aliasing, the six closest aliases circles are shown in Fig.
3.7, where the black dots stand for the theoretical maximum FOV, the red ones are
the aliasing circle borders, and the central green zone is the Alias-Free Field of View
(AF-FOV).

The AF-FOV can be extended considering that sky has low, stable, and known
emission. This contribution can be modelled and its aliasing effects compensated,
leading to the definition of the so-called Extended Alias-Free FOV (EAF-FOV), (Fig.
3.7b). In Fig. 3.7b, the black dots are the theoretical largest FOV, and the yellow zone
in the center of the figure is the EAF-FOV.

(a) (b)

Figure 3.7: SMOS (a) AF- and (b) EAF-FOV in the cosines domain: (black) unit circle,
(red) SMOS aliased zone borders, and (green) SMOS (a) AF-FOV and (b) EAF-FOV.

Due to this particular feature and to the dimensions of the FOV (aproximately
1000 x 1000 km) instrument parameters change according to their position in the FOV,
among them the radiometric accuracy and sensitivity, the incidence angle, and spatial
resolution (Fig. 3.8). Namely radiometric accuracy and sensitivity ranges in the in-
tervals 2.5 - 4 K and 3.5 - 7 K, respectively, while incidence angle can assume values
between 0◦ and 60◦ giving a spatial resolution (∆x =

√
a · b) is bound between 32 and

100 km.
In Fig. 3.8a the radiometric accuracy (blue line) and sensitivity (red line) are

shown, while in Fig. 3.8b the geometric parameters incidence angle (blue line) and
spatial resolution (red line) are presented.
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3.5 SMOS data processing chain

(a) (b)

Figure 3.8: .

](a) Radiometric (blue) Accuracy and (red) Sensitivity, and (b) (blue) Incidence
Angle and (red) Spatial Resolution [calculated using SEPS].

3.5 SMOS data processing chain

Following CEOS (Committee on Earth Observation Satellites) (CEOS) conventions,
SMOS products are distributed according to their level of “abstraction”. Data are
organised as follows:

� Raw Data: SMOS Payload data in their original format (CCSDS (Council of the
Consultative Committee for Space Data Systems) packets) comprised of instru-
ment observation data and housekeeping telemetry, as received from the satellite.

� Level-0 data products: SMOS Payload data in so-called Source Packets with
added Earth Explorer product headers. These are chronologically sorted by
Source Packet type: Observation Data and Housekeeping Telemetry.

� Level-1a data products: SMOS reformatted and calibrated Observation and
Housekeeping data in engineering units. Level-1a products are physically consoli-
dated in pole-to-pole time-based segments. Scientific SMOS level-1a products are
the so-called “Calibrated Visibilities”.

� Level-1b data products: The SMOS level-1b products are the output of the im-
age reconstruction of the SMOS observation measurements and consist of Fourier
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3. THE SMOS MISSION

Components of Brightness Temperatures in the antenna polarisation reference
frame.

� Level-1c data products: Since level-1b products are arranged as snapshots
and not geographically sorted, SMOS level-1c products constitute reprocessed
level-1b, which are geographically sorted, that is swath-based maps of brightness
temperatures.

� Level-2 data products: Soil Moisture and Ocean Salinity swath-based maps.

Out of the responsibility of ESA, level 3 and 4 data products will be released by
two institutions: CP-34 -Spain, (CP-34) and CATDS -France. Level 3 and 4 processing
includes spatial and temporal averaging as well as data from different sources.

� Level-3 data products: Global and regional maps of averaged soil moisture
and ocean salinity. Only SMOS data can be used at this level.

� Level-4 data products: Global and regional maps of soil moisture, ocean salin-
ity, and other derived magnitudes on the basis of the data provided by the SMOS
satellite, data from other sources are supposed to be used at this level.

3.6 SMOS retrieval algorithm

SMOS level 2 retrieval algorithm has been defined according to a Bayesian approach
to the problem: it embodies prior information to ease the retrieval. Assuming normal
statistics on both the priors and the observations, the general Maximum Likelihood
Estimation (MLE) reduces to a Least-Squares problem, the solution of which can be
found through the minimization of a so-called cost function, expressed by:

χ2 =
∑
i

[yi − f (xi)]
2 , (3.5)

being xi the parameter to retrieve, yi the measurement, and f() the function that
relates x and y.

The most general expression for the cost function in the case of SMOS is presented
in Eqn. 3.6:

χ2 =
(
Fmeas − Fmodel

)T
C1
−1
(
Fmeas − Fmodel

)
+(

p− pprior
)T

C2
−1
(
p− pprior

)
, (3.6)
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3.6 SMOS retrieval algorithm

where
(
Fmeas − Fmodel

)
is a vector containing all the misfits on the observables

(brightness temperature in TH or TV polarization, or in the first Stokes’ parameter
in brightness temperature TI) as detailed in the next section, p is a vector containing
all the auxiliary parameters used in the retrieval, and C1 and C2 are the covariance
matrices of the misfits and auxiliary parameters, respectively.

If both the measurements and the auxiliary parameters are considered completely
uncorrelated, matrices C1 and C2 become diagonal, being the element on the diago-
nal proportional to the noise of the i -th measurement for the first matrix and to the
uncertainty associated to the auxiliary field in the second one. In this case Eqn. 3.6
turns into:

χ2 =
Nobs∑
i=1

[
Fmeasi − Fmodeli

]2
σ2
Fi

+
∑
n

[
pn − ppriorn

]2

σ2
pn

, (3.7)

The error budget for the SSS retrieval in SMOS has been comprehensively studied
by Dr. Roberto Sabia and is presented in Sabia (2008) and Sabia et al. (2010). Sum-
marizing the results of this study, SSS retrieval error in the SMOS Level 2 product is
mainly due to:

� TB (NIR) estimation inaccuracies;

� Imperfect Sun and foreign sources removal;

� Image reconstruction errors;

� Inaccuracies in the forward modelling of the TB dependence on the sea state;

� Inaccuracies in the sea water dielectric constant modelling.

In the next chapter two techniques aiming at mitigating these error sources are
presented.
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The external calibrations

Sea surface salinity retrieval can be improved using pre- and/or post-processing
techniques and using both geophysical models and in situ data. Two techniques
are presented in this chapter. Both have been tested using simulations: an ideal
case, and two more realistic simulations of an open ocean zone and a coastal region.
Results of these simulations are presented and discussed.

4.1 Introduction

As discussed in chapter 3, measuring SSS from space was not achievable until recently
(LeVine et al., 1998), and even now is considered a very challenging goal. Very strict
requirements are imposed by oceanographical and meteorological models on salinity,
and thus on both the radiometric sensitivity and the spatial resolution of the instru-
ment, leading to a very difficult job from both the technological and the theoretical
points of view.

Much effort has been spent in the last 15 years to improve microwave emission
models on one side, and radiometer performances on the other side, resulting in the
proposal definition, and launch of the SMOS mission in Europe and the Aquarius
mission in US. In section 3.4 the innovative SMOS’ single payload (MIRAS) is described
and the theoretical basis of the retrievals are explained in section 3.6. The instrument
must be very well calibrated and the retrieval procedures must be perfectly tuned
to obtain useful SSS. For these reasons, to guarantee the fulfilment of the mission
requirements auxiliary data has to be introduced (Sabia et al., 2006), as well as both
pre- and post-processing techniques. As stated in Zine et al. (2008) in fact, the level 2
processing foresees the use of auxiliary SSS, SST, and U10 fields during the inversion
algorithm, apart from ancillary maps for the galactic contribution (Reul et al. (2008)
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4. THE EXTERNAL CALIBRATIONS

and Tenerelli et al. (2008)), the atmospheric contributions, and the TEC estimation
(LeVine and Abraham, 2002).

In this chapter two techniques are presented:

� The first technique (“External Brightness Temperature Calibration”) was intro-
duced in Camps et al. (2005a) and can be considered a sort of pre-processing of
the brightness temperatures.

� The second technique (“External Sea Surface Salinity Calibration”) is a new,
additional, post-processing technique proposed for the first time in this PhD
thesis. It is proposed as a complement to the external brightness temperature
calibration.

In sections 4.2 and 4.3 the theoretical basis of the external brightness temperature
and sea surface salinity calibrations are described, while in sections 4.5 and 4.6 the
effect of introducing those in the processing chain is assessed for an ideal case (section
4.5), and a realistic case in both an open ocean zone and a coastal region (section 4.6).

To simulate SMOS-like brightness temperature:

� the SMOS End-to-end Performance Simulator SEPS (Camps et al., 2003) has
been run in its light-mode (all the antenna pattern assumed to be equal) for the
ideal case and full-mode (including measured antenna patterns for each antenna,
all instrument errors, G-matrix image reconstruction, and so on...) for the two
realistic ones; and

� the UPC SMOS L2PS (Talone et al., 2007b) has been used, instead, to process
the SEPS’ outputs and return Sea Surface Salinity level 2 maps.

4.2 The external brightness temperature calibration

According to Camps et al. (2005a) errors in the reconstructed SMOS brightness tem-
perature should be expected due to inaccuracies in the antenna pattern estimation, the
image reconstruction algorithm, and the NIR brightness temperature measurements.
This bias is scene-dependent (Camps et al., 2008a), varying from snapshot to snapshot
and polarization. As a possible mitigation of that phenomenon, the external bright-
ness temperature calibration was proposed by Camps et al. (2005a). For each snapshot
and for all the points in the Extended Alias-Free FOV, pseudo-brightness temperatures
are calculated using auxiliary data and the same forward models used in the retrieval
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4.3 The external sea surface salinity calibration

algorithms. The calculated pseudo-brightness temperatures are then subtracted from
the measured ones, and the mean of this difference is considered as the mean bias
introduced by the instrument errors. The “corrected brightness temperature” is then
defined as the measured brightness temperature minus the mean bias. The algorithm
can be summarized with the following expressions, where 〈〉 stands for mean value over
the pixels in the Extentended Alias-Free Field of View:

∆TB = 〈TmeasB (SSSor, SSTor, U10or , θ)− TmodB (SSSaux, SSTaux, U10aux , θ)〉, (4.1)

T correctedB = TmeasB −∆TB. (4.2)

In Eqns. 4.1 and 4.2 the subscripts “or” and “aux” stand for original (value to be
retrieved) and auxiliary parameter, respectively, while superscripts “meas” stand for
measured, and “mod” for modelled parameter.

4.3 The external sea surface salinity calibration

As explained in section 3.6 the retrieval procedure within the SMOS mission is iterative.
In this context one of most significant contributions to the success of the retrieval is
given by the reliability and accuracy of the forward models. At present, the scientific
community has not still completely agreed about the impact in the retrieved SSS of
the inaccuracies in the current forward models, both for sea-water dielectric constant
and sea surface roughness contribution to the brightness temperature. Meanwhile this
issue is not entirely assessed, in the official SMOS-OS level 2 Operational Processor the
Klein & Swift model (Klein and Swift , 1977) is used to calculate the dielectric constant
of seawater and three different models are used for sea surface roughness: the two-
scale model (Yueh (1997) and Dinnat et al. (2003)), the Small Slope Approximation
model (Irisov (1997), Johnson and Zhang (1999), and Reul et al. (2001)), and the semi-
empirical model by Gabarró et al. (Gabarró et al., 2004). As mentioned in chapter 2,
none of these models has proven so far better than the others. The external sea surface
calibration aims at correcting for the mean uncertainty introduced by the forward
model inaccuracies and implements a technique similar to the one used in rain radar
calibration (Seo and Breidenbach, 2002) using as ancillary in-situ database the ARGO
array of buoys. The algorithm consists of calculating a so-called Calibration Factor
(CF ) as the ratio between the auxiliary in-situ SSS mean value and the retrieved SSS
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one. The algorithm is simply implemented through the following expressions:

CF =
〈SSSin situ〉
〈SSSret〉

, (4.3)

SSScorr = CF · SSSret, (4.4)

When computing the CF , a filtering based on the number of observations is ap-
plied: the pixels observed less than 40 times are not taken into account because of the
large instrumental errors (Fig. 4.1). Figure 4.1 shows the error in the retrieved SSS
as a function of the number of observations, more details on this figure are given in
paragraph 4.6. The corrected retrieved salinity is then given by the product between
CF (Eqn. 4.3)and the retrieved salinity.

Figure 4.1: Error in the retrieved SSS in function of the number of observations

4.4 Methodology

Even if the geographic zone as well as the auxiliary parameters used change among the
experiments, the procedure followed is the same and it is explained in the following
paragraph.
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As sketched in Fig. 4.2, the simulations involve both the external brightness temper-
ature calibration and the external sea surface salinity calibration. The first technique
can be considered a sort of pre-processing of the data before being ingested by the
SMOS-L2PS and aims at improving the retrieval by eliminating the bias introduced by
instrument errors. Moreover, since the relationship between salinity and the brightness
temperature is non-linear, this bias mitigation helps linearising the retrieval (section
4.2). The second one is a post-processing of the SSS : in-situ salinity measurements
are used to correct the biases introduced by the SSS retrieval algorithm itself and the
eventual inaccuracies of the forward model (e.g. mainly dielectric constant model and
sea state impact) and auxiliary data.

Figure 4.2: Flow chart of the external sea surface calibration testing procedure

As can be noticed in Fig. 4.2 three different databases are needed to carry out one
test:

� Original Data database: Data used by SEPS in the forward modelling.

� Auxiliary Data database: Data used by L2PS as auxiliary parameter within
the inversion cost function.

� In-Situ Data database: In-situ SSS measurements used during the external
SSS calibration to improve the retrieval.

As mentioned in section 4.3, as source of in-situ auxiliary data the ARGO buoy
array (The ARGO Science Team) has been chosen, being at the moment the best
source of in-situ near real-time SSS measurements (Boutin and Martin, 2006). ARGO
consists of almost 3,000 floats and provides 100,000 temperature/salinity profiles and
velocity measurements per year, distributed over the global oceans at an average 3◦
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spacing. Data come from battery-powered autonomous floats that spend most of their
life drifting at a depth called “parking depth”, where they are stable by having a
density equal to the ambient pressure and a compressibility that is less than that of sea
water. Floats cycle to 2000-m depth every ten days, with four- to five-year lifetimes
for individual instruments. All ARGO data are publicly available in near real time
via the Global Data Assembly Centers (GDACs) in Brest (France) (CORIOLIS) and
Monterey, CA (U.S.) after an automated quality control and in scientifically quality-
controlled form (delayed-mode data) via the GDACs within six months of collection. A
pre-selection of the ARGO data has been made before performing the retrieval and, to
have enough samples, data collected between the sea surface and the maximum depth
of 10 m have been taken into account. For each satellite overpass a temporal window
of one month, centered in the day of measurement, is considered and, with all the data
available in this interval, a continuous map of the whole simulated zone is computed
by spatial interpolation (Burgees and Webster , 1980).

4.5 Ideal case

4.5.1 Scenario

To test the potential of the external sea surface salinity calibration, an ideal scenario
has been generated using ad-hoc geophysical parameters to simulate three different
SSS fronts in the South Atlantic Ocean (Talone et al., 2007b). The following Original,
Auxiliary, and Instantaneous data have been used:

� Original Data database: A gradient in SSS of 5, 2, and 1 psu/10◦ of latitude
(with values bound by 35 and 40, 37, and 36 psu, respectively), centered at 15◦S
have been generated, both SST and U10 are considered constant at 5, 15, and
25◦C and 0, 7.5, and 15 m/s, respectively.

� Auxiliary Data database: Auxiliary SSS and SST are the same constant
fields used as original SST and U10 perturbed by a 0.5◦C and 2.5 m/s standard
deviation Gaussian noise, respectively.

� In-Situ Data database: the instantaneous SSS comes from the ARGO database.
For consistency only buoys between the sea surface and 10-m depth (Boutin and
Martin, 2006) are selected, ARGO SSS values are overwritten by the original
SSS ; and a linear kriging interpolation (Burgees and Webster , 1980) provides the
complete SSS field.
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4.6 Real case

The simulation consists of 250 consecutive snapshots between latitude 37◦S and 7◦N
and longitude 20◦W and 0◦.

4.5.2 Results and discussion

In total 71 simulations have been run, testing the 27 possible retrieval configurations
without external calibrations, using the external temperature calibration and using
both external temperature and salinity calibration. As mentioned, in this case the
SEPS has been used in its Light Mode: it basically consists of assuming that all the
69 antennas of SMOS are equal (the measured antenna pattern of the first antenna is
then used for all of them). Hence the Fast Fourier Trasformation can be used instead of
the G-Matrix to compute visibilities and to perform the image reconstruction, largely
reducing the computational time required for each simulation. The drawback is the
presence of systematic structures in the simulated brightness temperature due to the
particular features of the antenna pattern used (e.g. the higher salinity bands on the
edges of the swath, as seen in Figs. 4.3 - 4.5).

Due to the scope of this first study, the accuracy of the SMOS-light has been
considered acceptable for the ideal case, whereas for the realistic case SEPS full mode
has been used. Figures 4.3 - 4.5 show the more remarkable results.

Retrieving without using any external brightness temperature calibration is very
hard, even in the easiest case (with 5 psu /10◦-gradient, 25◦C of temperature, and no
wind) the SSS front can barely be discriminated (Fig. 4.3).

When applying the external calibrations, the situation largely changes. Comparing
the retrieved SSS results for the same scenario, the impact of the external calibrations
is evident: using both of them the SSS front can always be distinguished in the cases of
5 and 2 psu/10◦ gradient. Figures 4.4 a - b show the worst configuration (U10 = 15m/s
and SST = 5◦C, unrealistic value in this region for both cases.

In the case of having only 1 psu salinity gradient the retrieval is much harder and
the SSS front is distinguishable only when climate conditions are favorable, i.e. low
wind and/or high temperature scenarios and only at center of the swath, where the
radiometric sensitivity is the best one (Fig. 4.5).

4.6 Real case

Encouraged by the results of the first study, two other scenarios, closer to the real SMOS
mission expectations, have been defined and tested, including a numerical model of the
ocean as real geophysical parameter provider. A whole month of complete simulations
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4. THE EXTERNAL CALIBRATIONS

Figure 4.3: Retrieval result for a 5 psu/10◦ SSS gradient, at 25◦C, with no wind and
without any external calibration

(a) (b)

Figure 4.4: Retrieval result for a (a) 5 and (b) 2 psu/10◦ SSS gradient, at 5◦C with
winds of 15 m/s, using both external calibrations
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4.6 Real case

(a) (b)

Figure 4.5: Retrieval result for a 1 psu/10◦ SSS gradient, at 25◦C, with no wind and (a)
using the temperature calibration and (b) both calibrations

has been run for both scenarios in order to assess the quality of both level 2 and level
3 products.

Both scenarios are within the so-called Subtropical Gyre, a region of large SSS and
SST gradients, very interesting from the oceanographical and biological points of view.
Moreover, the second one is part of the region selected as Calibration and Validation
zone by the SMOS and Aquarius mission teams. In the next paragraphs, both the
scenarios as well as the procedure followed in this study will be presented. Results at
both level 2 and level 3 are analysed in paragraphs 4.6.2 and 4.6.3.

4.6.1 Scenarios

As mentioned, two different scenarios have been simulated: one in open ocean and the
other one closer to the coast to assess whether or not, and if so, how much auxiliary data
can be included to improve the SSS retrieval quality and mitigate the coastal effects.
It is well known that the coast vicinity induces errors in the retrieved SSS (Zine et al.,
2007) due to the particular image processing applied in SMOS (which is very sensitive to
the sharp transition between sea (90 - 150 K) and land (∼300 K) (Camps et al., 2008a)).

The Open-Ocean scenario is a zone in the North Atlantic Ocean, bound in latitudes
by (9◦N, 27◦N) and in longitudes by (27◦W, 40◦W ). Figure 4.6a shows the zone and
the “real” geophysical parameters, in the clock-wise direction the GoogleMaps view,
the SSS, U10, and SST fields for the 1st of March (59th day of the year). A total
of 64 satellite overpasses (more than 1,500 snapshots) have been simulated and both
ascending and descending orbits have been considered in the retrieval.

61



4. THE EXTERNAL CALIBRATIONS

For the coastal region, a similar size region have been considered, but with a small
shift towards the North-East, in order to include in the simulation the effect of the
proximity of the coast on quality of the the retrieved SSS at levels 2 and 3. For this
scenario latitudes are bound between 20 and 40 degrees North, and longitudes between
5 and 20 degrees West, making a box of 20x15 degrees. As for the Open-Ocean scenario,
Figure 4.6b shows the zone and the original geophysical parameters for March, 1st. In
this case 69 satellite overpasses have been required to cover the zone (more than 1600
snapshots), once again both ascending and descending orbits have been considered for
the retrieval.

Concerning the simulations settings three databases have been defined, as sketched
in Fig. 4.7, namely:

� Original Data database: Daily outputs of a 0.5◦ configuration of the NEMO-
OPA ocean model (Madec (2008) and Mourre et al. (2008)) are used as original
SSS and SST data, 10-m-height wind-speed (U10) fields come from the Euro-
pean Centre for Medium-Range Weather Forecast (ECMWF) ERA40 reanalysis
(Uppala et al., 1996).

� Auxiliary Data database: Auxiliary SSS and SST come from Levitus clima-
tology (Levitus (1998)), and (U10) are extracted from the National Centers for
Environmental Predictions (NCEP) NCAR reanalysis (Kalnay et al., 1996).

� In-Situ Data database: Due to the lack of measurements in the selected zones
(Figs. 4.8 and 4.9), volunteer observing ships (VOS) have been added to the
ARGO database. VOS data are available at the CORIOLIS FTP server (CORI-
OLIS). In order to ensure consistency between original and instantaneous data, for
both ARGO and VOS, only temporal and spatial information are kept, whereas
salinity measurements have been overwritten by the OPA-output SSS (original
data); no error has been added. Finally, kriging interpolation (Burgees and Web-
ster , 1980), based on the modified ARGO and VOS measurements, provides the
complete instantaneous SSS field.

4.6.2 Results at level 2

As explained in chapter 3, the level 2 product is defined as the retrieved salinity for each
satellite overpass; the number of points used in the retrieval depends on the position of
the point in the field of view. The requirements for the level 2 product are a retrieved
SSS error rms < 1 psu.
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(a)

(b)

Figure 4.6: (a) Open-Ocean and (b) Coastal-Region scenario, in the clock-wise direction:
GoogleMaps view, OPA SSS, ECMWF-ERA40 U10, and OPA SST fields
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Figure 4.7: Databases used for the realistic case

Figure 4.8: Total ARGO buoys observations beetween 2001 and June 2007 in a uniform
2 x 2 grid, the simulated zone are highlighted

Figure 4.9: Zoom of the total ARGO buoys observations map in Fig. 4.8, the simulated
zone are highlighted
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Figures 4.10 (a) and (b) summarize the performance of the retrieval algorithm for
all the 64 overpasses simulated over the Open-Ocean zone, when only the brightness
temperature calibration is applied or both of them are, respectively. In both figures
the number of overpass is indicated in the abscises, while in the ordinates is the error
in psu; the mean error, its standard deviation, and the rms are shown in the upper,
middle and bottom plots, respectively. As a general comment, it can be said that the
majority of the retrievals are within the specifications (the lower plot shows the rms
for each of the overpasses, as well as the 1-psu limit marked in red) even using only the
external brightness temperature calibration; using both techniques however the quality
clearly improves, highly reducing the mean bias of the retrieved SSS. The objective of
the technique is in fact to reduce the bias, but preserving the local variations within
the image; as expected the bias goes near to zero and the standard deviation results
unaffected by the calibration (changes are of the order of 10−4). The SSSerr mean
value passes from having a peak-to-peak amplitude of more than 0.7 to 0.2 psu after
the external salinity calibration in the case of open ocean (Figs. 4.10a and 4.10b).

65



4. THE EXTERNAL CALIBRATIONS

(a
)

(b
)

F
ig

u
re

4.
10

:
R

et
ri

ev
al

pe
rf

or
m

an
ce

at
le

ve
l

2
us

in
g

(a
)

on
ly

th
e

ex
te

rn
al

br
ig

ht
ne

ss
te

m
pe

ra
tu

re
ca

lib
ra

ti
on

an
d

(b
)

bo
th

th
e

ex
te

rn
al

br
ig

ht
ne

ss
te

m
pe

ra
tu

re
an

d
se

a
su

rf
ac

e
sa

lin
it

y
ca

lib
ra

ti
on

s
-

O
P

E
N

O
C

E
A

N

66



4.6 Real case

Results for the coastal region show a similar trend but, as plotted if Fig. 4.11, being
closer to the coast than in the first scenario, the general performance of the retrieval
is poorer than in the open ocean: the standard deviation of the error is 1.5 - 2 times
larger (from 0.8 - 1.2 to 1 - 2 psu) than in the Open-Ocean case (Figs. 4.11a vs. 4.10a).
However, once again, the external salinity calibration improves definitely the quality of
the retrieval, especially in the mean error (passing from having the 20% of overpasses
with a mean SSSerr larger than 1 psu (Fig. 4.11a) to having just 8% of the overpasses
in that condition after the external salinity calibration (Fig. 4.11b)). As in the open
ocean case, the bias is reduced, while preserving the local variations within the same
image.
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4.6 Real case

As can be noticed, some of the overpasses in both the open ocean and the coastal
region scenarios are missed in Figs. 4.10 and 4.11 because of the filter applied to
the points before computing the mean and standard deviation: in this calculation only
points observed more than 40 times (40 Tx-Ty pairs) are taken into account, due to the
error variability within the SMOS Field Of View. The error is in fact strongly dependent
on the number of observations as depicted in Fig. 4.12, where all the retrieved points in
the whole simulated month are considered and the error in SSS is plotted as a function
of the number of observations; the red line stands for the standard deviation of the
error absolute value as a function of the number of observations. Very large errors are
found for points observed less than N = 20 times (from 5 to 22 psu); it is still larger
than 4 psu for pixel with up to 40 observations, and above 40 observations it becomes
nearly constant and bound between 0 and 3 psu.

Figure 4.12: Error in the retrieved SSS in function of the number of observation in the
whole simulated month - OPEN OCEAN

In Fig. 4.13 the same plot is shown for the coastal region case, the analysis is not
as easy as in the open ocean simulation; the error in fact decreases with the number of
observations, but is also dependent on the proximity to the coast and generally larger
than in the open ocean case. These effects will be discussed in more detail in Fig. 4.20.

It has to be noticed that in all the statistical tests, for the Open-Ocean scenario
as well as for the coastal Region, the measurements pass throught a filter before the
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4. THE EXTERNAL CALIBRATIONS

Figure 4.13: Error in the retrieved SSS in function of the number of observation in the
whole simulated month - COASTAL REGION

calculations in order to eliminate the artifacts in the transition region (Fig. 4.14) at
the beginning and at the end of the overpass. In Fig. 4.14b the number of observations
is plotted as a function of the cross-track distance.

In Fig. 4.15 (a) the mean value and (b) the standard deviation of the error in
the retrieved SSS after applying both external brightness temperature and sea surface
salinity calibration are shown as a function of the cross-track distance; as it can be
noticed, the bias is almost equal to zero, with fluctuations on the order of 0.5 psu in
both the so-called “Narrow Swath” (640 km) (Barré et al., 2008). A similar trend is
followed by the standard deviation of the retrieved SSS error, which is approximately
constant and lower than 1.5 psu, in the same zone.

For the sake of completeness, for two selected overpasses the original, retrieved ,
auxiliary and error in the retrieval of SSS are shown (Figs. 4.16 and 4.17), as well
as the histograms of the retrieval errors (Figs. 4.18 and 4.19). The first overpass is
taken from the open ocean simulation and corresponds to a descending orbit on March,
the 2nd (4th simulated overpass), whose first of 205 snapshots is acquired at 20.37
GMT. The second one is the 26th overpass of the coastal region simulation (March, the
12th), and consists of 241 consecutive snapshots of a descending orbit starting at 18.54
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4.6 Real case

(a)

(b)

Figure 4.14: (a) Filter applied to eliminate the transitions at the beginning and at the
end of the overpass and (b) number of observations as a function of the cross-track distance
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4. THE EXTERNAL CALIBRATIONS

(a) (b)

Figure 4.15: (a) Mean value and (b) standard deviation of the error in the retrieved
SSS as a function of the distance from the ground track using both external brightness-
temperature and salinity calibrations. The dash-dot line indicates the so-called “Narrow-
swath”.

G.M.T.. In both cases the retrieved, original, and auxiliary salinity fields, and the error
for the retrieved SSS are shown in the case of using (a) only the external brightness
temperature calibration, and (b) both calibrations. Figures 4.18 and 4.19 instead show
the histogram for the retrieved SSS error, including the values for mean bias and
standard deviation when (a) only the external brightness temperature calibration is
used, or (b) both are used. In this particular cases the mean error passes from -
0.222 to -0.058 psu for the open-ocean simulation, and from -2.152 to -1.067 psu for the
coastal-region one. In terms of rms, the final gain applying the external SSS calibration
is just a 3% (0.846 compared to 0.873) for the open-ocean simulation, and 13.5% (3.521
compared to 4.073) for the coastal-region one, which was somehow expected since the
good of the external calibration is the cancellation of the instrumental and modelling
biases.

Coast-proximity effect
In Figs. 4.20a, b, the mean and, in Figs. 4.20c, d, the rms values of SSSerr are shown

as a function of the distance from the coast (absises) and of the number of observations
(ordinates). On the left panel (Figs. 4.20a and c) only brightness-temperature calibra-
tion has been used, whereas on the right one (Figs. 4.20b and d) the results of using
both calibrations are presented.

Large errors (34 psu) are found up to 150 km away from the coast even for points
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(a)

(b)

Figure 4.16: Level 2: OPEN OCEAN SIMULATION - Retrieved, original, auxiliary, and
SSS error for the 4th overpass using (a) only the external brightness temperature calibration
and (b) both the external brightness temperature and sea surface salinity calibrations.
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(a)

(b)

Figure 4.17: Level 2: COASTAL REGION SIMULATION - Retrieved, original, auxiliary,
and SSS error for the 26th overpass using (a) only the external brightness temperature
calibration, and (b) both the external brightness temperature and sea surface salinity
calibrations.
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(a) (b)

Figure 4.18: Retrieved SSS error histogram of the 4th overpass of the open ocean simula-
tion using (a) only the external brightness temperature calibration and, (b) both external
calibrations.

(a) (b)

Figure 4.19: Retrieved SSS error histogram of the 26th overpass of the coastal region
simulation using (a) only the external brightness temperature calibrationand, (b) both
external calibrations.
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observed more than 60 times. The external salinity calibration improves the quality of
the retrieval: mean SSSerr reduced by 25% (0.5 over 2 psu) and rms by 10% (0.5 over
5 psu), particularly in the zones with largest errors (low number of observations).

(a) (b)

(c) (d)

Figure 4.20: Mean and rms values of the retrieved SSS error as a function of the distance
from the coast and of the number of observations, using (a) and (c) only the brightness-
temperature calibration or (b) and (d) both external calibrations.

4.6.3 Results at level 3

At level 3 two products have been produced:

� The first one is a 10-day average of the retrieved SSS in a 200 x 200 km grid and
it is expected to fulfill the specification of an accuracy better than 0.4 psu.

� The second one is the 30-day average of the retrieved SSS in a 100 x 100 km grid
and its expected to reach the accuracy of 0.1 psu.
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Table 4.1: Retrieval performance at level 3

[psu] µ(SSSerr) σ(SSSerr) rms(SSSerr)
External Salinity Calibration NO YES NO YES NO YES

Open-Ocean
30-day -0.0579 0.0652 0.1526 0.1358 0.1632 0.1506
10-day -0.1362 0.0282 0.2239 0.2043 0.2621 0.2062

Coastal Region
30-day 0.2467 0.3297 0.7361 0.6898 0.7763 0.7645
10-day 0.0559 0.1581 0.6835 0.5555 0.6858 0.5776

Level 3 products have been defined as a weighted mean of the level-2-retrieved SSS.
The weights have been calculated as inversely proportional to the standard deviation
of the error in the level 2 retrieval, sorted as a function of the number of observations,
as expressed in Eqns. 4.5 and 4.6, where the subscript i stands for the number of
measurements at level 2 used to synthesize the correspondent one at level 3.

SSSL3 =
∑
wi · SSSL2∑

wi
, (4.5)

w(nobs) = 1/std(SSSretr(nobs)− SSSorig). (4.6)

Three 10-day products have been generated. The performance is very similar and
only the products referred to the first decade (1st - 10th of March) are presented. In
order to better quantify the improvement induced by the external salinity calibration
technique for each product the retrieved SSS error histogram is shown.

For both the level 3 products, quality improves after using the external salinity
calibration. The SSSerr mean value (µ), standard deviation (σ), and rms are reported
in Table 4.1.

A decrease of 1.5% - 7.7% and a 15.7% - 21.3% of the SSSerr rms is found for the 30-
and 10-day products, respectively, being larger in the open-ocean case. Results indicate
that SSSerr at level 3 is dominated by the standard deviation of the error at level 2,
which is actually limiting the benefits of the external salinity calibration. In Figs. 4.21
and 4.22, the resulting level 3 10-day and 30-day (Figs. 4.23 and 4.24) products and the
corresponding error when applying both external brightness temperature and salinity
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calibrations for the open ocean (Figs. 4.21 and 4.23) and coastal zone (Figs. 4.22 and
4.24) are shown,respectively.

Applying both external calibrations, for the open-ocean zone, error at level 3 is
almost included between -0.4 and 0.4 psu for the 10-day product and -0.2 and 0.3 psu
for the 30-day product. The rms error are 0.20 and 0.15 psu, respectively, (Table 4.1),
fulfilling the SMOS mission requirements in the first case and very close to that in the
second one. Performance is, instead, very different in the coastal region, where the rms
error is far away from the requirements. As expected, larger errors are found close to
the coast, where it exceeds 2 psu. The very low retrieved SSS in Figs. 4.22 and 4.24 at
(28◦N - 29◦ N, 14◦W - 16◦ W) are caused by the presence of the Canary Archipelago,
that, even if masked, strongly affects the neighbour pixels.

Finally, as for level 2 products, statistics are shown in Figs. 4.25 - 4.28 for the 10-day
and 30-day products applying (a) only the external brightness-temperature calibration
or (b) both the external brightness-temperature and sea surface salinity calibrations.
Figures 4.25 and 4.26 are referred to the open ocean scenario, whereas Figs. 4.27 and
4.28 to the coastal region simulation.

Coast-proximity effect
Coast-proximity dependence of the error at level 3 is more apparent from Fig. 4.29,

where retrieved SSS error as a function of the distance from the coast is presented for
the 10-day (Fig. 4.29a and 4.29b) and 30-day (Fig. 4.29c and 4.29d) products, applying
only the brightness-temperature calibration (Fig. 4.29a and 4.29c), or both (Fig. 4.29b
and 4.29d).

The triangle-, square-, and circle-marked lines stand for the mean value, rms, and
standard deviation of the error, respectively. Large errors, up to 1 psu at 300 km
from the coast are found. Further away (> 400 km), the rmse remains approximately
constant at 0.5 psu, for both 10- and 30-day products. Applying the external salinity
calibration partially corrects for the coastal-vicinity effect at level 3, particularly in the
zone nearer to the coast (Fig. 4.29), helping in the discrimination of shallow-water
processes.

4.7 Conclusions

As a conclusion of the first study, the need of using auxiliary data in the SSS retrieval
from SMOS measurements has been once more remarked. Simulations show that, with-
out any calibration technique, SSS gradient of even 5 psu/10◦ is difficult to discriminate,
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(a)

(b)

(c)

Figure 4.21: Level-3 10-day product: OPEN OCEAN SIMULATION - (a) original values
averaged, (b) retrieved salinities averaged, and (c) corresponding error when applying both
the external brightness-temperature and salinity calibrations.
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(a)

(b)

(c)

Figure 4.22: Level-3 10-day product: COASTAL REGION SIMULATION - (a) orig-
inal values averaged, (b) retrieved salinities averaged, and (c) corresponding error when
applying both the external brightness-temperature and salinity calibrations.
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(a)

(b)

(c)

Figure 4.23: Level-3 30-day product: OPEN OCEAN SIMULATION - (a) original values
averaged, (b) retrieved salinities averaged, and (c) corresponding error when applying both
the external brightness-temperature and salinity calibrations.
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(a)

(b)

(c)

Figure 4.24: Level-3 30-day product: COASTAL REGION SIMULATION - (a) orig-
inal values averaged, (b) retrieved salinities averaged, and (c) corresponding error when
applying both the external brightness-temperature and salinity calibrations.
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(a) (b)

Figure 4.25: OPEN OCEAN SIMULATION - Histogram of the level 3 retrieved SSS
error for the 10-day product using (a) only the external brightness temperature calibration
and, (b) both external calibrations.

(a) (b)

Figure 4.26: OPEN OCEAN SIMULATION - Histogram of the level 3 retrieved SSS
error for the 30-day product using (a) only the external brightness temperature calibration
and, (b) both external calibrations.
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(a) (b)

Figure 4.27: COASTAL REGION SIMULATION - Histogram of the level 3 retrieved SSS
error for the 10-day product using (a) only the external brightness temperature calibration
and, (b) both external calibrations.

(a) (b)

Figure 4.28: COASTAL REGION SIMULATION - Histogram for the level 3 retrieved
SSS error for the 30-day product using (a) only the external brightness temperature cali-
bration and, (b) both external calibrations
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(a) (b)

(c) (d)

Figure 4.29: Retrieved SSS error as a function of the distance from the coast for (a)
and (b) the 10-day and (c) and (d) 30-day Level-3 product, using (a) and (c) only the
brightness-temperature calibration or (b) and (d) both calibrations.
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even in the most favorable climate conditions (no winds, SST = 25◦C). On the other
hand, helping the retrieval by performing a pre-processing of the SMOS measurements
(external brightness temperature calibration (Camps et al., 2004a) and (Talone et al.,
2007b)) and/or a post-processing of the retrieved salinity (external salinity calibra-
tion (Talone et al., 2007a) and (Talone et al., 2007b)) based on auxiliary data allows
discriminating SSS gradients as small as 1 psu/10◦ in a wide range of climatological
conditions.

Fostered by the results of the ideal scenario, the two algorithms have been tested in
a more realistic environment. Their impact on the Levels 2 and 3 products as well as
the coast-proximity effect have been assessed. A complete month has been simulated,
using SEPS (Camps et al. (2003) and SEPS ADDD) in its full mode and the L2PS,
for two different scenarios: one in open ocean and another one in a coastal zone. The
SSS has been retrieved applying only the external brightness temperature calibration
or both the brightness temperature and the salinity calibrations, and the performance
of the retrieval has been analyzed and compared to previous studies.

According to the results, it can be concluded that:
At level 2:

1. The external salinity calibration remarkably reduces the retrieved SSS mean er-
ror, while keeping unchanged the standard deviation, preserving in this way the
local variation of salinity within the same snapshot.

2. The mean value of the retrieved SSS error is approximately equal to zero, with
fluctuations on the order of 0.5 psu, while its standard deviation is almost constant
and lower that 1.5 psu within both the so-called “Narrow Swath”.

3. The proximity of the coast degrades the performance of the SSS retrieval, in-
creasing the standard deviation of the error by a factor of between 1.5 and 2.
Large errors (3 - 4 psu) are found up to 150 km from the coast, and ∼1 psu up
to 300 km.

4. External salinity calibration slightly decreases the error induced by the coastal
proximity: the mean error by 25% (0.5 over 2 psu) and the rms by 10% (0.5
over 5 psu), particularly in the zones with the largest errors (lowest number of
observations).

At level 3:

1. The mean error is reduced by more than 15% for the 10-day product and by 5%
in the 30-day one.
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2. The external salinity calibration only partially mitigates the error caused by the
coast proximity for both for the 10- and the 30-day products.

3. Level-3 mean error is dominated by the standard deviation of the Level-2 error,
and therefore, averaging does not significantly reduce the SSS retrieval error.
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5

Cost function improvement:

characterization of the misfits

covariance matrix

One of the most important topics in the optimization of the level 2 retrieval
algorithm is the characterization of the cost function. In this context, the weight
to be given to the radiometric measurements with respect to the weight of the
auxiliary data is still a pending issue. Two different approach have been followed
in litterature, both of them simplifications of the most general formulation. The
latter is used to retrieve SSS and the results are compared to results of using the
two cost funtion in litterature and to another approximation (Neff ) based on the
analysis of the misfits covariance matrices.

5.1 Introduction

5.1.1 SSS retrieval in SMOS

As explained in Section 3.6, the SMOS SSS retrieval problem is stated as a Maximum
Likelihood Estimation (MLE) method. Considering Gaussian error statistics, the MLE
reduces to a least-squares problem leading to the following formulation (Eqns. from
Section 3.6 are repeated for the sake of convenience):

X2 = (Fmeas − Fmodel)
T
C−1

1 (Fmeas − Fmodel) (5.1)

where
(
Fmeas − Fmodel

)
is the misfit (measurement minus model) on the observ-

ables (brightness temperatures in TH or TV polarizations, or the first Stokes’ parameter
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in brightness temperature TI), and C1 is the covariance matrices of the misfits.

Until a proper estimation of C1, in the official Ocean Salinity Level 2 Processor it
is defined as a diagonal and the misfits are considered completely uncorrelated. This
consideration is equivalent to write Eqn. 5.1 as:

X2 =
Nobs∑
i=1

[
Fmeasi − Fmodeli

]2
σ2
Fi

, (5.2)

where Fmeas,modeli is the i-th element of Fmeas,modeli .
Previous studies (e.g. Gabarró et al. (2009)) showed that defining the optimal cost

function is not straightforward and that auxiliary external information, in particular
wind speed U10, sea surface temperature SST, and possibly modeled or climatological
SSS must be added to Eqn. 5.2. Two different cost functions are currently used within
the SMOS community, (Zine et al., 2008) and (Camps et al. (2005a); Talone et al.
(2009)) respectively:

X2 =
Nobs∑
i=1

[
Fmeasi − Fmodeli

]2
σ2
Fi

+
(SSS − SSSaux)2

σ2
SSS

+

+
(SST − SSTaux)2

σ2
SST

+
(U10 − U10aux)2

σ2
U10

(5.3)

and

X2 =
1

Nobs

Nobs∑
i=1

[
Fmeasi − Fmodeli

]2
σ2
Fi

+
(SSS − SSSaux)2

σ2
SSS

+

+
(SST − SSTaux)2

σ2
SST

+
(U10 − U10aux)2

σ2
U10

(5.4)

In both formulations the cost function is composed by two main contributions (or
information providers):

� The first term (
∑Nobs

i=1
[Fmeasi −Fmodeli ]2

σ2
Fi

) is representative of MIRAS measurements

and modeled observables
(
Fmeasi , Fmodeli

)
, weighted by the radiometric noise for

the i-th observation as in Eqn. 5.2;
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� The constraints for the auxiliary SSS, SST and 10-meter height wind speed U10

(as sea surface roughness descriptor) are the second, third and fourth terms,
respectively ( (SSS−SSSaux)2

σ2
SSS

+ (SST−SSTaux)2

σ2
SST

+ (U10−U10aux )2

σ2
U10

). These are weighted

by the inverse of the variance of the misfit existing considering the corresponding
auxiliary field with respect to the original one, as defined in Eqn. 5.5:

σ2
p =

1
N

N∑
i=1

pmis −
 1
N

N∑
j=1

pmisj

2

, (5.5)

where N is the total number of points taken into consideration, pmis = paux−porig,
and where mis stands for misfit, aux for auxiliary, orig for original, and p for
SSS, SST, or U10.

In the real SMOS case (not simulation), porig is not known and σ2
p allows weighting

the a priori information on the value of the geophysical parameter. The value of σ2
p

is representative of the reliability of this information: large σ2
p indicates that the esti-

mation is not reliable, leading to very small weight within the total X2 minimization,
and vice-versa. In both Eqns. 5.3 and 5.4, as described in previous studies (Font et al.
(2005); Sabia et al. (2006)) constraints on SSS are not taken into account by using a
very large value for σ2

SSS .

The difference between the two formulations lies in the factor weighting the observ-
ables term in Eqn. 5.4. Actually, Eqns. 5.3 and 5.4 represent two extreme cases; in
the first one each misfit is assumed to provide the maximum information content, their
contributions are thus summed up (once squared and normalized by the radiometric
noise) to construct the brightness temperatures term in the cost function (Eqn. 5.3);
the second option is appropriate for the case of completely redundant samples; the
average contribution is used to define the cost function in Eqn. 5.4.

5.1.2 Expected correlation in the brightness temperatures

Due to the MIRAS characteristics, some correlation is expected between the bright-
ness temperature errors of different grid points within the same snapshot and among
consecutive snapshots. Any imaging radiometer, in fact, is affected by three types of
noise:
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� the radiometric sensitivity (∆T ): temporal standard deviation of the zero-mean
random error due to the finite integration time;

� the radiometric bias: spatial average of all the systematic errors; and

� the radiometric accuracy: spatial standard deviation of the sum of all the sys-
tematic errors (Torres et al. (2005); Font et al. (2008)).

The first type of noise is random within the same snapshot as well as from snap-
shot to snapshot. The second and third types are random within the same snapshot,
but systematic from one snapshot to another, and are responsible for the aforemen-
tioned correlation. In addition to that, concerning SMOS, two other sources of spatial
correlation can be identified:

1. the potential systematic errors in the image reconstruction (Butora and Camps
(2003); Camps et al. (2008a); Anterrieu and Camps (2008)); and

2. the finite spatial resolution of the instrument, which is, on average, larger than
the Icosahedral Snyder Equal Area hexagonal grid of aperture 4 and resolution 9
(ISEA 4H9) (Snyder , 1992) in which Level 2 data will be obtained (50 km average
SMOS resolution vs. 15 km ISEA 4H9 grid size).

The different phases in which correlation can be introduced in the SMOS processing
chain are shown in Fig. 5.1: correlation enters at both level 0 (visibilities measurement)
and level 1 (image reconstruction, and projection of the brightness temperatures).

The correlation among different grid points of the same snapshot is, in summary,
due to the fact that the projected synthetic antenna pattern (which involves radiometric
accuracy, radiometric bias, image reconstruction algorithm, and projection) presents a
correlation length larger than its projection grid. Considering a change of reference
frame, from the satellite’s to the Earth’s, one grid point observes the satellite, whose
antenna pattern changes with a correlation length larger than the time between snap-
shots. Taking into account the retrieval process, it results in a loss of the information
provided by the observables with respect to the background terms. As already men-
tioned, two different approaches have been followed so far concerning salinity retrieval
from MIRAS brightness temperatures: misfits can be, once squared and normalized,
summed up (Eqn. 5.3) (Zine et al., 2007), or averaged (Eqn. 5.4) (Camps et al. (2005a);
Talone et al. (2009)). On the other hand, the correlation induced by the instrument
generates an intermediate and more complex situation between Eqns. 5.3 and 5.4.
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Figure 5.1: The different phases in which correlation can be introduced in the SMOS
processing chain, it enters at both level 0 and level 1.

The simulation scenario is presented in Section 5.2. The level of correlation of the mea-
surement errors, and thus the weight to be given to the observables term in the cost
function is assessed in Section 5.3, where the covariance matrices are estimated, and
a new weight regarded as the “effective number of observations” is introduced. The
comparison of the retrieval results using the four formulations is presented in Section
5.4, and, finally, the main conclusions of this work are summarized in Section 5.5.

5.2 Simulation Scenario

Since at the time of performing this study SMOS outputs were not yet fully calibrated,
SMOS-like brightness temperatures were simulated using the SMOS End-to-end Perfor-
mance Simulator (SEPS) (Camps et al. (2003); SEPS ADDD) in its full mode (including
co- and cross-pol measured antenna patterns for each antenna, all instrument errors,
noise injection calibration and, G-matrix image reconstruction). To model sea surface
emission, Klein and Swift model (Klein and Swift , 1977) and Hollinger’s measurements
(Hollinger , 1971) linear fitting have been used for the seawater dielectric constant and
the wind speed contribution to brightness temperature, respectively. Since the objec-
tive of this study is the estimation of the correlation induced by the instrument and
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in order to avoid further contributions from other sources, the radiometric sensitivity
has been set to zero in the simulation, increasing the integration time to very large
values (Randa et al., 2008) (τ →∞⇒ ∆T → 0K). Sixty-four ascending and descend-
ing overpasses have been simulated during the month of March 2007 (SEPS time), and
consisting, on average, of more than 200 snapshot each.
Concerning the geophysical parameters, two databases are defined:

� Original Data (used to feed SEPS and generate the Brightness Temperatures):
Daily outputs of a 0.5◦ configuration of the NEMO-OPA ocean model (Madec
(2008); Mourre et al. (2008)) are used as original SSS and SST, while fields
come from ECMWF (European Centre for Medium-range Weather Forecasting)
ERA-40 reanalysis (Uppala et al., 1996);

� Auxiliary Data (used in the Level 2 cost function, Eqns. 5.3 and 5.4): SSS
and SST come from Levitus climatology (Levitus, 1998), and are extracted from
the NCEP (National Centers for Environmental Prediction) NCAR reanalysis
(Kalnay et al., 1996);

5.3 Methodology

As in chapter 4, simulations have been carried out following these steps:

� SEPS-generated brightness temperatures (Fig. 4.14a, repeated here as Fig. 5.2a
for convenience) have been masked to eliminate the transition areas at the be-
ginning and at the end of the sequence. The number of observations for one of
the ascending overpasses is shown in Fig. 4.14b (repeated here as Fig. 5.2b for
convenience), as an example, as a function of the distance to the ground track.

� Selected brightness temperatures have been compared to the ones resulting from
running only the forward model (using the same geophysical and orbital param-
eters). The difference between them is the instrument-induced radiometric error
(radiometric bias plus radiometric accuracy, since radiometric sensitivity has been
set to zero).

� The calculated differences have been sorted and grouped by number of observa-
tions. For each of the bins, the covariance matrix has been computed: for each
one of the nth observation samples, the Galton-Pearsons correlation coefficient
(Rodgers and Nicewander , 1988) has been calculated between all the possible
pairs to construct the covariance matrices (estimate of C1 in Eqn. 5.1). Bins
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with number of samples smaller than the number of observations have not been
taken into account because do not provide representative results.

(a) (b)

Figure 5.2: Selection of the fully observed points. (a) Example of selection; and (b)
Number of pairs of observations as a function of the Cross-Track position.

Sea surface salinity retrievals for all the sixty-four overpasses have been performed
using the estimated covariance matrices as expressed by Eqn. 5.6.

X2 = (Fmeas − Fmodel)
T
C−1

1 (Fmeas − Fmodel) +
(SSS − SSSaux)2

σ2
SSS

+

+
(SST − SSTaux)2

σ2
SST

+
(U10 − U10aux)2

σ2
U10

(5.6)

Results have been considered as a master case to be compared with the various approx-
imations of the cost function.
At this stage, aiming at adapting the current cost functions to the characteristics of
the misfits covariance matrix, a new weight is defined. To do so, an analysis of the es-
timated covariance matrices has been carried out. The eigenvector decomposition has
been applied to the inverse covariance matrices C1 and the number of eigenvectors de-
scribing 99% of the variance has been defined as the effective number of measurements,
Neff .
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To test the impact of introducing Neff in the cost function, the SSS for the sim-
ulated scenario has been retrieved by means of the Level 2 Processor (Talone et al.,
2007b), the cost function in Eqn. 5.7:

X2 =
Neff

Nobs

Nobs∑
i=1

[
Fmeasi − Fmodeli

]2
σ2
Fi

+
(SSS − SSSaux)2

σ2
SSS

+

+
(SST − SSTaux)2

σ2
SST

+
(U10 − U10aux)2

σ2
U10

. (5.7)

Results have been compared to the case of using Eqns. 5.3, 5.4, or 5.6 as cost function.
According to (Font et al. (2005); Sabia et al. (2006)), constraints on the SSS have not
been taken into account (σSSS → ∞). The same forward models used in SEPS have
been applied for the retrieval.

5.4 Results

Firstly, the covariance matrices have been calculated and analyzed. In Fig. 5.3 one
case of covariance matrix (78 pairs of TH −TV observations) is presented, the matrix is
plotted for (a) the H-pol, (b) the V-pol, and (c) the first Stokes parameter in brightness
temperature (TI) (Randa et al., 2008); the color scale is in dB (10log10). Correlation
clusters are evident in Fig. 5.3, as foreseen in Butora and Camps (2003).

Results concerning the effective number of observations (Neff ) (section 5.3) are
shown in Fig. 5.4 for (a) H-pol, (b) V-pol, and (c) the first Stokes parameter in
brightness temperature (TI). The number of (TH − TV ) pairs (approximately half of
the number of observations) is represented on the abscissa, and the ordinate shows
the ratio between the effective number of observations Neff and the total Nobs. The
ratio Neff/Nobs is shown as a density plot, being the color the occurrence along the
whole month simulated, the solid line is the linear fitting of Neff . Figure 5.4d is the
normalized (so that the integral is equal to 1) histogram of the number of observations.
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5.4 Results

(a) (b)

(c)

Figure 5.3: Example of estimated covariance matrix in the case of 78 observation pairs
for (a) H-pol, (b) V-pol, and (c) the first parameter of Stokes in brightness temperature.
Units are in dB.
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5.4 Results

Even though some differences can be noticed between TH , TV , and TI (H gives
higher results), the trend is very similar, and two different regimes can be observed:
for Nobs ∈ (1, 30], Neff changes from being equal to Nobs to the asymptotic value of
0.82 ·Nobs for the H -pol, 0.76 ·Nobs for the V -pol, 0.79 ·Nobs for TI , when is Nobs ≥ 31
(distance to ground-track < 350 Km) the ratio Neff/Nobs remains almost constant. The
regime change around 30 observations can be explained observing Figs. 5.4d and 5.2b:
in the former figure the probability density function of the number of observations
is shown, whereas in the latter figure the number of observations is presented as a
function of the cross-track distance. As it can be noticed, very few points are observed
between 30 and 70 times due to the very steep increase of Nobs shown in Fig. 5.2b. This
particular behavior of the SMOS FOV is also the cause of the lack of estimates of Neff

between ∼ 30 and ∼ 70 pairs of observations in Figs. 5.4a, 5.4b, and 5.4c; as explained
in Section 5.2, in fact, when only few measurements are available for a certain Nobs,
the covariance matrix is not calculated since it is not considered representative. This
pattern suggests an unambiguous way of defining the useful swath width of an SMOS
overpass at approximately 700 km, a bit larger than the official Q-Swath or Narrow
Swath (631 640 km) (SEPS SUM; Barré et al. (2008)).
Considering the cost function definition, the three configurations can be summarized
by Eqn. 5.8, being W ∈ {Nobs, 1, Neff} in the case of equations 5.3, 5.4, and 5.7,
respectively:

X2 =
W

Nobs

Nobs∑
i=1

[
Fmeasi − Fmodeli

]2
σ2
Fi

+
(SSS − SSSaux)2

σ2
SSS

+

+
(SST − SSTaux)2

σ2
SST

+
(U10 − U10aux)2

σ2
U10

(5.8)

Figure 5.5 shows W/Nobs as a function of the total number of observations. The
Neff calculated for the first parameter of Stokes in brightness temperatures is marked
with the solid line, the dashed and dash-dot lines stand for the cases in Eqn. 5.3 and
5.4, respectively,

(
Neff

Nobs

)′
= {

1.0362− 0.008 ·Nobs forNobs ≤ 30
0.793 forNobs ≥ 31

(5.9)

whereas the symbol ()′ here indicates the fitting result and not the calculated
Neff/Nobs.
As can be observed, Neff takes intermediate values between 1 and Nobs, as expected.
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The four configurations (using the cost functions defined in Eqn. 5.6 (master), Eqn.
5.3 (W = Nobs), Eqn. 5.4 (W = 1) and Eqn. 5.7 (W = Neff )) have been tested and
results have been compared. SSS has been retrieved using the brightness temperature
resulting from simulating the same scenarios, but applying now the SMOS nominal
value for the integration time (τ = 158 ms).

Figure 5.5: Weight given to average the observables term in the cost function as a function
of the number of observations in the case of using (dashed line) Eqn. 5.3 (W = Nobs),
(dash-dot line) Eqn. 5.4 (W = 1) , and (solid line) the fitted value Eqn. 5.7 (W = Neff ).

Error statistics considering only the grid points fully observed for all the sixty-four
overpasses are summarized in Table 5.1 through its mean value µ, standard deviation

σ, and rms (defined as
√∑N

i=1 (SSSerri)2/N ), (with N being the total number of grid
points taken into account), and theX2 factor. The latter is defined as the quadratic sum
of the difference between the retrieved SSS error normalized histogram (observable) and
the pdf of a normal distribution with the same mean and variance (model), weighted
by the uncertainty associated to each observation, as expressed in Eqn. 5.10 (Barlow ,
1989):

X2 =
N∑
i=1

|P (SSSerr)|2

σ2
i

. (5.10)

The normalized (as in Fig. 5.4, the integral is equal to 1) histograms of the SSS
retrieval error using Eqns. 5.6, 5.3, 5.4, and 5.7 is shown in Figs. 5.6a, 5.6b, 5.6c, and
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Table 5.1: Retrieval performance using C-matrix, and W = Nobs, 1, and Neff as cost
function in terms of mean value (µ), standard deviation (σ), rms, and X2

SSS µ [psu] σ [psu] rms [psu] X2 [dimensionless]

C −matrix 0.46 3.75 3.78 0.89
W = Nobs 0.06 2.39 2.39 5.45
W = 1 0.06 2.39 2.39 5.27
W = Neff 0.07 2.39 2.39 5.43

5.6d, respectively. In order not to alter the results σ2
i in Eqn. 5.10 has been considered

constant and equal to 1; to calculate X2, both the SSS error and the Gaussian pdf
have been quantisized in 0.1-psu bins (the expected resolution of SMOS at Level 2 in
one overpass), moreover the sum, that should be calculated in the interval (−∞,∞)
has been computed only for the interval (-10 psu, 10 psu).

According to Table 5.1, retrieval results are only slightly affected by the change of
W , since for all the configurations the rms error is constant at 2.39 psu, with very
high X2 (∼ 5.2− 5.4). The difference is, instead, noticeable if compared with the case
of using directly the covariance matrices in the retrieval. In this case, the rms error is
equal to 3.78 psu (mostly due to the increase of error standard deviation σ (3.75 psu));
on the other hand, error statistics are much more Gaussian presenting a X2 = 0.89.
Comparing Figures 5.6a, 5.6b, 5.6c, and 5.6d it is evident how results are better when
using whichever of Eqns. 5.3, 5.4 or 5.7; nevertheless, the low Gaussianity of the error is
also manifest, indicating that some artifacts are introduced in the retrieval procedure
which are probably due to the high weight given to the constraints of the auxiliary
parameters. Previous studies (Sabia et al. (2010); Gabarró et al. (2009)) remarked the
necessity of correctly balancing the different terms in the cost function. According to
the results of this study, the inclusion of the brightness temperature misfit covariance
matrices should be taken into account in the choice of the relative weights, since it
strongly affects performance.
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(a) (b)

(c) (d)

Figure 5.6: Retrieved SSS error statistics for all the sixty-four overpasses in the case of
using as cost function the (a) Eqn. 5.6, (b) Eqn. 5.3, (c) Eqn. 5.4, and (d) Eqn. 5.7. The
solid line stands for the normalized Gaussian pdf with the same mean value and standard
deviation of the retrieved SSS error.
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5.5 Conclusions

In order to improve the characterization of the cost function used in the SMOS Ocean
Salinity Level 2 Processor, the correlation between measurement misfits has been ana-
lyzed. Correlation is expected due to the intrinsic nature of any imaging radiometer,
to the possible structures induced by the image reconstruction algorithm, and, finally,
to the projection of the brightness temperatures onto the ISEA grid. To assess this
point, one complete month of overpasses (64 in total) in the North Atlantic Ocean have
been simulated using the SMOS End-to-end Performance Simulator (SEPS) in its full
mode (SMOS first measurements are, in facts, not yet fully calibrated). SMOS-Level
2 Processor Simulator (SMOS-L2PS) has been used to retrieve SSS from the bright-
ness temperatures calculated by SEPS. As geophysical input parameters (original and
auxiliary data), a North-Atlantic configuration of the NEMO-OPA ocean model and
the Levitus climatology has been used for SSS and SST, while ECMWF-ERA40 and
NCEP/NCAR products have been chosen for U10.
The SEPS-simulated brightness temperatures have been compared to the ones obtained
by directly forwarding a brightness temperature model to estimate the correlation of
the radiometric errors induced by the instrument. To do so, the covariance matrices
of the misfit between the SEPS-retrieved and the forward model brightness tempera-
tures, sorted and grouped by the number of observations (Nobs), have been computed.
In addition to that, as a test, Eigenvalues Decomposition has been applied and the
number of eigenvectors required to describe the 99% of the variance has been defined
as the effective number of measurements (Neff ). Its trend as a function of the number
of observations has been analyzed, and the results suggest the presence of two regimes:
the first one noise-dominated, where Neff is almost equal to Nobs; and the second one
where Neff increases with Nobs according to the constant slope of 0.8. Introducing
Neff in the cost function resulted in applying a weight to the average residual term of
the observational part of the SMOS Ocean Salinity Level 2 cost function equal to the
factor Neff/Nobs . The consequent impact has been assessed comparing the retrieval
performance with that obtained using directly the estimated covariance matrices or
both the cost function present in the SMOS literature. Conclusions can be summarized
by the following three points:

� Based on the two regimes of Neff , a threshold can be established to define unam-
biguously the useful swath of SMOS as 700 km centered on the satellite ground-
track, where the relation Neff/Nobs is almost one.

� The cost function analysis suggests that the current configurations (Eqns. 5.4 and
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5.7), although ensuring better performance, may be introducing non-linearities
in the retrieval procedure if compared to the results obtained using directly the
misfit covariance matrices. According to previous studies, non-linearities may be
due to a non-optimum balancing of the cost function that should be modified.

� Furthermore, the inclusion of the brightness temperature misfit covariance ma-
trices strongly modifies the error statistics and should be taken into account in
the choice of the relative weights to be applied to the auxiliary parameters.
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6

SSS retrievals using experimental

data

As explained in the previous chapters (section 3.6, 4.2, and 6.3), several config-
urations of the cost function (Zine et al. (2008) and Gabarró et al. (2009)) as well as
pre- and post-processing techniques (Camps et al. (2005a) and Talone et al. (2009))
have been tested on simulated brightness temperatures. However, until recently,
due to the unavailability of real brightness temperature collected by aperture syn-
thesis radiometers, no validation has been carried out, except for the processing
of the measurements acquired by the SMOSillo (MIRAS Demonstrator) on June,
20th 2006, which was a first attempt to test the algorithms over a freshwater zone
(lake Lohja, West of Helsinki) (Duffo et al. (2007) and Camps et al. (2008b)).

In this chapter, two experiments of processing real synthetic aperture radio-
metric data are presented: the first using data acquired by the Helsinki University
of Technology (HUT) -2D radiometer during the SMOS Calibration and Validation
Phase Rehearsal; and the second one using ten days of real SMOS’ measurements.

6.1 The HUT-2D Case

6.1.1 The HUT-2D campaign in the Gulf of Finland

On August 13th and 15th, 2007 two series of flights (SD1 and SD2) were carried out over
the Gulf of Finland, back and forth along a straight line, in a zone bounded by latitudes
60.40◦ and 60.30◦ North, and longitudes 26.45◦ and 26.68◦ East. On both days, starting
at 22.00 h, and during approximately 2.30 hours, radiometric measurements and in situ
data were acquired, including one ship transect and 20 and 21 flights for SD1 and SD2,
respectively. Measurements were collected over the estuaries of several rivers, where
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fresh water coming from inland mixes with the saltier water of the Gulf of Finland,
producing a strong salinity gradient (from almost 0 psu to 4 psu).

On one hand brightness temperatures were measured by the HUT-2D radiometer
(Rautiainen et al. (2007); Rautiainen et al. (2008)). HUT-2D is a two-dimensional
synthetic aperture radiometer designed and built by the Helsinki University of Tech-
nology. It works at L-band, with a central frequency of 1407 MHz and a bandwidth
of 7 MHz. HUT-2D has a total of 36 antennas, arranged in a U shape (12 per arm)
and spaced . As in any synthetic aperture radiometer, brightness temperatures are not
directly measured by the instrument; in fact, it measures complex cross-correlations
between antenna pairs (visibilities). To derive brightness temperatures from the mea-
sured visibilities, the Fourier transform can be applied as a first approximation or a
more sophisticated G-matrix inversion (Anterrieu and Camps (2008); Camps et al.
(2008a)), can be used. The result is a 2D brightness temperature image snapshot of
the radiometers Field of View. Since the distance between elements does not satisfy the
Nyquist Criterion (d ≥ λ/2 for this type of arrray), part of the Field Of View (FOV) is
affected by aliasing. In the case of HUT-2D, the Alias-Free Field Of View (AF-FOV),
the only zone used in the retrieval, looks like a distorted rhombus at the center of the
FOV (Kainulainen et al., 2007). Using this AF-FOV, brightness temperatures can be
measured under incidence angles between 0◦ and 40◦ (Kainulainen et al. (2007), Fig.
2). HUT-2D was mounted, nadir-looking, on the Short SC-7 Skyvan aircraft of the
Laboratory of Space Technology of the Helsinki University of Technology (HUT Sky-
van website: http://radio.tkk.fi/en/research/space technology/SkyVan.html). On the
other hand, on a vessel navigating at the same time along the aircraft ground-track,
SST was measured using a manual digital thermometer and surface water samples were
collected every 150 m. Samples were later analyzed by the Finnish Marine Research
Institute and SSS was measured. Figure 6.1 shows the campaign area, together with
the SSS field obtained by the vessel and interpolated to the SSS retrieval grid (dictated
by the HUT-2D alias-free FOV); white stars are for the vessel measurement locations.
As can be noticed, some measurements had to be masked due to the presence of islands
along the flights trajectory. These points are not included in the following analysis.

6.1.2 Methodology

As stated in the previous section, HUT-2D measurements consist of brightness tem-
perature image snapshots of the radiometers alias-free field of view. The data process-
ing approach adopted in this study involves salinity retrieval at the so-called Level 2,
which consists of converting calibrated and geo-located brightness temperatures into
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Figure 6.1: The field Campaign scenario, the SSS measured by the vessel and interpolated
to the SSS retrieval grid (dictated by the HUT-2D alias-free FOV) is superimposed; white
stars are for the vessel measurement locations

SSS maps. It can be described as a 3-step routine (as shown in Fig.6.2):

Figure 6.2: Flow chart of the retrieval procedure.

1. First, a data pre-processing step called the external brightness temperature cali-
bration (Camps et al. (2005a); Talone et al. (2007b), Talone et al. (2009); section
4.2) is applied. In this study the Klein & Swift sea water dielectric constant
model (Klein and Swift , 1977) and the WISE-derived wind speed (U10) depen-
dence model (Camps et al., 2004b) are used. Both models are included in the
official SMOS Level 2 Processor (Zine et al. (2008); section 3.6). Uniform and
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specularly-reflected galactic noise (direct galactic noise equal to 3.7 K) and a
linear approximation for the atmospheric contribution have been assumed (Good-
berlet and Miller , 1997).

2. Secondly, the core of the processing is implemented: The SSS retrieval is per-
formed as described in section 3.6 and using the following cost function:

χ2 =
Nobs∑
n=1

(
‖Fmeasn − Fmodeln ‖2

σ2
Fn

)
+

(SST − SSTaux)2

σ2
SST

+
(U10 − U10aux)2

σ2
U10

, (6.1)

where Fmeasn , Fmodeln are the brightness temperatures measured by HUT-2D and
obtained using the models, respectively, for the nth observation. In particular
Fmeasn can be defined as:

� Fn =
[
TY , TX

]T , in the case of using the vertical (Y ) and horizontal (X)
polarizations of the measured brightness temperatures T in the antenna
reference frame, or

� Fn =
[
TI
]

=
[
TY + TX

]
=
[
TV + TH

]T , in the case of using the first Stokes
parameter in brightness temperature (TI), equal to the sum of the brightness
temperatures in the vertical and horizontal polarizations (Y/X and V/H

in the antenna and the Earth reference frames, respectively (Randa et al.,
2008)).

In both formulations, the line above letters T stands for vector, and each element
of the vector corresponds to an incidence angle. The second and third terms in
Eqn. 6.1 represent the constraints to the value of the auxiliary SST and 10-meter
height wind speed as sea surface roughness descriptor, respectively. Assuming a
diagonal error covariance matrix, these contributions are weighted in Eqn. 6.1 by
the inverse of the variance of the misfit between the available auxiliary fields and
the original ones, calculated as defined in Eqn. 6.2:

σ2
p =

1
N

N∑
n=1

(
pmisi −

(
1
N

N∑
n=1

pmisi

))2

, (6.2)

where N is the total number of points taken into consideration, pmis = paux−por,
subscript mis stands for misfit, aux for auxiliary, or for original, and p for SST, or
U10. Actually, since the original geophysical values are not known, this definition
cannot be applied and expected inaccuracies must be used instead (0.5 ◦C and
1.5 m/s for SST, and U10, respectively)
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3. Lastly, once the SSS is retrieved for each overpass, as described in section 6.3
the algorithm performs a calibration (External Sea Surface Salinity Calibration
(Talone et al. (2007b); Talone et al. (2009)) to correct for the errors introduced by
the forward emission models inaccuracies.This approach is based on the fact that
once corrected for the biases in the brightness temperature (due to possible in-
accuracies in the NIR brightness temperature estimation, imperfect correction of
the foreign sources as the Sun, and errors in the image reconstruction, accounted
for by the external brightness temperature calibration) the residual errors are
small and the function to be minimized becomes more linear (Sabia (2008); Sabia
et al. (2010)).

As can be seen from the above description, two external databases are needed to perform
the Level 2 processing: the Auxiliary Data database which includes all the parameters
involved in the minimization (SST and U10, in this case), and the In-situ Data database
embodying all the in situ measured SSS inside the zone of interest. For this study, the
vessel measurements and ECMWF analysis results have been used for SSS and SST,
and U10, respectively. The measured SSS and SST ranged between 0.35 psu and 3.95
psu, and 19.4 ◦C and 23.4 ◦C, respectively; and U10 was 2.76 m/s on the first day and
2.45 m/s on the second day.

6.1.3 SSS retrieval results

First, the brightness temperatures statistics are calculated to characterize the instru-
ment performance in the cross-track direction, since this feature strongly affects the
retrieval quality. Results are shown in Fig. 6.3 in terms of the cross-track difference
between the measured brightness temperatures and the values calculated using the for-
ward models described in Section 6.1.2 and the auxiliary data. The lines are the mean
differences (solid for X-pol and dashed for Y-pol), while the error bars represent the
standard deviation of these values. Systematic differences (2 - 3 K) can be noticed for
the SD1 flight (Fig. 6.3a), in both X- and Y-pol, between the right and the left sides
of the track, while the pattern is more uniform in the case of SD2 flight. This feature
will have a negative impact on the retrieval performance of SD1.

Moving the attention from single measurements to the snapshot, the comparison
between the mean values of the modeled brightness temperatures and the measured
ones in the same snapshot (following the same procedure explained for the external
brightness temperature calibration) is shown in Fig. 6.4 for a flight line from each
flight series. In this figure, the error bars represent the standard deviation of this
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(a)

(b)

Figure 6.3: Cross-track pattern of the difference between measured and modeled Bright-
ness Temperature for the (a) SD1 and (b) SD2 flights. The lines are the mean differences
(solid for X-pol and dashed for Y-pol), while the error bars represent the standard deviation
of these values.
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difference and are centered on its mean value (the solid line), while the dashed one is
the bias provided by Helsinki University of Technology (HUT) and calculated equating
the nadir values at X- and Y-polarizations. For both Figs. 6.4a and 6.4b the X-pol
is shown in the upper plot, while the Y-pol is in the bottom one. A mean difference
of approximately 5 K can be observed at X -pol, while HUT and external brightness
temperature calibration estimations almost agree for the Y -pol. According to the
external brightness temperature calibration the resulting bias is on the order of 5 K for
the Y -pol and 15 - 20 K for the X -pol.

Since the HUT-2D has a radiometric sensitivity of approximately 10 K (with the
integration time used during this campaign, τ = 0.25s), in order to have the closest
SMOS-like results, two provisions must be made before processing the data:

1. To achieve a radiometric sensitivity comparable to the MIRAS output, all the
flights of the same day (20 and 21 flight on August 13th and 15th, respectively)
must be combined into a single overpass. In this way (considering all the suc-
cessive overpasses to be independent and uncorrelated) the approximately 10 K
sensitivity of the HUT-2D is changed to the 10 K/

√
20 = 2.23 K and 10 K

/
√

21 = 2.18 K, very close to MIRAS’ sensitivity at nadir for a single measure-
ment.

2. In addition to that, all the measurements have been projected onto a regular 300-
m cell grid and the incidence angles have been clustered in 2-, 4-, and 8-degree
bins. More sophisticated averaging (like sliding-window weighted averaging) have
not been taken into consideration to avoid the artefact of correlation introduced
between adjacent brightness temperature measurements.

The effect of the incidence angle binning (in the 300-m cells) is shown in Figs. 6.5a and
6.5b in terms of the theoretical improvement considering that all the measurements are
uncorrelated. The trend is similar for SD1 and SD2, as well as for X - and Y -pol, so
only the X -pol for the SD2 flight is shown. The improvement by increasing the bin
width is noticeable: approximately a factor of 0.75 going from 2◦ to 4◦ and 0.9 from
4◦ to 8◦; The radiometric sensitivity is lower than 2 K for X- or Y-pol and 2.5 K for
I in almost the whole FOV (between 5 and 25 degrees incidence angle). On the other
hand, the drawback is an excessive quantization of the brightness temperatures with
increasing bin-width, especially when retrieving with the two polarizations separately;
as shown in Figs. 6.5c and 6.5d. In this case the quantization error is up to 5 K (c),
while in the case of using TI the maximum is 1 K (d).
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(a)

(b)

Figure 6.4: Mean value (solid line) and standard deviation (error bars) of the difference
between measured and modeled Brightness Temperature, calculated for each snapshot of
the (a) SD1 and (b) SD2 flights. The dashed superimposed line is the bias provided by
Level 1.
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(a) (b)

(c) (d)

Figure 6.5: Effect of increasing the bin width on radiometric sensitivity for (a) the X-pol,
and (b) the Stokes first parameter (TI = TY + TX). Accuracy of the forward model for (c)
the H- and V-pol brightness temperatures, and (d) the Stokes first parameter (TI).
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The binned brightness temperatures are the inputs to the level 2 algorithm consid-
ering three different retrieval configurations:

A. No bias correction applied;

B. HUT-provided constant bias correction applied; or

C. external brightness temperature calibration applied.

Furthermore the effect of applying the External Sea Surface Salinity Calibration is
assessed. Summarizing, since several combinations are possible permuting the various
configurations, results have been summarized in tables, emphasizing three aspects:

1. the brightness temperature calibration effect;

2. the incidence angle binning effect; and

3. the external salinity calibration effect.

6.1.3.1 The brightness temperature calibration effect

Table 6.1 shows the mean error (µ), calculated as the average difference between the
retrieved SSS and the measurements collected by the vessel, its standard deviation (σ),
and the rms reported for both the SD1 and SD2 flights and for the case of retrieval
using TX and TY separately, or TI , applying no bias correction (case A), the constant
HUT-provided correction (case B), and the external brightness temperature calibration
(case C). The bin-width used is 2 degrees.

The results for cases A and B can be interpreted based on the brightness temper-
ature values. In case A the strong positive bias in the measurements is not corrected
producing an underestimation of the retrieved salinity, which takes very low values (∼ 0
psu) for the entire track, producing a misleading low mean value and standard devia-
tion of the error (Figs. 6.6a and 6.6b). In case B the situation is the opposite; the bias
HUT-provided bias is overestimated which entails an increase in the retrieved salinity
(between 13 and 7 psu mean error, Fig. 6.6a). Bearing in mind this interpretation, case
C is considered the best correction applied. Results are clearly better when using TI ,
than when using X− and Y−pol separately, since TI is in fact less sensitive to errors
in the incidence angle (Camps et al., 2004b), and the best performance is obtained for
the SD2 flight, as expected. Figure 6.6a shows the track-line for the flight SD2, with
data retrieved using TI . The solid line marks the SSS measured by the vessel while the
dashed, dash-dot, and dotted lines stand for the HUT retrievals for cases A, B, and C,

114



6.1 The HUT-2D Case

Table 6.1: SSS retrieval results ((µ) mean error, (σ) standard deviation, and rms) with
respect to the bias correction technique, retrieving with X - and Y - pol separately or using
stokes I. case A: No Correction; case B: HUT Bias Correction; case C: Ext. Tb Calibration.
2-degree incidence angle binning is applied

[psu]
Case A Case B Case C

µ σ rms µ σ rms µ σ rms

SD1
TX − TY -2.04 1.56 2.57 13.06 4.91 13.95 6.79 4.16 7.96

TI -2.04 1.55 2.56 7.14 4.38 8.38 2.09 4.01 4.52

SD2
TX − TY -1.31 1.83 2.25 10.93 8.65 13.94 5.12 5.60 7.59

TI -1.38 1.38 1.95 7.36 5.43 9.15 1.40 2.93 3.25

respectively. The corresponding 1-σ error bars are superimposed to each line. A zoom
of Fig. 6.6a in the range 0 - 4 psu is presented in Fig. 6.6b. Finally, the pdf of the
SSS error for the case C of the same flight is represented in Fig. 6.6c; the superim-
posed dashed line representing the Gaussian p.d.f. with the same mean and standard
deviation values. Particular attention must been paid to the departure of the retrieval
statistics from the Gaussian pdf, which can reduce the validity of the confidence limits
generally defined considering Gaussian processes.

6.1.3.2 Incidence angle binning effect

Table 6.2 shows the retrieval results as in Table 6.1, but focusing on the improvement
of the performance with respect to the change in bin-width. Case C configuration has
been selected. As in paragraph 6.1.3.1, flight SD2 gives better results than SD1, but
within the same flight the effect of increasing the angular bin size does not seem to affect
the retrieval results significantly. Just a slight improvement (a tenth of psu) can be
noticed using TX and TY separately when decreasing the bin-width. Considering Tables
6.1 and 6.2, it can be concluded that the best retrieval is obtained with configuration
C and using a bin-width of 2◦ for both TI and TX − TY .

6.1.3.3 The external salinity calibration effect

In Section 6.1.3.2 the optimum retrieval configuration was determined (using the first
Stokes parameter TI , with a 2-degree angular binning). The External Salinity Cali-
bration technique, as described in section 6.3, was applied. Results are summarized

115



6. SSS RETRIEVALS USING EXPERIMENTAL DATA

(a) (b)

(c)

Figure 6.6: (a) Track-line for the SD2 flight using a 2◦ bin-width and three different
retrieval configurations and (b) its zoom between 0 and 4 psu. The solid line stands for the
ground-truth values, while the dashed, dash-dot, and dotted lines for the retrieved ones in
case of choosing the configuration A, B, and C, respectively. Error bars are superimposed
to each line. (c) Normalized pdf of the retrieval error, the superimposed dashed line is the
normal distribution pdf with the same mean value and standard deviation.
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Table 6.2: SSS retrieval results ((µ) mean error, (σ) standard deviation, and rms) with
respect to the bin width, retrieving with X - and Y - pol separately or using stokes I. Ext.
Tb Calibration is applied

[psu]
2◦ 4◦ 8◦

µ σ rms µ σ rms µ σ rms

SD1
TX − TY 6.79 4.16 7.96 6.86 4.13 8.01 7.20 4.01 8.24

TI 2.09 4.01 4.52 2.14 4.03 4.56 2.11 4.00 4.52

SD2
TX − TY 5.12 5.60 7.59 5.22 5.62 7.67 5.37 5.69 7.82

TI 1.40 2.93 3.25 1.46 3.15 3.47 1.35 3.04 3.33

Table 6.3: Effect of the External Salinity Calibration ((µ) mean error, (σ) standard
deviation, and rms) retrieving with X - and Y - pol separately or using stokes I. 2-degree
incidence angle binning and Ext. Tb Calibration is applied

[psu]
SD1 SD2

µ σ rms µ σ rms

TX − TY 0.66 1.77 1.89 0.03 1.37 1.37
TI 2.30 4.20 4.79 0.78 2.31 2.44

in Table 6.3. Comparing Tables 6.3 and 6.2, a clear improvement can be observed in
all the cases (except SD1 flight retrieval with TI). Very good results are obtained for
the SD2 flight considering the instrument performance: rms error of 1.37 and 2.44 psu
retrieving with X − /Y− pol separately and TI , respectively. This occurs despite the
low sensitivity of the brightness temperatures at this range of SSS and the inaccuracies
of the models near the coast, for both the wind speed and the effect of sea surface
roughness on the total brightness temperature. Similarly to Fig. 6.6, Fig. 6.7 shows
the (a) track-line and (b) histogram of the error for this case.

Finally, in addition to the aforementioned techniques (external brightness tempera-
ture calibration, incidence angle binning, and external sea surface salinity calibration),
the spatial averaging of the retrieved SSS has been considered to mimic the SMOS
spatial averaging of the retrieved salinity despite the different alias-free field of views.
The track-line has been divided into eight cells of approximately 1.5 km side, as shown
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(a) (b)

Figure 6.7: (a) Track-line for the SD2 flight using a 2 bin-width and both external bright-
ness temperature calibration and External Salinity Calibration. The solid line stands for
the ground-truth values and the dotted line for the retrieved values. Error bars for the
retrieved SSS, calculated in the vessel measurements locations are als shown. (b) Normal-
ized pdf of the retrieval error, the dashed line superimposed is the normal distribution pdf
with the same mean value and standard deviation.

in Fig. 6.8a, and both the vessel-measured and the retrieved salinities have been aver-
aged in each of them. Results are shown in Fig. 6.8b. As can be observed, the salinity
gradient is successfully retrieved, with errors on the order of 1 psu, except for a point
in the middle of the transition.

6.1.4 Conclusions

Two series of flights were carried out over the Gulf of Finland during the summer of
2007 to test SSS retrieval algorithms using 2D microwave radiometry. The synthetic
aperture HUT-2D radiometer (Rautiainen et al. (2007) and Rautiainen et al. (2008))
was used to perform SSS measurements, while in situ validation measurements were
collected by a vessel. HUT-2D data have been processed and the results analyzed in
order to test the techniques developed in past years (based on simulated brightness
temperatures) to improve the SSS retrieval. Actually, both the external brightness
temperature calibration and the External Salinity Calibration were tested in a previous
work by Talone et al. (2009) using SMOS-like simulated data (with SEPS). Using only
climatology for the external brightness temperature calibration and the ARGO buoy
array for the external sea surface salinity calibration results in a good improvement
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(a) (b)

Figure 6.8: Eight cells considered in the study superimposed onto the HUT sample loca-
tion; the SSS measured by the vessel and interpolated to the SSS retrieval grid (dictated
by the HUT-2D alias-free FOV) is shown in the figure; white stars are for the vessel mea-
surement locations. (b) Retrieved SSS after averaging (solid line) vs. the SSS measured
by the vessel (dashed line) for the SD2 flight series.

of the performance of the SSS retrieval algorithm. In that case, the same auxiliary
data used for the level 2 retrieval were used for the external brightness temperature
calibration. However, for the external sea surface salinity calibration a sliding window
of one month centred in the day of measurement was applied to select the ARGO
data. The main conclusion of this study is an experimental confirmation of the validity
of both the external brightness temperature calibration and the external sea surface
salinity calibration. Applying both techniques, SSS has been retrieved with a rms
error of approximately 2 psu, which is a very good result considering the instrument
characteristics (∆T = 10 K) and the geophysical conditions (coastal region with cold
water and very low SSS ). Moreover, averaging the results in larger cells (approximately
1.5 km side), the error decreases down to 1 psu, allowing to satisfactorily track the SSS
gradient.

6.2 The SMOS case

The last of the studies with experimental data of this chapter is the processing of
real SMOS data. As said, SMOS was launched on November 2, 2009; during the first
months after the launch SMOS ESLs (among them UPC, ICM, and the SMOS-BEC)
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have been in charge of monitoring, characterizing, and improving SMOS performance,
this period is the so-called “Commissioning Phase”. Processed data have been acquired
from July 10th to 19th, 2010 in Full-Polarisation Mode. To retrieve SSS the official
SMOS Level 2 OS Processor (Zine et al., 2008) has been used and results have been
compared to the World Ocean Atlas 2005 annual climatology (WOA05) and ARGO
data. Since modifications are still daily introduced to the SMOS retrieval procedure,
the preliminary nature of these tests must be remarked.

6.2.1 Methodology

Ten days of real L1c data from SMOS have been processed starting from July 10th

until July 19th, 2010. To reduce the computational burden, SMOS L1c data have
been scaled down from ISEA4h9 (Snyder , 1992) to the ISEA4h8 (twice coarser) grid.
According to Chapter 5, the correlation between neighbouring gridpoints permits to
assume consistency between the results obtained with ISEA 4h8 and ISEA 4h9. Nev-
ertheless simulations required the use of 4 nodes of a computational server (8 x 2.26
GHz CPUs with 32 Gb RAM each) during 20 days.

Sea surface salinity have then been retrieved using the official SMOS Level 2 OS
Processor (Zine et al., 2008) according to three different cases:

A: Nominal Product without any calibration.

B: Applying the external brightness temperature calibration, as described in Chapter
4.

C: Applying the so-called ocean target transformation (Meirold-Mautner et al., 2009),
which will be described in section 6.3.1.

Moreover, since the official SMOS Level 2 OS Processor carries out three retrievals
for each run, there is room for three different configurations namely:

SSS1: Model 2 (Irisov , 1997) and (Johnson and Zhang , 1999), in the “Dual from Full-
Pol” mode, i.e. retrieving using TX and TY separately, T3 and T4 are neglected.

SSS2: Model 2 (Irisov , 1997) and (Johnson and Zhang , 1999), in the “Stokes’ first
from Full-Pol” mode, i.e. retrieving using Stokes’ first parameter in brightness
temperatures: I = TX + TY , T3 and T4 are neglected.

SSS3: Model 3, configuration 16 (Gabarró et al., 2004), in the “Stokes’ first from Full-
Pol” mode.
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Model 2 has been chosen as the default mode because it is not expected to be
significantly modified in future, as opposed to Model 3 which is now optimized for
retrieving in the Mediterranean Sea and will be tuned for its global application using
SMOS’ measurements. The choice of processing 10 days, using Stokes’ first parameter
as default, and neglecting T3 and T4 has been driven, instead, by the intention of permit
some comparisons with the previous simulations described in Chapter 4.

As opposed to Chapter 4, in this case real data have been processed, so a proper
“retrieval error” cannot be calculated since real values are not available. Performances
are thus estimated at Level 3. Level 2 retrieved SSS have been averaged in cells of 2×2
degrees according to Eqn. 6.3:

SSScell =
∑

i (SSSi ·Nobsi)∑
iNobsi

, (6.3)

where subscript i represents theith cell.

To allow the comparison, ARGO data have been spatially averaged in 2×2-degree
cells. Moreover, to collect enough measurements the temporal window between June
10th and August 19th has been considered.

The quality assessment has been carried out according to two tests:

� The results of the retrievals, after performing a weighted average as described in
Eqn. 6.3, are compared to climatological estimates and to the averaged ARGO.

� To someway assses the performance of the retrievals the weighted precision has
been calculated for each of the cells, according to Eqn. 6.4:

pcell =

√√√√∑i

((
SSSi − SSSi

)2 ·Nobsi

)
∑

iNobsi

, (6.4)

as for Eqn. 6.3, subscript i represents the ith cell.

Before computing the weighted average in Eqn. 6.3, level 2 retrieved SSS have been
filtered according to two of the level 2 flags:

� Fg marq: Indicating that the Levember-Marquardt optimization algorithm did
not converge.

� Fg max iter: Indicating that no convergence has been reached before a certain
number of iterations, in this case 20.
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In addition to that, when computing statistics only the points farther away more
than 200 km from the coast have been considered, while in figures all the points are
shown.

Finally, results have been analysed using all the overpasses to construct the level 3,
using only ascending overpasses, and using only descending overpasses. All the tests
are shown for the case of using all the overpasses to easy the comparison with chapter
4, anyway, the cases of using all the overpasses, only the ascending ones, or only the
descending ones will be also compared.

Climatological sea surface salinity and temperature, as well as the average wind
speed from ASCAT are shown in Fig. 6.9a, b, and c, respectively. Sea surface salinities
and temperatures for ARGO are instead shown in Fig. 6.10: all the data between July
10th and August 19th have been averaged in 2×2 degrees to be compared with SMOS
level 3 SSS.

The total number of measurements acquired during the observed period is shown
in Fig. 6.11.

122



6.2 The SMOS case

(a)

(b)

(c)

Figure 6.9: Climatologic (a) sea surface salinity, (b) temperature, and (c) average wind
speed from ASCAT
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(a)

(b)

Figure 6.10: ARGO averaged (a) sea surface salinity, and (b) temperature

Figure 6.11: Total number of measurements acquired during the observed period
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According to Camps et al. (2005a) errors in the reconstructed SMOS brightness
temperature should be expected due to inaccuracies in the antenna pattern estimation,
the image reconstruction algorithm, and the NIR brightness temperature measure-
ments. This bias is scene-dependent (Camps et al., 2008a), varying from snapshot to
snapshot and polarization. As a possible mitigation of that phenomenon, the external
brightness temperature calibration was proposed in the Camps et al. (2005a). For each
snapshot and for all the points in the Extended Alias-Free FOV, pseudo-brightness
temperatures are calculated using auxiliary data and the same forward models used in
the retrieval algorithms. The calculated pseudo-brightness temperatures are subtracted
from the measured ones, and the mean of this difference is considered as the mean bias
introduced by the instrument errors. The “corrected brightness temperature” is then
defined as the measured brightness temperature minus the mean bias. The algorithm
can be summarized by the expressions as follows, where 〈〉 stands for mean value over
the pixels in the Extentended Alias-Free Field of View:

∆TB = 〈TmeasB (SSSor, SSTor, U10or , θ)− TmodB (SSSaux, SSTaux, U10aux , θ)〉, (6.5)

T correctedB = TmeasB −∆TB. (6.6)

In Eqns. 6.5 and 6.6 the subscripts “or” and “aux” stand for original (true value to
be retrieved) and auxiliary, respectively, while superscripts “meas” for measured, and
“mod” for modelled.

6.3 The external sea surface salinity calibration

As explained in section 3.6 the retrieval procedure within the SMOS mission is iterative;
In this context one of most significant contributions to the success of the retrieval is
given by the reliability and accuracy of the forward models. At present, the scientific
community has not still completely agreed about the error that the inaccuracies in
the current forward models, both for sea-water dielectric constant and sea surface
roughness contribution to the brightness temperature are introducing in the retrieved
SSS. Meanwhile this issue is not entirely assessed, in the official SMOS-OS level 2
Operational Processor the Klein & Swift model (Klein and Swift , 1977) is used to
calculate the dielectric constant of seawater and three different models are used for
sea surface roughness: the two-scale model (Yueh (1997) and Dinnat et al. (2003)),
the Small Slope Approximation model (Irisov (1997), Johnson and Zhang (1999), and
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Reul et al. (2001)), and the semi-empirical model by Gabarró et al. (Gabarró et al.,
2004). As mentioned in chapter 2, none of these models has proven so far better than
the others; The external sea surface calibration aims at correcting for the uncertainty
introduced by the forward model inaccuracies and implements a technique similar to
the one used in rain radar calibration (Seo and Breidenbach, 2002) using as ancillary
in-situ database the ARGO array of buoys. The algorithm consists of calculating a
so-called Calibration Factor (CF ) as the ratio between the auxiliary in-situ SSS mean
value and the retrieved SSS one. The algorithm is simply implemented through the
following expressions:

CF =
〈SSSin situ〉
〈SSSret〉

(6.7)

SSScorr = CF · SSSret (6.8)

When computing the CF , a filtering based on the number of observations is ap-
plied: the pixels observed less than 40 times are not taken into account because of
the large instrumental errors (Fig. 4.1). Figure 4.1 shows the error in the retrieved
SSS in function of the number of observations, more details on this figure are given in
paragraph 4.6. The corrected retrieved salinity is then given by the product between
CF and the retrieved salinity.

6.3.1 The Ocean Target Transformation

The ocean target transformation (OTT) was firstly introduced in Meirold-Mautner
et al. (2009), then implemented and tested by Dr. Tenerelli. It is calculated by averag-
ing the departure of the SMOS brightness temperature measurements from simulated
brightness temperatures using ocean forward models. The averaging is performed in
the antenna reference domain. An accurate filtering of the snapshots must be applied
to discard land and/or Radio Frequency Interferences (RFI) contaminations. Ascend-
ing and descending passes must be considered separately. Finally, many orbits are used
to increase the robustness of the estimation. An example of OTT for the X- and Y-
polarizations is shown in Fig. 6.12a and b, respectively. This OTT has been obtained
processing 89 ascending passes (1 week of data).

Very well defined structures are present associated to the various aliases, the bor-
der of the extended alias-free FOV is clear, as well as the transition extended alias-
free/alias-free FOV; inhomogeneities up to 10 K are detected. Similarly to the case of
the external brightness temperature calibration, the corrected brightness temperatures
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(a) (b)

Figure 6.12: An example of OTT for the (a) X- and (b) Y-polarizations

used in the retrieval are the measured ones minus the estimated bias, which is now
constant in time, but spatially-dependent.

6.3.2 Results

Results are organized and presented following four research lines:

� Firstly, the bias mitigation techniques are compared: cases A, B, and C are
analyzed and compared with climatology, in this case only the first configuration
is shown (Model 2 in the “Dual from Full-Polarisation” mode),

� then the comparison TX/TY vs. Stokes’ first using Model 2 is done,

� the issue Model 3(16) vs. Model 2 is assessed retrieving using Stokes’ first pa-
rameter in brightness temperature, and finally

� the comparison between a level 3 product synthesized using all the overpasses,
only the ascending ones, or only the descending ones is presented.

6.3.2.1 Bias mitigation techniques

The results of the spatio-temporal averaging and the comparison between these and
the WOA climatology for the three configurations are shown in Figs. 6.13 and Fig.
6.14, being a, b, and c the case of applying no bias correction, the external brightness
temperature calibration, and the ocean target transformation, respectively.
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(a)

(b)

(c)

Figure 6.13: Level 3 ten-day average map for (a) the nominal case, (b) the case of
applying the external brightness temperature calibration, and (c) of applying the ocean
target transformation - MODEL 2 DUAL FROM FULL-POL

128



6.3 The external sea surface salinity calibration

(a)

(b)

(c)

Figure 6.14: Level 3 ten-day map minus WOA05 climatology for (a) the nominal case,
(b) applying the external brightness temperature calibration, and (c) applying the ocean
target transformation - MODEL 2 DUAL FROM FULL-POL
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As can be noticed, comparing Fig. 6.13 with the climatology presented in Fig. 6.9,
in all the three cases SMOS measurements reproduce well the main structures of the
SSS field. A clear example is the SSS anomaly generated by the Amazon plume, clearly
visible in the three retrievals. Case C gives the best performance, while both case A
and B are affected by a positive bias.

The very fresh waters in the Northern emisphere are due to Radio Frequency Inter-
ference (RFI), namely several horizon scanning radars have been detected around the
North Pole strongly saturating the measured brightness temperatures for the higher
icidence angles, and various radars are also present in China and affect the zone of
Malaysia, Vietnam and the South China Sea. Strong artifacted positive “shadows” are
present near to the coasts of South America, Africa, and Australia, especially in con-
figuration A and C. This is the so-called land-sea transition problem, the phenomenon
is still on study and could be due to bugs in the processing or to the underestimation
of the contribution of the synthetic antenna secondary lobes to the measured bright-
ness temperature. The effect is much less pronounced in the case of using the external
brightness temperature calibration, actually if the strong positive bias affecting the
retrieval of configuration B is subtracted, the result is very homogeneous as shown in
Fig. 6.15.

Figure 6.15: Level 3 ten-day map minus WOA05 climatology MINUS MEAN BIAS for
the case of applying the external brightness temperature calibration - MODEL 2 DUAL
FROM FULL-POL

The precision of the retrieval, calculated as expressed in Eqn. 6.4, is shown in Fig.
6.16, since this is very similar for all the configurations, only the case of applying the
ocean target transformation is presented. The black line superimposed indicates the
2.5 psu level, considered as a 1-bit indicator of bad/good retrieval. As can be observed
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the zone affected by the land-sea transition problem are filtered out by this selection.

Figure 6.16: Precision of the level 3 retrieved SSS for the case of applying ocean target
transformation. The black line indicates 2.5 psu - MODEL 2 DUAL FROM FULL-POL

The normalized histograms for the three configurations are shown in Figs. 6.17 and
summarized in Table 6.4, where the comparison with ARGO data is also reported. In
all the three figures the blue bars are calculated considering all the retrieved gridpoints,
while the red ones are calculated using only gridpoint retrieved with a precision lower
than 2.5 psu. Labels a, b, and c are the nominal case, the case of applying the external
brightness temperature calibration, and of applying the ocean target transformation,
respectively. Finally, in Table 6.4 µ stands for the mean value and σ is the standard
deviation.
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(a)

(b)

(c)

Figure 6.17: Normalized histograms of the misfit between the Level 3 ten-day retrieved
SSS and WOA05 climatology for (a) the nominal case, (b) applying the external brightness
temperature calibration, and (c) applying the ocean target transformation - MODEL 2
DUAL FROM FULL-POL
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Table 6.4: Retrieval performance at level 3, Bias mitigation techniques

[psu] µ(SSSmis) σ(SSSmis) rms(SSSmis)

VS. WOA CLIMATOLOGY
All points

case A 3.9591 2.6742 4.7776
case B 2.9600 2.3886 3.8036
case C 0.2260 2.2565 2.2678

Filtered points
case A 3.3468 3.7604 5.8288
case B 2.1981 1.7300 2.7972
case C 0.5559 1.4457 1.5489
VS. AVERAGED ARGO

All points
case A 4.1488 1.8571 4.5455
case B 3.1541 1.7764 3.6199
case C 0.2958 1.4391 1.4692

Filtered points
case A 3.5769 0.6327 3.6327
case B 2.2214 0.5801 2.2959
case C 0.5278 0.5805 0.7846

As can be noticed by analyzing Table 6.4, comparisons with WOA climatology and
ARGO averaged data give consistent results: the mean misfit decreases when using the
external brightness temperature calibration (14% and 20% using all the points, 52%
and 37% using only the filtered points, respectively), and even more using the ocean
target transformation 52% and 68% using all the points, 73% and 78% using only the
filtered points, respectively), standard deviation takes very similar values in the three
configuration, except for the configuration B analyzing only the filtered points; filtering
out points with a precision higher than 2.5 psu strongly improves the performance
reducing the misfit rms and leading to the best case (case C ) of 0.78-1.54 psu rms vs.
ARGO and WOA climatology.
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6.3.2.2 TX/TY vs. Stokes’ first

Based on the results of the previous section, the comparison between TX/TY and Stokes’
first parameter in brightness temperature and between Model 2 and Model 3 are com-
mented only for the best case: case C, applying the ocean target transformation. Some
of the figures and numbers presented in this and the following section have already been
shown, anyway for sake of convenience and to easy the comparison, they are repeated.

Performance is assessed graphically through the analysis of the difference between
the case of retrieving using Stokes’ first parameter in brightness temperature and
TX/TY separately (Fig. 6.18), and numerically through the normalized histograms
shown in Fig. 6.19 and of Table 6.5. In Figs. 6.19 a and b are the case of retrieving
using TX/TY separately and using Stokes’ first parameter in brightness temperature,
respectively, being the blue bars relative to all the retrieved gridpoints and the red ones
only to the gridpoints with a precision lower than 2.5 psu. In Table 6.5 µ stands for
the mean value and σ for the standard deviation.

Figure 6.18: Level 3 retrieved SSS using Stokes’ first minus using TX/TY

134



6.3 The external sea surface salinity calibration

(a)

(b)

Figure 6.19: The normalized histograms of the retrieved SSS at level 3 when retrieving
(a) using TX/TY separately and (b) using Stokes’ first parameter in brightness temperature.
Blue bars are relative to all the retrieved gridpoints and the red ones only to the gridpoints
with a precision lower than 2.5 psu
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Table 6.5: Retrieval performance at level 3, Dual form Full-Polarisation vs. Stokes’ first
form Full-Polarisation.

[psu] µ(SSSmis) σ(SSSmis) rms(SSSmis)

VS. WOA CLIMATOLOGY
All points

Dual 0.2260 2.2565 2.2678
Stokes’ first 0.2445 2.3505 2.3631

Filtered points
Dual 0.5559 1.4457 1.5489
Stokes’ first 0.2935 1.6756 1.7011
VS. WOA CLIMATOLOGY

All points
Dual 0.2958 1.4391 1.4692
Stokes’ first 0.6157 1.5464 1.6645

Filtered points
Dual 0.5278 0.5805 0.7846
Stokes’ first 0.6080 0.5932 0.8495

According to the experiment, using TX/TY separately or Stokes’ first parameter
on brightness temperature is almost equivalent, slightly better when using TX/TY , at
least at level 3. The difference SSS2 minus SSS1 is very homogeneous and does not
depend on the geographic position, apart from the zone affected by RFI (North Atlantic
Ocean, South China Sea) and the South of Australia, as shown in Fig. 6.18. Normalized
histograms are very similar, only small changes have been detected.
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6.3.2.3 Model 2 vs. Model 3(16)

In this section retrievals using Model 2 (Irisov (1997) and Johnson and Zhang (1999))
and Model 3 (Gabarró et al., 2004) in its configuration 16 (tuned with WISE data,
(Camps et al., 2004b)) are compared. As in the previous section, performance is as-
sessed through the analysis of the difference figure (Fig. 6.20) the normalized his-
tograms shown in Fig. 6.22 and of Table 6.6. In Fig. 6.22 a and b are the case of
retrieving using Model 2 and Model 3(16), respectively. The blue bars are relative to
all the retrieved gridpoints and the red ones only to the gridpoints with a precision
lower than 2.5 psu. In Table 6.6 µ stands for the mean value and σ is the standard
deviation.

Figure 6.20: Level 3 retrieved SSS using model 2 minus using model 3(16)

From Fig. 6.20 can be easily noticed the strong correlation between the difference
Model 2/ Model 3(16) and the wind speed and sea surface temperature maps in Fig.
6.9. The only difference between the two cases is, in fact, the modellization of the
sea surface roughness contribution to the brightness temperature. Errorbars of the
difference between Model 2 and Model 3(16) as a function of wind speed and sea surface
temperature are shown in Fig. 6.21a and b, respectively. It is worth to notice that the
dependence on the sea surface temperature is just a consequence of the dependence on
the wind speed, high wind speed in fact decreases the sea surface temperature of the
ocean.
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(a)

(b)

Figure 6.21: Errorbars of the difference between Model 2 and Model 3(16) for (a) wind
speed and (b) sea surface temperature
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(a)

(b)

Figure 6.22: The normalized histograms of the retrieved SSS at level 3 when retrieving
(a) using Model 2 and (b) using Model 3(16). Blue bars are relative to all the retrieved
gridpoints and the red ones only to the gridpoints with a precision lower than 2.5 psu
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Table 6.6: Retrieval performance at level 3, Model 2 vs. Model 3(16)

[psu] µ(SSSmis) σ(SSSmis) rms(SSSmis)

VS. WOA CLIMATOLOGY
All points

Model 2 0.2445 2.3505 2.3631
Model 3 0.8302 2.5735 2.7041

Filtered points
Model 2 0.6157 1.5464 1.6645
Model 3 0.9346 1.9486 2.1611
VS. AVERAGED ARGO

All points
Model 2 0.2935 1.6756 1.7011
Model 3 0.8490 1.7188 1.9171

Filtered points
Model 2 0.6080 0.5932 0.8495
Model 3 0.9522 0.6619 1.1597

According to the histograms and to Fig. 6.20, a 13 % and 21-27% rms increment
is observed when retrieving with Model 3(16) instead than Model 2. Model 3 has
been derived, in fact, from WISE measurements, acquired in the Mediterranean Sea in
conditions quite far from the open ocean ones. The improvement of Model 3 is foreseen
during the next months, and new results will be obtained in the next data reprocessing.
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6.3.2.4 All vs. Ascending vs. Descending

The last test is one of the current objects of study in the SMOS community: whether
using both ascending and descending overpasses in the retrieval or only the first or the
second ones. Firstly, the misfit of the retrievals using all, only the ascending, and only
the descending overpasses for the case of applying the ocean target transformation,
compared with the WOA climatology are shown in Figs. 6.23 a, b, and c, respectively.
As can be noticed, land-sea transition strongly affects the results: negative anomalies
(waters seem fresher) are detected when the satellite approaches land and positive ones
(waters seem saltier) when it leaves it. This effect is partially compensated by summing
ascending and descending overpasses.

Normalized histograms are shown in Fig. 6.19 and Table 6.7. In Figs. 6.19 a, b,
and c are the case of retrieving using all, only the ascending, or only the descending
overpasses, respectively. In Table 6.7 µ stands for the mean value and σ for the standard
deviation.
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(a)

(b)

(c)

Figure 6.23: Level 3 ten-day average map minus WOA climatology using (a) all, (b)
only the ascending, and (c) only the descending overpasses - MODEL 2 DUAL FROM
FULL-POL, OTT APPLIED
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Table 6.7: Retrieval performance at level 3, All vs. the ascending vs. descending

[psu] µ(SSSmis) σ(SSSmis) rms(SSSmis)

VS. WOA CLIMATOLOGY
All points

All 0.2260 2.2565 2.2678
Ascending -0.0214 3.3183 3.3183
Descending 0.3851 2.9766 3.0014

Filtered points
All 0.5559 1.4457 1.5489
Ascending 0.2175 1.5405 1.5557
Descending 0.9942 1.7178 1.9848
VS. AVERAGED ARGO

All points
All 0.2958 1.4391 1.4692
Ascending -0.3585 3.0150 3.0362
Descending 0.7824 1.8510 2.0096

Filtered points
All 0.5278 0.5805 0.7846
Ascending 0.1239 0.8506 0.8595
Descending 1.0820 0.9610 1.4472

As can be deduced from the histograms and Table 6.7, the performance worsens
when only the ascending or descending overpasses are used, this is due the strong
land-sea transition effects, which partially compensates when ascending and descend-
ing overpasses are considered together. Results improve for the case of using all the
overpasses. If the external brightness temperature calibration is used the land-sea
transition are less pronounced and the retrieved SSS results more homogeneous. Misfit
maps, once subtracted the mean bias as in Fig. 6.15, are shown in Fig. 6.24 a and
b for the case of using only the ascending or the descending overpasses, respectively.
From the statistical point of view results are on the line of the case of using the ocean
target transformation, with the best performance when using all the overpasses, in this
case there is a preference for the ascending with respect to the descending overpasses.
Mean value (µ), standard deviation (σ) and rms of the misift are summarized in 6.8.
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(a)

(b)

Figure 6.24: Level 3 ten-day average map minus WOA climatology using (a) all, (b)
only the ascending, and (c) only the descending overpasses - MODEL 2 DUAL FROM
FULL-POL, EXT TB CALIBRATION APPLIED, MEAN BIAS SUBTRACTED
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Table 6.8: Retrieval performance at level 3, All vs. the ascending vs. descending, using
External TB Calibration

[psu] µ(SSSmis) σ(SSSmis) rms(SSSmis)

VS. WOA CLIMATOLOGY
All points

All 2.9600 2.3886 3.8036
Ascending 2.8765 2.7368 3.9704
Descending 2.8975 3.1534 4.2825

Filtered points
All 2.1981 1.7300 2.7972
Ascending 2.2768 2.4663 3.3566
Descending 2.5100 2.7129 3.6959
VS. AVERAGED ARGO

All points
All 3.2541 1.7764 3.6199
Ascending 2.9333 2.2522 3.6982
Descending 3.2381 2.2810 3.9680

Filtered points
All 2.2214 0.5801 2.2959
Ascending 2.2337 1.0301 2.4598
Descending 2.5927 1.5949 3.0440
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6.3.3 Conclusions

Ten days of real L1c data from SMOS have been processed using the official SMOS
Level 2 OS Processor (Zine et al., 2008) according to three different configurations:
A: Nominal Product without any calibration; B: Applying the external brightness
temperature calibration; and C: Applying the so-called ocean target transformation.
For each one of the cases three different configurations have been tested: SSS1: Model
2 (Irisov , 1997) and (Johnson and Zhang , 1999), in the “Dual from Full-Pol” mode, i.e.
retrieving using TX and TY separately; SSS2: Model 2 (Irisov , 1997) and (Johnson and
Zhang , 1999), in the “Stokes’ first from Full-Pol” mode, i.e. retrieving using Stokes’ first
parameter in brightness temperatures; and SSS3: Model 3, configuration 16 (Gabarró
et al., 2004), in the “Stokes’ first from Full-Pol” mode. Retrieved SSS, averaged to
construct level 3 maps, have been compared to WOA05 climatology and ARGO data.
Statistics have been caluclated for all the points and only for the points with a retrieval
precision lower than 2.5 psu.

SMOS measurements properly reproduce the main structures of the SSS field.

Retrieved SSS maps are affected by the presence of artifacts, a kind of “shadows”
close to the coast of South America, Africa, and Australia due to the Gibbs effect gener-
ated by transition land-sea, this feature is under investigation and different mitigation
techniques are now being tested. Besides the land-sea transition, RFI is the strongest
error source for SMOS, heavy RFI have been detected in the North Pole, China, Europe
and South America, several of them have been already turned down during July 2010,
anyway this can be yet considered an open issue. Concerning the precision, results
are very similar for the three cases, being the ocean target transformation the best
configuration.

Case C (ocean target transformation) gives the best performance, while both cases
A and B are affected by a positive bias. If all the points are considered, the misfit rms
decreases in average 14-20% from the nominal case to using the external brightness
temperature calibration, and 52-68% using the ocean target transformation. After the
filtering out points with a precision higher than 2.5 psu these improvements become
37-52% in the first case and 73-78% in the second. The best retrieval is achieved with
SSS1 (Model 2, Dual from Full-Pol mode) in case C with a misfit rms of 0.78 psu with
respect to ARGO data.

Comparing SSS1 and SSS2, results indicate that using TX/TY separately or Stokes’
first parameter on brightness temperature is almost equivalent, at least at level 3.
Slightly better performance can be achieved using TX/TY separately, in this way, in
fact, the algorithm takes the maximum advantage from the multi-angularity.
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Model 2 globally shows better performance than model 3. Anyway it has to be
remarked that the latter is still in definition and, in particular, that configuation 16 is
the result of a field campaign in the Mediterranean Sea (WISE (Camps et al., 2004b)).
If the filtered points statistics is considered, the misfit rms versus ARGO data and
WOA climatology is 27-23 % lower (0.8495-1.6645 psu vs. 1.1597-2.1611 psu) if model
2 is used instead of model 3.

Finally, better retievals are obtained if all the overpasses are taken into account, this
is due to the strong error associated to the land-sea transitions that affects the retrieval
when using only the ascending or the descending overpasses. This effect partially
compensates when all the overpasses are considered.

6.3.4 Comparison with simulations

As already stated, the 10-day level 3 product, retrieved using the Stokes’ first parameter
in brightness temperature, has been synthesized to allow the comparison with the
simulations of Chapter 4, this is what this section is devoted to. The statistics of both
the simulations and the real case are recall in Table 6.9 for the sake of convenience.

Table 6.9: Retrieval performance at level 3, simulations vs. real retrievals

[psu] µ(SSSmis) σ(SSSmis) rms(SSSmis)

SIMULATIONS
Open Ocean -0.1362 0.2239 0.2621
Coastal Zone 0.00559 0.6835 0.6858
REAL RETRIEVAL vs. ARGO
External TB Calibration 3.3024 1.6341 3.6845
Ocean Target Transf. 0.6080 0.5932 0.8495

In the simulated level 3 product rms error of 0.2621 psu in the Open Ocean and
0.6858 psu in the Coastal Zone were achieved. In the real case, using the external
brightness temperature calibration the result is 3.6845 psu. Two main differences be-
tween simulations and real retrievals can be found:

� Strong systematic errors, up to 10 K, have been found in the real measurements,
which did not exist in the simulations and are not reflected in their results. In
the current configuration these errors are corrected by the OTT. If simulations
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are compared with the OTT case, figures are much more similar with a misfit rms
of 0.8495 psu and a standard deviation (0.5932 psu) lying between the simulated
0.2239 psu of the Open Ocean and the 0.6835 psu of the Coastal Zone.

� The residual bias could be attributed to the forward models inaccuracies, espe-
cially the ones relative to the sea surface roughness contribution to the brightness
temperature. No error concerning the forward modelling was included in the
simulations since brightness temperatures were generated and retrieved using the
same models while in the second case real brightness temperatures are used. As
pointed out in Sabia et al. (2006), using different models for generating and re-
trieving can induce a bias in the retrieval, which, according to the simulation
presented in that study, is on the order of 1.3 psu for a monthly product. In the
real case there is no forward model, but the inaccuracies of the backward model
can conceivably induce bias in the retrieved SSS.
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7

Conclusions and original

contributions

This Ph.D. thesis has been carried out within framework of the SMOS mission, with
the aim of improving the level 2 sea surface salinity retrieval algorithm. Several studies
are part of it, trying to isolate the problems, looking for ad-hoc solutions. Based
the analysis on the SMOS error budget as in Sabia (2008) and Sabia et al. (2010),
the improvement of the level 2 retrieval algorithm has been approached throught the
following points:

� The mitigation of the scene-dependent bias in the measurements is the objective
of the External Brightness Temperature Calibration that allows to pass from
not even retrieving a 5 psu /10◦ -gradient at 25◦ C of temperature and
no wind (very favourable conditions) to distinguish the 2-psu gradient
even with high winds (U10 = 15m/s) and low temperatures (SST = 5◦

C), as shown in section 4.5.

� The possible L-band forward modeling inaccuracies and their effect on the re-
trieval are accounted for by the External Sea Surface Salinity Calibration. In this
case performance improves as detailed in section 4.6:
At level 2:

1. The external salinity calibration remarkably reduces the retrieved
SSS mean error, while keeping unchanged the standard deviation,
preserving in this way the local variation of salinity within the same snap-
shot.
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2. The mean value of the retrieved SSS error is approximately equal to zero,
with fluctuations on the order of 0.5 psu, while its standard deviation is
almost constant and lower that 1.5 psu within both the so-called “Narrow
Swath”.

3. The proximity of the coast degrades the performance of the SSS

retrieval, increasing the standard deviation of the error by a factor
of between 1.5 and 2. Large errors (3 - 4 psu) are found up to 150
km from the coast and ∼1 psu up to 300 km.

4. External salinity calibration slightly decreases the error induced
by the coastal proximity: the mean error by 25% (0.5 over 2 psu) and
the rms by 10% (0.5 over 5 psu), particularly in the zones with largest errors
(low number of observations).

At level 3:

1. The mean error is reduced by more than 15% for 10-day product and by 5%
in the 30-day one.

2. The external salinity calibration only partially mitigates the error
caused by the coast proximity for both for the 10- and the 30-day
products.

3. Level-3 mean error is dominated by the standard deviation of the
Level-2 error, and therefore, averaging does not significantly re-
duce the SSS retrieval error.

� Radiometric sensitivity and accuracy patterns, and their effect on the relative
weights used to build the level 2 retrieval cost function have been assessed as
explained in Section 5.1. SMOS brightness temperatures misfit covariance ma-
trices have been estimated and a new weight for the observable term of the
cost function has been defined. Results suggest that the current cost func-
tions, although ensuring better performance, may be introducing non-
linearities in the retrieval procedure (causing non-Gaussian retrieved SSS
error pdf) if compared to the results obtained using directly the misfit covariance
matrices. According to previous studies, non-linearities may be due to a
non-optimum balancing of the cost function that should be modified. Fur-
thermore, the inclusion of the brightness temperature misfit covariance
matrices strongly modifies the error statistics and should be taken into
account in the future in the choice of the relative weights.
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The application of the aforementioned techniques on real data proved their validity,
namely:

� The HUT case: [6.1]
Applying both techniques, SSS has been retrieved with an rms error
of approximately 2 psu, which is a very good result considering the instrument
characteristics (∆T = 10K) and the geophysical conditions (coastal region with
cold water and very low SSS ). Moreover, averaging the results in larger cells
(approximately 1.5 km side), the error decreases down to 1 psu, allowing
to satisfactorily track the SSS gradient.

� The SMOS case: [6.2]
SMOS measurements properly reproduce the main structures of the SSS field.

Land-sea transition strongly affects the retrieved SSS quality. It must
be noticed that the reconstruction technique presented in Camps et al. (2008a)
was already implemented in SEPS at the time of the simulation study of Chapter
4, while is not yet included in the official SMOS level 1 processor; this mofication
would strongly improve the performance, especially close to the coast. The sec-
ond most important error source for SMOS is RFI, several sources have
been already turned down during July 2010, anyway much work is still neede to
improve the detection algorithm and introduce some mitigation technique.

Both External Brightness Temperature Calibration and Ocean Target
Transformation improve the level 3 product causing in average a 14-20%
and 52-68% decreases of the misfit (level 3 SSS minus climatology and ARGO
averaged data) rms with respect to the nominal product, respectively. If only
grid-points with a precision lower than 2.5 psu the improvement increases up to
37-52% in the first case and 73-78% in the second. The best retrieval is achieved
with SSS1 (Model 2, Dual from Full-Pol mode) in case C with a misfit rms of
only 0.78 psu with respect to ARGO data.

Concerning the retrieval mode, using TX/TY separately or Stokes’ first parameter
on brightness temperature seems to give very similar results. Anyway, slightly
better performance can be achieved using TX/TY separately.

Model 2 globally shows better performance than model 3, as expected.
Model 3 is, in fact, still in definition and will be improved for the next SMOS
data reprocessing. In figures the level 3 retrieved SSS misfit rms versus ARGO
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data and WOA climatology is 27-23 % lower if model 2 is used instead of model
3, respectively.

Finally, better retievals are obtained if all the overpasses are taken into
account with respect to using only the ascending or the descending overpasses.
This is due to the strong error associated to the land-sea transitions that affects
the retrieval when using only the ascending or the descending overpasses. This
error partially compensates when all the overpasses are considered.
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Future research lines

After several years of studies and simulations, SMOS is at last flying and providing real
remote sea surface salinity measurements. Nevertheless, researches on this topic are far
from stopping, several issues are still open concerning the consolidation of the product
on one side, and its exploitation on the other side. Next steps should be, among others:

Data processing consolidation

� As an evolution of both the External Brightness Temperature Calibration and the
Ocean Target Transformation, research should be done on the detection of instru-
mental errors patterns and systematic biases, mainly by performing calibrations
and consistency tests at Level 1.

� There is room for improvement also in the characterization of external contami-
nations such as Solar and galactic reflections, radiofrequency interferences, land
and ice borders.

� About the optimal processing, partly analysed in Chapter 5, the retrieval of salin-
ity can be optimized including error modelling (both instrumental and geophys-
ical), a comprehensive quality control, and the assessment of the inversion cost
function (including the review of existing formulations as well as the derivation
and testing of new ad-hoc formulations).

� Finally, as an advance with respect to the empirical model 3 used inthe current
retrievals, the development of a fully empirical model that relates the various
geophysical parameters, such as temperature, salinity, and surface wind, to the
brightness temperature measured by the instrument can be envisaged.
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Oceanografical exploitation

� Firstly, validation and SSS product comparison should be foreseen, including
moored buoys, profilers, drifters, gliders, oceanographic cruises transects and VOS
(Voluntary Observatory Ships).

� Based on advanced downscaling and assimilation techniques, ocean forecasting
capabilities could be improved by the inclusion of SMOS measurements.

� A consolidated SSS product suitable for process studies and climate analyses can
be obtained through data fusion between SMOS and other instruments measure-
ments as well as modelling outputs.
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Appendix A

A review of the rain effect on the

brightness temperature

It is very easy to imagine that rain can modify both sea surface temperature
(SST ) and salinity (SSS ). It represents, in fact, a source of fresh, and often colder,
water. Nevertheless so easy is to say that it affects SSS and SST as complex it is to
describe and quantify these variations. Most of these changes take place in the top
millimeters-centimeters of the sea surface, to which, actually, microwave sensors are
most sensitive. This very thin layer is called the near-surface layer and it is mostly
dominated by the local fluxes of heat, moisture, momentums, and gas from the
atmosphere. Several studies have been devoted so far to the better characterization
of this important layer (Soloviev and Lukas (2006), Saunders (1967), Soloviev
and Schluessel (1996), Schluessel et al. (1997), Craeye and Schluessel (1998)),
and even if direct measurements to validate the models are still a challenge and
most of the test have been carried out in laboratories, the basics physics of the
phenomena happening in it is wide accepted within the scientific community, and
can be summarized as described in the following paragraphs.

A.1 The sea surface microlayer

The sea surface microlayer is defined as the top first few millimeter of the ocean surface.
The physics of the sea surface microlayer are related to the fundamental properties of
turbulent boundary layers. The transfer of momentum, heat, and mass is controlled
by the molecular diffusion, surface organic and inorganic films, result of the interplay
between biological, chemic, and physical processes interfere with the air-sea interaction
and affect the properties of the molecular layer. The thickness of the microlayer is basi-
cally determined by kinematic molecular viscosity, the thermal diffusion coefficient, and
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diffusivity molecular coefficients. Due to those processes in the top few millimeters of
the ocean surface, both temperature and salinity can differ from the ones of the under-
lying mixed layer, identifying the so-called cool skin (Saunders, 1967) and freshwater
skin, respectively. Models accounting for the description of the molecular sub-layers
can be divided into two classes: surface renewal models and boundary layers models.
Models belonging to the first class will be objective of this section. The properties of
the sublayer are represented as a function of the surface renewal time τ . Environmental
parameters controlling the layer instabilities are used to determine τ .

A.2 Surface cooling due to evaporation

Due to the interaction between the sea and the atmosphere, evaporation is one of the
most important processes happening in the near-surface layer. During the nighttime, it
is often the only one. Naming αT is the coefficient of thermal expansion in water, g the
acceleration of gravity, ν the kinematic molecular viscosity, kT the thermal molecular
conductivity, µ the coefficient for molecular gas diffusion, and h the molecular sublayer
depth, in case of stationary meteorological and wave conditions, for the near-surface
layer the following set of functional dependencies can be formulated:

∆u = function (u∗, q0, αT , g, ν, kT , h) ,

∆T = function (u∗, q0, αT , g, ν, kT , h) , (A.1)

Kµ = function (u∗, q0, αT , g, ν, µ, kT , h) ,

where q0 = Q0/(cpρ) = (QT +QE + IL)/(cpρ), being QT the sensible heat flux, QE
the latent heat flux, IL the net long-wave irradiance, cp the specific heat and ρ the sea
water density.

To symplify the analysis, the relations in A.1 are expressed also in a dimensionless
form, and some useful coefficient are defined. Equations A.1 become:

∆u/u∗ = fu (Rf0,Ke, Pr) ,

∆T/T∗ = fT (Rf0,Ke, Pr) , (A.2)

Kµ/u∗ = fC (Rf0,Ke, Pr, Sc) ,

where T∗ = q0/u∗, Rf0 = (αT gq0ν)/(u4
∗) is the surface Richardson number Kudryazt-

sev and Soloviev (1985), Ke = u3
∗/(gν) the Keulegan number Csanady (1990), Pr =

ν/kT the Prandt number, and Sc = ν/µ the Schmidt number. At this stage, remem-
bering the hypothesis of no insulation or rain and considering horizontal homogeneity,
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the molecular diffusion laws can be expressed as:

∂u

∂t
=

∂

∂z

(
ν
∂u

∂z

)
,
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∂

∂z
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)
, (A.3)
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leading to the solutions:

∆u(t) = 2

√
t

πν

τt
ρ
,

∆T (t) = −2
√

t

πkT
q0, (A.4)

∆C(t) =
√

t

πµ
∆C.

Indicating a general cooling of the upper layer of the ocean surface and a consequent
increase of the salinity.

Considering for each of the equations in A.4 its mean value and taking into ac-
count that, according to Garbe et al. (2002), the renewal events follow the log-normal
distribution in A.5:

p(t) = π−1/2 (σt)−1 exp
[
−(ln t−m)2/σ2

]
, t > 0 (A.5)

Equations A.4 become:

∆u =
∫ ∞

0

1
t
p(t)

(
∆u(t′)dt′

)
dt

=
4
3

√
t∗√
πν

exp(−σ2/16)τt,
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∫ ∞

0

1
t
p(t)

(
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)
dt (A.6)

=
4
3

√
t∗√
πkT

exp(−σ2/16)q0,

∆C =
∫ ∞

0

1
t
p(t)

(
∆C(t′)dt′

)
dt

= 2

√
t∗√
πµ

exp(−3σ2/16),

These expressions are very useful in case of general studies, but if the aim is to
compare models to direct measurements, an adequate renewal time, not its mean value,
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must be used to really assess the viscosity, temperature, and salinity in the near-surface
layer. Following Soloviev and Schluessel (1994), three different formulas can be applied
depending on the wind conditions to obtain the renewal time:

1. Calm sea or low winds Foster (1971):

tc = ac (−v/αT gq0)1/2 , (A.7)

2. Intermediate winds Csanady (1990):

tr = arν/u
2
∗, (A.8)

3. High winds:

tw = awu
2
∗/g. (A.9)

The surface Richardson number RF0 controls the passage from regime 1 to regime
2, while the Keulegan number Ke from regime 2 to regime 3. Summarizing the three
cases in one equation A.10 is obtained:

t∗
(arν/u2

∗)
=


(Rf0/Rfcr)

−1/2 at Rf0 ≥ Rfcr
1 at Ke ≤ Kecr

Ke/Kecr at Ke ≥ Kecr
(A.10)

which can be further simplified into:

t∗ =
(
arν/u

2
∗
)

(1 +Rf0/Rfcr)
−1/2 (1 +Ke/Kecr). (A.11)

So as to conclude, according to the theory of the renewal time, described in Kim
et al. (1971), Liu and Businger (1975), Kudryaztsev and Soloviev (1985), and Soloviev
and Schluessel (1994), referring to A.5 and A.11, and defining the following coefficient
Λ0:

Λ0 =
4

3
√
π
exp(−σ2/16)

√
ar (A.12)

for nighttime t∗ can be expressed as:

t∗n =
9πν
16u2

∗
exp(σ2/8)Λ2

0(1− a3
0Λ4

0Rf0)−1/2(1 +Ke/Kecr). (A.13)

applicable only with the assumption of Rf0 < 0.
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A.3 Solar radiation effect

The penetration of the solar radiation on the molecular sublayer has basically two
effects on its dynamics, as explained in Soloviev and Lukas (2006) and Soloviev and
Schluessel (1996): one the one hand it increases the evaporation of the upper layer on
the other hand it leads to a stratification that increases the renewal time. Both effects
are explained in the following paragraphs.

The effect on the sea temperature

Considering a fluid element adjacent to the sea surface and participating to the
process of cyclic renewal of the surface water, being affected by both surface cooling
(always present and modelled in paragraph A.2) and solar radiation absorption, the
molecular diffusion law leads the evolution of the temperature difference across the
sublayer according to:

∂T

∂t
=

∂

∂z

(
kT
∂T

∂z

)
+
∂qR
∂z

, (A.14)

where kT is the thermal diffusion coefficient and qR = IR/(cpρ) is the volume
source due to absorption of solar radiation. The boundary and initial conditions are
respectively

−kT
∂T

∂z

∣∣∣∣
r→0

= q0, (A.15)

and

T (z, 0) = Tw. (A.16)

Being q0 = (QT +QE+IL)/(cpρ), QE and IL not depending on the the temperature
difference across the cool skin, and since QT depends of the temperature difference, it is
in general much lower than QE and IL and can be considered constant between surface
renewals.

Introducing the variable ∆T (z, t) = T (z, t)−TW , the solution of equation A.14 can
be written, separating the two contributions of the cooling and the solar radiation, as:

∆T (z, t) = ∆TC(z, t) + ∆TR(z, t), (A.17)
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where

∆TC(z, t) = − q0√
kTπ

∫ t

0
(t− t′)−1/2exp

{
− z2

kT (t− t′)

}
dt′ , (A.18)

and

∆TR(z, t) =
∫ t

0

∫ 0

−∞
f̂(η)

(
4kTπ(t− t′)

)−1/2
exp

{
− (z − η)2

kT (t− t′)

}
dη dt′ , (A.19)

with f(z) = ∂qR/∂z. The circumflex denote an even extension of the function t
z > 0 so that f̂(z) = f̂(−z).

Solving the integrals for the near-surface (z = 0) the following expression is ob-
tained:

∆T (0, t) = ∆TC(0, t) + ∆TR(0, t) = − 2qR0√
kT pi

t1/2+

+
∫ t

0 (4πkT (t− t′))−1/2

(∫ 0
−∞

∂qrv
∂(−η)e

− η2

4kT (t−t′)dη +
∫∞

0
∂qrv
∂(η) e

− η2

4kT (t−t′)dη

)
dt′ ,

(A.20)

Renewal time

When solar radiation is present Rf0 can become positive and an extension of the
definition of surface Richardson number for conditions of solar heating and condensa-
tion vapor at ocean surface must be taken into account to adapt A.13.

Under calm weather Rf � −a−3
0 Λ−4

0 , and the renewal events are mainly due to
convective instability. According to Woods (1980) a Rayleigh-number criterion can be
applied to determine the influence of the solar radiation absorption:

Ra(z) =
z4αT gqR0 [fR(D)− fR(z)]

νk2
T

, (A.21)

where fR(z) is the solar radiation absorption function, qR0 the solar irradiance just
below the surface, and D the compensation depth defined by:

q0 = qR0 [1− fR(D)] . (A.22)

The maximum of Ra(z) can be found from:

dRa(z)
dz

= 4
[
fR(z)− 1 +

q0

qR0

]
+ z

dfR(z)
dz

= 0, (A.23)
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which, compared to the critical value Racr = 1700, determines if the stratification
induced by the absorption of solar radiation can inhibit the thermally driven convection
in the near-surface layer. The new definition of surface Richardson number including
this phenomenon is expressed in A.24

Rf0 =
αT gν

cpρu4
∗

{
(QE +QT + IL + (βSS0cpQE) /αTL) for Ramax ≥ Racr,

(βSS0cpQE) /αTL for Ramax < Racr.
(A.24)

A.4 Rainfall effect

Rainfalls induce several changes in the molecular boundary layer of the sea surface,
among those:

� The freshwater flux related with the precipitation change the salinity of the upper
ocean creating the so-called freshwater skin stabilizing the near-surface layer and
dampening free convection in the oceanic boundary layer.

� The precipitation is mostly connected with sensible heat flux, being rain a source
of usually low-temperature water. Two fluxes can be distinguished, the first one
associated to small rain drops not penetrating into the ocean, and the second one
caused by the bigger drops submerging into the ocean and gradually decaing with
depth.

� Temperature and salinity changes modify the physical constants of sea water.

� Due to the rain drops impact on the ocean surface its roughness increases.

� The impact of rain drops partially or totally removes the surface films.

� Submerging rain drops affect the ordered wave motion and reduce the short grav-
ity waves amplitude causing in this way the decrease of the surface renewal time.

� The impact and penetration of the rain drops into the ocean provoke additional
surface renewal events.

� The horizontal momentum of the rain drops is passed to the sea surface increasing
the wind stress acting on it.

� Thermodynamic processes take place when the freshwater skin interacts with the
underlaying cool skin.

The most important contributions are analyzed in the following paragraphs.
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Water volumes

The rain drops falling onto the ocean can be considered as sphere of radius r0 which
size distribution is commonly described by the Marshall-Palmer distribution, according
to A.25:

n (r0) =
dN

dr0
= n0exp(−2Λr0), (A.25)

where N is the particle density, n0 = 1.6 · 104 m−3mm−1, and Λ = 4.1R−0.21, with
the rain rate R is expressed in mm/h. The total volume of water can be thus expressed
as:

V0 = Vu

∫ ∞
0

4
3
πr3

0n (r0) dr0 = Vu

∫ ∞
0

4
3
πr3

0n0exp(−2Λr0)dr0 , (A.26)

where Vu = 1 m3 and is necessary for dimensions coherence

According to their size, and then to their mass and kinetic energy, the rain drops
can overcome the surface tension and penetrate into the water body. Different critical
radius have been defined: rc = 0.4 mm in Oguz and Prosperetti (1991), and rc = 0.75
mm in Green and Houk (1979). Considering this radius as the threshold below which
rain drops do not have enough kinetic energy to break the ocean surface, the total
volume of water remaining at the surface (Vsurf ) and the one penetrating into the
ocean (Vpen) can be expressed by A.27 and A.28, respectively:

Vsurf (rc) = Vu

∫ rc

0

4
3
πr3

0n0exp(−2Λr0)dr0 , (A.27)

Vpen(rc) = Vu

∫ ∞
rc

4
3
πr3

0n0exp(−2Λr0)dr0 . (A.28)

Figure A.1 shows the fraction of rain water that remains on the ocean surface and
the one that penetrates into it as a function of the rain rate (R) and for two different
critical radii: rc = 0.4 mm and rc = 0.75 mm.

Once the surface is broken the volume of the water decays exponentially according
to v(z) = v0exp (−z/ (ar0)), with a = 100 (Manton, 1973), introducing this dependency
A.28 becomes:

Vpen(z, rc) = Vu

∫ ∞
rc

4
3
πr3

0n0e

“
−2Λr0+ −z

ar0

”
dr0 . (A.29)
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Figure A.1: Fraction of rain water that (solid line) remains on the surface and that
(dashed line) penetrates into the ocean for (blue) rc = 0.4 mm and (red) rc = 0.75 mm

Figure A.2 shows the penetration of the rain water into the sea surface according
to A.29 for a rain rate of 20 mm/hr and a critical radius of rc = 0.75 and rc = 0.4 mm.
The value at the surface is the same in Fig. A.1.

Temperature and salinity changes due to rain

Temperature and salinity in the near-surface layer change according to the volume
of the rain water. Indicating Rs, qrs = −Qrs/cpρ, Rv, and qrv = −Qrv/cpρ the masses
and normalized heat fluxes due to the surface and the penetrated water, respectively
(being cp the specific heat and ρ the sea water density), these changes (∆T and ∆S)
can be described by Eqns. A.30 and A.31, respectively:

∂ (∆T )
∂t

=
∂qrv
∂z
− ∂qrs

∂z
, (A.30)

∂ (∆S)
∂t

=
∂Rs
∂z
− ∂Rv

∂z
. (A.31)

Solving this system of equations for z = 0 leads to:

∆Tr = ∆Trs + ∆Trv, (A.32)
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Figure A.2: Penetration of the rain water into the ocean for a rain rate of 20 mm/h and
a critical radius of (blue) rc = 0.75 and (red) rc = 0.4 mm

with

∆Trs(0, t) =
qrs√
(kT pi)

∫ t

0

(
t− t′

)−1/2
dt′ = − 2qrs√

kT pi
t1/2, (A.33)

∆Trv(0, t) =
∫ t

0

1√
4πkT (t− t′)

(∫ 0

−∞

∂qrv
∂ (−η)

e
− η2

4kT (t−t′)dη +
∫ ∞

0

∂qrv
∂ (η)

e
− η2

4kT (t−t′)dη

)
dt′ ,

(A.34)

and

∆Sr = ∆Srs + ∆Srv, (A.35)

with

∆Srs(0, t) = − 2qRs√
kT pi

t1/2, (A.36)

∆Srv(0, t) =
∫ t

0

1√
4πµ(t− t′)

(∫ 0

−∞

∂Rv
∂ (−η)

e
− η2

4µ(t−t′)dη +
∫ ∞

0

∂Rv
∂ (−η)

e
− η2

4µ(t−t′)dη

)
dt′ ,

(A.37)
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In Eqns. A.33 - A.37, kT is the thermal molecular conductivity, µ is molecular
diffusivity coefficient, t is the renewal time, and qrv, qrs, Rs, and Rv are obtained
according to:

qrs = R(Train − Tsea)
Vsurf
V0

,

qrv = R(Train − Tsea)
Vpen
V0

, (A.38)

Rs = R(Ssea)
Vsurf
V0

,

Rv = R(Ssea)
Vpen
V0

.

The renewal time

Apart from inducing changes in the surface temperature and salinity rain can in-
crease the number of surface-renewal events by promoting additional mixing. This
change is mainly caused by the mixing induced by the formation of craters due to the
impact of the rain drops on the ocean surface. The impact velocity of the rain drops
falling onto the ocean has been expressed by Best (1950) as:

wt = α
[
1− e−vrλ0

]
, (A.39)

where α = 9.43 ms−1, v = 0.5650 mm−λ, and λ = 1.147. For r0 between 0.3 mm
and 6 mm the A.39 can be approximated by

wt = α
[
b1− b2e−v′r0

]
. (A.40)

The radius of the craters is directly proportional to square root of this terminal
velocity and can be expressed according to Prosperetti and Oguz (1993) by:

rk = ϕ0r0

α2
[
b1− b2e−v′r0

]2

gr0


1/4

, (A.41)

where ϕ0 = (8/3)1/4.

The crater flux density can, thus, be expressed as (Craeye and Schluessel (1998)):
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Fk =
∫ ∞
rc

πrkr
2
0n(r0)wt(r0)dr0 =

=
∫ ∞
rc

πϕ2
0√
g
r

3/2
0

[
α
(
b1− b2e−v′r0

)]2
e−2Λr0 (A.42)

leading to a time of renewal due to rain t∗r = 1/Fk shown in Fig. A.3 as a function
of the rain rate.

Figure A.3: Time between the renewal events due to rain

An additional source of renewal events is the kinetic energy of the rain drop due
to the horizontal component of the rain-drop velocity passed to the ocean surface with
the impact. It can be expressed as:

Ek =
∫ ∞
rc

1
2
ρR

4
3
πr3

0n0e
−2Λr0

[
α
(
b1− b2e−v′r0

)]
dr0 . (A.43)

Defining a corresponding additional friction velocity equal to u∗ = 3
√
Ek/ρ, this

must be included in the background time of renewal calculation.

A.5 The combined effect

To summarize all these contributions a set of functions in Matlab has been devel-
oped. The background time of renewal, considering solar insulation hss been calculated,
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adding, if necessary, the wind friction velocity associated to the rain precipitation.
Apart from that, the time of renewal due only to the rain is calculated and summed to
the background according to 1/t∗t = 1/t∗b + 1/t∗r, to be applied in the calculation of
the changes in temperature and salinity.
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M. Talone, F. Petitcolin, J.-L. Vergely, and S. Delwart. Status and description
of level 2 products and algorithm (salinity). In Proceedings of the 7th SMOS
Workshop on Cal/Val, 2007.

13. A. Camps, M. Talone, M. Vall-llossera, A. Monerris, and P. Ferrazzoli. The
SMOS End-to-end Performance Simulator (SEPS): Recent improvements in sup-
port to the SMOS cal/val. In Proceedings of the 7th SMOS Workshop on Cal/Val,
2007.
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