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Abstract

We have developed an efficient and reproducible pipeline for the
identification of genetic variants affecting splicing (splicing quanti-
tative trait loci or sQTLs), based on an approach that captures the
intrinsically multivariate nature of this phenomenon. We employed it
to study the multi-tissue transcriptome GTEx dataset, generating a
comprehensive catalogue of sQTLs in the human genome. Down-
stream analyses of this catalogue provide novel insights into the
mechanisms underlying alternative splicing regulation and its con-
tribution to human complex traits and diseases. To facilitate the vi-
sualization of splicing events in GTEx and other large-scale RNA-
seq studies, we developed a software to generate sashimi plots,
which supports the aggregated representation of hundreds of sam-
ples. Given the growing interest in efficient methods to identify ge-
netic effects on multiple traits, we extended the statistical framework
employed for sQTL mapping (Anderson test) to accommodate any
quantitative multivariate phenotype and experimental design. We de-
rived the limiting distribution of the test statistic, allowing to compute
asymptotic p values. We further demonstrated the advantages and
applicability of our approach to GWAS and QTL mapping analyses
using simulated and real datasets.
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Resumen

Hemos desarrollado un método computacional eficiente y repro-
ducible, que permite la identificación de variantes genéticas que
afectan al splicing (splicing quantitative trait loci o sQTLs), y que
es capaz de capturar la naturaleza multivariante de este fenómeno.
Lo hemos empleado para estudiar el conjunto de datos GTEx, que
contiene información sobre el transcriptoma en múltiples tejidos,
generando un catálogo completo de sQTLs en el genoma humano.
El análisis de dicho catálogo proporciona nuevos conocimientos so-
bre los mecanismos que subyacen a la regulación del splicing al-
ternativo, así como sobre su contribución a los rasgos complejos y
enfermedades humanas. Con el objetivo de facilitar la visualización
de eventos de splicing en GTEx y otros estudios de secuenciación
de ARN a gran escala, hemos desarrollado un software para gener-
ar gráficos de tipo sashimi, que permite la representación agrega-
da de cientos de muestras. En vista del creciente interés por méto-
dos capaces de analizar efectos genéticos en múltiples rasgos de
manera eficiente, hemos extendido el marco estadístico empleado
para la identificación de sQTLs (test de Anderson) para acomodar
cualquier fenotipo multivariante cuantitativo y diseño experimental.
Hemos derivado la distribución límite del estadístico, lo que nos per-
mite calcular p valores asintóticos. Además, demostramos las ven-
tajas y la aplicabilidad de nuestro método en GWAS y análisis de
QTLs, empleando conjuntos de datos tanto simulados como reales.
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Preface

In the era of precision medicine, it is crucial to identify the genetic
determinants of human complex traits and diseases. Genome-wide
association studies (GWAS) have greatly contributed to this task, by
enabling the discovery of tens of thousands of statistical associations
between genetic variants and human phenotypes. However, in most
of the cases the causal variants, the target genes and the biological
mechanisms through which they act remain largely unknown. Hence,
characterizing the impact of regulatory variation on molecular pheno-
types, along the path that goes from DNA to proteins, is essential to
shed light upon the underpinnings of disease susceptibility. Albeit
the genetic effects on transcriptional and epigenetic regulation are
considered major drivers of phenotypic variability, the relevance of
genetic variants affecting RNA splicing (i.e. splicing quantitative trait
loci or sQTLs) has only recently been acknowledged.

In this context, the Genotype-Tissue Expression (GTEx) Project
has emerged as an unprecedented resource, with RNA sequencing
(RNA-seq) data available across multiple tissues in a large cohort of
genotyped individuals. By leveraging this dataset, we have generated
the most comprehensive catalogue to date of sQTLs in the human
genome (Chapter 1). Notably, to capture the strongly correlated na-
ture of the alternative transcript isoforms that can arise from a given
gene, we model alternative splicing as a multivariate outcome (Chap-
ters 1 and 3). Our analyses revealed that sQTLs tend to be shared
across multiple tissues and target global splicing patterns, rather than
individual splicing events. In addition, a substantial fraction of sQTLs
also affects gene expression, although not always of the same gene.
This reflects the tight association between splicing and transcription,
while uncovering unexpected complexity underlying the regulation of
both processes. Furthermore, we found stronger regulation of post-
transcriptional compared to co-transcriptional splicing (Chapter 1).
We observed that genetic effects on splicing are not restricted to
splice sites, since many sQTLs act as modifiers of RNA-binding pro-
tein (RBP) binding. Moreover, we show that sQTLs can have a phe-
notypic impact comparable or even stronger than variants affecting
expression, in particular those altering RBP binding sites (Chapter
1).

The study of alternative splicing often requires the efficient visualiza-
tion of splicing events from RNA-seq. In the context of sQTL anal-
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yses, for instance, it is useful to illustrate and compare the splicing
patterns of a gene between different genotype groups. The most
common representation, known as sashimi plot, displays the read
coverage plus the support of each splicing junction in a given ge-
nomic region (Chapter 2). However, currently available implementa-
tions present several limitations which narrow their applicability (e.g.
annotation-dependence, inefficiency, poor visualization when long in-
trons are present, etc.). Most importantly, they represent each RNA-
seq experiment on a separate line, and this hinders the comparison
of more than a few samples precluding their usage in large datasets.
Aiming to improve visualization for our splicing analyses using GTEx
data, we have developed a fast command-line implementation of the
sashimi plot (Chapter 2), which solves many of the current flaws and
presents novel features that enhance visualization, supporting the
aggregated representation of hundreds of samples.

Our work with multivariate vectors of proportions –relative isoform
abundances– in the context of sQTL mapping (Chapter 1), sparked
our interest in extending the non-parametric statistical framework em-
ployed for association testing (Anderson test), in order to accommo-
date any quantitative multivariate phenotype and experimental de-
sign. Certainly, the increasing availability of human phenotypic data,
both at organismic and molecular level, requires methods capable of
leveraging multiple traits, while accounting for potential confounders
in complex designs. Moreover, computational efficiency is key to per-
form millions of statistical tests in reasonable computing times. The
limiting distribution of Anderson test statistic under the null hypoth-
esis of no effects was long known for the one-way case. However,
in complex designs, permutation tests were still required to assess
significance, becoming unfeasible in large datasets such as GTEx.
Here, we derive the limiting distribution of the Anderson test statis-
tic for any complex design, and provide a methodology to compute
asymptotic p values (Chapter 3). Using a comprehensive set of sim-
ulations, we show that the asymptotic test has controlled type I error
rates and high power, outperforming parametric alternatives in sev-
eral settings. We also demonstrate its utility by applying it to two
distinct real-case scenarios: condition-specific splicing QTL mapping
across tissues, using data from the GTEx (Genotype-Tissue Expres-
sion) project, and GWAS of MRI-derived volumes of hippocampal
subfields in the ADNI (Alzheimer’s Disease Neuroimaging Initiative)
cohort (Chapter 3).
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Altogether, the work presented in this thesis represents a useful con-
tribution to understanding genetic effects on alternative splicing, and
constitutes a valuable resource for the field from the methodological
standpoint, providing enhanced statistical approaches and analysis
tools.
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INTRODUCTION

Genome-wide association studies: a success
story?

Over the past decade, genome-wide association studies (GWAS)
have led to the discovery of thousands of associations between ge-
netic variants on one side, and human diseases and complex traits
on the other (MacArthur et al., 2017). This experimental design has
been very successful in the identification of novel disease susceptibil-
ity loci, genes and pathways (de Lange et al., 2017, Demenais et al.,
2018, Li et al., 2017, Michailidou et al., 2017). In addition, GWAS
associations have been highly replicated across different studies and
populations (Marigorta et al., 2018), and the number of risk loci keeps
increasing as larger sample sizes are used, with no evidence of sat-
uration for any trait (Visscher et al., 2017). Although GWAS do not
directly point to causal genes or mechanisms, the identified loci of-
ten comprise genes of unknown function or unexpected relevance,
whose experimental follow-up may uncover new biological mecha-
nisms underlying diseases (Tam et al., 2019). Some well-known
examples include the association between the CFH gene and age-
related macular degeneration (Klein et al., 2005), or between the ma-
jor histocompatibility complex locus and schizophrenia (Sekar et al.,
2016). Furthermore, GWAS for some diseases, such as type II di-
abetes, dyslipidemia or rheumatoid arthritis, have guided the devel-
opment of new candidate drugs currently tested in clinical trials or
already employed in clinical care (Visscher et al., 2017).

GWAS have demonstrated that most complex traits are highly poly-
genic, that is, a large set of mutations targeting multiple genes con-
tributes to the trait variation in the population. However, on aver-
age, the proportion of variance explained by individual variants and
their effect sizes are small (Visscher et al., 2017). Nonetheless, the
gap between the amount of heritability explained and the amount ob-
served in family studies, i.e. the missing heritability (Manolio et al.,
2009), has been reduced as larger sample sizes have led to new dis-
coveries. As an example, while in 2008 there were only 40 genome-
wide significant variants for height, explaining 5% of the heritability,
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in 2014 this number was around 700, explaining 20% of the heri-
tability (Visscher et al., 2017). Furthermore, small effect size vari-
ants below the genome-wide statistical significance threshold often
account for a substantial fraction of heritability (Yang et al., 2010).
Another lesson learnt from GWAS is the pleiotropic nature of genetic
variants: most GWAS loci are significantly associated with several
traits (Pickrell et al., 2016, Sivakumaran et al., 2011). A paradigmatic
case are autoimmune diseases, where shared causal variants seem
to drive the associations across single disorders (Ellinghaus et al.,
2016, Parkes et al., 2013).

In GWAS, genotyping can be done using multiple technologies, in-
cluding SNP arrays (combined with imputation of unobserved geno-
types from population reference panels) and whole-genome se-
quencing (WGS). SNP arrays are currently the most widely used,
mainly because of their reduced cost and high reliability (Tam et al.,
2019). GWAS based on SNP arrays rely on existing reference pan-
els of genetic variants derived from sequencing studies. As a con-
sequence, most genetic variants surveyed to date are relatively com-
mon (Minor Allele Frequency, MAF, above 1%) (Visscher et al., 2017).
However, as larger reference panels become available (e.g. the one
recently created by the Haplotype Reference Consortium (Consor-
tium et al., 2016)), SNP arrays are able to interrogate relatively low-
frequency variants, achieving reasonable accuracy for imputation of
MAFs down to 0.1% (Consortium et al., 2016). Still, the distinct link-
age disequilibrium patterns across different ethnic groups hinder their
usage beyond populations that have been sequenced at high cover-
age (Rosenberg et al., 2010). Moreover, the study of ultra-rare vari-
ants is feasible only through WGS, which is already the gold standard
in the field, and will become widely used as sequencing costs drop
(Tam et al., 2019, Visscher et al., 2017).

Despite clear successes, GWAS have faced strong criticism. A ma-
jor concern is the modest fraction of the missing heritability explained
for many complex traits (Manolio et al., 2009). Although this may be
alleviated with new discoveries in larger experimental samples, as
pointed out before, it is unlikely that GWAS identify all the genetic
determinants of a given trait. Some of the reasons include the diffi-
culty in assessing the contribution of rare and ultra-rare variants, as
well as the presence of complex interactions (e.g. epistasis, environ-
ment, etc.), largely invisible to GWAS (Tam et al., 2019). Another key
aspect is the correlated structure of the genome. While linkage dise-

2



i
i

“thesis” — 2019/9/24 — 18:54 — page 3 — #13 i
i

i
i

i
i

quilibrium definitely helps to find genotype-phenotype associations, it
precludes the identification of the actual causal variant(s) and target
genes (Schaid et al., 2018). Indeed, the vast majority of GWAS loci
falls in non-coding regions (Maurano et al., 2012), which hinders their
interpretation, and functional characterization is essential to under-
stand the biological mechanisms beyond the statistical associations.

Moreover, for most complex traits GWAS loci perform poorly at clas-
sifying patients with and without the disease (Loos and Janssens,
2017, Marigorta et al., 2018), limiting their utility for clinical applica-
tions. Nonetheless, summarizing the risk of multiple loci at the indi-
vidual level through polygenic risk scores has been a useful strategy
to stratify the population in different groups according to the disease
risk (e.g. in cancer) (Torkamani et al., 2018). Given the huge num-
ber of associations identified to date, some authors have suggested
that GWAS may eventually involve most of the genome (Boyle et al.,
2017, Goldstein, 2009), becoming therefore uninformative. Further-
more, population stratification (i.e. differences in allele frequencies
due to differences in ancestry rather than to the association with a
given trait) may lead to spurious associations: actually, it has even
been suggested that most of the weak GWAS signals might be due to
cryptic population stratification (McClellan and King, 2010), although
this is probably unrealistic. Additional limitations include the reduced
range of phenotypes explored (typically single-trait, easy-to-measure
phenotypes) and the multiple testing burden (GWAS often use Bon-
ferroni correction to achieve a false-positive rate of 5% –assuming 1
million independent tests for common genetic variation, p < 5·10−8–
, which results in a lack of power to detect true associations (Tam
et al., 2019)).

The post-GWAS Era and the study of molecular
Quantitative Trait Loci (QTL)

To bridge the gap between the genotypes and the associated organ-
ismal phenotypes identified by GWAS, it is essential to fully under-
stand the flow of biological information that underlies complex traits.
Only by characterizing the molecular functions of the causal vari-
ants and target genes, as well as the biological mechanisms through
which they act, we will be able to shed light on their contribution to
disease susceptibility. The generation of a large number of publicly
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available catalogs of regulatory elements, across a broad range of tis-
sues and cell types (such as ENCODE (Consortium, 2012), FANTOM
(Andersson et al., 2014), or Roadmap Epigenome (Kundaje et al.,
2015)), is critical to achieve this goal. GWAS loci have consistently
shown enrichments in regulatory regions, suggesting that they may
indeed play a role in gene regulation (Maurano et al., 2012, Schaub
et al., 2012). In addition, understanding the three-dimensional or-
ganization of chromatin may help to identify the target genes. For
instance, conformation capture experiments were key to determine
that the intronic variants associated with obesity at the FTO locus
were in fact interacting with the promoter of IRX3, a gene whose ex-
pression is related to the regulation of body mass (Smemo et al.,
2014).

However, besides exploiting the overlap with regulatory elements to
prioritize GWAS variants, we can directly study the impact of genetic
variation on molecular phenotypes. The latter are tightly connected
to changes in the DNA sequence, and are therefore more informa-
tive about the regulatory architecture of the human genome. Recent
technological developments enable genome-wide profiling of virtu-
ally all the steps in the molecular path from DNA to proteins, includ-
ing DNA methylation (Bisulfite-seq), chromatin accessibility (DNAse-
seq, FAIRE-seq, ATAC-seq), histone modifications, transcription fac-
tor binding (ChIP-seq), RNA abundance and processing (RNA-seq),
etc. Most of these molecular phenotypes can be treated as quanti-
tative traits. Hence, measuring them in large cohorts of genotyped
individuals (either by SNP arrays or WGS), allows to map molec-
ular quantitative trait loci (QTLs), i.e. genomic regions containing
one or more variants associated with the molecular trait (Albert and
Kruglyak, 2015). Molecular QTLs often explain a substantial frac-
tion of the heritability of complex traits (Gamazon et al., 2018), and
weak GWAS associations might actually be strong molecular QTLs,
boosting their clinical relevance (Tam et al., 2019).

Overall, QTLs can be classified as local or distal according to their
relative location with respect to the element (gene, splicing event, hi-
stone mark, etc.) that they affect. However, the distance required for
a QTL to be distal is often arbitrary, and it may change depending
on the molecular trait considered. As local QTLs tend to act in cis
and distal QTLs in trans, the classification based on the mechanism
through which the QTL affects the trait (cis or trans) is often used in-
stead of the former based on location (local or distal), although they
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are not completely interchangeable (e.g. local QTLs may have trans
effects) (Albert and Kruglyak, 2015, Rockman and Kruglyak, 2006).
Note also that cis QTLs act in an allele-specific manner, and there-
fore heterozygous individuals display different levels of the molec-
ular trait at each allele. For this reason, allele-specific expression
(ASE) analyses often accompany cis expression QTL (eQTL) map-
ping (Chen et al., 2016, Consortium, 2017). In contrast, trans QTLs
modify the abundance, structure or activity of a diffusible factor, thus
being able to affect both alleles of the target gene. To date, most QTL
mapping studies have focused on cis QTLs, as the stringent multiple
testing correction required hinders the identification of trans QTLs,
which generally display smaller effect sizes and more tissue-specific
patterns (Albert and Kruglyak, 2015).

The most widely studied molecular phenotype is gene expression. In
a variety of experimental settings, eQTL mapping has confirmed that
genetic variants influence the expression of most human genes (Bat-
tle et al., 2014, Chen et al., 2016, Consortium, 2017, Lappalainen
et al., 2013). eQTLs have helped to link GWAS variants with the
genes and biological pathways that they actually affect, suggest-
ing plausible causal mechanisms. For instance, obesity-associated
SNPs in the FTO locus, mentioned above, affect the expression of
IRX3 (but not FTO) in brain (Smemo et al., 2014). Another example
is the 1p13 locus, associated with myocardial infarction (MI). A study
showed that a SNP in this locus creates a TF binding site and alters
the hepatic expression of the SORT1 gene in humans. Moreover, it
revealed that SORT1 affects in mice the low-density lipoprotein (LDL)
levels, a well-known risk factor for MI. Altogether, these observations
point to SORT1, rather than to the gene in which the SNP is located,
as the actual causal gene, and to its pathway as a promising new
target for the reduction of LDL levels and MI prevention (Musunuru
et al., 2010).

Integrating eQTL analyses with regulatory information across differ-
ent tissues and cell types has revealed an enrichment of eQTLs in
open chromatin regions and TF binding sites, as well as loci deco-
rated by promoter- and enhancer-related histone marks (Consortium,
2017, Lappalainen et al., 2013). Indeed, increasing evidence sup-
ports the fact that a substantial fraction of eQTLs might affect gene
expression through cis effects on TF binding (Albert and Kruglyak,
2015). However, it is unclear whether changes in the chromatin land-
scape drive TF binding or it is the opposite case (Henikoff and Shi-
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latifard, 2011). To help in this task, and to achieve a better under-
standing of the control of transcriptional activation and repression,
DNaseI sensitivity QTLs (dsQTLs) and histone QTLs (hQTL) have
also been identified (Degner et al., 2012, McVicker et al., 2013). This
has been further complemented with the study of genetic variants af-
fecting DNA methylation at CpG sites (methylation QTLs, meQTLs)
(Banovich et al., 2014). Downstream analyses of these QTL catalogs
suggest that genetic variants lead to coordinated changes across dif-
ferent molecular phenotypes, and point to variation in TF binding as a
primary driver of such changes (Banovich et al., 2014, Kilpinen et al.,
2013).

Moreover, besides the genetic effects on chromatin or RNA abun-
dance, the identification of QTLs affecting post-transcriptional mech-
anisms, such as alternative splicing (AS), is key to bridge the gap be-
tween genotypes and organismal phenotypes (Li et al., 2016). In this
sense, protein QTL (pQTL) mapping has also proven valuable (Wu
et al., 2013), especially given the generally weak correlation between
transcript and protein levels (Battle et al., 2015), and despite the
technical limitations to assess protein abundances proteome-wide
(Chandramouli and Qian, 2009). Nevertheless, the comprehensive
analysis and integration of all these layers of molecular information is
still challenging, and approaches to model higher-order relationships
between different molecular phenotypes (also between these and en-
vironmental exposures) are required to fully understand their interac-
tion and relative contribution to the organismal phenotype (Civelek
and Lusis, 2014).

As with GWAS, in QTL mapping the correlated structure of the
genome hinders the identification of the causal variant(s) controlling
the molecular trait of interest. To overcome this limitation, in addition
to functional characterization, statistical fine-mapping (i.e. assigning
probabilities of causality to each variant in a given locus) is commonly
applied (Spain and Barrett, 2015). This requires high quality genotyp-
ing (or high confidence imputation) of the variants in the region, and
large sample sizes to distinguish between variants in high LD. WGS
definitely helps in this task, and it is more feasible in QTL mapping
studies, where the number of samples required to achieve reason-
able power is much smaller than in GWAS (Brown et al., 2017). Most
available methods for statistical fine-mapping rely on bayesian ap-
proaches that use summary statistics and LD information to assign
causal posterior probabilities. These often allow multiple causal vari-
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ants per locus and provide causal credible sets (groups of variants
that account for a large fraction, e.g. 95%, of the posterior proba-
bility in a given locus) (Hormozdiari et al., 2014, Wen et al., 2016).
A recent alternative, CaVeMan (Brown et al., 2017), proposes to use
non-parametric resampling to estimate causal probabilities.

A related problem is to determine whether two association signals
at the same locus (e.g. GWAS and eQTL) are independent or cor-
respond to a shared causal variant (i.e. colocalization) (Giambar-
tolomei et al., 2014). Identifying a variant associated with different
traits is not sufficient to confirm colocalization, as this situation can-
not be distinguished from a scenario in which there are two distinct
causal variants in LD. Most colocalization methods rely on Bayesian
approaches that use summary association statistics from the two
traits of interest, plus information at the locus level, such as LD struc-
ture or minimum allele frequencies (Giambartolomei et al., 2014,
Hormozdiari et al., 2016, Wen et al., 2017). Moreover, colocaliza-
tion has been recently extended to multiple traits (Giambartolomei
et al., 2018). This allows to integrate GWAS with multiple molecular
QTL data, providing valuable insights into the mechanisms underly-
ing GWAS associations.

The Genotype-Tissue Expression (GTEx) Project

Analyzing multiple tissues is an important aspect in the study of the
genetic basis of complex traits and diseases for several reasons.
First, complex diseases often involve several tissues, being difficult to
identify the causal one(s) (Dermitzakis, 2012). Second, the interpre-
tation of the functional consequences of disease-associated variants
needs to be conducted in a disease-relevant cellular context (Lons-
dale et al., 2013). Third, the molecular phenotypes of interest, such
as gene expression, RNA splicing or those derived from epigenomic
assays, often display distinct patterns and are differentially regulated
across tissues (Kundaje et al., 2015, Merkin et al., 2012).

The Genotype-Tissue Expression (GTEx) Project has emerged as
an unprecedented resource to study the genetic effects on gene ex-
pression and other molecular phenotypes across a large panel of
(non-diseased) reference tissues (Consortium, 2015, 2017, Lonsdale
et al., 2013). In its current release (v7), it provides RNA-seq data
for more than 10,000 samples collected from 53 tissue sites (span-
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ning solid-organ tissues –including several brain subregions–, whole
blood, and two derived cell lines) across more than 600 deceased
donors. In addition, peripheral blood samples are employed as DNA
source for WGS-based genotyping. Samples (from donors of both
sexes, any ancestry, aged between 21 and 70) are characterized
by a short post-mortem interval (biospecimen collection starts within
24h from death), which ensures high-quality nucleic acids and robust
gene expression measurements (Lonsdale et al., 2013). GTEx raw
data is publicly available at the database of Genotypes and Pheno-
types (dbGaP).

RNA splicing: a key step in the path from geno-
type to phenotype

It is well established that the genetic effects on transcriptional and
epigenetic regulation, often leading to changes in gene expression,
are major drivers of the phenotypic variability among individuals
(Chen et al., 2016, Consortium, 2017). In addition, recent studies
indicate an emerging role of genetic variants affecting RNA splic-
ing, which may contribute to complex traits at a comparable level
to variants affecting gene expression, and often through independent
mechanisms (Li et al., 2016). This is not unexpected, given the cen-
tral position of splicing in the gene regulation cascade.

The majority of human genes contain introns, i.e. segments that
should be removed from the transcribed pre-mRNA during splicing.
Moreover, beyond this constitutive processing, more than 90% of hu-
man genes undergo alternative splicing (AS), producing multiple tran-
script isoforms from a single pre-mRNA (Wang et al., 2008). This dra-
matically increases the coding capacity of the human genome, and
provides countless opportunities for regulation. Splicing (and espe-
cially AS) is subject to a tight regulation, often tissue-, cell type- or
condition-specific (e.g. in response to signaling triggered by external
stimuli), involving a wide range of cis-acting regulatory sequences
(e.g. binding sites, RNA secondary structure) and trans-acting fac-
tors (e.g. RNA-binding proteins) (Chen and Manley, 2009, Fu and
Ares, 2014). All these elements become potential targets of genetic
variation affecting complex traits and diseases.

Splicing occurs by specific cleavage at the 5’ and 3’ splice sites,
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highly conserved sequences that contain the first and last two nu-
cleotides of each intron (consensus GU/AG dinucleotides). These,
together with the branchpoint sequence, which lies 18 to 40 nu-
cleotides upstream of the 3’ splice site, are strictly required by the
spliceosome (a large ribonucleoprotein complex) for exon recogni-
tion and splicing catalysis (Herzel et al., 2017, Shi, 2017). There-
fore, mutations disrupting them often lead to severe phenotypic con-
sequences (Manning and Cooper, 2017). Classical examples in-
clude splice site mutations in the DMD gene (dystrophin), which re-
sult in frameshifts and subsequent nonsense-mediated decay (NMD)
degradation of the transcripts, causing Duchenne muscular dystro-
phy (Scotti and Swanson, 2016), or polymorphisms in the polypyrim-
idine tract (a pyrimidine rich sequence located between the branch-
point and the 3’ splice site) before exon 9 of the CFTR gene, which
modify the severity of cystic fibrosis (Chu et al., 1993). Activation
of cryptic splice sites may also cause disease, as in the case of
Hutchinson-Gilford progeria syndrome, where a mutation activating
a cryptic 5’ splice site causes a deletion of exon 11 of the LMNA
gene (Eriksson et al., 2003). Nevertheless, the majority of genetic
variants affecting splicing (i.e. splicing QTLs, sQTLs) do not disrupt
splice sites, leading to more frequent and subtler phenotypic effects:
for instance, they may modulate disease susceptibility or response to
therapy (Manning and Cooper, 2017).

Splice sites can be considered strong or weak depending on how
much they differ from the consensus sequences, as this determines
their affinity for spliceosomal components and other splicing factors.
While strong splice sites are generally used, leading to constitutive
splicing, the alternative usage of weak splice sites mainly depends
on the cellular context and is controlled by other cis-acting regulatory
elements (Kornblihtt et al., 2013). Hence, another potential mecha-
nism through which sQTLs may affect splicing patterns is the impact
on these auxiliary elements. They are typically short sequences (6-8
nucleotides) that correspond to binding sites of trans-acting RNA-
binding proteins (RBPs). Depending on their location and influence
on the usage of the associated splice site(s), they can be classified as
exonic splicing enhancers (ESEs), intronic splicing enhancers (ISEs),
exonic splicing silencers (ESSs) or intronic splicing silencers (ISSs)
(Kornblihtt et al., 2013). The relative position of these elements with
respect to each other and the splice sites is key for their function (Fu
and Ares, 2014), and it has been shown that distal regulatory ele-
ments are as relevant as those in the vicinity of splice sites (Lovci
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et al., 2013). RNA local structure at these positions may also be an
important determinant of RBP binding (Manning and Cooper, 2017).

To understand how alterations in the sequence of cis regulatory el-
ements impact splicing, it is crucial to determine the trans factors
that actually bind to them. However, this is not always straightfor-
ward, as individual cis elements have little information content, and
RBPs often recognize variable motifs (Manning and Cooper, 2017).
Recent technical developments, such as the enhanced crosslink-
ing and immunoprecipitation (eCLIP) methodology, which enables
transcriptome-wide identification of RBP binding sites, have helped
to build more comprehensive catalogues of splicing regulatory ele-
ments (Van Nostrand et al., 2016). They have also facilitated allele-
specific binding studies to link the function of a given genetic variant
to the role of the RBP that displays allele-specific binding patterns
(Yang et al., 2019). Of note, many RBPs can act both as splicing ac-
tivators or inhibitors depending on the sequence and position of their
binding sites (Ule et al., 2006).

Some classical splicing factors include Ser/Arg rich (SR) proteins and
heterogeneous nuclear ribonucleoproteins (hnRNPs), often viewed
as positive and negative regulators of splicing, respectively (although
this is not always the case) (Fu and Ares, 2014). For example,
SR proteins bind to ESEs and promote exon inclusion by recruiting
spliceosomal components and other splicing factors to splice sites in
the first stages of spliceosome assembly (Zhou and Fu, 2013), while
some hnRNPs, such as hnRNP A/B or polypyrimidine tract-binding
protein (PTB), antagonize the function of SR proteins (Okunola and
Krainer, 2009) or interfere with the spliceosome assembly (Sharma
et al., 2008), respectively. Other well-characterized RBPs regulat-
ing splicing include tissue-specific factors such as NOVA (Ule et al.,
2006) and RBFOX (Yeo et al., 2009). Interestingly, many splicing
factors are involved in positive and/or negative autoregulation and
cross-regulation mechanisms, such as alternative splicing coupled
to nonsense-mediated decay (AS-NMD) (Jangi and Sharp, 2014).

In addition to cis effects, sQTLs can also have trans effects, that
is, they can affect splicing of the target genes by altering expres-
sion, splicing, stability, etc. of trans-acting factors. Indeed, mutations
in the core spliceosomal proteins such as the pre-mRNA process-
ing factor (PRPF) proteins have been related to several diseases,
including retinitis pigmentosa (Tanackovic et al., 2011) and cancer
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(Kurtovic-Kozaric et al., 2015). Another example are genetic variants
that impact the expression of RBFOX1, which has been associated
with misregulation of AS in brains of individuals with autism spectrum
disorders (Voineagu et al., 2011). However, as stated in the previous
section, trans QTL mapping still presents some limitations.

To add another layer of complexity, RNA splicing (as well as other
RNA processing steps such as 5’ end capping, 3’ end cleavage,
polyadenylation or editing) is generally coupled with transcription
(Bentley, 2014, Kornblihtt et al., 2013). This has two main impli-
cations: i) splicing often occurs co-transcriptionally (introns are re-
moved prior to transcription termination) and ii) the two processes in-
fluence each other through coordinated mechanisms. For instance,
splicing factors can be recruited by the transcription machinery (de la
Mata and Kornblihtt, 2006, Huang et al., 2012), or kinetics of tran-
scriptional elongation may determine exon inclusion (e.g. slow elon-
gation is often associated with higher inclusion rates) (Ip et al., 2011).
This considerably expands the set of potential mechanisms through
which sQTLs might act, and provides an interesting basis to explore
the interplay between sQTLs and eQTLs. However, despite the co-
transcriptional nature of splicing, sQTL mapping studies evidence
that the majority of genetic variants that affect splicing differ from
those affecting gene expression (Lappalainen et al., 2013, Li et al.,
2016).

The fact that splicing is generally coupled with transcription inevitably
opens to an additional level of information, provided by the epigenetic
landscape (Naftelberg et al., 2015). In this sense, a number of his-
tone modifications, such as H3K36me3 and H3K79me2, has been
related to splicing. For example, SETD2, the histone methyltrans-
ferase that specifically tri-methylates lysine 36 of H3, has been shown
to regulate exon inclusion by helping to recruit RBPs (Luco et al.,
2010, Pradeepa et al., 2012), while the distribution of the H3K36me3
mark seems itself sensitive to alterations in splicing (de Almeida
et al., 2011, Kim et al., 2011). As for nucleosome positioning, it has
been suggested that this feature may help the splicing machinery to
find exons (where nucleosomes are preferentially located), acting as
’bumps’ that pause transcriptional elongation (Hodges et al., 2009).
Remarkably, although splicing generally occurs co-transcriptionally,
there is a group of transcripts, mainly lncRNAs and often alterna-
tively spliced, that tend to be processed post-transcriptionally (Tilgner
et al., 2012).
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Alternative splicing visualization

Visualization of splicing events from RNA-seq data is often required
for the study of alternative splicing. For instance, in the context of
sQTL analyses, it is useful to represent and compare the splicing
patterns of a gene between individuals with different alleles at a par-
ticular SNP. However, the fact that splice sites are not contiguous
on the genome sequence (they can be even hundreds of kilobases
away from each other), complicates such task. The sashimi plot, a
very effective and established splicing visualization strategy, solves
this issue by drawing curves that connect splice sites to illustrate the
presence of a splice junction supported by RNA-seq. These connec-
tive elements are displayed in combination with information of read
coverage in the form of a signal track (Katz et al., 2015).

A tool for drawing sashimi plots was initially developed as part of
the MISO suite (Katz et al., 2010), a software that quantifies and
compares alternative splicing from different RNA-seq experiments.
In addition to this stand-alone utility available specifically for MISO-
indexed splicing events (Katz et al., 2015), the Integrative Genomics
Viewer (IGV, (Thorvaldsdottir et al., 2013)) offers its own built-in.
However, both implementations present several limitations that sig-
nificantly hinder their applicability. For instance, the former relies on
a proper compatible annotation of the event, and the latter requires
IGV installation and time-consuming uploading of voluminous align-
ment files. Moreover, in both cases the comparison of splicing events
is restricted to a few samples, since each RNA-seq experiment is
represented on a separate line. This supposes a major limitation for
the analysis of large-scale RNA-seq datasets such as GTEx or EN-
CODE.

Additional sources of transcriptional diversity

Alternative usage of splice sites gives rise to a variety of alternative
splicing events, such as alternative cassette exon inclusion, mutually
exclusive cassette exons, alternative 5’ or 3’ splice site usage or in-
tron retention (Kornblihtt et al., 2013). As previously stated, combina-
tions of these events result in an increased repertoire of transcripts,
proteins and functions encoded by the human genome. However,
in addition to alternative splicing, there are other relevant sources of
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transcriptional diversity. For instance, about 30% of human genes
have alternative transcription start sites (TSS), and over 70% display
multiple polyadenylation sites (Manning and Cooper, 2017). Indeed,
recent studies suggest that alternative transcription start and termi-
nation drive most transcript isoform differences across human tis-
sues (Reyes and Huber, 2018). Hence, genetic variation with effects
on these processes should be also considered an important deter-
minant of phenotypic variability. Nevertheless, the alternative usage
of promoters, splice sites and polyadenylation sites is highly inter-
leaved, and the structure of alternative isoforms often results from
combinations of all three (de Klerk and ’t Hoen, 2015).

Isoforms originated from alternative transcription start and termina-
tion contain different 5’ and 3’ untranslated regions (UTRs), which
often carry cis-acting elements involved in the regulation of RNA sta-
bility, secondary structure, localization or translation (Gupta et al.,
2014, Wang et al., 2016). In particular, there is evidence of 3’ UTRs
being especially relevant from the functional standpoint (Manning
and Cooper, 2017), and some studies have reported that a substan-
tial fraction of genetic variants affecting transcript isoform levels is
located at 3’ UTRs (Lappalainen et al., 2013). A potential mecha-
nism through which genetic variation in 3’ UTRs might affect human
traits is the disruption of polyadenylation signals, which include the
AAUAAA hexanucleotide, 20-40 nucleotides upstream of the 3’ cleav-
age site, and a GU-rich sequence, within 50 nucleotides downstream
of the cleavage site. Changes in these motifs can reduce dramati-
cally the efficiency of the 3’ end formation, or determine the use of
distal versus local alternative polyadenylation sites, leading to dis-
ease (Manning and Cooper, 2017). For instance, mutations in the
polyadenylation hexanucleotide of the gene HBA2 are long known to
cause α-thalassemia (Higgs et al., 1983). In addition, genetic effects
on polyadenylation are an important risk factor for several diseases,
including systemic lupus erythematosus (Hellquist et al., 2007) and
cancer (Stacey et al., 2011).

As concerns the genetic variants regulating alternative TSS usage,
recent studies highlight their markedly context-specific nature and re-
port colocalization with GWAS hits associated to a wide variety of
complex traits (Alasoo et al., 2019). Alternative TSS usage often re-
sults from changes in the chromatin state or transcription factor bind-
ing, not only at the level of promoters but also at enhancers (de Klerk
and ’t Hoen, 2015). Hence, regulatory variation affecting alternative
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TSS usage might act through these processes. Of note, leverag-
ing the CAGE (Cap Analysis of Gene Expression) (Kodzius et al.,
2006) data generated by the FANTOM consortium (Consortium et al.,
2014) has suggested that variants with opposite effects on different
transcript isoforms reflect compensatory mechanisms between alter-
native promoters (Garieri et al., 2017).

Approaches to splicing QTL mapping

In recent years, several approaches have been proposed to iden-
tify genetic variants that affect alternative splicing (AS), i.e. splicing
QTLs or sQTLs (Lappalainen et al., 2013, Li et al., 2018, Monlong
et al., 2014). In a typical sQTL mapping study, RNA-seq is per-
formed in a large cohort of individuals (n > 100), genotyped using
either arrays or WGS. Then, AS phenotypes derived from RNA-seq
are tested for association with nearby (cis sQTL mapping) or distant
(trans sQTL mapping) genetic variants, often using linear regression
or generalized linear models. A crucial step is the definition of the
AS phenotype as a quantitative trait, which relates to how AS can be
quantified from RNA-seq data. This is a complex task, and the nature
and properties of the resulting AS phenotype (distribution, single- or
multi-trait, etc.) largely impact the choice of the statistical method
employed for the mapping.

Although it represents a different application, sQTL mapping can be
related to differential splicing (DS) analyses, in which AS is compared
between two or more experimental conditions (Hooper, 2014). In this
context, it can be interpreted as a particular case of DS between
groups defined by genotypes. In fact, the two types of analyses
share the definition of the AS phenotype, and in some cases even
the statistical framework to assess differences (Li et al., 2018, Now-
icka and Robinson, 2016). Nevertheless, most methods employed
for DS cannot be scaled up to deal with many replicates and perform
millions of tests in reasonable computation times, or simply have not
been adapted for sQTL mapping.

Another relevant aspect, general to all QTL mapping approaches
independently of the molecular trait of interest, is the multiple test-
ing burden: multiple genetic variants are tested per phenotype
and multiple phenotypes are tested genome-wide (Ongen et al.,
2016). Hence, to reduce the number of false discoveries, several
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approaches have been proposed, ranging from classical family-wise
error rate (FWER) controlling procedures to complex permutation-
based schemes.

Defining the splicing phenotype

RNA-seq technology allows to study AS at an unprecedented reso-
lution, by producing millions of reads derived from the transcriptome
(Pan et al., 2008, Wang et al., 2008). However, limited coverage
depth, experimental biases (e.g. reads are not evenly distributed
along the transcripts due to differences in the GC content, positional
biases, etc.), and, in the case of short-read RNA-seq, reads span-
ning only a small fraction of the alternatively spliced portions of the
transcripts, pose several challenges for AS quantification (Alaman-
cos et al., 2014, Vaquero-Garcia et al., 2016). As the exact struc-
ture of the different isoforms cannot be directly derived from short-
read RNA-seq data, two alternative strategies have been proposed
to quantify AS.

A first approach aims to probabilistically estimate the abundance
of full-length transcript isoforms. This generally involves mapping
the reads to a reference genome or transcriptome, followed by the
probabilistic assignment of reads to isoforms (e.g. maximum likeli-
hood (ML) estimation by expectation maximization in methods such
as Cufflinks (Trapnell et al., 2010) or RSEM (Li and Dewey, 2011)).
In addition, pseudo-alignment algorithms allow fast transcript quan-
tification without prior read mapping (Sailfish (Patro et al., 2014),
Kallisto (Bray et al., 2016) or Salmon (Patro et al., 2017)). Fur-
thermore, although transcript quantification is generally annotation-
dependent, some methods are able to reconstruct isoforms de novo
(Cufflinks, StringTie (Pertea et al., 2015)). The expression of each
isoform is generally given in terms of R/FPKM (Reads/Fragments Per
Kilobase of transcript per Million mapped reads) or TPM (Transcripts
Per Million), and its contribution to the overall gene expression con-
stitutes the AS phenotype. Indeed, several studies have employed
transcript ratios (transcript expression divided by total gene expres-
sion) for sQTL mapping (Battle et al., 2014, Lappalainen et al., 2013,
Monlong et al., 2014, Montgomery et al., 2010, Ye et al., 2018).

The main drawback of the transcript-based approach is the high com-
plexity of inferring full-length isoform abundances from short reads,
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given that most reads cannot be unambiguously assigned to indi-
vidual transcripts (Park et al., 2018). Uncertainty in this assignment
should be appropriately modeled (Alamancos et al., 2014), taking
into account experimental biases and read overdispersion (inflation
of variance, read counts are often more variable than what is ex-
pected according to a Poisson distribution) (Nowicka and Robinson,
2016). Moreover, the estimation is highly sensitive to coverage –
especially for lowly expressed transcripts– and the choice of tran-
script annotations, and the set of most probable transcripts derived
may not be unique. In addition, it is often difficult to attribute changes
in isoform abundances to changes at specific exons or splice sites,
especially for genes with multiple alternatively spliced regions (Park
et al., 2018).

A second strategy exploits local information on the read distribution at
the exon or junction level to directly measure specific AS events. This
approach avoids the complex estimation of transcript abundances,
assuming that the differences in transcript usage can be tracked lo-
cally, and has been widely used in DS analyses (Alamancos et al.,
2014). The splicing phenotype can be defined as exon usage (as
in DEXSeq (Anders et al., 2012), for DS analyses), splice junction
usage (as in Altrans (Ongen and Dermitzakis, 2015), for sQTL map-
ping) or more commonly, as percent spliced in, Ψ or PSI (as in MISO
(Katz et al., 2010) or rMATS (Shen et al., 2014), for DS analyses, and
GLIMMPs (Zhao et al., 2013), for sQTL mapping).

For a given AS event, the PSI can be computed as the fraction of
reads supporting the inclusion of a specific exon or splice site. For
example, in the case of a cassette exon, the reads that align to the
body of this exon, or to splice junctions involving it, support its in-
clusion, while the reads joining the two adjacent exons support its
exclusion (Katz et al., 2010). This framework can be extended to
capture other simple AS events, such as alternative 3’ and 5’ splice
sites, mutually exclusive exons or intron retention, in a straightforward
manner.

Despite differences in AS event definition or read-counting proce-
dures, event-based approaches tend to produce highly concordant
PSI estimates on the same set of events (Park et al., 2018). Fur-
thermore, these approaches display a good agreement with exper-
imental results (real-time PCR) (Alamancos et al., 2014). As with
transcript-based approaches, here coverage is a key determinant of
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reliability, and an appropriate modeling of the confidence of PSI es-
timates improves downstream analyses (Katz et al., 2010). Read
overdispersion should be taken into account (Zhao et al., 2013). It is
worth mentioning that PSI values at the event level can also be de-
rived from transcript estimates (as in SUPPA (Trincado et al., 2018)
or MISO). Although this potentially uses more information to com-
pute the PSI estimates, it presents the limitations of both event- and
transcript-level approaches.

A drawback of some event-based methods is that they rely on pre-
existing annotations of transcripts or AS events (e.g. MISO). This can
be particularly restrictive when comparing AS between healthy and
diseased individuals (e.g. some isoforms may be disease-specific)
(Li et al., 2018), or when genetic variants lead to splicing events
only in a subset of individuals (Stein et al., 2015). In addition, even
when annotations are complete, it is not easy to quantify complex AS
events (Vaquero-Garcia et al., 2016). To overcome these limitations,
some methods integrate annotated transcriptomes with novel splice
junctions, using split-reads to identify local splicing variations (LSVs).
Generally, these approaches build splicing graphs where nodes are
exons and edges represent shared splice junctions between two ex-
ons. In this case, simple AS events correspond to particular cases of
binary graph splits, whereas LSVs are able to capture complex splits
involving two or more junctions. This strategy is employed by MAJIQ
in DS analyses (Vaquero-Garcia et al., 2016).

An analogous setting, but with an intron-centric perspective, is taken
by LeafCutter both for DS and sQTL mapping analyses (Li et al.,
2018). In this case, the AS phenotype is defined by each cluster of
alternatively excised introns derived from the splicing graph. How-
ever, this approach has received some criticism, including the lack of
interpretability of intron ratios, which do not correspond directly to any
known AS-related biological entity, or the fact that it does not model
intron retention, known to be a highly relevant event (Vaquero-Garcia
et al., 2018).

Currently, transcript quantifications tend to be noisier and less ro-
bust than local measurements of AS (Alamancos et al., 2014). On
the other hand, local methods, even when accounting for complex
events, may miss information at global level. For instance, alterna-
tive first and last exons are very rarely accounted for, although they
contain the 5’ and 3’ UTRs of the genes, well-known targets of reg-
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ulation (Gupta et al., 2014, Wang et al., 2016). Of note, these can
result not only from AS but also from alternative promoter usage or
alternative cleavage and polyadenylation signals, which despite be-
ing relevant sources of transcript diversity (Reyes and Huber, 2018),
may not be strictly considered AS (Kornblihtt et al., 2013). Overall,
global and local views of AS should be considered complementary.

This may change in the next few years, as long-read RNA sequencing
becomes cost-effective for sQTL mapping studies. To date, third gen-
eration long-read RNA sequencing, mostly using Pacific Biosciences
(PacBio) (Rhoads and Au, 2015) and Oxford Nanopore (Feng et al.,
2015) technologies, has been successfully employed to study AS in a
variety of experimental settings (Bolisetty et al., 2015, Sharon et al.,
2013). Thanks to long reads, these approaches allow the direct res-
olution of isoform structure. Yet this comes at the cost of higher error
rates and lower throughput, and whereas aligners can overcome the
former by leveraging the information of long reads, the latter is still a
major barrier for accurate isoform quantification (Park et al., 2018).

Another relevant aspect of AS phenotype definition is whether AS is
considered a single-trait (i.e. univariate) or a multi-trait (i.e. multivari-
ate) phenotype. This is tightly linked to how the AS phenotype will
be modeled to detect differences in AS. To date, most sQTL map-
ping approaches rely on single-trait AS phenotypes: abundances of
individual transcript isoforms (Battle et al., 2014, Lappalainen et al.,
2013, Ye et al., 2018), PSI of individual splicing events (Rotival et al.,
2019, Takata et al., 2017), etc. However, studying AS-related pheno-
types independently ignores the strongly correlated structure of the
different AS events occuring in a given gene, and may result in a
loss of power to detect splicing differences (Monlong et al., 2014).
Hence, some recent approaches have proposed to study AS as a
multivariate phenotype, built from either event-level (Li et al., 2018)
or isoform-level traits (Monlong et al., 2014, Nowicka and Robinson,
2016).

Furthermore, some approaches use feature (e.g. transcript, exon)
abundances as AS phenotypes (Nowicka and Robinson, 2016), while
others rely on feature ratios (Li et al., 2018, Monlong et al., 2014) to
account for the overall expression of the gene. The latter may result in
greater power to detect differences, but ignores the uncertainty of iso-
form expression (higher for lowly expressed transcripts). Therefore,
when the AS phenotype is a ratio, additional steps may be required to
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filter out very lowly expressed genes (Nowicka and Robinson, 2016).

Testing for association with genetic variants

Initial approaches to assess statistical associations between geno-
types and AS were inherited from expression QTL mapping. As a
result, AS traits were often modeled as univariate phenotypes using
linear regression. In this framework, a t-test is employed to evaluate
whether the β coefficient corresponding to the genotype differs sig-
nificantly from zero. Linear regression has become widely used in
sQTL analyses, especially since the development of highly efficient
implementations of the ordinary least squares (OLS) method (such
as MatrixeQTL (Shabalin, 2012), based on efficient large matrix op-
erations), which allow to perform millions of statistical tests in reason-
able computation times. Indeed, the regression approach has been
employed in a variety of experimental settings, using either transcript
ratios (Lappalainen et al., 2013, Pickrell et al., 2010, Ye et al., 2018)
or event-based quantifications (Li et al., 2016, Rotival et al., 2019,
Takata et al., 2017) as response variables. Spearman’s rank corre-
lation between transcript ratios and genetic variants has been occa-
sionally used as an alternative to linear regression (Battle et al., 2014,
Montgomery et al., 2010, Ongen and Dermitzakis, 2015). Generally,
the genotype is modelled as a continuous variable (0,1,2), rather than
as a categorical variable in an analysis of variance (ANOVA) frame-
work. This assumes a dosage model, where each copy of the minor
allele has an additive (linear) effect on the phenotype, while ANOVA
would allow both additive and dominant effects (Shabalin, 2012).

The popularity of the linear model relies on its simplicity, computa-
tional efficiency, and ability to account for potential confounders in-
cluding them as covariates. In some sQTL analyses, random effect
terms accounting for polygenic signal or sample relatedness have
been included, extending linear regression to linear mixed models
(LMMs) (Chen et al., 2016, Kahles et al., 2018, Zhang et al., 2015).
Here, the statistical significance of the association is generally as-
sessed using likelihood-ratio test statistics, which compare the likeli-
hood of the full model to a null model without the genotype compo-
nent, treated as a fixed effect.

However, both linear regression and LMMs have strong assumptions
regarding the normality of the distribution of the residuals. In contrast,
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usual AS phenotypes, such as transcript ratios or PSI values, are
likely to depart substantially from normality (e.g. the distribution of
PSI values resembles a convex beta distribution with preference for
extreme values (Kakaradov et al., 2012)). As a result, normalization
procedures such as rank-based inverse quantile transformation –a
methodology that replaces the sample quantiles by quantiles from the
standard normal distribution– are commonly applied (Kahles et al.,
2018, Rotival et al., 2019). Nevertheless, it is unclear whether these
transformations result in higher power and lower type I error rates
compared to modeling the untransformed data (Beasley et al., 2009).

Hence, linear models (LMs) have been sometimes replaced by
the more flexible framework provided by generalized linear models
(GLMs), especially in the case of event-based AS traits. The sim-
plest scenario would be using a GLM with a logit link function, as-
suming that the exon inclusion reads (y) for a given exon with PSI
Ψ follow a binomial distribution y ∼ Binomial(n,Ψ) and logit(Ψ) is
linearly modeled by the genotype effect (Zhao et al., 2013). How-
ever, due to overdispersion, the variance of read counts is higher
than expected. To take that into account, GLIMMPs (Generalized
Linear Mixed Model Prediction of sQTL) proposed to model the extra
variance of Ψ as a random effect for each individual. This general-
ized linear mixed model approach was shown to outperform both LM
and GLM approaches (Zhao et al., 2013). As in LMMs, likelihood-
ratio tests can be used to assess the significance of the association
between the AS phenotypes and genetic variants.

Despite the fact that they are widely used, univariate approaches
(both LM and GLM based) ignore the strongly correlated structure of
the different AS events occuring in a given gene. Moreover, testing
independently each AS-derived trait leads to a substantially larger
number of tests, which results in a more stringent multiple testing
correction. Altogether, this may translate into a loss of power to de-
tect changes in the splicing patterns (Monlong et al., 2014, Nowicka
and Robinson, 2016). To overcome these limitations, several recent
methods have proposed to model AS as a multivariate outcome. For
example, DRIMSeq (Nowicka and Robinson, 2016) models transcript
abundances through the multinomial distribution, assuming that tran-
script proportions follow a (conjugate) Dirichlet distribution to account
for overdispersion. This Dirichlet-multinomial framework has been
implemented as a multivariate GLM in Leafcutter (Li et al., 2018),
where the AS phenotype is represented by intron excision ratios.
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Both DRIMSeq and LeafCutter are suitable for either type of anal-
ysis (DS or sQTL mapping). However, published works to date us-
ing LeafCutter for sQTL mapping rely on univariate linear regression
or LMMs with individual intron excision values as response variable
(Knowles et al., 2018, Li et al., 2016, Raj et al., 2018).

Another recent approach, sQTLseekeR (Monlong et al., 2014), tests
for association between genotypes and relative isoform abundances
using an approach analogous to multivariate analysis of variance
(MANOVA), without assuming any probabilistic distribution (Ander-
son, 2001). This non-parametric strategy appears superior to its
parametric alternatives, potentially leading to higher statistical power.
For example, sQTLseekeR detected, on the same dataset, a larger
number of sQTLs than DRIMSeq (Nowicka and Robinson, 2016).
However, as any ANOVA-like strategy, it assumes homoscedastic-
ity, i.e. it requires the variance-covariance structure of the response
variables to be approximately equal between the groups compared
(Anderson, 2001). This is especially problematic in unbalanced situa-
tions, as it is the case of sQTL mapping. Analogously, heteroscedas-
ticity is also a problem in linear regression settings, although this
assumption may be relaxed in GLMs or mixed models.

Remarkably, AS phenotypes derived from RNA-seq data using any
method (including methods suited for DS analysis) can be poten-
tially employed to map sQTLs with the different statistical approaches
available for this purpose.

Covariate correction

In large-scale RNA-seq studies, confounding factors are common
and can have a substantial impact on the transcriptome. This may
lead to an increased false positive rate (FPR) and reduced power in
sQTL mapping (Dahl et al., 2019, Leek and Storey, 2007). Known
technical or biological effects (e.g. batch, sex, age, etc.) are often
accounted for by including them as covariates in the model used to
test for association between the AS phenotype and the genotype.
This is straightforward for most sQTL mapping methods (as they are
LM- or GLM-based) except for DRIMSeq and sQTLseekeR, whose
current implementations cannot deal with covariates.

In addition, there may be other relevant sources of unwanted vari-
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ability that cannot be directly modeled, as they are not known (or
not measured). To take them into account, a common practice is to
compute the principal components (PCs) of the phenotype matrix as
proxies for these hidden factors, and include them as covariates in
the model (Chen et al., 2016, Lappalainen et al., 2013, Raj et al.,
2018). To perform this task, approaches like surrogate variable anal-
ysis (SVA) (Leek and Storey, 2007) or probabilistic estimation of ex-
pression residuals (PEER) (Stegle et al., 2010) are widely used in
QTL studies. These differ in their assumptions regarding the con-
founder structure, and generally outperform PCA (Dahl et al., 2019).

The aim of covariate correction is to increase the signal-to-noise ratio
between the response (here, the AS phenotype) and the candidate
predictor (here, a genetic variant). However, when the predictor is
associated with the confounding factors, modelling them as covari-
ates may lead to both false positives and false negatives, depending
on the underlying causal structure of the data (Aschard et al., 2017).
This is often the case of PCs computed on the phenotype matrix: if a
genetic variant affects an individual AS phenotype, the inferred PCs
may partially capture the genotype effect (a phenomenon known as
collider effect) (Dahl et al., 2019). Analogous problems result from
conditioning on heritable covariates in other contexts (Aschard et al.,
2015, Day et al., 2016). Even when correlations between covariates
and predictors are modest, the FPR inflation may be dramatic (e.g.
ρ ≈ 0.01 ⇒ 10 × FPR). Furthermore, these false positives can be
largely replicated (Dahl et al., 2019).

Nevertheless, in the case of cis sQTL studies, focused on local ge-
nomic windows and where most genetic effects are expected to be
small and restricted to nearby exons or splice sites, the bias induced
by conditioning on PCs derived from the AS phenotypes is probably
small. Yet there may be situations in which this is still problematic, for
example when a genetic variant affects AS of several co-expressed
genes, or in the case of trans sQTL mapping (Dahl et al., 2019).
A potential workaround would be to remove the effect of the geno-
type from the AS phenotype matrix prior to the inference of hidden
confounders. However, this can be unfeasible when testing millions
of variants genome-wide. Alternatively, benchmarks of the available
methods can help to select the most appropriate one, although recent
works suggest that accounting only for the effect of known factors is
often a better strategy (Somekh et al., 2019).
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Multiple testing correction

sQTL mapping requires to perform millions of statistical tests to as-
sess association of all possible AS phenotype-variant pairs (in cis
analyses this is restricted to the variants located within a given win-
dow around the AS phenotype), resulting in an equivalent number
of nominal p values. Selecting a global significance threshold in this
case is especially difficult, due to the variable nature of each tested
genomic region in terms of allele frequency and linkage disequilib-
rium (LD). This problem is common to all QTL mapping methods,
independently of the molecular phenotype of interest. Overall, we
distinguish two multiple testing levels that should be considered: i)
multiple genetic variants are tested per phenotype and ii) multiple
phenotypes are tested genome-wide (Ongen et al., 2016).

To account for the fact that multiple genetic variants are tested per AS
phenotype, a common strategy is to correct the nominal p values for
the number of tested variants using Bonferroni’s method (Battle et al.,
2014, Chen et al., 2016). This approach assumes that all the tested
genetic variants are independent. Nonetheless, they tend to be cor-
related due to LD and, therefore, the number of effective tests can
be much smaller than the number of variants. As a result, Bonferroni
correction is overly conservative, leading to many false negatives and
reduced power (Ongen et al., 2016). Alternatively, some approaches
aim to estimate the number of effective tests to correct the nominal p
values, using the eigenvalues of the genotype correlation matrix (e.g.
eigenMT (Davis et al., 2016)). Still, a single parameter is unlikely to
completely recapitulate the correlation structure among genetic vari-
ants (Conneely and Boehnke, 2007).

The gold-standard approach to account for the fact that multiple ge-
netic variants are tested per AS phenotype empirically characterizes
the null distribution of associations using permutations (Consortium,
2017, Montgomery et al., 2010). Typically, AS phenotypes are ran-
domly permuted, leaving the genotype data unchanged to preserve
the LD structure (hence, this approach takes LD into account). In
each permutation, the smallest nominal p value, p′min (or equivalently,
the largest test statistic), is stored. Altogether, p′min values are used
to build the expected distribution of the strongest associations under
the null hypothesis. Finally, an adjusted empirical p value is com-
puted as the fraction of p′min values that are smaller than the small-
est observed nominal p value, pmin (Ongen et al., 2016, Sul et al.,
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2015). A major drawback of this approach is its large computational
burden. Moreover, adjusted p values can be approximated only to
a threshold limited by the number of permutations (e.g. to achieve
p values down to 10−8, the number of permutations required is 108)
(Sul et al., 2015).

To overcome these limitations, a possible alternative is offered by
adaptive permutation schemas, in which the number of permuta-
tions carried out depends on the significance of the association (e.g.
the algorithm permutes until a given number of null associations are
stronger than the observed one, so that many permutations are re-
quired only for highly significant associations, saving computation
time) (Hubner et al., 2005). Other approaches have proposed to ap-
proximate the distribution obtained by permutations using multivari-
ate normal (MVN) sampling (e.g. eGeneMVN (Sul et al., 2015)). This
assumes that the test statistics under the null hypothesis asymptoti-
cally follow a MVN with mean 0 and variance defined by the variant
correlation matrix. However, these assumptions do not hold for some
test statistics (Anderson, 2001).

A third possibility, probably the most widely used, combines an adap-
tive permutation schema with an approximation of the distribution
obtained by permutations (implemented in FastQTL (Ongen et al.,
2016) and QTLtools (Delaneau et al., 2017)). It takes advantage of
the fact that order statistics of independently and uniformly distributed
random variables are beta distributed (Jones, 2009). Thus, the small-
est nominal p values coming from m tests follow a beta distribution
with parameters 1 and m. As the number of independent tests is
generally lower than m due to LD, instead of fixing the parameters
a priori, they are estimated from a reduced set of permutations by
maximum likelihood (ML). Adjusted p values are then approximated
from the ML-fitted beta distribution as P (p′min < pmin) (Ongen et al.,
2016).

To account for the fact that multiple AS phenotypes are tested
genome-wide, a common approach is to apply FDR correction (Chen
et al., 2016, Li et al., 2016). FDR estimates the proportion of false
positives, by comparing the number of significant associations found
to the number expected by chance. Of note, in this case any of
the FWER corrections (e.g. Bonferroni) could also be applied, al-
though they tend to be too stringent. To compute FDR, several
approaches are available, including Benjamini-Hochberg (Benjamini
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and Hochberg, 1995) and Storey-Tibshirani (Storey and Tibshirani,
2003) procedures. The latter seems to be more suitable in the sQTL
mapping scenario, as it assumes that the set of association tests
comes from a mixture of both null and alternative hypotheses (in a
variable proportion, learnt from the data), rather than being all null
(Ongen et al., 2016).

Finally, to recover all significant sQTLs, the applied procedure is often
the following: first, the empirical p value closest to the FDR threshold
(usually 0.05) defines a genome-wide AS phenotype-level threshold
pt. Then, for each AS phenotype, a nominal p value threshold is
computed, based on the expected distribution of minimum nominal
p values, f(pmin), as F−1(pt), where F−1 is the inverse cumulative
distribution. Finally, for each AS phenotype, variants with a nomi-
nal p value below the AS phenotype-level threshold are considered
significant (Consortium, 2017).

Beyond alternative splicing: analysis of multi-
variate phenotypes in Biology

Most GWAS and QTL analyses test for association with genetic vari-
ants a single phenotype at a time, even when multiple phenotypes
are available (Consortium, 2017, Li et al., 2016, Natarajan et al.,
2018, van der Meer et al., 2018). However, univariate approaches
ignore the correlation, shared risk factors or clinical overlap between
different traits (O’Reilly et al., 2012). In addition, summarizing the va-
riety of biological processes that lead to complex diseases in a single
phenotype is a difficult task, although less problematic for quantita-
tive traits (e.g. body-mass index: BMI = weight

height2
) (O’Reilly et al., 2012).

Certainly, using multiple traits helps to better capture the underlying
biology. For example, genetic variants at the FTO locus, known to
confer risk of obesity, have been reported several orders of magni-
tude more significantly associated to BMI than to weight (O’Reilly
et al., 2012, Thorleifsson et al., 2009). Still, the most effective ap-
proach to study genetic effects on multiple traits is to model them
jointly in a multivariate framework (Stephens, 2013).

In the last few years, the availability of phenotype data in large human
cohorts has dramatically increased, as a result of considerable efforts
to build comprehensive phenotype resources, such as biobanks. To
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cite an example, the UK biobank (Sudlow et al., 2015) has collected
extensive phenotypic information (physical measurements, sample
assays, multimodal imaging, longitudinal electronic health records
etc.) from up to 500,000 participants. Moreover, recent technological
developments have enabled genome-wide profiling of a wide vari-
ety of molecular phenotypes: DNA methylation, chromatin accessi-
bility, histone modifications, transcription factor binding, RNA levels,
alternative RNA processing, protein abundances, etc. (Consortium,
2012, Kundaje et al., 2015, Lonsdale et al., 2013) in addition to geno-
types. As a result, there is a growing interest in multivariate analyses
to study the genetic basis of multi-trait phenotypes, both at organis-
mic and molecular level (Elliott et al., 2018, Nowicka and Robinson,
2016). Indeed, intrinsically multivariate phenotypes are widespread
in Biology. Some examples include the size and connectivity of brain
regions, the levels of blood lipids (LDL, HDL, triglycerides), the cellu-
lar composition of a tissue, the expression of genes in the same path-
way, the abundances of the alternative spliced isoforms of a gene,
etc.

Multivariate approaches present several advantages over their uni-
variate counterparts. Overall, joint analysis of multiple traits offers
increased statistical power to detect genetic associations (Galesloot
et al., 2014, Porter and O’Reilly, 2017). Many complex traits and dis-
eases share genetic and environmental influences, which may be re-
flected in the correlation structure of the traits, and therefore captured
by multivariate analyses (Casale, 2016, Korte et al., 2012). Indeed,
pleiotropy is a common phenomenon in the human genome: ge-
netic variants tend to have multiple distinct phenotypic effects (Pick-
rell et al., 2016). Well-known examples include autoimmune or psy-
chiatric diseases, where shared causal variants seem to drive the
associations between individual disorders (Consortium et al., 2018,
Parkes et al., 2013). Remarkably, multivariate analyses can also in-
crease power when not all the phenotypes are affected by the genetic
variants tested (Stephens, 2013).

As genetic effects on phenotypes may be context-specific, another
scenario in which multivariate approaches are valuable is when the
same trait is measured in different conditions (Casale, 2016). In-
deed, multivariate analyses have been used to characterize context-
dependent genetic effects across tissues (Sul et al., 2013), envi-
ronmental exposures (Moore et al., 2019) or developmental stages
(Francesconi and Lehner, 2014). Multivariate analyses have also
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proven valuable in longitudinal studies (Ning et al., 2019). In addi-
tion, multivariate approaches provide a unique framework to study
the molecular mechanisms through which genetic variants contribute
to organismal phenotypes, by enabling joint analyses across multiple
molecular layers (Giambartolomei et al., 2018). Last but not least,
when compared to single-trait approaches, multi-trait analyses re-
duce the number of individual tests performed, and with this also the
multiple testing burden.

Available approaches to assess association between genetic variants
and multiple phenotypes can be grouped into four broad categories:
i) meta-analysis approaches, which exploit summary statistics from
univariate tests (van der Sluis et al., 2013, Zhu et al., 2015) ii) meth-
ods that build linear combinations of phenotypes, such as principal
component analysis (PCA) (Aschard et al., 2014) or canonical cor-
relation analysis (CCA) (Ferreira and Purcell, 2009), iii) multivariate
(generalized) linear models (Zhang et al., 2017), including MANOVA
(Liu et al., 2012) and mixed models (Casale et al., 2015, Joo et al.,
2016, Korte et al., 2012, Zhou and Stephens, 2014) (we could also
add here generalized estimating equations (Zhang et al., 2014), as
well as non-parametric alternatives such as multivariate distance ma-
trix regression (Anderson, 2001, Zapala and Schork, 2012)) and iv)
Bayesian approaches (Stephens, 2013). Among them, multivariate
linear mixed models (mvLMMs) have become very popular, due to
their ability to handle relatedness between individuals (i.e. popula-
tion stratification) (Price et al., 2010).

A potential criticism of multivariate approaches is the lack of inter-
pretability, as they do not directly yield the individual phenotypes that
are associated with the genetic variants, which usually represents
the main interest (Stephens, 2013). This is particularly problematic
in methods that deal with linear combinations of phenotypes, such
as PCA. In addition, approaches based on multivariate linear mod-
els tend to make strong assumptions regarding the distribution of the
phenotypes (e.g. multivariate normality is required in MANOVA or
mvLMMs), which often do not hold (Monlong et al., 2014). Further-
more, fitting mvLMMs is computationally intensive, becoming unfea-
sible in very large datasets, despite continuous implementation en-
hancements (Furlotte and Eskin, 2015, Zhou and Stephens, 2014).
Computational inefficiency is also a relevant concern in multivariate
distance matrix regression (Anderson, 2001), which relies on per-
mutations to assess significance, and often in Bayesian approaches
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(Stephens, 2013). Finally, note that independent variables in the de-
picted multivariate approaches do not need to be restricted to geno-
types, as there may be other predictors of interest (e.g. gene expres-
sion, age, gender, etc.).

28



i
i

“thesis” — 2019/9/24 — 18:54 — page 29 — #39 i
i

i
i

i
i

CHAPTER 1

Genetic effects on splicing across human
tissues

sQTL mapping and characterization is paramount to achieve a com-
plete understanding of the mechanisms underlying alternative splic-
ing and its contribution to human phenotypes. However, despite
the tissue-specific nature of splicing events, most sQTL analyses to
date are restricted to a single tissue or cell type. Moreover, alterna-
tive splicing is generally treated as a univariate phenotype, ignoring
the strongly correlated structure of the alternative transcript isoforms
produced from a gene. In light of this, we have employed a multi-
variate strategy to leverage the Genotype-Tissue Expression (GTEx)
dataset (RNA-seq data over 50 tissue sites across hundreds of de-
ceased donors with available whole genome sequences), generat-
ing the most comprehensive sQTL catalogue to date in the human
genome. Extensive analyses of GTEx sQTLs provide novel insights
into the interplay between the regulation of alternative splicing and
transcription, and reveal different mechanisms through which sQTLs
may impact splicing patterns. Our results confirm that genetic effects
on splicing contribute to human complex traits and diseases to an
extent comparable with regulatory variation controlling gene expres-
sion.

Garrido-Martín, D., Borsari, B., Calvo, M., Reverter, F., Guigó R.
(2019) Identification and analysis of splicing quantitative trait loci
across multiple tissues in the human genome. Submitted
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CHAPTER 2

Alternative splicing visualization in large
RNA-seq datasets

During our study of genetic effects on alternative splicing (Chapter 1),
we faced the problem of visualizing splicing events in a large dataset
such as GTEx. Despite the popularity of sashimi plots –which display
read coverage along a genomic region plus the splice junctions sup-
ported by RNA-seq–, current implementations represent each sam-
ple on a separate line, while most GTEx tissues have sample sizes
greater than 100. Indeed, the increasing availability of large-scale
RNA-seq datasets (GTEx, ENCODE, etc.), as well as additional flaws
of common tools to generate sashimi plots (annotation-dependence,
inefficient implementations, etc.), made us realize the need of a new
implementation of the sashimi plot, able to deal with a larger number
of samples, while offering enhanced visualization. Hence, we de-
veloped a command-line tool that presents several advantages over
its predecessors: it is annotation-independent, ii) it is a fast, stand-
alone, command line tool, iii) it scales for a large number of samples
thanks to several aggregation methods, and iv) it can compress the
length of uninformative regions without splicing events.

Garrido-Martín, D., Palumbo, E., Guigó R. and Breschi, A. (2018)
ggsashimi: Sashimi plot revised for browser- and annotation-
independent splicing visualization. PLoS computational biology,
14(8), e1006360.
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CHAPTER 3

A fast non-parametric test of association for
multivariate phenotypes

Our work with Anderson test in the context of sQTL mapping (Chap-
ter 1) revealed its large potential to identify genetic effects on mul-
tivariate phenotypes. A key feature of this approach is the lack of
assumptions on the distribution of the response variables (i.e. the
phenotypes). This is likely to result in an increased power to detect
genetic associations with many biological traits, which often do not
follow known (e.g. Normal, Poisson, etc.) distributions. However, An-
derson test relies on permutations to assess significance in complex
designs (i.e. more than one predictor in the model). This supposes
a major drawback for its usage, especially given the large size and
complexity of current datasets, as well as the common presence of
confounders. To overcome this limitation, we invested considerable
efforts in obtaining the theoretical distribution of the Anderson test
statistic. Our result, described in this Chapter, enables to compute
asymptotic p values, avoiding the need of permutations and dramat-
ically reducing the computation time. We further illustrate the perfor-
mance of our method using simulated and real datasets, and present
it as a valuable alternative for multivariate GWAS and QTL mapping
analyses.

Garrido-Martín, D., Calvo, M., Reverter, F., Guigó R. (2019) A fast
non-parametric test of association for multivariate phenotypes. In
preparation
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Abstract

The increasing availability of phenotypic data in large cohorts of genotyped individuals requires

efficient multivariate methods to identify genetic effects on multiple traits. In this context, Anderson

test offers a powerful non-parametric approach. However, it relies on permutations to assess sig-

nificance in complex designs, which discourages its usage in current large-scale datasets. Here,

we derive the limiting distribution of the Anderson test statistic for complex designs and Euclidean

distances, providing a framework for the fast computation of asymptotic p values. Using a com-

prehensive set of simulations, we show that the asymptotic test presents controlled type I error

rates and high power. We illustrate the applicability of our method by performing context-specific

splicing quantitative trait loci mapping across GTEx tissues, and a genome-wide association study

of the MRI-derived volumes of hippocampal subfields in the ADNI cohort.
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Introduction

In the past years, the availability of human deep phenotype data has dramatically increased1.

Moreover, recent technological developments have enabled genome-wide profiling of a wide va-

riety of molecular traits, in addition to genotypes2–4. However, most genome-wide association

studies (GWAS) and quantitative trait loci (QTL) mapping analyses test for association with ge-

netic variants a single trait at a time, even when multiple phenotypes are available5–8. In this

context, multivariate approaches present several advantages over standard univariate analysis.

Indeed, many human traits share genetic and environmental influences, which may be reflected

in their correlation structure9. Hence, multivariate analysis offers increased statistical power to

detect genetic associations10,11. The multivariate setting is particularly suitable to investigate

pleiotropy, pervasive in the human genome12, and it can be advantageous even when only a

small subset of the phenotypes are affected by the genetic variants tested13. Additionally, it pro-

vides a unique framework to study the molecular mechanisms through which genetic variants

act, allowing joint analyses across multiple phenotypic layers14. Moreover, when the same trait is

measured in different conditions (e.g. across tissues or environments), multivariate analyses can

be used to characterize context-dependent genetic effects15,16. This also applies to longitudinal

studies, where a trait is measured over time17. Last but not least, as multivariate analyses require

fewer individual tests, the multiple testing burden is reduced.

The most widely used approaches for multivariate association testing include methods that build

linear combinations of phenotypes, such as principal component analysis (PCA)18 or canonical

correlation analysis (CCA)19, as well as multivariate linear models, which comprise Multivariate

Analysis of Variance (MANOVA)20, linear mixed models (mvLMMs)9,21–23 or generalized linear

models (mvGLMs)24. However, while the former hinder interpretability, the latter often make strong

assumptions about the distribution of the dependent variables (e.g. MANOVA and mvLMMs re-

quire multivariate normality). Furthermore, although mvLMMs are able to handle relatedness

among individuals (i.e. population stratification)25, fitting them is computationally intensive and

may be slow in large datasets, despite continuous implementation enhancements21,26. Thus, the

development of a fast, non-parametric multivariate alternative, suitable for GWAS and QTL map-

ping, would be highly valuable.

Anderson27 introduced a distance approach in order to extend the univariate factorial linear model

to several dimensions without requiring a known probability distribution of the dependent vari-

ables. The hypothesis of no-effects was tested by a permutation procedure based on a pseudo-F

statistic, where the sums of squares in ANOVA are replaced by sums of inter-distances between

the individuals. This approach was employed to study alternative splicing (AS) across several hu-
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man populations, using the Hellinger distance between vectors of relative AS isoform abundances

as dissimilarity metric28.

While Anderson’s multivariate approach remains conceptually appealing, the increased size and

complexity of recent datasets requires a precision on the p values that turns the permutational

procedure impractical. Anderson and Robinson29 showed the asymptotic distribution of the nu-

merator of the test statistic in the context of a one-way fixed design. This approach was imple-

mented in sQTLseekeR and employed to identify genetic effects on splicing30. Here we show the

limiting distribution of the Anderson statistic for more complex designs in the Euclidean distance

case. Our result also holds after any transformation of the data that preserves the independence

of the samples (e.g. square root transformation plus Euclidean distance, equivalent to Hellinger

distance between proportions).

In practice, in a typical GWAS setting, e.g. 5 traits measured in 10,000 individuals tested vs the

genotype plus two additional covariates, our result can offer a 106-fold reduction of the compu-

tation time of a single test with respect to 104 permutations, while achieving p values down to

10−14.

Through a comprehensive set of simulations, we evaluated the type I error and power of the

asymptotic test in comparison with MANOVA. We developed a procedure to compute asymp-

totic p values, that we implemented in the mlm R package, available at https://github.com/

dgarrimar/mlm. We applied the asymptotic test to real human data in two different scenarios:

i) condition-specific splicing QTL mapping across tissues using GTEx data, and ii) a GWAS of the

volumes of hippocampal subfields using ADNI data.
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Methods

Anderson test statistic

Consider a n × q matrix of response variables, Y = (yij), corresponding to n independent obser-

vations of a vector of q random variables, and a second matrix X, a n × p matrix of p predictor

variables. Anderson proposed a geometric, permutation-based method in order to study the ef-

fects of X27. This approach uses a n × n suitable distance matrix D between the n individuals

based on the Y outcomes, allowing the computation of a pseudo-F statistic. If D is computed

using the Euclidean distance, some properties can be studied in the context of the standard mul-

tivariate multiple linear regression (MMR). See Appendix 1 for further details. The aim of MMR is

to regress Y on X following the model:

Y = Xβ + U (1)

where β is a p× q matrix of parameters and U a matrix of random errors. MMR generalizes some

of the multiple regression results, for instance, the ordinary least squares (OLS) estimation of the

β̂ parameters is:

β̂ = (XTX)−1XTY (2)

provided that X has full rank. β̂ is the solution of the q simultaneous multiple linear regressions on

each column of Y, and each column in β̂ corresponds exactly to the individual multiple regression

of the associated column in Y.

If the null hypothesis of interest is β = 0 (all the coefficients of every variable are null), the

Anderson test statistic, in the Euclidean distance case, is equivalent to the following MMR statistic:

F̃ =
tr(β̂TXTXβ̂)/rank(H)

tr(YTY− β̂TXTXβ̂)/rank(I− H)
=

tr
{

YTHY
}
/rank(H)

tr
{

YT(I− H)Y
}
/rank(I− H)

(3)

where H denotes the usual projection matrix (or hat matrix) in linear models, that is:

H = X(XTX)−1XT (4)

If model (1) includes several predictors (main factors, interactions, continuous covariates), it may

be of interest to test the hypothesis β0 = 0 about a subset of parameters. In this case the test

statistic becomes:

F̃ =
tr
{

YT(H− H0)Y
}
/rank(H− H0)

tr
{

YT(I− H)Y
}
/rank(I− H)

(5)

where H0 is the hat matrix corresponding to the design matrix X0, which is X without the columns

associated to the subset of coefficients β0.
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Null distribution of the test statistic under permutation

The empirical null distribution of the Anderson test statistic (F̃) can be characterized using permu-

tations, that is, by recomputing F̃ after random shuffling of the data. Then, p values are obtained

by comparing the observed value of F̃ to the distribution of permuted F̃
π

values. The only assump-

tion of the permutation test is that the observations are exchangeable under the null hypothesis

(H0). In complex designs, however, it is unclear how to ensure this in order to obtain an exact test

(i.e. a test with a type I error rate exactly equal to the significance level selected a priori)31.

In the case of a model with two main factors (i.e. A and B) and an interaction term (i.e. AB),

only under the global null hypothesis observations are exchangeable between the different levels

of A and B. However, in the presence of main effects (A or B under the alternative hypothesis,

H1) observations are exchangeable only within levels of other main factors. For example, if B is

under H1, an exact permutation test for A that controls for the effect of B requires permutations

to be restricted to the levels of B. In this scenario, unrestricted permutation of raw data yields

an approximate test. See (31) for a detailed discussion. Notably, there is no exact test for the

interaction term controlling for the effect of both main factors, as here the only possible value of

the permuted test statistic is the one obtained on the original data.

Computation of asymptotic p values

As we describe in this work, the null distribution of the test statistic converges to a weighted

sum of independent chi-square variables (see Results). To compute asymptotic p values, we

can rely on its cumulative density function (CDF). Although such distribution does not have a

closed form, it can be approximated with high accuracy, and several approaches are available.

We focused on three of these algorithms: Imhof32, Davies33 and Farebrother34, as implemented

in the CompQuadForm R package35. While the first two rely on the numerical inversion of the

characteristic function, the third takes advantage of the fact that the CDF can be expressed as an

infinite series of central chi-square distributions35.

To compare their performance, we simulated sets of weights (λj ∼ U(0, 1), with j ∈ {1, . . . , q}),

considering different values of q and degrees of freedom for the chi-square distribution. Then, for

a range of values of the test statistic we evaluated the obtained p values and the computation

time. Note that any set of weights can be scaled to obtain values in the interval [0,1], and that

scaling both the weights and the test statistic results in identical theoretical p values. The typical

behaviour of each algorithm is shown in Fig. S1.

Overall, we found almost identical p values between the three methods down to a precision of
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10−10. However, while Farebrother p values decreased monotonically with the value of the test

statistic, down to the precision limit (≈ 10−14), Imhof and Davies p values below 10−10 displayed an

erratic behaviour, with values ≤ 0. In addition, regarding speed, Farebrother outperformed Imhof

and Davies in the majority of scenarios. Hence, we selected the Farebrother method for p value

calculation. Only when λj/
q∑
j=1

λj ≈ 0, for one or more j in {1, . . . , q}, this approach displayed

longer running times, especially for large values of the test statistic. To solve this problem, we

dropped the weights for which λj/
q∑
j=1

λj < t. We tried several values of t, and found that t = 10−3

provides a good balance between speed and accuracy.

mlm R package

We have implemented the asymptotic Anderson test in the mlm R package, available at https:

//github.com/dgarrimar/mlm. mlm enables asymptotic p value calculation for the predictors

in user-defined MMR models, using the Farebrother method. It allows to select different types of

Sums of Squares (I, II or III), as well as logarithm and square root data transformations.

Monte Carlo simulation study

Models

We considered two different MMR models. In (6), the response variables are regressed on two

categorical predictors (i.e. factors A and B) and their interaction (AB):

Yklm = µ+αk + βl +αβkl + εklm (6)

where Yklm is the q-dimension vector corresponding to the k, l,m sample, µ the vector of means,

αk the q vector of parameters (one component per response variable) associated to level k of

factor A and, similarly, βl is the vector of parameters of level l of factor B, αβkl the vector corre-

sponding to level k, l of the interaction AB, and εklm the vector of random errors.

In (7), the response variables are regressed on a numerical predictor (X) and a factor (A):

Ylm = µ+αl + xlm β + εlm (7)

where Ylm is the q-dimension vector corresponding to the m-th sample in the level l of factor A, µ

the vector of intercepts, αl the q vector of parameters of this level, β is the vector of q regression

coefficients for covariate X, xlm the observed value (scalar) of the covariate for this sample, and

εlm the vector of random errors.
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In both scenarios, we considered balanced and unbalanced designs, e.g. for factor A (analogous

for B):

nA(l) =


nu

(u+a−1)
l = 1

n
(u+a−1)

2 ≤ l ≤ a

where nA(l) is the number of samples in level l of factor A, n the total sample size, a the number

of levels of factor A, and u ∈ {0.2, 0.5, 1} the degree of imbalance. Values of nA(l) were rounded

to integers constrained to
a∑
l=1

nA(l) = n. In practice, nA(l) ≈ unA(l), l ∈ {2, . . . , a}. Note that u = 1

corresponds to a balanced design.

Data generation

Under the null hypothesis of no association (H0) between the response variables and the predic-

tors, observations of the former were generated by random sampling from a given multivariate

distribution. We considered several distributions, varying the total sample size (n) and the number

of response variables (q). In some scenarios, we also considered heteroscedastic situations.

Additionally, we simulated the alternative hypothesis (H1) of one predictor associated to the

response variables.

Multivariate normal

We considered first this scenario, as it is assumed in many multivariate linear modeling ap-

proaches. Here:

Yi· ∼MVN(µ,Σ)

where µ is the mean and Σ = (σjk) the covariance matrix of Yi(l). Under H0, we set µ = 0. We

selected unit variances (σjj = 1, ∀i ∈ {1, . . . , q}), and σjk = c, where c ∈ {0, 0.2, 0.5, 0.8} is the

correlation between any pair of response variables. With these values of c we ensured that Σ is

positive definite. We used µ and Σ as inputs for the mvrnorm function in the MASS R package36.

Additionally, we generated observations of the response variables under the alternative hypothe-

sis (H1) of association with a given predictor X. When X was a factor:

Yi(l)· ∼


MVN(∆,Σ) l = 1

MVN(−∆,Σ) l = 2

MVN(0,Σ) l > 2

where Yi(l)· is any observation of Y in the level l of factor X, and ∆ = ∆1, with ∆ ∈ R. We

considered values of ∆ ranging from 0 to 0.2 to cover the entire power range in subsequent
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power analyses. Here two levels change to ensure µ = 0. Observations of Y corresponding to

the remaining levels of X were simulated under H0. Note that when X is an interaction term, four

levels (rather than two) need to change in opposite directions to ensure µ = 0.

Moreover, when X was a factor, we simulated heteroscedastic conditions as follows:

V ar(yi(l)j) =

hσjj l = 1

σjj l > 1

where σjj is the variance of any response variable and h ∈ {1, 2, 5, 10} is the degree of het-

eroscedasticity. Note that h = 1 corresponds to a homoscedastic situation.

When X was numerical, we simulated Y·j so that:

Cor(yij, xi) =

r j = 1

0 2 ≤ j ≤ q

while ensuring that Yi· ∼ MVN(0,Σ). We considered values of r ranging from 0 to 0.4 to cover

the whole power range in further power analyses.

Vectors of proportions

Our interest in this scenario is related to our previous work with multivariate proportion data for

the study of alternative splicing28,30. It corresponds to generate points in the q − 1 simplex. Here:

Yi· ∼ S(p, σg)

where p is a given point in the q−1 simplex and σg is the standard deviation of the generator model.

We obtained p so that p1 = L
(q+L−1)

and pi = L
(q+L−1)

, ∀i ∈ {2, . . . , q}, with L ∈ {1, 2, . . . , 10}. Note

that L = 1 corresponds to the center of the simplex, while L > 1 to locations that range from

the center of the simplex to one of its vertices, e1 = (1, 0, . . . , 0). To generate observations in

the q − 1 simplex with certain variability around p, ensuring that E(Yi·) = p, we implemented an

approach that performs random displacements of size δ from p towards the simplex vertices, with

δ ∼ N(0, σg) (see Appendix 2).

Additionally, we generated observations of the response variables under the alternative hypothe-

sis (H1) of association with a given predictor X. When X was a factor:

Yi(l)· ∼


S(p∆, σg) l = 1

S(p−∆, σg) l = 2

S(p, σg) l > 2
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where Yi(l)· are the observations of Y in level l of factor X, and p∆ is obtained from p advancing

along the geodesic that joins p with the simplex vertex e1 = (1, 0 . . . , 0). This displacement de-

pends on a parameter ∆ (see Appendix 2). We considered values of ∆ ranging from 0 to 0.02,

which comprised the whole power range in subsequent power analyses. Here two levels change

to ensure E(Yi·) = p. The remaining levels of X were simulated under H0. Note that when X is

an interaction term, four levels (rather than two) need to change in opposite directions to ensure

E(Yi·) = p.

Moreover, when X was a factor, we simulated heteroscedastic conditions as follows:

Yi(l)· ∼

S(p, σgh) l = 1

S(p, σg) l > 1

where Yi(l)· are the observations of Y in level l of factor X, σg is the standard deviation of the data

generator model (see Appendix 2), and h ∈ {1, 2, 5, 10} is the degree of heteroscedasticity. h = 1

corresponds to a homoscedastic scenario.

When X was numerical, we simulated Y·j so that Cor(yi1, xi) = r, with r ∈ [0, 0.4], as in the

multivariate normal scenario. In practice, we first simulated Cor(yi1, xi) = 1 and then added

random noise to achieve values of r in the desired range (see Appendix 2).

In this scenario, once Y was obtained, we applied a square root transformation. This is equivalent

to using the Hellinger distance, instead of the Euclidean distance.

Gaussian copula

In this scenario:

Yi· ∼ C(Σ)

where Σ is the correlation matrix of Y. Taking unit variances, we generated several correlation

structures as in the MVN scenario. We used the normalCopula function from the copula R

package37 to generate Y, which was eventually centered. We obtained heteroscedastic conditions

as in the MVN scenario. We also simulated the alternative hypothesis (H1) of association with a

given predictor X. When X was a factor:

Yi(l)· =

Yi(l)· + ∆ l = 1

Yi(l)· l > 1

where Yi(l)· is any observation of Y in the level l of factor X, and ∆ = ∆1, with ∆ ∈ R. We

considered values of ∆ ranging from 0 to 0.2, and two levels of X (four when X was an interaction

term) changed to ensure E(Yi·) = 0. The remaining levels of X were generated under H0. When
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X was numerical, we obtained Y·j as in the MVN scenario.

Multinomial

In this scenario:

Yi· ∼MN(N,p)

where N and p are the number of trials and the vector of event probabilities, respectively. We

simulated N ∼ Poisson(λ), with λ = 100, and p as in the multivariate proportion scenario (see

above). We used N and p as input for the rmultinom function from the stats R package38.

Additionally, we took advantage of the data generation schema developed for the multivariate pro-

portion scenario to obtain observations of the response variables under the alternative hypothesis

(H1) of association with a factor X as follows:

Yi(l)· ∼


MN(N,p∆) l = 1

MN(N,p−∆) l = 2

MN(N,p) l > 2

where Yi(l)· are the observations of Y in level l of factor X, and p∆ is obtained from p as in the

multivariate proportion scenario (see also Appendix 2). Likewise, we considered values of ∆

ranging from 0 to 0.02, and two levels of X (four when X was an interaction term) changed to

ensure E(Yi·) = Np. The remaining levels of X were simulated under H0. Once Y was obtained,

we applied a logarithm transformation.

Evaluation of type I error and power

We selected a significance level of α = 0.05. For each combination of conditions, we simulated

m = 10,000 sets of response variables (Y). Under H0, we evaluated the type I error for the

association between Y and the predictor X, for asymptotic Anderson test and MANOVA (Pillai’s

trace), as follows:

Type I error =

m∑
i=1

I(p ≤ α)

m

where p is the p value of the association and I the indicator function. We employed an analogous

setting to compute power when simulating under H1.

Implementation

All the simulations were performed in R v3.5.238. Asymptotic p values were computed using mlm

(https://github.com/dgarrimar/mlm) with default parameters. MANOVA p values were
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computed using the manova method in stats, with default parameters. For parallelization and

portability purposes, we embedded the R code in a pipeline built using nextflow v0.27.2, a

framework for computational workflows39. We also used Docker container technology (https:

//www.docker.com) to ensure the reproducibility of our results.

Condition-specific splicing QTL mapping

GTEx data

Transcript expression (transcripts per million, TPM) and variant calls were obtained from the V7

release of the Genotype-Tissue Expression (GTEx) Project (dbGaP accession phs000424.v7.p2).

These correspond to 10,361 samples from 620 deceased donors with both RNA-seq in up to 53

tissues and Whole Genome Sequencing (WGS) data available. Metadata at donor and sample

level was also retrieved.

In GTEx, RNA-seq reads are aligned to the human reference genome (build hg19/GRCh37) us-

ing STAR40 v2.4.2a, based on the GENCODE v19 annotation (https://www.gencodegenes.

org/human/release_19.html). Transcript-level quantifications are obtained with RSEM41

v1.2.22. WGS reads are aligned with BWA-MEM (http://bio-bwa.sourceforge.net)

after base quality score recalibration and local realignment at known indels using Picard

(http://picard.sourceforge.net). Joint variant calling across all samples is performed

using GATK HaplotypeCaller v3.4 (https://software.broadinstitute.org/gatk/

documentation/tooldocs). Further details on GTEx data pre-processing and QC pipelines

can be found at the GTEx Portal (https://gtexportal.org).

Ethnicity- and gender-specific sQTL mapping

For cis condition-specific sQTL (cs-sQTL) mapping, we employed a slightly modified version

of sQTLseekeR2, which implements asymptotic Anderson test to assess the significance of

the association between alternative splicing (AS) on one side, and the genotype, the condi-

tion of interest, and the interaction between the two on the other. In sQTLseekeR2 (https:

//github.com/dgarrimar/sQTLseekeR2), AS is modeled as a multivariate outcome, formed

by the relative abundances of the alternative transcript isoforms of a gene (splicing ratios), after

a square root transformation. Adapted sQTLseekeR2 (nominal pass) was run within a container-

ized nextflow pipeline.

We performed two separate cs-sQTL mapping studies, considering two different conditions: eth-

nicity (86.7% european american (EA), 11.7% african american (AA) individuals; we discarded
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other ethnicities accounting altogether for less than 2% of individuals) and gender (63.9% male,

36.1% female individuals). Both genotype and condition were treated as categorical variables.

Donor ischemic time, gender and age, as well as the sample RIN (RNA integrity number) and

genotyping platform were regressed out from the splicing ratios prior to association testing.

We focused on 48 tissues with sample size greater or equal to 70 (for gender-specific sQTL map-

ping we further discarded 4 tissues from reproductive organs: testis, uterus, ovary and vagina).

The cis window was defined as the gene body plus 5Kb upstream and downstream the gene

boundaries. We considered genes expressed ≥ 1 TPM in at least 80% of the samples (sam-

ples with lower gene expression were removed from the analysis of the gene), with at least two

isoforms and a minimum isoform expression of 0.1 TPM (transcripts with lower expression in all

samples were removed). We analyzed only biallelic SNPs and short indels (autosomal + X) with

MAF ≥ 0.01. To ensure reliable results, we required at least 10 samples per observed level of the

interaction between the genotype and the context.

In total, 304,101 variants and 12,244 genes were analyzed in our ethnicity-specific sQTL map-

ping study, while 1,573,134 variants and 14,428 genes were analyzed in our gender-specific sQTL

mapping study. As our test statistic is sensitive to the heterogeneity of the splicing ratios’ variabil-

ity between the levels of the interaction term, a permutation-based (104 permutations) multivari-

ate homoscedasticity test42 was also performed for each gene-variant pair (option --svqtl in

sQTLseekeR2). Pairs failing this test after multiple testing correction by eigenMT (see below)

were not reported as significant cs-sQTLs.

Multiple testing correction

To correct for the fact that multiple variants are tested per gene, we used eigenMT43. eigenMT

estimates the effective number of independent tests (Meff ) per gene, considering the LD struc-

ture among the tested variants. Meff is then used instead of the total number of tests (M ) in

Bonferroni correction. This allows to compute a gene-level p value (corresponding to the smallest

–corrected– p value per gene). To account for the fact that multiple genes are tested genome-

wide, we applied Benjamini-Hochberg false discovery rate (FDR) to gene-level p values43. We set

a FDR threshold of 0.1.
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GWAS of the volumes of hippocampal subfields

ADNI data

Volumes of hippocampal subfields (UCSC dataset) and variant calls were obtained from the

Alzheimer’s Disease Neuroimaging Initiative (ADNI 1/GO/2, http://adni.loni.usc.edu),

corresponding to 591 patients with both cross-sectional brain segmentation derived from Mag-

netic Resonance Imaging (MRI) and WGS data available. Out of them, 555 individuals displayed

high-quality (i.e. Pass) hippocampal segmentation in both left and right hemispheres. These

included 169 cognitive normal (CN), 230 early and 110 late mild cognitive impairment (E/L-MCI),

and 46 Alzheimer’s disease (AD) individuals. Metadata at patient level was also retrieved.

Within ADNI, cross-sectional brain segmentation (UCSC dataset) was obtained with FreeSurfer

v5.1 (http://surfer.nmr.mgh.harvard.edu), using the 2010 Desikan-Killany atlas, on

T1-weighted images acquired at 3 Tesla. As for genotyping, WGS reads were aligned to

the human reference genome (build hg19/GRCh37) with BWA-MEM, followed by base quality

score recalibration, local realignment at known indels and variant calling (GATK v3.1). Fur-

ther information on ADNI MRI image acquisition, genotyping and QC pipelines can be found at

http://adni.loni.usc.edu/.

Genome-wide association analysis

The multivariate phenotype of interest were the volumes of the following hippocampal subfields:

Cornu Ammonis (CA)1, CA2-3, CA4-Dentate Gyrus (DG), fimbria, hippocampal fissure, subicu-

lum, presubiculum and tail. We obtained the total volume of each subfield by summing its cor-

responding volume in left and right hemispheres. We selected patient’s age, gender, years of

education, intracranial volume (ICV) and APOE-ε4 allele dosage as relevant covariates. We an-

alyzed only biallelic SNPs and short indels (autosomal + X) with MAF ≥ 0.05 and at least 5

individuals per observed genotype group.

We used mlm (https://github.com/dgarrimar/mlm) with default parameters to test for

association between genetic variants and the logarithm-transformed volumes of the eight hip-

pocampal subfields. We defined a model that included the selected covariates plus the genotype.

Except for gender, all predictors were treated as continuous variables. In total, 5,486,810 vari-

ants were tested for association. The analysis was run within a containerized nextflow pipeline.

We adopted the common 5 · 10−8 threshold for genome-wide significance. We also applied a

permutation-based (108 permutations) multivariate homoscedasticity test42 for each variant. Vari-

ants significant at genome-wide level according to this test were excluded from further analyses.
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Results

The asymptotic null distribution of the Anderson test statistic

In order to ensure the convergence of the test statistic in (3), it is necessary to impose certain

conditions to model (1). For instance, the rows of U must be independent with the same q × q

covariance matrix denoted by Σ, thus cov(U) = I ⊗ Σ (⊗ denotes the Kronecker product, I the

n × n identity matrix). Theorem 1 in Appendix 1 specifies additional details about the imposed

conditions.

Consider the eigenvalue decomposition of Σ = PΛ = diag(λj). If vec(β) = βv is the vectorized

form of the β parameter matrix in (1), β̂v the corresponding OLS vector of estimates and χ2
j(p) a

collection of q independent chi-square variables with p degrees of freedom, then (see Lemma 1 in

Appendix 1):

(β̂v − βv)T(P PT)⊗ (XTX)(β̂v − βv)
d→

q∑
j=1

λjχ
2
j(p) (8)

Under the null hypothesis, βv = 0, and the limiting distribution in (8) allows to obtain the trace in

the numerator of the test statistic in (3):

tr(YTHY) = β̂T
v (P⊗ (XTX)

1
2 )(PT ⊗ (XTX)

1
2 )β̂v

d→
q∑
j=1

λjχ
2
j(p)

Thus, the trace converges to a linear combination of independent chi-square variables where the

coefficients are the eigenvalues of the population covariance matrix. In MMR these eigenvalues

are estimated by the sample covariance of the residuals, multiplied by (n − 1)/(n − p). The

denominator in (3) converges in probability to
q∑
j=1

λj (see Appendix 1).

If the null hypothesis is about a subset of parameters, Lemma 2 in Appendix 1 proves that the

numerator of the test statistic in (5) has the following limiting distribution:

tr
{

YT(H− H0)Y
} d→

q∑
j=1

λjχ
2
j(p− p0) (9)

Again, the trace converges to a linear combination of independent chi-square variables (now with

p − p0 degrees of freedom, p0 = rank(H0)), where the coefficients are the eigenvalues of the

covariance matrix Σ. These eigenvalues can be estimated in practice by the eigendecomposition

of the sample covariance matrix of the residuals of the full model.

The convergence requires mutual independence of the rows of U. This condition is guaranteed if

the individuals are independently sampled. Therefore, any previous transformation on the rows of

Y that preserves the independence of the samples has also the limiting distribution described in

(9). For instance, this includes the Hellinger distance between proportions, which is the Euclidean

distance taking the square root of the values of Y.
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Comparison between asymptotic and permutational approaches

To evaluate our theoretical results, we first considered the model in (6). The number of levels

of A and B selected was 2 and 3, respectively, in a completely crossed, balanced design. We

simulated n = 200 observations of q = 3 response variables. Under the null hypothesis of no

association (H0), Yi· ∼ MVN(0, Iq), where Yi· denotes an observation of the response variables

and Iq the q× q identity matrix. We generated B under the alternative hypothesis (H1), so that the

observations of Y in the first level of B had mean 1 (see Methods).

We then used our result in (9) to obtain the asymptotic null distribution of the test statistic in (5) for

the interaction term (F̃AB), and compared it with the distribution of permuted F̃
π

AB values. Of note,

permutations were restricted to occur within the levels of factor B. Provided that A and AB are

under H0, this would correspond to the exact permutation test31 (see Methods). As shown in Fig.

1, the distribution that we derived matches exactly the one obtained by permutations, even in the

upper tail region. We also provide empirical evidence that our theoretical result holds regardless

of the distribution of Y (Fig. S2).
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Figure 1. a) Null distribution of the test statistic. Theoretical asymptotic null distribution of the F̃AB statistic

obtained as proposed in (9), scaled by
q∑
j=1

λj (green solid line), compared to the distribution obtained using

106 permutations (red dashed line). b) Zoom on the upper tail of the distribution.

Recently, McArtor et al.44 proposed that the coefficients of the linear combination of independent

chi-square variables in (9) were indeed the eigenvalues of the centered and squared interdistance

matrix. However, these coincide with the eigenvalues of Σ only when there is a single predictor in
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the model, or under the global null hypothesis (i.e. all the parameters are zero). Indeed, we ob-

served that the distribution suggested by McArtor et al. substantially differs from the one obtained

using permutations in the case of partial null hypotheses (i.e. when not all the parameters are 0)

(Fig. S3).

To compute p values based on the asymptotic null distribution of F̃ we can rely on its cumulative

density function (CDF). Although the CDF of a weighted sum of chi-square random variables does

not have a closed form, it can be approximated with high accuracy, and several algorithms are

available32–34. We compared three of these algorithms, as implemented in the CompQuadForm

R package35, with the permutation test and selected the Farebrother method, since it performed

best in terms of speed and accuracy (see Methods).

Provided that our result in (9) only holds asymptotically, the validity of the proposed asymptotic p

values will depend on the total sample size (n). In addition, other factors such as the number of re-

sponse variables (q) or their correlation structure may also have an impact. Thus, we evaluated the

relative difference between asymptotic and permutation-based p values across a broad range of

values of n and q (Fig. 2a). We considered the model depicted in (6), with independent response
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Figure 2. a) Relative bias of asymptotic p values vs n/q ratio. Relative difference between asymptotic (pA)

and permutation-based (pP , 105 permutations) p values for the interaction term (AB) as a function of the

ratio between the total sample size and the number of dependent variables (n/q). We considered values

of n ranging from 20 to 300, and values of q ranging from 2 to 20. For visualization purposes, we focused

on values of n/q ∈ [0,50] and relative biases ∈ [-1,0.5]. The horizontal solid red line marks the 0. The

horizontal dashed red lines mark the 5% relative bias. A polynomial was fitted to the points using local

fitting (LOESS), in order to describe the trend (fit in green, 95% confidence interval in grey). b) Comparison

of asymptotic and permutation-based p values when the asymptotic null holds (n = 300, q = 3).
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variables. Other situations with increasing degrees of correlation (in absolute value) between the

response variables would be equivalent to scenarios with fewer independent response variables.

When the n/q ratio is small, asymptotic and permutation-based p values may differ substantially.

As the n/q ratio increases, this bias converges to 0. Overall, when the asymptotic null does not

hold, asymptotic p values tend to be conservative. As a result, they can still be used without

inflated type I error rates (Fig. S5). When the asymptotic null holds (note that this occurs for rela-

tively small values of the n/q ratio, i.e. n/q ≈ 20), we observe almost perfect correlation between

asymptotic and permutation-based p values, even for small p values (Fig. 2b). Analogous results

were obtained with different distributions of Y (Fig. S6).

Simulation study

Type I error

Using the model depicted in (6), we simulated different scenarios varying the distribution and

number of response variables. Factor B was simulated under H1 in all scenarios (∆ = 0.2 for

MVN and C, and ∆ = 0.02 for MN and S, see Methods), while A and AB were simulated under

H0. We considered a relatively large total sample size of n = 500 to ensure that n/q ≥ 20. For

each combination of conditions, we generated 10,000 datasets, and evaluated the type I error of

the test for association with the interaction term (AB) (see Methods). Results are displayed in

Table 1. As expected, the distribution of the response variables does not affect the type I error,

given that the test does not assume any probabilistic distribution for Y. Furthermore, we do not

observe any impact of the number of dependent variables (provided that n/q is large enough).

q = 2 q = 5 q = 10 q = 15

MVN 0.049 0.052 0.051 0.049

S 0.051 0.046 0.052 0.048

C 0.052 0.053 0.049 0.048

MN 0.049 0.053 0.053 0.049

Table 1. Type I error rates (AB) for different number (q) and distribution of the dependent variables:

MVN = multivariate normal, S = multivariate proportions (simplex), C = gaussian copula, MN = multi-

nomial.

Anderson test, like its parametric counterparts (i.e. ANOVA, MANOVA), is sensitive to differences

in multivariate dispersion27. To evaluate this, we simulated different degrees of heteroscedasticity

(factor B) in balanced and unbalanced designs, with all factors under H0, and studied the type I
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error for the interaction term (AB) (see Methods). Results are shown in Table 2.

u = 1 u = 0.5 u = 0.2

h = 1 0.047 0.047 0.047

h = 2 0.051 0.111 0.186

h = 5 0.068 0.251 0.504

h = 10 0.081 0.343 0.683

Table 2. Effects of heteroscedasticity and unbalanced designs on type I error (AB). Here Y ∼MVN(~0, Iq),

n = 500, q = 5. h is the ratio between the variances of the response variables in the first level of factor B

and any other level of B. u is the ratio between the sample size of the first level of factor B and any other

level. Note that h = u = 1 corresponds to a homoscedastic balanced design (see Methods).

We observed that type I error rates can be substantially inflated when there are differences in

the variances of the response variables between the levels of the tested factor. This is particularly

problematic in unbalanced designs, while balanced designs are more robust to heteroscedasticity.

Overall, the behaviour of Anderson test regarding heteroscedasticity is similar across different dis-

tributions of the response variables (Table S1), and analogous to the one displayed by MANOVA

(Table S2).

Power

We studied the power of Anderson test using the model depicted in (6). We explored a variety

of scenarios, modifying the total sample size, the number of response variables, their distribution

and correlation structure. In all cases, factors A and AB were simulated under H0, while B was

simulated under H1, considering a broad range of ∆ values. For each combination of conditions,

we simulated 10,000 datasets and evaluated the power of the test for factor B (see Methods).

In Fig. 3, we represent power as a function of ∆, n and q, for different distributions of the response

variables. Here we considered uncorrelated variables with unit variance. Overall, we observe

a similar behaviour across distributions, and high power to detect small differences (e.g. in a

scenario where Yi· ∼ MVN(0, Iq), n = 200 and q = 5, a change in the mean of the response

variables of ∆ = 0.2 is detected with power 0.96). In addition, power increases with the number

of response variables (see also Fig. S4). Note that all the response variables are incremented in

∆ (see Methods).

To assess the effect of the correlation structure of the response variables on statistical power,

we simulated different scenarios, varying ∆, q and c, where c is the correlation between any two
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Figure 3. Power curves (factor B) in different scenarios depending on the distribution of Y : MVN =

multivariate normal, S = multivariate proportions (simplex), C = gaussian copula, MN = multinomial, .

Different values of q (2, 5, 10, 15), n (100, 200, 300, 400) and ∆ are evaluated. Note that for MVN and C,

∆ ∈ [0,0.2], while for S and MN , ∆ ∈ [0,0.02] (see Methods).

response variables (see Methods). Here Yi· ∼ MVN(0, Iq). In addition, n was set to 500 to

ensure that the asymptotic null distribution of the test statistic holds. Results are shown in Fig.

S7. We observe that power decreases as the correlation between response variables increases.

This behaviour is more marked for larger numbers of dependent variables, and holds regardless

of the distribution of Y.
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When simulating multivariate proportions in the q−1 simplex, we were interested in evaluating the

effect of the location of the points (L) on statistical power. Hence, we considered several locations,

ranging from the center of the simplex to the vicinity of the vertices (see Methods). When q = 2,

power is identical independently of the location. For q ≥ 3, we observe increased power in the

center of the simplex (Fig. S8).

To evaluate whether the results obtained depend on the model employed, we studied a second

model in which the multivariate response was regressed on a numerical covariate (X) and a

factor (A), depicted in (7). Here, X follows a N(0, 1) distribution (U(0, 1) in the case of the S

scenario), and A has two levels (a = 2, balanced). A was simulated under H0, whereas X was

generated under H1, controlling its Pearson correlation (r) with the first response variable (Y·1)

(see Methods). We performed an identical set of analyses to evaluate power, obtaining analogous

results (Fig. S9 to S11). The most relevant difference is that, in this case, H1 generation involves

only one response variable (see Methods), and therefore power decreases with q (e.g. compare

Fig. S4 and Fig. S10).

Finally, we compared our test with MANOVA in terms of power across different scenarios. The

two approaches display similar power in most scenarios, especially in the case of uncorrelated re-

sponse variables. When the response variables are correlated, asymptotic Anderson test seems

to outperform MANOVA, although this behaviour is reversed in some situations, e.g. when simu-

lating a large number of response variables near the vertices of the simplex (Fig. 4).
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Figure 4. a) Comparison of power (factor B in model (6)) between MANOVA (x-axis) and asymptotic

Anderson test (y-axis) for a) different values of correlation (c) between any pair of response variables, with

Yi· ∼MVN(0, Iq), q = 3, n = 500 and ∆ ∈ [0,0.2], and b) different values of q and L, with Yi· ∼ S(q−11, σg),

n = 500 and ∆ ∈ [0,0.02]. The identity line is shown in grey (dashed).
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Real data applications

Condition-specific splicing QTL mapping

Alternative splicing (AS) can be treated as a multivariate phenotype, based on the relative abun-

dances of the alternative transcript isoforms generated from a given gene30. AS is subject to

a tight regulation, often tissue-, cell-type- or condition-specific45, and its alteration may lead to

disease46. Here we apply asymptotic Anderson test across a panel of human tissues to identify

ethnicity- and gender-specific cis genetic effects on AS (i.e. condition-specific splicing quantitative

trait loci or cs-sQTLs).

We obtained transcript expression and genotype data from the V7 release of the GTEx Project,

and employed a slightly modified version of sQTLseekeR2 to map cis cs-sQTLs in 48 tissues

(see Methods). Specifically, we assessed the significance of the interaction between the genotype

and the ethnicity of the donor (european american, EA, or african american, AA). The reported

ethnicity was confirmed by a PCA of the genotypes (Fig. S12). In a separate analysis, using

an analogous approach, we evaluated the genotype-gender interaction. After multiple testing

correction, we identified a total of 825 cis ethnicity-specific sQTLs affecting 184 genes, and 243

cis gender-specific sQTLs affecting 9 genes (Table S3).

These numbers are substantially smaller than the ones reported for regular sQTLs in the same

dataseta. This is explained, on one side, by the more stringent pre-processing applied here (e.g.

at least 10 individuals per level of the interaction are required, see Methods), which resulted in

a smaller number of variant-gene pairs tested (see Table S3), but also by the lower statistical

power to detect interactions47. Overall, gender-specific genetic effects seem less frequent than

ethnicity-specific effects. This is consistent with the smaller number of differentially expressed

genes between males and females than between EA and AA identified in the GTEx pilot study48.

As expected, the ratio between the number of genes with ethnicity-specific sQTLs and the number

of tested genes grows with the tissue sample size (Fig. S13). Skin (not sun-exposed) and skeletal

muscle present the largest values of this ratio. Both tissues are known to have differences between

EA and AA individuals49,50. Remarkably, skin (sun-exposed), displays a much larger value of this

ratio than other tissues with larger sample sizes (e.g. blood, lung, nerve). This is also the case of

cultured fibroblasts (skin-derived). Altogether, this suggests that our ethnicity-specific sQTLs are

indeed capturing underlying biology.

To illustrate the nature of the cs-sQTLs identified, in Fig. 5 we show the example of the SNP

rs28517808, an ethnicity-specific sQTL for the lincRNA SNHG8 in sun-exposed skin. The SNP

aSee Chapter 1.

127



i
i

“thesis” — 2019/9/24 — 18:54 — page 128 — #138 i
i

i
i

i
i

affects the relative abundances of the AS isoforms of the target gene (SNHG8) in EA individuals,

but not in AA individuals. The exonic structure of the affected isoforms is also displayed. SNHG8

has ethnicity-specific sQTLs in six additional tissues (tibial artery, breast, transformed fibroblasts,

esophagus –mucosa and muscularis – and thyroid). This gene has been previously identified

as differentially expressed in skin between EA and AA individuals51, and it has been related to

several cancer types52,53. In Fig. S14, we also report an example of a gender-specific sQTL that

affects the NOSTRIN gene in adipose subcutaneous tissue. NOSTRIN encodes a protein that

sequesters endothelial nitric oxid synthase, reducing nitric oxide production and angiogenesis.

Based on this, NOSTRIN has been suggested as a potential target to prevent cancer progression

and metastasis54.
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Figure 5. Relative abundances of the three most expressed isoforms in sun-exposed skin from the lincRNA

SNHG8 (chr4:119,199,864-119,200,978, forward strand) for each genotype group at the rs28517808 locus

(chr4:119,204,466, C/T), in european american (EA) and african american (AA) individuals. The least

abundant isoforms are grouped in Others. The number of individuals in each genotype group is shown

between parentheses. EA individuals that are homozygous for the reference allele (CC) at the SNP locus,

express preferentially SNHG8-001 (red). In contrast, EA individuals homozygous for the alternative allele

(TT) express preferentially SNHG8-002 (green). EA heterozygous individuals exhibit intermediate abun-

dances. In AA individuals, however, the three isoforms display similar abundances independently of the

genotype at rs28517808. b) Exonic structure of the isoforms SNHG8-001 (red), SNHG8-002 (green) and

SNHG8-004 (blue).
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GWAS of hippocampal subfield volumes

The hippocampus is a critical structure for memory, spatial navigation and cognition55 and it

has been related to several major brain disorders, including schizophrenia56 and Alzheimer’s

disease57. Furhtermore, several GWAS have identified genetic variants associated with whole

hippocampal volume58,59. However, the hippocampus is a heterogeneous structure, with different

subregions that carry out distinct functions55 and may be differentially affected in a disease con-

text60. Here we apply the asymptotic Anderson test to identify genetic variants associated with

the volumes of hippocampal subfields in the ADNI cohort (http://adni.loni.usc.edu).

Specifically, we obtained the MRI-derived volumes of eight hippocampal subfields (Cornu Ammo-

nis (CA)1, CA2-3, CA4-Dentate Gyrus (DG), fimbria, hippocampal fissure, subiculum, presubicu-

lum and tail) and genotype data from ADNI1/GO/2, corresponding to 555 individuals. Using mlm,

we tested for association a total of 5,486,810 variants vs the logarithm-transformed hippocampal

volumes (see Methods).

Despite our small sample size (n = 555) compared to similar GWAS5,59 (n > 2 · 104), we were

able to find one significant SNP at genome-wide level (Fig. 6a). This variant (rs34173062, p value

1.73 · 10−8) was already found associated with reduced whole hippocampal volume61 and limbic

degeneration62 in ADNI, and replicated in the UKBB dataset, where it also displayed association

with family history of AD62. Here, we found an association between its alternative allele and

the reduced volume of several hippocampal subfields, particularly marked for CA2 3, CA4 DG,

subiculum and presubiculum (Fig. 6b). rs34173062 is a non-synonymous variant in the SHARPIN

gene, which encodes a synaptic protein. Although the roles of SHARPIN in AD are still unclear,

it has been suggested that it may affect postsynaptic adhesion and scaffolding of the transmitter

receptors, altering synaptic stability62. Moreover, its impact on inflammation and immune function

in the brain has recently been proposed63. We also recapitulated the well-known effect of age57

(p value 1.31 · 10−14, Fig. 6c), included as a covariate in the model (see Methods).

We found two additional strongly associated loci, albeit below the genome wide-significance

threshold (Fig. 6a). The first comprises variants in the α-amylase gene cluster (e.g. rs79043596,

p value 8.79 · 10−8), which contains genes recently suggested to play a role in AD64. The sec-

ond includes intronic variants (e.g. rs2060497, p value 4.64 · 10−7) in the gene encoding the

WWTR1/TAZ transcription factor, one of the main effectors in the Hippo pathway65, which has

been shown to mediate amyloid-β protein precursor (AβPP) signaling66. Alternative alleles of both

variants relate to reduced volumes of certain hippocampal subregions (Fig. S15).
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Figure 6. a) Manhattan plot showing the −log10(p value) of association between genetic variants and

the volumes of eight hippocampal subfields. The horizontal red line corresponds to the genome-wide

significance threshold selected (5 · 10−8). The top associated SNPs are highlighted. b) Volumes (mm3)

of eigth hippocampal subfields for each genotype group at the rs34173062 locus (chr8:145158607, G/A).

The number of individuals in each genotype group is shown between parentheses. c) Volumes (mm3) of

eight hippocampal subfields for different age groups. The number of individuals in each age group is shown

between parentheses.
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Discussion

In this work, we obtain the limiting distribution of the Anderson test statistic under the null hypoth-

esis for any complex model and Euclidean distance. Our result holds after any transformation

that preserves the independence of the observations of the response variables. We provide an

efficient approach to compute asymptotic p values for the association between any quantitative

multivariate phenotype and a set of predictors of interest, that we have implemented in the mlm

R package (available at https://github.com/dgarrimar/mlm). Our comprehensive simu-

lation study, together with our analyses of real datasets, presents the asymptotic Anderson test

as a valuable non-parametric approach to identify genetic effects on multi-trait phenotypes in the

context of GWAS and QTL mapping.

Our asymptotic approach offers highly accurate p values, while dramatically increasing compu-

tational efficiency with respect to the permutation test. In addition, it allows to compute p values

down to a precision limit of 10−14, difficult to reach using permutations given the large size of

current biological datasets. Moreover, it is often not trivial to select the permutation schema that

ensures an exact test31.

In extensive simulations, the asymptotic test displayed controlled type I error rates and large

power. We also show that our asymptotic result holds for relatively small values of the ratio be-

tween the sample size and the number of traits, supporting its applicability to current datasets. In

contrast to other approaches for multivariate association testing that require multivariate normal-

ity, such as MANOVA20 or mvLMMs21–23, our method does not make any assumption regarding

the distribution of the traits of interest. This is expected to result in higher power to detect signif-

icant associations. Indeed, our simulations showed that asymptotic Anderson test outperformed

MANOVA in several contexts, albeit MANOVA still retained larger power in others (see Fig. 4 for

an example).

Our approach demonstrated its utility in two real-case scenarios. First, it enabled the identifica-

tion of context-specific splicing QTLs across GTEx tissues. In particular, we identified over 800

ethnicity-specific sQTLs, especially in tissues with well-characterized differences between individ-

uals of african and european ancestry, such as skin49. We also found almost 250 gender-specific

sQTLs. The number of genes affected in the two analyses (184 and 9, respectively) suggests

that the patterns of splicing regulation may be more conserved between males and females than

between EA and AA individuals. Second, our method allowed to perform a multivariate GWAS in

the ADNI cohort. The phenotype of interest were the volumes of different hippocampal subfields

derived from MRI. Despite our modest sample size, we identified a genome-wide significant SNP

(rs34173062), which had been previously associated with reduced whole hippocampal volume,
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limbic degeneration and Alzheimer’s disease (AD) family history61,62. Of note, marked hippocam-

pal atrophy is common in AD57. We further identified other strong associations involving loci with

potential roles in the physiopathology of AD62,64,66. Although the examples described here illus-

trate the applicability of our method to study the effects of genetic variants, it could be applied to

any other predictors of interest.

Nevertheless, our method also presents some limitations. Among them, an increased type I

error in heteroscedastic situations. This can be especially problematic in unbalanced designs,

which is frequently the case of genetic variants. Heteroscedasticity is a common problem for

the majority of linear modelling strategies, although it may be accounted for with GLMs or mixed

models. These require either defining a priori the variance structure, or inferring it from the actual

data. However, the former can be particularly difficult in large and complex biological datasets,

while the latter is often highly inefficient. To control for heteroscedasticity, here we employ a

non-parametric test which assesses multivariate homogeneity of variances between genotype

groups42. Unfortunately, this approach is also permutation-based. Hence, further research is

needed to characterize the asymptotic distribution of this test statistic.

A second limitation is our assumption of independence regarding the individuals, given that pop-

ulation stratification is often present in human cohorts, and this may lead to false positive asso-

ciations25. Recently, Anderson test was modified to incorporate information on the genetic simi-

larities between pairs of individuals, correcting for population structure in the mixed model way22.

However this method, implemented in the GAMMA software (http://genetics.cs.ucla.edu/

GAMMA), still relies on permutations for significance assessment. Evaluating whether our asymp-

totic result can be applied in this context would be a potential avenue for future research. Other

multivariate mixed model based alternatives, such as GEMMA21, are currently available, but they

can have prohibitive running times with many traits and large samples sizes. For example, a sin-

gle test using GEMMA with 4 traits and n = 5,255 takes about 6.7 minutes21. An equivalent test

with mlm runs in less than 0.04 seconds (104 times faster).
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S C

u = 1 u = 0.5 u = 0.2 u = 1 u = 0.5 u = 0.2

h = 1 0.045 0.047 0.048 0.053 0.055 0.052

h = 2 0.062 0.205 0.402 0.059 0.123 0.201

h = 5 0.090 0.385 0.769 0.073 0.258 0.521

h = 10 0.096 0.414 0.800 0.085 0.346 0.695

Table S1. Effects of heteroscedasticity and unbalanced designs on type I error (AB), for response variables

with different distributions: S = multivariate proportions (simplex), C = gaussian copula. Here n = 500,

q = 5. h is the ratio between the variances of the response variables in the first level of factor B and any

other level of B. u is the ratio between the sample size of the first level of factor B and any other level.

Note that h = u = 1 corresponds to a homoscedastic balanced design, and that in the case of the simplex,

heteroskedasticity is introduced at the level of σg (see Methods).
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MVN u = 1 u = 0.5 u = 0.2

h = 1 0.046 0.048 0.047

h = 2 0.053 0.112 0.183

h = 5 0.070 0.256 0.503

h = 10 0.082 0.351 0.688

Table S2. Effects of heteroscedasticity and unbalanced designs in MANOVA type I error (AB). Here

Yi· ∼MVN(0, Iq), n = 500, q = 5. h is the ratio between the variances of the response variables in the first

level of factor B and any other level of B. u is the ratio between the sample size of the first level of factor B

and any other level. Note that h = u = 1 corresponds to a homoscedastic balanced design (see Methods).
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Ethnicity-dependent sQTLs

Tissue Samples Variants Genes cd-sQTLs cd-sGenes

Adipose - Subcutaneous � 374 95,835 7,450 127 33

Adipose - Visceral (Omentum) � 304 10,461 2,432 1 1

Artery - Tibial � 376 101,410 7,335 108 27

Breast - Mammary Tissue � 244 15,558 3,156 8 2

Cells - Transformed fibroblasts � 296 42,428 5,113 36 14

Colon - Transverse � 238 7,009 1,705 1 1

Esophagus - Mucosa � 348 52,978 6,038 31 12

Esophagus - Muscularis � 325 38,101 5,157 13 5

Lung � 374 61,234 6,636 11 7

Muscle - Skeletal � 478 133,514 7,322 257 52

Nerve - Tibial � 348 78,323 7,036 68 12

Ovary � 120 2,169 764 1 1

Pancreas � 211 8,870 2,089 1 1

Skin - Not Sun Exposed (Suprapubic) � 326 53,572 6,138 96 20

Skin - Sun Exposed (Lower leg) � 406 100,482 7,827 205 41

Thyroid � 388 83,650 7,352 91 22

Whole Blood � 362 39,549 4,093 20 7

Total (unique) 825 184

Gender-dependent sQTLs

Tissue Samples Variants Genes cd-sQTLs cd-sGenes

Adipose - Subcutaneous � 385 672,527 10,034 4 1

Breast - Mammary Tissue � 251 526,218 9,936 16 1

Colon - Transverse � 246 503,488 9,788 43 1

Lung � 383 663,111 10,853 128 1

Nerve - Tibial � 361 678,771 10600 23 2

Pancreas � 220 389,911 8,924 10 1

Whole Blood � 369 283,018 6,074 18 1

Total (unique) 243 9

Table S3. Number of samples, variants and genes tested; cs-sQTLs and cs-sGenes (genes with at least

one cs-sQTL) identified across tissues after multiple testing correction (see Methods). Tissues without

significant cs-sQTLs are not shown.
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Figure S1. a) Behaviour of the p values obtained by Davies, Farebrother and Imhof methods, as imple-

mented in the CompQuadForm R package35, as a function of different values of the test statistic (labelled as

T , x-axis). The data shown correspond to a simulation in which q = 5 weights are sampled from a uniform

distribution (λj ∼ U(0, 1), j ∈ {1, . . . , 5}), and chi-square variables have 1 degree of freedom. Farebrother

p values decreased monotonically with the value of T , down to the precision limit (≈ 10−14), Imhof and

Davies generated p values of 0 (here displayed as p = 10−15) or even negative (here displayed as p = 1).

b) Running time of the three methods (in milliseconds), computed across 100 runs with T = 30 using the

microbenchmark R package67. c) Zoom of b).
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Figure S2. a) Theoretical null distribution of the test statistic for the interaction term (green solid line),

compared to the distribution obtained using 106 permutations (red dashed line), with Yi· ∼ C(Iq) and ∆ =

1. b) Zoom of the upper tail of the distribution. c, d) Analogous to a,b with Yi· ∼ S(p, σg), where p = q−11.

Here σg = 0.025 and ∆ = 0.2. In both scenarios we considered model (6) with 2 and 3 levels for A and

B, respectively, in a completely crossed, balanced design. We simulated n = 200 observations of q = 3

response variables and generated B under the H1 (see Methods).
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Figure S3. Null distribution of the numerator (a) and denominator (b) of the test statistic for factor AB. We

simulated a scenario analogous to the one employed for Fig. 1. We compared the theoretical distribution

derived from (9) (green solid line), to the proposal of McArtor et al.44 (purple solid line) and the distribution

obtained using 105 permutations (red dashed line).
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Figure S4. Power curves (factor B) for different values of q. Here, Yi· ∼MVN(0, Iq), n = 500 and ∆ takes

values in the range [0,0.2].
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Figure S5. Type I error of asymptotic p values for the interaction term (AB) as a function of the n/q ratio.

We considered values of n ranging from 20 to 300, and values of q ranging from 2 to 20. For visualization

purposes, we focused on the window n/q ∈ [0,50]. Here we used the model depicted in (6). The horizontal

red line marks the 0. A polynomial has been fitted to the points using local fitting (LOESS), in order to

describe the trend (fit shown in green, 95% confidence interval in grey).
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Figure S6. a, c) Relative bias of asymptotic p values vs n/q ratio, when Yi· ∼ C(Iq) and Yi· ∼ S(1/q, σg),

respectively. Relative difference between asymptotic (pA) and permutation-based (pP , 105 permutations) p

values for the interaction term (AB) as a function of the ratio between the total sample size and the number

of dependent variables (n/q). We considered values of n ranging from 20 to 300, and values of q ranging

from 2 to 20. For visualization purposes, we focused on values of n/q ∈ [0,50] and relative biases ∈ [-1,0.5].

The horizontal solid red line marks the 0. The horizontal dashed red lines mark the 5% relative bias. A

polynomial has been fitted to the points using local fitting (LOESS), in order to describe the trend (fit shown

in green, 95% confidence interval in grey). b, d) comparison of asymptotic and permutation-based p values

when the asymptotic null holds (n = 300, q = 3), when Yi· ∼ C(Iq) and Yi· ∼ S(q−11, σg), respectively
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Figure S7. Power curves (factor B) for different values of the number of response variables (q) and the

correlation between any pair of response variables (c), with ∆ ∈ [0,0.2]. a) Yi· ∼ MVN(0, Iq) and b)

Yi· ∼ C(Iq).
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Figure S8. Power curves (factor B) for different values of the number of response variables (q) and the

location in the simplex (L). Note that L = 1 corresponds to the center of the simplex, while L = 10

corresponds to the vicinity of one of the simplex vertices (see Methods).
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Figure S9. Power curves (covariate C) in different scenarios regarding the distribution of Y: MVN =

multivariate normal, S = simplex, C = gaussian copula. Different values of n and q are evaluated, with r ∈

[0,0.4].
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Figure S10. Power curves (covariate C) for different values of q. Here, Yi· ∼ MVN(0, Iq), n = 500 and r

takes values in the range [0,0.4].
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Figure S11. Power curves (covariate C) for different values of the number of response variables (q) and

the correlation between any two response variables (c), with r ∈ [0,0.4]. a) Yi· ∼ MVN(0, Iq) and b)

Yi· ∼ C(Iq).
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Figure S12. Principal Component Analysis (PCA) based on the genotypes of GTEx individuals, obtained

using the pca tool in QTLtools v1.0 (https://qtltools.github.io/qtltools), with parameters

--maf 0.05 and --distance 50000. The percentage of variance explained is shown between paran-

theses. In the legend, the percentage of individuals of each ethnicity is shown between parentheses.

Ethnicity, as reported in GTEx by the donor, family/next of kin, or medical record matches the ancestry

patterns observed in the PCA. Of note, only european american and african american individuals were

selected for cs-sQTL mapping.
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Figure S13. Proportion of genes with cs-sQTLs (over tested genes, y-axis) per tissue with respect to the

tissue sample size (x-axis).
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Figure S14. Relative abundances of the most expressed isoforms in adipose subcutaneous tissue

from the NOSTRIN gene (chr2:169,643,049-169,722,024, forward strand) for each genotype group at the

rs12993143 locus (chr2:169,721,944, A/T), in females and males. The least abundant isoforms are grouped

in Others. The number of individuals in each genotype group is shown between parentheses. Females ho-

mozygous for the reference allele (AA) at the SNP locus, express preferentially NOSTRIN-003 (green). In

contrast, females homozygous for the alternative allele (TT) express preferentially NOSTRIN-008 (brown).

Female heterozygous individuals exhibit intermediate abundances. In male individuals, however, the three

isoforms display similar abundances independently of the genotype at rs12993143. b) Exonic structure of

the isoforms different isoforms and location of the SNP (dashed line).
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Figure S15. Volumes (mm3) of 8 hippocampal subfields for each genotype group at a) the rs79043596 lo-

cus (chr1:104345514, G/C) and b) the rs2060497 locus (chr3:149388645, A/C). The number of individuals

in each genotype group is shown between parentheses.
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Appendix 1: mathematical proofs

Anderson denotes by D the inter-distances matrix between the samples. If A = (aij) =
(
−1

2
d2
ij

)
,

then G in (10) is the matrix introduced by Gower68

G =

(
I− 1

n
11T

)
A
(

I− 1

n
11T

)
In this general context, Anderson defines the pseudo-F statistic as:

F̃ =
tr(HGH)/rank(H)

tr((I− H)G(I− H))/rank(I-H)
(10)

Lemma 1. If Y is a centered-column matrix, and D is computed using the Euclidean distance, the

Anderson statistic in (10) can be expressed as:

F̃ =
tr(YTHY)/rank(H)

tr(YT(I− H)Y)/rank(I-H)

Proof. If Y = (yij) , any column mean y·j = 0. With the Euclidean distance and the definition of G

it is straightforward to obtain:

gij = −1

2

(
d2
ij − d2

·j − d2
i· + d2

··

)
=

p∑
k=1

yikyjk

Thus, G = Y YT. The result is obtained combining the properties of the trace of the matrix product

and the idempotence of the hat matrix H.

Bai et al (69) showed general results on the asymptotics of the m-estimation in the multivariate

regression field. For our purposes the main result in (69) is Theorem 2.4, which in our context can

be simplified to:

Theorem 1. Assume in model (1) the rows of U being iid with the same covariance matrix Σ. If

Σ = PΛPT, Λ = diag(λj), vec(β) = βv is the vectorized form of the β parameter matrix and β̂v

the corresponding estimates. Under mild regularity conditions of the design matrix, the following

result holds:

(β̂v − βv)
T(P PT)⊗ (XTX)(β̂v − βv)

d→
q∑
j=1

λjχ
2
j(p)

where χ2
j(p) is a collection of q independent chi-square variables with p degrees of freedom

Proof. The complete proof can be found in (69), however their notation has some differences of

the usual MMR notation we have adopted here. To help the reading of (69) we translate some

symbols and provide details of the most important matrices. First, model in (69) is stated as:

Yi = XT
iB
β + Ei i = 1, · · · , n

Ei stands for a i.i.d. q-vector of errors, XiB is a m × q design matrix. Some other noticeable

differences between notations are:
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1. Bai’s model equates the response of an individual i sample, while model (1) stands for the

full sample of n individuals.

2. Bai’s m stands for the dimension of β, then, m = p× q.

Denoting in model (1) row i of X as Xi (without B) both design matrices are related by:

XT
iB

= Iq ⊗ Xi

The mild regularity conditions described in the proposition refer specifically to condition (M6) in

(69), that is, if Sn = X1BXT
1B

+ · · ·+ XnB
XT
nB

then Sn must be non-singular for n ≥ n0 and

d2
n = max

1≤i≤n
tr(XiBS

−1
n XT

iB
)→ 0 as n→∞

which can be interpreted as the individual design matrix having a leverage tending to zero, some-

thing that seems reasonable in practice. The remaining conditions (M1) to (M5) in (69) are trivially

satisfied here. Finally, the auxiliary matrices Kn and Tn in the proof in (69) are, respectively:

Kn = Iq ⊗ (XTX)

Tn = Σ⊗ (XTX)

Consider now a null hypothesis where the parameters from p0 + 1 to p are zero for all the q

dimensions, that is, an hypothesis on a subset of the p × q possible parameters. Under this null

hypothesis, for any single column of Y, the corresponding column in matrix β in equation (1) will

be multiplied by

R =
(
0(p−p0)×p0 , Ip−p0

)
And joining all the dimensions we have the matrix Rv:

Rv = Iq ⊗ R

which allows to express synthetically the hypothesis in the following Lemma, that specifies the

limiting distribution of the Anderson’s test for any subset of parameters.

Lemma 2. Assume a null hypothesis where all the parameters from columns p0 + 1 to p in (1) are

zero for all the q dimensions, that is:

Rv βv = 0

then the numerator of the statistic in (5) converges in law to:

tr
{

YT
(
X(XTX)−1XT − X0(XT

0 X)−1
0 XT

0

)
Y
} d→

q∑
j=1

λjχ
2
j(p− p0)
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Proof. The demonstration has three parts. First, consider the design matrix partitioned in two

boxes X = (X0,X1) where X0 corresponds to X without the columns associated to the subset of

coefficients assumed to be zero. Then, prove that H− H0 is an idempotent matrix.

Second, obtain the limiting distribution of Rv (β̂v − βv) applying Theorem 1 and the Product Limit

Normal Rule, and then derive the convergence in law of the following expression:(
Iq ⊗

(
R (XTX)−1 RT

)− 1
2

)
Rv (β̂v − βv)

d→ N(0, Σ⊗ Ip−p0)

Third, consider again the block partitioning of X in boxes X = (X0,X1) and prove that

tr(β̂TXTXβ̂ − β̂T
0 XT

0 X0β̂0) = yT
v

(
Iq ⊗

(
X(XTX)−1XT − X0(XT

0 X0)−1XT
0

))
yv

= β̂T
v RT

v

(
Iq ⊗ (R (XTX)−1 RT)−

1
2

)(
Iq ⊗ (R (XTX)−1 RT)−

1
2

)
Rv β̂v

Under the null hypothesis:(
P⊗

(
R (XTX)−1 RT

)− 1
2

)
Rv β̂v

d→ N(0, Λ⊗ Ip−p0)

Because the limit covariance matrix is diagonal, all the (p− p0)× q components are independent.

The squared elements summed in the numerator correspond to squared univariate normals with

zero mean and variance λj. Finally, group in χ2
j(p− p0) variables the components with identical

eigenvalue.

Denominators in (3) and (5) are identical to the sum of squared error terms of the simple regres-

sions on each column of Y. A well-known result of the OLS asymptotic properties states each of

these terms converges in probability to the corresponding diagonal element of Σ. The assump-

tions for such convergence are analogous to Bai’s assumptions. Therefore, the denominator of

the Anderson’s statistic converges in probability to the trace of Σ, that is, to
q∑
j=1

λj. Then, applying

Lemma 2 and Slutsky’s theorem, the limiting distribution of the statistic is obtained. In practice,

probability tails can be computed considering only its numerator (the weights of the linear combi-

nation of chi-squares will be λj) or the pseudo-F ratio (weights will be λj/
q∑
j=1

λj).
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Appendix 2: Data generation in the simplex under H0 and H1

Given two points (i.e. vectors of proportions) in the q − 1 simplex, f1 = (f11, . . . , f1q) and f2 =

(f21, . . . , f2q), a problem of interest is to find the closest point in the simplex to f1, in the direction

determined by f2, obtained by adding an amount ∆ to f11. We name this point f ′1. In our context,

we use the Hellinger distance to assess the dissimilarity between vectors of proportions, which is

not Euclidean in its natural parametrization. Therefore, to find f ′1 we need to respect the geometry

induced by the distance.

The geometry of the Hellinger distance in the simplex is easier to visualize if we transform the

proportions to their square root, fi = (
√
fi1, . . . ,

√
fiq), so that the vectors are located on the

surface of the upper octant of a hypersphere of radius 1. In this surface, the shortest path between

f1 and f2 is the geodesic given by:

f ′1j =

{√
f1j cos(d/2) +

√
f2j −

√
f1j cos(ρ/2)

sin(ρ/2)
sin(d/2)

}2

j ∈ {1, . . . , q} (11)

where d is the distance traveled along the geodesic between f1 and f ′
1, and ρ the length of the

arc of the hypersphere between f1 and f2, ρ = 2 arccos(
q∑
j=1

√
f1jf2j).

After some straightforward algebra we can obtain the expression of the components 2 . . . q along

the geodesic satisfying f ′11 = f11 + ∆:

f ′1j = f1j

(
1− ∆

1− f11

)
j ∈ {2, . . . , q} (12)

During data generation in the multivariate proportion scenario, we employed equation (12) to

generate p′ from p, that is, the multivariate mean under H1 given the multivariate mean under

H0 and different values of ∆. Moreover, to actually generate random observations of vectors of

proportions with certain variability, while ensuring that E(fi) = p (or, equivalently, E(fi) = p′

under H1), we proceeded as follows:

1. Generate a vector of q step sizes, δ, using any probability distribution, so that that E(δj) = 0

and V ar(δj) = σ2
g , for j ∈ {1, . . . , q}. Specifically, we obtained δj ∼ N(0, σ2

g).

2. Select randomly the order in which the steps towards the simplex vertices {e1 =

(1, 0, 0, . . . , 0), e2 = (0, 1, 0, . . . , 0), . . ., eq = (0, 0, . . . , 1)} are taken.

3. If f (0)
i = p, for each j = 1, . . . q, f (j)

i is obtained from f
(j−1)
i advancing from f

(j−1)
i towards

the vertex selected in the previous step, using equation (12) with ∆ = δj. When j = q the

sample generated corresponds to the last step fi = f
(q)
i .
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Note that σg should be small enough so that
q∑
j=1

fij = 1, ∀i ∈ {1, . . . , n}. In addition, the variances

of the response variables generated, σ2
jj, depend on the parameters σg, q, L and the probability

distribution selected to generate δj. In practice, for a given probability distribution, we selected

different values of σg to ensure σjj = 0.03 across different values of q and L.

Note on data generation under H1 for numerical predictors

Data generation under H1 for a given predictor X, when it is a factor, is depicted in the main text.

When X is numerical, we simulated f (0)
ij so that:

f
(0)
ij =

pj + xi + εi j = 1

pj 2 ≤ j ≤ q

where pj is the j-th element of the p vector and εi ∼ U(−ω, ω). We then applied the algorithm

depicted above. We selected values of ω so that Cor(fi1, xi) = r, with r ∈ [0, 0.4].
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DISCUSSION

This thesis work initially focused on the identification of genetic ef-
fects on alternative splicing, by applying a multivariate approach
across a large set of human tissues, as depicted in Chapter 1. In ad-
dition to the extensive catalogue of splicing QTLs generated, which
constitutes itself a resource of interest to the field, we hope that the
set of analyses performed helps to advance the understanding of al-
ternative splicing regulation and its contribution to human complex
traits and diseases. Moreover, the challenges encountered during
our sQTL study motivated the development of new methodological
approaches, aimed to handle the increasing size and complexity of
current omics datasets. Specifically, in Chapter 2 we described a
new command-line tool for splicing event visualization across multiple
samples, and in Chapter 3 we presented an efficient non-parametric
approach for multivariate association testing in GWAS and QTL map-
ping. Altogether, this work supposes a valuable contribution to ad-
dress the fundamental question of how genetics shapes phenotypic
traits.

Yet another QTL mapping study?

In the past years, next-generation sequencing technologies have en-
abled the study of a plethora of molecular phenotypes. Character-
izing the effects of human genetic variation throughout the differ-
ent molecular layers is essential to understand GWAS associations.
However, while substantial efforts have been devoted to investigate
genetic effects on transcriptional and epigenetic regulation, the inter-
play between genetic variants and alternative splicing (i.e. sQTLs)
has received, in comparison, limited attention.

In light of this, as presented in Chapter 1, we leveraged the GTEx re-
source (Lonsdale et al., 2013) to generate the most comprehensive
set of sQTLs across healthy human tissues reported to date. Our
work offers two major advancements with respect to previous multi-
tissue sQTL analyses. First, we used a multivariate approach for
sQTL mapping (Monlong et al., 2014), which targets global changes
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in the relative abundances of a gene’s transcript isoforms, rather than
focusing on specific splicing events. This presents clear advantages
over standard univariate methods, given that sQTLs tend to involve
simultaneously multiple types of splicing events. Second, we sur-
veyed a much larger number of tissues, showing that genetic effects
on splicing are highly shared. This has implications for the study
of the effects of disease-causing splicing mutations across different
tissues. Furthermore, it allowed to determine which tissues present
the most specific patterns of splicing regulation (e.g. brain, muscle,
testis). This provides relevant information that may serve as a guide
for experimental validations, typically done in cell lines which differ
from cells in vivo.

The availability of eQTLs in GTEx enabled integrative analyses to
explore the regulatory interplay between transcription and splicing.
Indeed, we show that a substantial fraction of sQTLs are also eQTLs
for the same gene and tissue. This observation, which departs from
previous reports (Li et al., 2016), is partially due to the nature of our
sQTLs (since they account for changes in transcriptional termini in
addition to canonical splicing events), but also highlights the tight as-
sociation between these two processes in terms of regulation (Naftel-
berg et al., 2015). Furthermore, we reported many variants affecting
the splicing of a gene and the expression of a different one. This
suggests that the pleiotropic effect of regulatory variants may be me-
diated by distinct molecular mechanisms through different genes, un-
covering unexpected complexity in the regulatory program encoded
by the human genome. Of note, when investigating the complete-
ness of the splicing process, which is related to the degree of cou-
pling between splicing and transcription, sQTLs appeared to play a
preferential role in the regulation of post-transcriptional splicing.

An additional landmark of our work is the characterization of the
mechanisms through which genetic variants affect splicing patterns,
which include, beyond direct impact on donor and acceptor sites, the
modification of binding sites of RNA-binding proteins (RBPs). This
appears to occur more frequently, although the former often results
in stronger effects on splicing. Nevertheless, we expect both mecha-
nisms to cooperate, given that many RBPs are indeed splicing regu-
lators, which tend to bind near splice sites (Fu and Ares, 2014).

Finally, our analyses contributed to shed light upon the relationship
between genetic variation, alternative splicing and human pheno-
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types. We found that sQTLs are enriched in GWAS loci associated
with several complex traits and diseases, and most importantly, that
they display comparable or even stronger GWAS associations than
genetic variants affecting gene expression. In addition, sQTLs alter-
ing RBP binding seem to play a particularly relevant role in disease.
These observations grant splicing a central role in mediating the im-
pact of genetic variation on human phenotypes, a fact only recently
acknowledged (Li et al., 2016).

Our work, however, presents some limitations, which open to po-
tential avenues for future research. An important challenge, com-
mon to most splicing analyses, is the correct estimation of the abun-
dances of full-length transcript isoforms from short-read RNA-seq
data (Vaquero-Garcia et al., 2016). This might change soon, thanks
to continuous developments in the field of long-read RNA sequenc-
ing (van Dijk et al., 2018). Still, the higher error rates and especially
the lower throughput of these techniques need to be handled (Park
et al., 2018).

A second aspect worth mentioning is that here we analyzed the tran-
scriptome of whole tissues. Yet tissues are complex mixtures of sev-
eral cell types, and given that heterogeneous cellular composition of-
ten underlies transcriptional differences (e.g. breast tissue in males
and females), cell-type deconvolution would be relevant not only to
gain power for standard QTL analyses, but also to identify cell-type
specific QTLs (van der Wijst et al., 2018). In this regard, single-cell
RNA-seq (Kolodziejczyk et al., 2015), as well as emerging technolo-
gies which preserve spatial information about the tissue context or
subcellular localization of the RNA (Eng et al., 2019, Rodriques et al.,
2019), offer promising results.

A more detailed analysis of the relationship between sQTLs and
GWAS loci, as well as the identification of the actual causal variants,
could be achieved thanks to statistical co-localization (Hormozdiari
et al., 2016, Wen et al., 2017) and fine-mapping approaches (Brown
et al., 2017, Hormozdiari et al., 2014), respectively. Nevertheless,
this requires further work to adapt the existing methods, or develop
new approaches, so that they can be applied within our multivariate,
non-parametric framework.
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The challenges of Big Data Biology

In recent years, continuous developments of high-throughput se-
quencing technologies have enabled the genome-wide profiling of a
wealth of molecular traits (DNA methylation, chromatin status, tran-
script expression, etc.), in addition to genotypes (Consortium, 2012,
Kundaje et al., 2015, Lonsdale et al., 2013). Moreover, the amount
and complexity of this data keeps growing day after day, making of
genomics one of the most demanding Big Data domains (Stephens
et al., 2015). In parallel, the availability of deep phenotype data
has dramatically increased, as a result of considerable efforts to
build comprehensive phenotype resources, such as biobanks (Sud-
low et al., 2015). Certainly, this data deluge offers countless oppor-
tunities for personalized medicine, but also poses several challenges
for current computational analyses, including data visualization, inte-
gration, computational efficiency and reproducibility, among others.
With the aim of overcoming these difficulties, some of them faced
during our analysis of genetic effects on alternative splicing across
GTEx tissues, we developed new statistical methods and analysis
tools.

Efficient visualization of high-dimensional datasets is crucial for ex-
ploratory data analysis. Nonetheless, even a relatively simple sce-
nario, such as the visualization of splicing events from RNA-seq, may
become intractable with current software when large sample sizes
are available. As depicted in Chapter 2, the sashimi plot (Katz et al.,
2015) is the standard representation of splicing events. However,
currently available implementations display each RNA-seq experi-
ment on a separate line. As a result, visual comparison of more
than a few samples becomes unfeasible, and some form of aggrega-
tion is required. Moreover, splicing visualization is further hindered
by the presence of long intronic regions without splicing events. To
exceed these and other limitations, we developed a software to gen-
erate sashimi plots, which scales for a large number of samples by
multiple aggregation methods (overlay of the signal of different sam-
ples, mean, median) and focuses on informative regions, by scaling
down genomic segments between splice sites (Chapter 2). This ex-
emplifies the relevance of the development of new visualization tools
as the size of genomic datasets keeps increasing.

A second major challenge is the comprehensive analysis and inte-
gration of the different layers of information available (Ritchie et al.,

168



i
i

“thesis” — 2019/9/24 — 18:54 — page 169 — #179 i
i

i
i

i
i

2015). Modelling higher-order relationships between molecular traits,
as well as between these and the environment, is key in order to un-
derstand their interactions and relative contributions to human phe-
notypes (Civelek and Lusis, 2014). In addition, characterizing the
connections between different complex traits and diseases may shed
light on their shared risk factors. To our understanding, a first step to-
wards data integration is facilitated by multivariate analyses, which al-
low joint modelling of multiple traits by taking advantage of their corre-
lated structure (Stephens, 2013). However, despite their undoubted
potential and the fact that intrinsically multivariate phenotypes are
widespread in Biology (size and connectivity of brain regions, levels
of blood lipids, cellular composition of a tissue, expression of genes
in the same pathway, composition of the gut microbiota, etc.), these
methods are not commonly used. In the context of this thesis, mul-
tivariate analysis is employed to identify genetic effects on multiple
traits, both in the framework of GWAS and QTL mapping, demon-
strating the applicability of this strategy. To cite an example, using a
cohort 50 times smaller than the ones employed in similar studies,
we were able to identify loci strongly associated with the reduced vol-
ume of hippocampal subfields, some of them with potential roles in
the physiopathology of Alzheimer’s disease. Remarkably, multivari-
ate approaches can also be employed to leverage the information of
features that are implicit in the data, and that have been automatically
learnt using deep learning (Angermueller et al., 2016). An example is
represented by the features that convolutional auto encoder networks
can extract from histological images (Ash et al., 2018).

Due to the large scale of current omics datasets, new visualization
techniques and integrative approaches also require efficient algo-
rithms to achieve fast computations. We show the importance of this
in Chapter 3. The multivariate non-parametric statistical framework
provided by Anderson test relied on permutations to assess signifi-
cance in complex designs, resulting in prohibitive running times with
datasets like GTEx. Hence, we took considerable efforts to derive the
limiting distribution of the Anderson test statistic, with the aim of com-
puting asymptotic p values. Our asymptotic result guarantees high
accuracy while reducing dramatically the computation time for large
sample sizes. Nevertheless, even highly efficient pipelines often re-
quire parallelization strategies able to absorb heavy computational
workloads. This applies to the sQTL mapping pipeline presented in
Chapter 1, as well as to all the simulations and analyses depicted in
Chapter 3.
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Another major concern in current large-scale omics analyses is re-
producibility. Although in-silico experiments are expected to be re-
producible, in practice replicating a typical computational biology
pipeline can take months (Garijo et al., 2013). Common sources of
computational irreproducibility include the lack of good practices re-
garding software dependencies and numerical instability. The latter
is more difficult to fix, as it arises from small variations across compu-
tational platforms, being particularly problematic in high-performance
computing (HPC) environments, including the cloud (Di Tommaso
et al., 2017). To give an example, even a simple differential ex-
pression analysis can result in a distinct number of significant genes
when run on different platforms (i.e. Mac OS, Ubuntu, Amazon Linux,
etc.). In this thesis work, in order to guarantee the reproducibility of
our results while ensuring highly parallel and portable computation,
we have taken advantage of Nextflow (https://www.nextflow.io/)
and Docker (https://www.docker.com/) technologies. Specifically,
all our main pipelines are written in the Nextflow domain-specific
language, and the software dependencies are containerized using
Docker.

Finally, we hope that the methodological advancements presented in
this thesis contribute to extract valuable information from the highly
complex and extensive genetic, molecular and phenotypic data avail-
able, supposing a step forward in these exciting times to study Biol-
ogy.
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CONCLUSIONS

The work presented in this thesis addresses the study of genetic
effects on alternative splicing across human tissues, and provides
novel statistical methods and analysis tools for alternative splicing vi-
sualization and multivariate association testing in the framework of
GWAS and QTL mapping.

Here is a summary of the main contributions of this thesis:

• We have developed an efficient and reproducible pipeline for
the discovery of genetic variants affecting splicing (sQTLs),
based on an approach that captures the intrinsically multivari-
ate nature of this phenomenon. We have employed it to ana-
lyze the multi-tissue GTEx dataset, generating the most com-
prehensive catalogue to date of sQTLs in the human genome.

• The analyses of this sQTL catalogue revealed that:

– Genetic effects on splicing tend to be shared across mul-
tiple tissues.

– Genetic variants often affect both transcription and splic-
ing, but not always of the same target gene.

– Post-transcriptional splicing is under stronger regulation
than co-transcriptional splicing.

– Genetic variants can affect splicing through i) direct impact
on donor and acceptor splice sites and ii) modification of
binding sites of RNA-binding proteins (RBPs). While the
latter is more common, the former leads to stronger ef-
fects.

– Genetic variants affecting splicing can have a phenotypic
impact comparable or even stronger than variants affect-
ing gene expression, with those altering RBP binding play-
ing a prominent role in disease.

• We have developed a command-line tool for alternative splic-
ing visualization across multiple samples. Given a specified
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genomic region, it generates sashimi plots for individual RNA-
seq experiments, as well as aggregated plots for groups of ex-
periments, a feature unique to this software. It is annotation-
independent, uses standard bioinformatics file formats and al-
lows the visualization of splicing events even for large genomic
regions, by scaling down the genomic segments between splice
sites.

• We have extended the statistical framework provided by Ander-
son test, initially employed for sQTL mapping. Specifically:

– We have proven that, in the case of complex designs and
Euclidean distances, the limiting distribution of the Ander-
son test statistic is a linear combination of independent
chi-square variables, where the coefficients are the eigen-
values of the residual covariance matrix. This result also
holds after any transformation that preserves the indepen-
dence of the observations of the response variables.

– We developed a fast implementation of the asymptotic
test, that allows asymptotic p value computation for pre-
dictors in user-defined multivariate regression models.

– In extensive simulations, we showed controlled type I error
rates and high power for the asymptotic test.

– The asymptotic test has proven valuable to identify genetic
associations with multivariate phenotypes in the context of
genome-wide association studies (GWAS) and QTL map-
ping analyses.
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