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C h a p t e r 1 

Monetary Policy and the 
Transition to Rational 
Expectations 

Under the assumption of bounded rationality, economic agents learn from their past 
mistaken predict ions by combining new and o ld information to form new beliefs. T h e 
purpose of th is chapter is to examine how the pol icy-maker, by affecting private agents' 
learning process, determines the speed at which the economy converges to the rat iona l 
expectation equ i l ibr ium. I find that by reacting strongly to private agents' expected 
inf lat ion, a central bank increases the speed of convergence. 

I assess the relevance of the trans i t ion per iod when looking at a cr i ter ion for eval
uat ing monetary pol icy decisions and suggest that a fast convergence is not always 
desirable. 

1.1 Introduction 

I n the presence o f s t ruc tura l changes, agents i n the economy may need t ime i n order to 
learn about the new envirorunent: i n the early stages of this process, previously held 
beliefe could lead to biased predictions. For this reason, there is now a substantial 
interest o n whether rat ional expectations can be attained as the outcome of a learning 
process. I n part i cu lar , the recent l i terature on monetary pol icy has emphasized that 
while ra t i ona l expectations is an important and useful benchmark, a poHcy maker 
should consider the robustness of any equi l ibr ium reached under a part icular monetary 
pol icy to deviations f rom rat ional expectations. A common way to carry out this 
idea is t o employ the techniques of Marce t and Sargent (1989a, 1989b) and E v a n s 
and Honkapoh ja (2001), assuming that agents i n the model form expectations v i a 
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econometric forecasts. I n this environment, Evans and Honkapoh ja (2003a, 2003b) 
and B u U a r d and M i t r a (2002) suggest that economic policies should be designed to 
be conducive to long-run convergence of private expectations to rat ional expectations 
{E-StahilityY. F a i l i n g to do so, gives rise to an equi l ibr ium w h i c h is not robust to smal l 
expectational errors. In accordance w i t h this l iterature, "good" pohcies are those that 
induce a determinate and learnable rat ional expectations equi l ibr ium (see B u U a r d and 
M i t r a , 2002). 

A smal l but growing body of research is concerned w i t h the properties of the conver
gence along the learning process^. T h e works of Gianni tsarou (2003), A o k i and Niko lov 
(2003) and Orphanides and W i l h a m s (2003) analyze, i n part i cu lar , the trans i t ion to 
the rat ional expectations equi l ibr ium i n the context of po l i cy decisions, addressing the 
question of whether a l l poUcies that produce learnabi l i ty and determinacy are equally 
good from a learning perspective. 

T h i s chapter takes up this point b y adapt ing theoretical results of Benveniste, 
M e t i v i e r and Pr iouret (1990) and Marcet and Sargent (1995). I start by examining 
how the pohcy-maker , by affecting the private agents' learning process, can influence 
the trans i t ion to the rat ional expectations equi l ibr ium (i.e. the speed of learning) . I 
show that by reacting strongly to expected inf lat ion, a central bank can shorten the 
length of the t rans i t i on and increase the speed of convergence to the rat iona l expec
tations equihbr ium. Next , I focus on the notion of speed of learning to develop the 
analysis along three different directions. F i r s t , the concept is used to refine further 
the set of "good" pohcies: grounded on the set of policies that i m p l y determinate and 
learnable ra t iona l expectations equi l ibr ia , I look at speed of learning as a cr i ter ion to 
characterize its elements. I n this sense, I consider as a n example, a pol icy described 
i n Evans and Honkapoh ja (2003a), EH policy, and I show that even though th is poUcy 
meets a l l of the objectives fisted above (determinacy and learnabi l i ty) and is op t ima l 
under discretion and rat ional expectations, i t is not suitable from the perspective of 

- - the speed of learning. Second, I show that pohcies that drive the economy to the 
same rat iona l expectations equihbr ium may i m p l y very different dynamics along the 
trans i t i on . I use this result i n order to show how a poUcy maker who wants to reach 
i n the long r u n the same rat ional expectations equi l ibr i i rm determined as under the 
E H policy, can adjust the speed of learning of the private sector. F i n a l l y , I conduct 
a welfare analysis t a k i n g the speed of convergence to the rat ional expectat ion equi
l i b r i u m into consideration. T h e interesting result is that a fast learning is not always 
desirable. W h i l e i n the absence of an inf lat ion bias, fast learning always increases 

^ A n earlier paper by Howitt (1992) had already shown that under some interest rate rules the 
rational expectation equilibrium is not learnable. 

^Papers on this topic include Evans and Honkapohja (1993), Marcet and Sargent (1995), T immer
m a n (1996), Sargent (1999), Marcet and Nicohni (2003). 
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the social welfare, i n presence of such a bias, the relation between speed of conver
gence and welfare is not straightforward: i f i n i t i a l expected inf lat ion is higher than the 
rat ional expectations equi l ibr ium, the pol icy maker can substantial ly increase social 
welfare inducing a fast learning. If, instead, perceived inflation is in i t ia l ly lower, a slow 
transi t ion might be preferable, since inf lation would remain closer to the first best for 
a longer per iod of t ime. 

T h e chapter is organized as follows. Section 1.2 presents the monetary pol icy 
problem, describing the learning dynamics under two different pol icy rules. T h e sec
t ion ends, showing that under the opt imal pol icy described i n Evans and Honkapohja 
(2003a), the t rans i t ion to the rat iona l expectations equi l ibr ium is very slow. I n section 
1.3 I show how policies could be ordered according to their speed of convergence. In 
section 1.41 study policies that allow the central bank to shorten (or extend) the t r a n 
s i t ion without affecting the long-run equi l ibr ium and i n section 1.5 I analyze how these 
policies influence social welfare. Section 1.6 includes robustness checks and section 1.7 
summarizes and concludes. 

1.2 The framework 

1 . 2 . 1 T h e b a s e l i n e m o d e l 

M u c h of the recent theoretical analysis on monetary pol icy has been conducted under 
the " N e w P h i l l i p s curve" parad igm reviewed i n C l a r i d a , Gal f and Gert ler (1999) and 
Woodford (2003). T h e baseline framework is a dynamic general equ i l ibr ium model 
w i t h money and temporary nominal price rigidities. I consider the l inearized reduced 
form of the economy w i t h competit ive monopolist ic firms, staggered prices and private 
agents that maximize intertemporal ut i l i ty . F r o m the private agents' point of v iew 
there is an intertemporal IS curve^ 

Xt = E^xt+i -(p{it- E^-Kt+i) + gt (2.1) 

and an aggregate supply (AS) modeled by an expectations-augmented Phillips curve^: 

vrt = axt + pE;iTt+i, (2.2) 
' T h e IS relationship approximates the Euler equation characterizing optimal aggregate consump

tion choices and the parameter f can be interpreted as the rate of intertemporal substitution. 
^The A S relation approximates aggregate pricing emerging from monopoUstically competitive firms' 

optimal behaviour i n Galvo's model of staggered prices. Here I'm not considering cost-push shocks. 
Introducing cost-push shocks, would not change substantially the results on speed of convergence and 
the role of policy decisions along the transition. However, in section 6, the welfare analysis is handled 
also in presence of cost-push shocks. 
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where Xt is the output gap, measured as the log deviation of actual output {yt) from 
potential output (zt) (i.e., the level of output that would arise i f wages and prices 
were perfectly competit ive and flexible), TTJ is actual inflation at t ime t , Eti^t+i is the 
level of inflation expected by private agents for period i + 1, given the information at 
t ime t. S imi lar ly EtXt+i is the level of the output gap that private agents expect for 
period t + 1, given the information at t ime t. I write E^ to indicate that expectations 
need not be rat ional {Et without * denotes R E ) ; it is the short - term nomina l interest 
rate and is taken to be the instrument for monetary policy; gt is a demand shock, 
gt = pggt-l + £gt w i t h £gt ~ N (0,0-2) g^^^ j ; j 

In order to complete the model , it is necessary to specify how the interest rate 
is settled and how agents form beliefs. I consider the nominal interest rate as the 
pol icy instrument and model i t by means of a reaction function. Thus , a pohcy 
rule is just a functional relationship between a dependent variable (the interest rate) 
a n d some endogenous (expected inf lation and output gap) and exogenous (shocks) 
variables. I consider three cases. I start w i t h a simple expectations-based po l i cy rule 
that helps me to introduce i n a very simple and intuit ive way the concept of speed of 
convergence. T h e n , I describe the opt imal R E pol i cy under discretion derived i n Evans 
and Honkapohja (2003a)^. F i n a l l y , I introduce a set of expectations-based pohcy rules 
and I show how to characterize the elements of this set, using a measure of the speed 
of convergence. 

Concerning beliefs, I start each analysis by considering the rat iona l expectations 
hypothesis i n order to focus and discuss subsequently the impl icat ions of bounded 
rational ity . 

1 .2 .2 A s i m p l e e x p e c t a t i o n s - b a s e d r e a c t i o n f u n c t i o n 

It has long been recognized that monetary po l i cy needs a forward- looking dimension^. 
L e t us assume that the central bank, i n order to set the current interest rate , uses 

s imple pol icy rules that feed back from expected values of future inf lat ion and output 

leave for future research a general study of the transition along the learning process for monetary 
policy problems under commitment. 

^In a recent paper that analyzes monetary pohcy decisions in the U S in the last two decades, 
A . Greenspan (2004), Chairman of the Board of Governors of the Federal Reserve System, writes 
" / n recognition of the lag in monetary policy's impact on economic activity, a preemptive response to 
potential for building inflationary pressures was made an important feature of policy. As a consequence, 
this approach elevated forecasting to an even more prominent place in policy deliberations". 
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gap^ 
it = 'y + 'y^E*xt+i + -f^E;TVt+i. (2.3) 

T h e class of expectations-based reaction functions that I first consider has 7a: = ^ 
i n order to simpli fy the interaction between actual and expected variables. U n d e r 
(2.3), i n fact, the economy evolves according to the following system of equations: 

Yt = Q + FE^Yt+i-i-Sgt (2.4) 

where 

(2.5) 

and neither the IS nor the A S are affected by expectations on output gap^. 
U n d e r rat iona l expectations (i.e. EfXt+i = EtXt+i and EtT^t+i = Etirt+i) i t has 

been shown that the dynamic system defined by (2.4) has a unique non-explosive 
equi l ibr ium ( B u l l a r d and M i t r a , 2002). I n part icular , assuming for s impl ic i ty that 
Pg = 0, the equi l ibr ium can be wr i t t en as a linear function of a constant and the 
shock^ 

TTf = -I- agt and xt=^ax + gu (2.6) 

whi le agents' forecasts are just constant 

Et-Kt+\ = â r and EtXt+i = a^. (2.7) 

A d a p t i v e L e a r n i n g 

L e t us assiune now that private agents form expectations by learning from past expe
riences and update their forecasts through recursive least squares estimates^°. 

W e are firstly interested i n s tudy ing whether the economy, in this case, might 
converge to the determinate equi l ibr ium (2.6). 

^One theme in the literature concerning rules of this type is that they tend to induce large regions of 
indeterminacy of the rational expectations equilibrium and are therefore undesirable (see for example, 
Bernanke and Woodford, 1997 and Bullard and M i t r a , 2002). In the next sections I will focus on 
policies that, as a basic requirement, imply a determinate R E E and I will consider learnability and 
speed of learning as additional constraint in this set of policies. 

*For a more general class of expectations-based policy rules without restrictions on 7j,, 1 refer to 
section 3. 

^Considering an i . i .d stochastic process instead of an AR(1) does not affect the results on speed 
of convergence. However, since the litterature usually consider AR(1) shocks, the welfare analysis in 
sections 5 and 6 is obtained assuming a persistent demand shock. 

^"See Marcet and Sargent (1989 a, b) or Evans and Honkapohja (2001) for a detailed analysis of 
least squares learning. 

( 1 - lit) 

0 ' a 0 ' 
, s = 

0 1 
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Since, under the simple expectations-based reaction function (2.3), neither the IS 
nor the A S relations depend on expected output gap, the system under learning can 
be described by focusing directly on beliefs regarding expected inflation^ ^. 

I assume that agents do not know the effective value of i n equation (2.5), but 
estimate i t using past information. In this case, private agents' expected inf lat ion is 
given by: 

E^TTt+i = a^,t, (2.8) 

where aT^^t is a statistic inferred recursively from past d a t a according to 

an,t = an,t-i +1~^ (vrt-i - a ,r , t - i ) • (2.9) 

Forecasts are updated by a term that depends on the last predict ion error^^ 
weighted by the gain sequence, t~^. It is well known that i n this case the adap
t ive procedure is the result of a least squares regression of inf lation on a constant, and 
perceived inf lat ion is just equal to the sample mean of past inflations: 

1 * 
"-.* = 7 E ^ - i - (2.10) 

^ i=i 

A n important aspect of least squares learning is that agents' beliefe may converge 
to R E , i.e., the estimated parameters a^,t may converge asymptot ical ly to a^. T h e E -
Stab i l i ty pr inc ip le (Evans and Honkapohja , 2001) provides conditions for asymptot ic 
s tabi l i ty of the R E E imder least squares learning. 

Before ana lyz ing speed of convergence I describe briefly E-stabi l i ty , since the b u i l d 
i n g blocks of the two concepts are the same. T h e stabi l i ty under learning (E-stabi l i ty ) 
of a particuleir equ i l ibr ium is addressed by studying the mapping from the estimated 
parameters (i.e., the perceived law of mot ion , P L M ) , to the true d a t a generating 
process (i.e., the actual law of mot ion A L M ) . 

W h e n expectations i n system (2.4) evolve according to expression (2.8), the inf la
t ion 's A L M is 

7rt = r (a^,t ) -F«5t , (2.11) 

where 
T ia^,t) = -acpj +\/3-{-a(p{l- a^,t (2.12) 

is the mapp ing from P L M to A L M of inf lat ion. 

^'In the next section I show formally that this does not affect the results. 
^' 'This formula implies that private agents do not use today's inflation to formulate their forecasts. 

T h e assumption is made purely for convenience and it is often made in models of learning as it 
simplifies solving the model. The dynamics of the model are unlikely to change. 
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A s shown i n Marcet and Sargent (1999a,b) and Evans and Honkapohja (2001), it 
turns out that the dynamic system described by equations (2.9), (2.11) and (2.12) can 
be studied i n terms of the associated ordinary differential equation ( O D E ) 

where r denotes "not ional" or "art i f i c ia l " t ime and h{a.„) is the asymptotic mean 
predict ion error (i.e. the mean distance between the A L M and the P L M ) : 

T h e R E E is said to be E-stable i f it is local ly asymptotical ly stable under equation 
(2.14) and under some regularity conditions. 

I n our example El-stabil ity conditions are readily obtained by computing the deriv
ative of the O D E w i t h respect to and checking wether it is smaller t h a n zero^^. 

S p e e d o f c o n v e r g e n c e t o t h e R E E 

It turns out that po l i cy decisions (i.e., choices concerning 7̂ ) are important not only to 
describe asymptot ic properties of the equi l ibr ium under learning, but also to determine 
the speed at which the distance between P L M and A L M shortens over t ime. 

F igure 1 plots the mapping firom P L M to A L M (2.12) and shows how private 
agents' estimates aff'ect actual inflation along the transi t ion to the R E E . 

= h (a,r) = T (a^) - a- (2.13) 

h{a^) = l i m [r(a„,t) - a ,̂t . (2.14) 

F i g l 
M a p p i n g from P L M t o A L M 

TO 

T{a„) 

^^This coincide with checking wether the derivative of the mapping from P L M to A L M is smaller 
than 1. 
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F i r s t of al l note that i f the slope of the mapping is smaller t h a n 1, the determinate 
R E E (2.6) is E)-stable^''. I n other words, i f the economy starts from a perceived level 
of inf lation UL < or an > OTT, the mean of the predict ion error, E [r(a7r,t) — a-K,t\, 

decreases over t ime and asymptotical ly converges to zero. 
Is there any diffierence between a po l i cy that results i n the slope of T( . ) equal to 

0.01 and one w i t h the slope equal to 0.99? T h e recent l iterature on monetary poUcy 
a n d learning (Evans and Honkapohja 2003a, 2003b, and B u U a r d and M i t r a 2002), by 
focusing on asymptot ic properties, does not provide an answer to this question. Since 
i n bo th cases the R E E is determinate and E-stable , bo th policies are "good"^^. 

The concept of speed of learning can be used i n order to refine the set of "good" 
pohcies. 

In the l i terature, the problem of the speed of convergence of recursive least square 
learning algorithms has been analyzed main ly through niunerical procedures and s i m 
ulat ions. T h e few analyt i ca l results on the trans i t ion to the rat ional expectations 
equi l ibr ium are obtained by using a theorem of Benveniste, Met iver and Pr iouret 
(1990) that relates the speed of convergence of the learning process to the eigenvalues 
of the associated ord inary differential equation ( O D E ) at the fixed point^*^. In the 
present case, the O D E to be analyzed is the one described i n expression (2.14) and 
the associated eigenvalue coincides w i t h the slope of the mapp ing from P L M to A L M 
(2.12). 

T h e fol lowing propositions, adapting argmnents from Marcet and Sargent (1995), 
show that by choosing the j^, the pol icy-maker not only determines the level of inf la
t i o n i n the long r u n , but also the speed at which the distance between perceived and 
actual inflation narrows over t ime. 

P r o p o s i t i o n 1 Let us define 

a(p + p-l/2' 

Under the simple expectations-based reaction function (2.3), G ^ i , then 

with 

4 = (2.15) 

For simplicity, let focus only on positive values of the slope. In this case a slope smaller than 1 is 
a necessary and sufficient condition for determinacy and E-stability, 

^ ' W i t h "good" poUcy, I refer to the criterion used by Bullard and M i t r a (2002) to evaluate policy 
rules, based on determinacy and E-stability of the R E E . 

" S e e Marcet and Sargent (1995) for an interpretation of the O D E . 
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P r o o f . See A p p e n d i x A . • 
I f the conditions of Propos i t ion 1 are satisfied, the estimates a^^^t converge to the 

R E E , OTT, at r oo t - i speed. Root - f is the speed at which, i n classical econometrics, the 
mean of the d is tr ibut ion of the least square estimates converges to the true value of 
the parameters estimated. Note that the formula for the variance of the estimator 
is modified w i t h respect to the classical case where cr^ = a^(Tg. Propos i t i on 2 shows 
that for lower values of 7„ convergence is slower. 

P r o p o s i t i o n 2 Under the simple eocpectations-based reaction function (2.3), if € 

Si, then the weaker the response to expected inflation (the smaller ^y.^), the greater the 

asymptotic variance of the limiting distribution, a^. 

P r o o f . See A p p e n d i x B . • 
L o o k i n g at the formula for the asymptotic variance (2.15) i t is easy to understand 

the role of pol icy decisions i n determining the speed of convergence to the R E E : for a 
weaker response to expected inf lat ion, the convergence is slower i n the sense that the 
asymptotic variance of the fimiting d i s t r ibut ion is greater. 

W h a t happens when the slope of the mapping (2.12) is smaller than 1, but bigger 
t h a n 0.5? Let us define ^2 = [ l . : < 7. < " ^ y ^ ' j - If 7. € ^2, the 
estimates a,r,t converge to the R E E a,r, but at a speed different from root-t . I n this 
case, as Marce t and Sargent (1995) suggests, the importance of i n i t i a l conditions fails 
to die out at an exponential rate (as i t is needed for root-t convergence) and agents' 
beUefs converge to rat ional expectations at a rate slower t h a n root-t . I n part icular , 
also when 7̂  € iS2 i t is possible to show by means of s imulations that as the slope of 
the T( . ) mapp ing increases, the speed of convergence decreases^^. 

F igure 2 shows examples for the two cases where 7̂  G Si and 7̂  e S'2. Since the 
least squares a lgor i thm adjusts each parameter towards the t r u t h when new informa
t i on is received, the new belief a;r,t+i w i l l be an average of the previous behefe a,r,t 
and the actual value T {a^,t) p lus an error. W h e n the reaction of the pol icy maker to 
expected inf iat ion is strong (7̂  G ^ i ) , the derivative of T ( . ) is smaller t h a n (or equal 
to) 1/2 and r (a^,t) is close to a,r; when the reaction is weak (7^ G 5*2), the derivative 
of r(.) is larger t h a n 1/2 and T(a,r,t) is close to OTT,* instead of being close to ajr, so 
the average can stay far from the R E E for a long t ime. 

^^See section 4 for simulations that relate speed of convergence and the slope of the T() mapping. 
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F i g . 2 

M a p p i n g f r o m P L M t o A L M a n d t h e s p e e d o f c o n v e r g e n c e 

a) L o w 7, b) H i g h 7, 

It is wor th not ing that even though the trgmsition is quite different i n the two cases 
analyzed here, the learning equiUbrium could end up converging to the same R E E 
and , according t o pol icy-maker preferences, the speed of convergence could become a 
relevant variable i n the poUcy decision problem. 

1 .2 .3 O p t i m a l m o n e t a r y p o l i c y u n d e r d i s c r e t i o n 

T h e reason w h y I started w i t h the simple eocpectations-based reaction function (2.3) 
was that i t s impli f ied the analysis of the djmamics under learning. I now consider 
the opt imal monetary poHcy problem wi thout commitment (discretionary poHcies), 
where any promises made i n the past by the pol icy-maker do not constrain current 

• - decisions. I n der iv ing the op t ima l discretionary pohcy, I follow Evans and Honkapoh ja 
(2003a), assuming that the pol icy-maker cannot manipulate private agent's behefs. 
T h i s assumption implies that the opt imal i ty conditions derived under learning are 
equivalent to the ones obtained under R E . 

T h e po l i cy p r o b l e m consists i n choosing the t ime p a t h for the instr imient it to 
engineer a contingent p l a n for the target variables nt and (xt — x) that maximizes the 
objective funct ion 

Max-Eo'S^/3^L (Trt,xt) 

L(TTJ,Xt) = ^ -nj + X i x t - x f 

where 
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subject to the constraints (2.1) and (2.2) and Ei-Kt+i, EtXt+i given. 
T h e solution of this problem^^, as derived in Evans and Honkapohja (2003a), yields 

to a reaction function that relates the pol icy instrument it to the current state of the 
economy and private agents' expectations: 

i t = 7* + llE^xt+i + 7*E:n+i + l^gt (2.16) 

where 7 * = -j^^^x, 7^ = 7^ = ^ and 7* = 1 + j^^^. 

Since interest rate rule (2.16) states that the policy maker should react to expected 
inf lation and expected output gap, it is sometimes called the optimal expectations-

based reaction function ('Evans and Honkapohja, 2003a). However, to stress the fact 
that this pol icy is opt imal under rat ional expectations but is not necessarily opt imal 
under learning, i t would be worth to cal l i t the RE-optimal expectations-based reaction 

function; i n order to avoid notat ional flutter, I ca l l i t Evans and Honkapohja policy, 

or EH-policy. 

U n d e r rat ional expectations (i.e. EfXt+i = EtXt+i and EtTTt+i = EtiTt+i) the 
equi l ibr ium is: 

TTt = Et-Kt+i - OTT and xt = EtXt+i = a^, (2.17) 

A s s u m i n g that private agents do not k n o w a ^ and Ox but estimate t h e m recursively, 
the expected inf lat ion and output gap evolve as described i n section 2.2, while the 
mapping f rom P L M to A L M is now given by 

T{a^,t,aa:,t) = (** + T*a^,t, ^*a-^ - (/? - T*) ft-'a^.t) . (2.18) 

where 
_ A/? _ Xa 
~ (A + a 2 ) ' ^ - {X + a-'f 

A g a i n , since the r ight-hand side of (2.18) does not depend on ax,t, properties of 
the equi l ibr ium under learning can be described s imply by focusing on the mapping 
f rom perceived inf lat ion to actual inf lation. 

A s the EH-policy results i n a unique and E-stable R E E , Evans and Honkapohja 
(2003a) concludes that the poUcy derived as the opt imal solution of the problem under 
discretion and rat ional expectations is also "good" under learning. 

However, i f we simulate the model under the EH-policy, and C l a r i d a , G a l l and 
Gert ler (2000) calibration^^, i t turns out that the distance between the actual inf lat ion 

consider A as an exogenous policy parameter, as is often done in the literature. A n alternative 
approach is to obtain A as the result of the general equilibrium problem. In this case A would depend 
on representative consumer preferences and firms' price setting rules. 

" C l a r i d a , G a l i and Gertler ( C G G , 2000) derive from regressions on U S data, <p = A, a = 0.075, 
/3 = 0.99; Woodford (W, 1999) finds ^ = (0.157)~\ a = 0.024, /3 = 0.99. Both the Clarida, Calf 
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and the R E E would be significatively different from zero for many periods' 

F i g 3 
D e v i a t i o n o f a c t u a l i n f l a t i o n f r o m t h e R E E ^ 

( T T ^ = 2%; initial expected inflation = 2.5%; A = 0.1) 

2.8 

2.5 

2,3 

2,0 

1.8 

1 8 15 22 29 36 43 50 57 64 71 78 

^annualized data 

Figure 3 shows the evolution of perceived inf lation under learning. A s s m n i n g that 
the pol icy-maker follows a flexible inflation targeting pol icy rule w i t h A = 0.1, the 
output gap target^^ is x = 0.004 and using C G G cahbration, the R E E for inf lat ion is 
around 0.5 per cent (notice that since inf lation here is measured as quarterly changes i n 
the log of prices, the aimualized inf lat ion i n the R E E is around 2 per cent). I consider 
a n i n i t i a l expected inf lat ion 0.5 percentage point higher ( in annualized terms) t h a n the 
R E E . A f ter 20 years {t = 80) perceived inf lation is stiU 0.3 percentage points higher 
t h a n the R E E 2 2 . 

A p p l y i n g a s imi lar argument to that used i n Propos i t ions 1 and 2 i t is possible 
to state the foUowing proposi t ion about the speed of convergence and the role of the 
relative weight to output gap, X , i n the loss function. 
and Gertler (2000) and Woodford (1999) calibrations are for quarterly data. However the first work 
uses annuahzed data for inflation and interest rate, while the second one uses quarterly interst rates 
and measures inflation as quarterly changes in the log of prices. I uses Woodford convention and 
therefore my C G G calibration divides by 4 the a and multiply by 4 the (p reported by C G G (see also 
Honkapohja and M i t r a , 2004). 

^°In general, the weight that is attributed to the initial belief plays an important role. In equation 
(2.9), an initial t very small would imply a much higher weight to the present than to the past. In 
other words, the bigger the t, the higher the weight given to previous belives. In all the simulations, 
I give very low initial weight to past data (to = 2). 

^^I choose this value for the output gap target to match the annualized inflation rate of 2 per cent. 
Similar results obtain under Woodford (2003) calibration. 
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P r o p o s i t i o n 3 Under the EH policy, the speed of convergence of the learning process 

depends negatively on the weight that the policy-maker gives to output gap relative to 

inflation. In particular, the greater the weight to output gap, the slower the learning 

process. 

P r o o f . See A p p e n d i x C . • 
Propos i t i on 3, by looking at the slope of the mapping from perceived to actual 

inf iation, relates the speed of convergence of the learning equi l ibr ium to the importance 
of output gap in the objective function. 

F i g 4 
S l o p e o f t h e m a p p i n g f r o m P L M t o A L M 

Figure 4 shows how the slope of the mapping from the P L M to A L M of inf lat ion 
changes as the relative weight that the pol icy-maker gives to the output gap increases^^. 
It is sufiicient that the poHcy maker cares very l i t t le about the output gap i n order 
that the slope of the mapping is already close to 1 (for example when A = 0.1, the 
slope is 0.94). I n part icular , unless A is smaller t h a n 0.006, root-t convergence is never 
reached! Notice that also i n the case where A is obtained as the result of a general 

equ i l ibr ium problem (Woodford, 2003, suggests i n this case a value for A close to 0.05;) 
the slope is close to 0.9. 

^ ' l use the Clarida, GaU and Gertler calibration for U S . Similar results obtain with the Woodford 
calibration. 
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The fact that the learning speed could be very slow (or very fast) depending on 
po l i cy decisions^'', suggests that when they consider the monetary po l i cy problem 
under learning, poUcy-makers should take into account the t rans i t i on to the R E E . 
E-s tab i l i ty and determinace are not sufficient to characterize policies i n a context of 
adaptive learning. T h e £?^-policy, which is opt imal under rat ional expectations, may 
not be opt imal under learning i f pol icy makers take into account the t rans i t ion . 

1.3 Speed of convergence and policy design 

L e t us consider a t h i r d and more generic set of expectations-based reaction functions 

it = 7 + IxEtXt+i + 77r^t*7rf+i + iiggt (3.1) 

and show how to characterize the elements of this set using a measure of the speed of 
convergence. 

Under a generic expectations-based reaction function, the economy evolves accord
ing to the following expression: 

Yt = Q + FxE;Yt+x+Sgt, 

w. here 

Q = 
—aifTf 

-"PI 
S = 

F = 

and the R E E is of the form 

" (1 - vng) 

V (1 - In) (1 - "Plx) 

Yt = A + Sgt, 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

If private agents do not know A but estimate i t recursively, expected inf lat ion 
a n d output gap evolve i n a more complex way then described i n section 2. A s b o t h 
the IS and the A S relations also depend on the expected output gap^^, the learning 
process caimot be described only by focusing on beliefs regarding expected inf lat ion 
(see A p p e n d i x D for a complete description of the learning mechanism i n th is case). 

Expectat ions are given by: 

E;Yt+i = At, (3.6) 

where elements i n At are est imated s imi lar ly to (2.9). 

^^This result could be applied to the problem of "optimal delegation", justifing a conservative central 
bank when fast convergence is required. 

^^Under generic expectations-based reaction functions (3.1) the elements in the second column of 
the F matrix are not necessarily zero. 
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L e m m a 4 is a slight generalization of a result obtained i n B u l l a r d and M i t r a (2002) 
and describes the necessary and sufficient conditions under w h i c h the R E E (3.5) is 
Bis table . 

L e m m a 4 Under a generic expectations-based reaction function (3.1), the necessary 

and sufficient condition for a rational expectations equilibrium to be E-stable is 

7 ^ > m a x 1 ^ 7^ ,1 ^ -
\_ a aip a 

P r o o f . See A p p e n d i x D . • 
F igure 5 shows, w i t h C G G cal ibrat ion, a l l the combinations (7^,7j;) under which 

the R E E is E-stable . 

E - s t a b l e r e g i o n u n d e r t h e e x p e c t a t i o n s - b a s e d p o l i c y r u l e 
F i g 5 

£-stabIc region 

F igure 5 shows a wel l known result (see B u l l a r d and M i t r a 2002) t h a t under po l i cy 
rules l ike (3.1) the set of policies under w h i c h the R E E is determinate (the darker 
area) is m u c h smaller t h a n the one where R E E is E-stable (the l ighter area). 

N o t e t h a t , since the EH policy (2.16) is an element of the set of generic expectations-

based policy rules (3.1), points A and B represent the combinat ion 7^,7^ i n the two 
extreme cases where a pol icy-maker does not care about the output gap, A = 0 (point 
A), and where he gives a relative smal l weight also to the output gap, A = 0.1 (point B). 
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F igure 5 shows that i n bo th cases the R E E is determinate and E-Stable^' ' . However, 
for A = 0.1 this is already very close to the bounds of the E-s tab i l i ty region; i n this 
case, i f the pol icy-maker chooses the EH policy rule, but improper ly calibrates the 
model i t can easily end up outside the E-stable region, enforcing a non-stationary 
policy. 

F i n a l l y , the fact that the or ig in is not i n the stable region is consistent w i t h the 
non-convergence result of Evans and Honkapohja (2003a): policies that react only to 
shocks, ignoring expectations, are unstable under learning. 

1 . 3 .1 T h e t r a n s i t i o n t o t h e R E E 

I n the previous sections, policy-makers settled the coefficients of m a t r i x F, by means 
of the reaction funct ion . T h i s means that the evolution of estimated coefficients i n 
private agents' forecasts (i.e., the speed at which private agents learn) s tr i c t ly depends 
on pol icy decisions. 

Propos i t i on 5 provides conditions for root-t convergence. 

P r o p o s i t i o n 5 Under expectations-based reaction functions (3.1), if 

then 

\ 1 - 2 / 3 1 - 2 / 3 , /3 7^ 

yft{At-A)^N{Q,^) 

(3.8) 

where the matrix VL satisfies 

n + n + SS'tr] = 0 (3.9) 

P r o o f . See A p p e n d i x E . • 
U n d e r the generic expectations-based reaction function (3.1), i f the R E E is E-stable 

but conditions i n Propos i t i on 5 are not satisfied, then not a l l the eigenvalues of the 
m a t r i x F have real part smaller t h a n one half. I n this case, as suggested i n section 2, 
the learning equ i l i b r ium converges to the R E E at a slower rate t h a n root-t . F igure 6 
shows a l l combinations of 7^ and 73. for which there is root-f convergence. 

^®It is possible, moreover, to show that for any positive and finite value of A, i.e., for all flexible 
inflation targeting policies under the EH policy (2.16) the rational expectation equilibrium is E-Stable 
(Evans and Honkapohja, 2002). 
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F i g 6 

R o o t - t c o n v e r g e n c e u n d e r t h e e x p e c t a t i o n s - b a s e d p o l i c y r u l e 

In 

B y compar ing F igure 5 and F igure 6, i t is clear that the set of combinations (7j., 7^) 

result ing i n root - t convergence is much smaller t h a n the one under w h i c h E - s tab i l i t y 

holds. Moreover, the region where b o t h root-t convergence and determinateness ho ld 

is smaller t h a n the one of E -s tab i l i ty and determinateness. A s derived i n section 2, 

point B i n F igure 6 shows that when the pol icy-maker gives weight A = 0.1, i n the EE 

policy, the economy converges at a speed slower t h a n root-t. 

I n the previous sections, i n order to characterize how policies determine the speed 

of converge to R E E , I focused only on one pol icy parameter at a t ime (7;r section 

2.2 and A i n section 2.3). Here, on the contrary, since the speed of convergence is 

determined by the eigenvalues of F and this m a t r i x depends o n b o t h 7^ and 73., i t 

is necessary to focus on two pol icy pajameters at a t ime . For this reason I define 

the speed of convergence isoquants that m a p elements of the set of expectations-based 

reaction functions into a speed of convergence measure^^. 

D e f i n i t i o n 6 A speed of convergence isoquant is a curve in B? along which all points 

(i.e., combinations (7,r>7a:) of an expectations-based reaction function (3.1)) result in 

the same real part of the largest eigenvalue ziof the matrix F. 

^^In the definition I relate speed of convergence to the eigenvalues of the matrix F. In general, as 
shown in previous sections, the speed of convergence is related to the eigenvalues of the derivatives of 
the mapping from P L M to A L M , T ( A ) . In this case, the derivative is equal to F. 
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For s impl i c i ty I restrict the analysis to the set 

r = {7,r,7x : 7,r > 0,7x > 0 and 0 < 2:1 < 1}. 

The following definition and proposit ion describe the m a i n properties of the speed 
of convergence isoquants: 

D e f i n i t i o n 7 The speed of convergence, represented by the speed of convergence iso

quants, is monotonically increasing in the reaction to expected inflation (•j^) if, given 

the reaction to the expected output gap ('y^), the real part of the largest eigenvalue zi of 

the matrix F is decreasing in 7^. 

A s imi lar definit ion for monotonicity w i t h respect to the expected output gap could 
be settled. 

P r o p o s i t i o n 8 The speed of convergence relation, represented by the speed of conver

gence isoquants and defined over V is: (i) monotonically increasing in j^^, (ii) not 

monotonic with respect to j^. 

P r o o f . See A p p e n d i x F . • 
Propos i t i on 8 states that , for a given reaction to output gap expectations, the 

pol icy-maker , by increasing the reaction to expected inf lation increases monotonical ly 
the speed at w h i c h private agents learn. O n the contrary, for a given reaction to 
expected in f lat ion , by increasing the react ion to the expected output gap, private 
agents could learn b o t h faster or slower, depending on the value of 

F igure 7 shows the speed of convergence isoquants: the lower the isoquant, the 
slower the convergence. In fact, the larger the real part of zi, the lower the isoquant 
a n d , f rom M a r c e t and Sargent (1995), the larger the real part of 21, the slower the 
convergence. 
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F i g 7 
T h e s p e e d o f l e a r n i n g i s o q u a n t s 

7 z, = 0.1 
z,=0.3 

1 

z, =0.9 

z, =1 

-0.5 0.0 0.5 1.0 1.5 

Figure 7 i l lustrates a pract ical way of using speed of learning i n order t o characterize 
monetary policies. For example, a combinat ion of 7^ and 73. jus t above the isoquant 
z i = 1 (point B) determines an E-stable R E E , but wou ld i m p l y very slow convergence. 
Combinat ions of 7^ and 7̂ . placed above the isoquant zi = 0.1 i m p l y a very fast 
learning process. T h e combinations of 7^ and 73. that stay above the isoquant zi = 0.5 
i m p l y a learning process that converges to the R E E at a root-t speed. 

L e t us now see how to make active use of the speed of convergence i n the s tudy of 
op t ima l policies under discretion. 

1.4 Discretionary policy and learning 

I n section 2 we have seen that , i n order to identify EH policy (2.16) as the op t ima l po l 
i cy under discretion and learning, the cruc ia l assumption is that "the policy-maker does 

not make active use of learning behavior on the part of agents" (Evans and Honkapohja , 
2003a). U n d e r rat ional expectations, the problem of op t ima l "discretionary po l i cy" 
implies, by def init ion, that pol icy-makers cannot affect private agents' expectations. 
However, under the hypothesis of bounded rat ional private agents a rat ional po l i cy 
maker w i t h fu l l in format ion should take t rans i t i on into account. I n fact, i f pr ivate 
agents' expectations are the result of estimations that depend on past values of the 
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pol icy instrument, the pol icy-maker 's decisions w i l l aflFect future estimates and , con
sequently, the private agents' learning process. 

Therefore, EH policy (2.16) is not necessarily opt imal under learning but could be 
defined as asymptotically-optimal. However, i f private agents' P L M is well specified, 
not only the E H - p o l i c y is asymptot ical ly op t ima l under discrertion, but we know that 
there is a cont inuum of expectations-based policy rules that result i n the same R E E . 

L e m m a 9 Under rational expectations, in the set of expectations-based reaction func

tions (3.1) there are infinitely many elements, i.e. combinations o/7,7a.,7^,7g that 

result in the optimal REE for {7rt,xt} defined in (2.17). 

P r o o f . See A p p e n d i x G . • 

Since a l l the policies that i n the long r u n result i n the same op t ima l al locat ion, 
could determine different transit ions to the R E E , a device for d iscr iminat ing between 
t h e m is required^^. T h e speed of convergence isoquants derived i n the previous section 
could be a useful s tar t ing point . 

Let us consider a set of asymptotically-optimal expectations-based reaction functions 

that allow to completely offset demand shocks, as under the EH policy. 

P r o p o s i t i o n 10 The maximum speed of convergence of the learning process that could 

be reached under the restricted set of asymptotically-optimal expectations-based reaction 

functions, 

it = 'r' + l/xEtXt+i + j'.^.Etnt+i + iggt, (4.1) 

yUfUrJ - ^* - 1 V _ ^* _ A ^ ^ _ J - / _ (l+ay)(A+a^)-A^ , 

depends negatively on the weight that the policy-maker gives to output gap relative to 

inflation. 

P r o o f . See A p p e n d i x H . • 

Propos i t i on 10 states that imder the set of reaction functions (4.1), the economy 

converges asymptot i ca l ly to the opt imal R E E imder discretion, but for a given A the 

pol icy-maker can br ing about a different speed of convergence. Note , instead, that 

under E H pol i cy (2.16), each A was associated w i t h a given speed of convergence. I n 

part i cu lar , under asymptotically optimal expectations-based reaction functions (4.1), 

the larger the relative weight on output gap. A , the larger w i l l be the real part of the 

biggest eigenvalue of the F m a t r i x and the slower the fastest speed of convergence that 

a pol icy-maker can reach. Figiure 8 shows, i n the same picture, the speed of learning 

"There is no single policy rule that is uniquely consistent with the optimal equilibrium. Many rules 
may be consistent with the same equilibrium, even though they are not equivalent insofar as they imply 
a commitment to different sorts of out-of equilibrium behaviour" (Svensson and Woodford, 1999). 
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isoquants and , for given A, combinations of 7j. and 7̂ . under w h i c h the economy w i l l 
converge asymptot ica l ly to the opt imal R E E under discretion. 

F i g 8 

A s y m p t o t i c a l l y - o p t i m a l e x p e c t a t i o n s - b a s e d r e a c t i o n f u n c t i o n s 

X 

A 

T h e l ine A = 0 shows that if the pol icy-maker does not care about the output gap, 
by impos ing 7^ = 7^, he can choose combinations of 7^ and 73. that imp ly a fast 
convergence: i n the region where the R E E is determinate (dark area), the line A = 0, 
i n fact, intersects a l l the isoquants lower or equal to z\ = 0.5. If, instead, the relative 
weight to output gap is equal to 0.1, the pol icy-maker could choose only combinations 
of 7^ and 7J. such that the speed of convergence is slower than root-t : the l ine A = 0.1 
does not intersect any isoquant w i t h zi < 0.5. 

Po in ts A and B i n F igure 8 also show another important result that w i l l be analyzed 
further i n the next section: for a given value of A there are inf inite ly many expectations-
based policies that determine asymptot ica l ly the same R E E , but induce a faster (or 
slower) speed of convergence t h a n the one determined by E H poHcy (2.16). 

1 . 4 .1 T h e m a p p i n g from P L M t o A L M 

I n order to show how the central bank can make active use of private agents' learning 

behavior i n the monetary pol icy prob lem under discretion, I now consider more i n 

deta i l the m a p p i n g from perceived to ac tua l variables. 
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In section 2.3 I have shown that the analysis of the transit ion to the R E E , under 
E H policy stands on the mapping from perceived inflation to actual inf lat ion 

T ( a ^ , t ) = $ * + r V t (4-2) 

a n d the necessary and sufficient condit ion for E -s tab i l i ty reduces to F * < 1. 
To give an example, since I consider A to be an exogenous pol icy parameter, let 

us assume that the pol icy-maker gives a positive weight A = 0.1 (note that w i t h this 
weight the pol icy-maker cares 10 times more about inf lation t h a n about output gap). 
I n this case the mapping T {a^,t) has a slope equal to 0.94 under C G G parametr izat ion. 
F igure 9 shows the mapping from P L M to A L M . E v e n i f i n i t i a l perceived inflation is 
not too far from the R E E , since the slope of the r(.) mapping is close to 1, the 
trans i t ion from the learning to the R E equi l ibr ium is very slow. 

F i g 9 
T h e m a p p i n g f r o m P L M t o A L M u n d e r t h e E H p o l i c y 

( A = 0.1) 

1 . 4 . 2 A d j u s t i n g t h e l e a r n i n g s p e e d 

T h e question now is whether a pol icy-maker who wants to reach i n the long r u n 
the same R E E determined by the E H poUcy (2.16) can speed up or slow down the 
private agents' learning process. T o answer to this question I consider a subset of the 
asymptot i ca l ly o p t i m a l poUcies that allow to off'set not only demand shocks, but also 
expected output gap movements, as under the E H policy^^. 

^^At the beginning of this section I have analyzed a more generic set of asymptotically-optimal 
policies (4.1) that allowed to choose among different speeds of convergence. However, under that 
policy, the analysis of the learning dynamics involved a mapping from P L M to A L M with both 
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D e f i n i t i o n 1 1 The Adjusted Learning Speed-F' (ALS-T') policy rule, is an expectations-

based reaction function 

With coefficients 7^^^ = " P ^ g , 7^^^ = 7 ^ ' = 7^^^ = ( l + ^here 
1 < r ' < 0 is the slope of the new mapping from perceived inflation to actual inflation 
obtained under the ALS-T' policy: 

T ' ( a , , t ) = - [ ^ f | ^ r + r ' o . , . (4.4) 

Note t h a t , under least square learning, the A L S - F ' policy leads to a mapping from 
P L M to A L M 

r (a,,t,a,,i) - ( T T p : ) ^ + r a . , - ( J ^ T ^ J (4-5) 

that does not depend on the perceived output gap. Therefore, i n order to study 
convergence to the R E E , as under EH-poUcy , the analysis can focus on the mapping 
from perceived to actual inf lat ion. 

F igure 10 shows the new mapping T' (a^,t) imder the ALS-Vpolicy. 

F i g 10 
T h e m a p p i n g from P L M t o A L M u n d e r t h e A L S - F ' p o l i c y 

( F ' < F*) 

T{a„),r{a„) 

perceived inflation and output gap. Here, instead, I consider a policy that allows a choice between 
diffent speeds of convergence just by looking at a mapping from perceived to actual inflation, as under 
the EH Policy. 
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I n part icular , i t can be observed that T' {a-„,t) has the same fixed point , a,r) as 
under the EH policy, but the intercept and the slope are different. T h e pol icy-maker, 
in order to speed u p (slow down) the transit ion to the R E E can follow an expectations-
based reaction function that induces a rotat ion of the mapping from P L M to A L M 
around the fixed-point (i.e., the R E E ) , w i t h a slope V lower (higher) t h a n under the 
E H policy. 

The following proposit ion formalizes this result. 

P r o p o s i t i o n 12 Under rational expectations, the ALS-T' policy results in the same 

REE for {7rt,xt} derived under the EH policy. Under least squares learning, the ALS-

r ' policy results asymptotically in the same REE for {7(i,xt} derived under the EH 

policy. 

P r o o f . See A p p e n d i x 1. • 
T a k i n g parameters a,ip,P as given, under the E H policy, the speed of convergence 

relies entirely on A: by choosing a A the pol icy-maker is also choosing the slope of 
the T{.) mapping ( in the previous example, w i t h A = 0.1, the slope was equal to 0. 
94) and, therefore, he determines the speed of convergence. However, under ALS-T' 

policy, the pol icy-maker could choose separately the relative weight on output gap and 
the speed at which agents learn without affecting the R E E . 

L e m m a 13 Under ALS-T' policy (4.3) the speed of convergence does not depend on 

the relative weight on output gap. 

P r o o f . See A p p e n d i x L . • 

C o m p a r i n g now EH and ALS-T' policies, we have that 

L e m m a 14 The response of interest rate to a rise in expected inflation is higher under 

the ALS-T' than under the EH policy ifT' <T*,is lower ifV > T*. 

P r o o f . See A p p e n d i x M . • 

T h e fol lowing proposit ion and its corollary formal ly compare the trans i t ion under 
A L S - F ' and under the E H poUcies. 

P r o p o s i t i o n 15 Assume that private agents form expectations through recursive least 

squares learning and that initial perceived inflation is the same under both ALS-T' and 

EH policies but different from the REE. Now, if the reaction to expected inflation is 

stronger under ALS-T' than under EH policy, i.e. 7^^^ > 7*, then perceived and 

actual inflation will be closer to the REE under ALS-T* than under the EH policy, 

along the transition. The opposite is true when 7^^'^ < 7^. 
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P r o o f . See A p p e n d i x N . • 

C o r o l l a r y 16 Consider two ALS policies i^^^ {T\) and i^^^ (T'^) with 0 < T'l < r'2 < 

1 and ajr̂ o (^'^^^Cr'i)) = a,r,o {i^'^^ {^'2)) ^tt- Along the transition, perceived and 
actual inflation will be closer to the REE under ALS-V {T\) than under ALS-T' {T'^) 
policy. 

T h e in tu i t i on is the following: i f the pol icy-maker reacts strongly to a change 
i n expected inf lat ion, the difference between private agents' expectations and actual 
inflation w i l l be greater and the predict ion error w i l l be i n i t i a l l y bigger; i f private 
agents make larger errors they w i l l adapt their estimates faster and b o t h expected 
and actual inf lat ion w i l l move closer to the R E E . In other words, the stronger the 
pol icy-maker 's response to a change i n private agents' expectations, the faster private 
agents learn and the shorter the trans i t ion to the REE^°. 

T h e fact that under the A L S pol icy for every 0 < < < 00 the distance from the R E E 
could be smaller (greater) t h a n under the E H pol icy brings to the following question: 
how long does it take under the two policies to get e-close to the R E E , i.e., s tart ing 
from the same distance from the R E E , IOTT.O — cin\ > how many periods are needed 
under the two policies i n order to get {nt — OttI < e? 

A s s u m i n g that the pol icy-maker follows a flexible inflation target ing pol icy rule 
w i t h A = 0.1, the output gap target is x = 0.004 and using C G G cal ibrat ion , figure 11 
compares the results of a s imulat ion under the E H policy and under an A L S - F ' po l icy 
w i t h r ' = 0.5 (i.e., root-t convergence is imposed) . G i v e n that the R E E for annual 
inflation is around 2 per cent, I consider a n i n i t i a l expected annualized inf lat ion 0.5 
percentage point higher t h a n the R E E . 

^"Orpheinides ajid Williams (2003), independently obtained the result that policies that take account 
of private learning should call for aggressive responses to inflation in order to improve performances 
in stabilizing fluctuations in the economy. Their analysis is mainly focused on numerical simulations, 
while here I use the concept of speed of learning i n order to justify analytically the result. In this 
sense this paper could be considered a theoretical justification for Orphanides and Williams work. 
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F i g 11 
D e v i a t i o n o f a c t u a l i n f l a t i o n f r o m t h e R E E 

( T T ^ = 2%; initial expected inflation = 2.5%; A = 0.1) 

n 

2.6 

2.4 

2,2 

2.0 

1.8 

1 11 21 31 41 51 61 71 81 91 

Under the A L S - F ' policy, after 1 quarter the i n i t i a l error is already halved, after 
1 year is below 0,2 percentage points and after 5 years the distance from the R E E is 
smaller t h a n 0,1 percentage point . O n the contrary, under E H pohcy, after 1 quarter 
inf lat ion is s t i l l 0.5 percentage point higher t h a n the R E E and after 20 years is stiU 
0 ,3 percentage points higher. 

Table 2 compares the trans i t ion to the R E E for different A L S - F ' poUcies. 
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Tab 2 
T r a n s i t i o n u n d e r t h e A L S - r ' po l icy^^ 

(Quarters needed in order to have (iTt — W h b e ) smaller than) 

0.4 0.3 0.2 0.1 
^ALS 

In r 
3.6 0.2 1 1 1 2 

2.9 0.4 1 1 2 4 

2.6 0.5 1 1 2 8 
2.3 0.6 1 2 4 22 

1.6 0.8 2 7 50 > 1 0 0 0 
1.3 0.9 6 98 > 1000 > 1000 
1.2l 0.94 24 > 1 0 0 0 > 1000 > 1 0 0 0 
1.03 0.98 > 1 0 0 0 > 1000 > 1000 > 1 0 0 0 

Let us consider, for example, the A L S - F ' w i t h 7^^^ = 2.6. G i v e n that i n equi
l i b r i u m inf lat ion is 2 per cent and assuming an in i t ia l expected inf lat ion equal to 2.5 
percent, inf lat ion can be reduced by more t h a n 0.3 percentage po int , i n hal f of the t ime 
needed imder the A L S - F ' w i t h 7:̂ -̂ ^ = 2.3, approximately 1/25 of the t ime needed 
imder the A L S - F ' w i t h 'y^^^ = 1.6 and more t h a n 1/1000 of the t ime needed under 
the E H - p o l i c y . 

T h i s section looked at the role of po l i cy decisions i n determining the speed of 
convergence under learning, focusing on the mapping from perceived inf lat ion to actual 
inf lat ion. Before asking how the pol icy-maker can make use of his role to increase 
social welfare, the following l e m m a concerns the behavior of the output gap along the 
trans i t ion . 

L e m m a 1 7 Under EH and ALS policies, when initial perceived inflation is higher 

(lower) than the REE, the output gap converges to the REE from below (above). 

P r o o f . See A p p e n d i x N . • 

N o w i t is possible to re turn to the question addressed at the beginning of the 

chapter: is the EH policy s t i l l o p t i m a l under learning? A r e policies that speed u p the 

learning process always better t h a n policies that involve a slow t rans i t i on to the R E E ? 

^^When A = 0.1, the A L S pohcy with -y^^^ = 1.2 coincides with E H - p o l i c y 
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1.5 Welfare analysis 

I n January 1999, w i t h the start of stage 3 of the Economic and Monetary U n i o n , 
monetary competencies were transferred from each country of the European U n i o n to 
the European Centra l B a n k . Before that date people were accustomed to take into 
account the monetary policy of their own country when making economic decisions. 
Af ter the start of stage 3, they faced a new policy-maker (and a new monetary po l 
icy) and inflation and output gap equi l ibria determined under the new pol icy regime 
were, in some cases, different from the ones impl ied by the previous policies. Let us 
consider, for example, countries Uke Italy or Spa in , whose rates of inf lat ion are his
tor ical ly higher than i n other member states, and assume that i n those two countries 
expected inf lation at the start of the E M U was higher t h a n the R E E determined by 
the new monetary regime. Under the assumption that private agents need t ime to 
learn the new equi l ibr ium, i t is clear that the dynamics of the learning equi l ibr ium 
along the trans i t ion to the R E E play an important role i n the analysis of monetary 
po l i cy decisions based on welfare measures. Questions like the ones raised at the end 
of the previous section show up spontaneously. 

T o answer to those questions I consider separately the two cases where i n i t i a l 
expected inf lat ion is higher than the R E E and where i t is lower. T h e reason why I 
proceed i n this way is twofold. F i r s t , under adaptive learning, when the poUcy-maker 
chooses the policy, he already knows private agents' expectations and he could infer 
wether the i n i t i a l bias i n agents' predict ion is positive or negative. Second, the welfare 
impl icat ions differs i n the two cases. In the l i terature it is wel l known that under the 
loss function described i n section 2.3 the first best p l a n would be, for a l l t, to have 
inf lat ion and output gap at their target levels, i.e., 7rf^ = 0 and xf^ = x. As many 
works have shown, under no commitment , the first best solution is not feasible i f x ^ 0. 
T h e opt imal (time-consistent) po l i cy i n this case leads to a R E E w i t h inf lat ion higher 
t h a n the first best and output gap lower: 

U n d e r learning, however, in f lat ion and output gap could remain far from the R E E 
for a long t ime. Therefore, i f i n i t i a l perceived inf lat ion is higher t h a n the R E E , as 
i n previous section, actual inf lat ion w i l l be higher and output gap lower t h a n the 
R E E along the trans i t ion . I n this case, a pol icy-maker who bases decisions on the 
loss function described i n section 2.3 would prefer policies that make inf lat ion fal l 
a n d output gap rise quickly to the R E E . O n the contrary, i f i n i t i a l perceived inf lat ion 
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is lower than the R E E , the policy-maker would prefer policies that make inflation 
c l imbing and output gap landing slowly to the R E E . Since EH policy is not taking 
into account the transi t ion , I c la im that there are ALS-T' policies that w i l l make our 
economy better off. 

I n order to verify this c la im, let us start by assuming that the EH policy (which 
is op t imal imder R E ) is also opt imal when private agents form expectations through 
adaptive learning. T h e a i m is to compute the welfare cost of alternative monetary 
policies, i.e., A L S - F ' , that asymptot ical ly result i n the same R E E as the EH policy., 

but along the transi t ion result i n different learning equil ibria. 

T h e social loss associated w i t h EH policy is defined as: 

oo 

LE^ = EoY:^'L{nt{i^"),xt(i^'')), 

where L (nt {i^^) , xt ( i^^) ) is the per iod t loss function defined above a n d TTJ [i^^) , xt [i^") 

denote the contingent plans for inf lat ion and output gap under EH policy. S imi lar ly , 
the social loss associated w i t h ALS-T' policies is defined as 

L^^' ( F ' ) = Eof^P'L (TT, ( Z ^ ^ ^ ( F ' ) ) ,xt {i^^' ( F ' ) ) ) -

I measure the welfare cost (or gain) of adopting pol icy ALS-T' instead of the 
reference EH policy as the percentage increase (decrease) i n the social loss of moving 
from EH to ALS-T'policy: 

^ w - n ) = ( ™ F ^ ) . i o o . 

Note that for values of w ( L ^ ^ ^ ( F ' ) ) < 0 there is a welfare gain i n adopt ing A L S - F ' 

pol icy instead of E H , while for w ( L ^ ^ ^ ( F ' ) ) > 0, there is a welfare loss. 

I r u n simulations^^ for 10000 periods, assuming that the pohcy-maker follows a 

flexible inf lat ion target ing po l i cy rule w i t h A = 0.1, the output gap target isx = 0.004 

and us ing C G G ca l ibrat ion . T h e annual ized inflation i n the R E E is around 2 per cent 

and the i n i t i a l expected inf lation is 0.5 percentage point higher ( in annualized terms) 

than the R E E . I compute social losses under the E H and A L S - F ' policies for different 

values of 7;̂ ^^ (i.e., different F ' ) . 

Figure 12 shows that A L S - F ' policies w i t h F ' < F * , by induc ing a fast convergence, 

reduce the social loss up to 25 per cent relative to E H policy. FoHcies w i t h F ' > F * , 

on the contrary, increase the social loss by up to 10 per cent. I n part i cu lar , a central 

^^In the following simulations I consider as AR(1) stochastic process for the demand shock, with 
Pg = 0.95 and Sgt ~ N (0,0.005) 
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bank that follows an A L S - F ' pohcy w i t h 7^^ = 2 . 6 can, by increasing the speed of 
convergence to root-f , lower the value of the loss function by 20 per cent relative to 
the E H policy. 

F i g 12 
P e r c e n t a g e loss i n t o t a l w e l f a r e (TTQ > 7r^^) 

r' 
0 0,2 0,4 0.6 0,8 1 

In order to analyze how the percentage increase (decrease) i n the social loss evolves 
along the t rans i t i on , s imulations are also r i m for T < 10000 periods. Table 3 shows 
the results, po in t ing out that most of the gain from using an A L S - F ' po l i cy w i t h fast 
t rans i t ion is concentrated i n the first 40 quarters. 

T a b 3 
P e r c e n t a g e l oss i n t o t a l w e l f a r e a f t e r T q u a r t e r s (TTQ > T T ^ ) 

^ALS 
In r T=10 T=20 T=40 T=100 T=10000 
4.0 0.2 - 1 1 - 1 8 - 2 2 - 2 4 . 5 - 2 5 . 5 
3.3 0.4 - 1 0 - 1 6 - 1 9 - 2 2 . 5 - 2 3 . 5 
2.6 0.5 - 9 - 1 4 - 1 7 - 2 1 - 2 2 
2.3 0.6 - 8 - 1 2 - 1 5 - 1 8 - 1 9 . 5 
1.3 0.9 - 1 , 5 - 2 - 3 - 3 , 5 - 4 

1.03 0.98 3 4 5 6 7 

Figure 13 a n d Table 4 show that under the assumption of a n i n i t i a l expected 
inf lat ion 0.5 percentage point lower t h a n the R E E , by inducing a slower convergence, 
the pol icy-maker could reduce the welfare loss. 
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F i g 13 

P e r c e n t a g e loss i n t o t a l w e l f a r e (TTQ < vr^^) 

Loss(%) 

0 0,2 0,4 0,6 0,8 1 

A central bank that follows an A L S - F ' pohcy w i t h 7 -̂̂ ^ = 1.03 can, by increasing 
the slope of the mapping from perceived inf lat ion to actual inf lat ion to F ' = 0.98, slow 
down the t rans i t i on and lower the value of the loss function by approximately 10 per 
cent relative to the E H policy. O n the contrary, a poUcy-maker who speeds up the 
trans i t ion to root-t convergence, following a n A L S - F ' po l icy w i t h 7^^^ = 2.6, would 
increase the value of the loss funct ion by approximately 40 per cent relative to the E H 
pol icy! A g a i n , Table 4 shows that most of the loss from using an ALS-V policy w i t h 
fast t rans i t i on is concentrated i n the first 20 quarters, while advantages from induc ing 
a slower convergence are d is tr ibuted along the t rans i t ion . 

Tab 4 
P e r c e n t a g e l o s s i n t o t a l wel fe ire a f t e r T q u a r t e r s (TTQ < T T ^ ) 

^ALS F ' T=10 T=20 T=40 T=100 T=10000 

4.0 0.2 56 53 51 49 48 
3.3 0.4 43 43 44 44 43 

2.6 0.5 36 38 39 40 40 
2.3 0.6 28 30 33 35 36 
1.3 0.9 3 4 5 5,5 6 

1.03 0.98 - 3 - 5 - 6 - 8 - 9 

Before conc luding I w i sh to emphasize some aspects concerning the robustness of 
welfare results. 
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1.6 Robustness 
I n the previous section I studied the speed of convergence and welfare by running 
simulations w i t h X = 0.1 and x = 0.004. Changing these parameters would not change 
the finding that EH policy is not opt imal under learning when the central bank makes 
active use of learning and that , when in i t ia l perceived inflation is higher than the R E E , 
the central bank could increase welfare by inducing a faster transi t ion . However, i n 
the extreme case where x = 0, ii in i t ia l expected inflation is 0.5 percentage point 
lower (in annualized terms) than the R E E , the finding that a slower convergence to 
the R E E increases welfare does not hold anymore. I n fact, when x = 0, i n our model , 
the opt imal po l i cy under discretion results i n a R E E w i t h inf lation and output gap 
equal to the first best, a n d a faster transit ion w i l l always be better (table 5). 

Tab 5 

P e r c e n t a g e loss i n t o t a l w e l f a r e , w h e n x = 0 

( a ; ( L ^ ^ 5 ( r ' ) ) ; T = 1 0 0 0 0 ) 
^ALS p / TTo > 7 r ^ TTo < 7 r ^ 

4.0 0.2 - 5 7 - 5 7 
3.3 0.4 - 5 9 - 5 9 
2.6 0.5 - 5 8 - 5 8 
2.3 0.6 - 5 6 - 5 6 
1.3 0.9 - 2 0 - 2 0 
1.03 0.98 69 69 

Table 6 shows what happens i f we change the weight that the pol icy-maker gives 
to output gap relative to inf lat ion. I n the table are reported the results of a s imulat ion 
w i t h X = 0.004 and A = 0.05 (i.e. the value obtained as the result of a general 
equ i l ibr ium problem i n Woodford , 2003). I n this case, the effects on welfare are only 
s l ight ly different from the ones obtained i n the previous section. 

T a b 6 
P e r c e n t a g e l oss i n t o t a l w e l f a r e , w h e n A = 0.05 

(g; {L^^^ ( r p ) ; x = 0.004, T = 1 0 0 0 0 ) 

r TTO > T T ^ TTO < 7 r ^ 

4.0 0.2 - 2 1 34.5 
3.3 0.4 - 1 9 31 
2.6 0.5 - 1 8 28 
2.3 0.6 - 1 5 24 
1.3 0.9 1 - 1 

1.03 0.98 14 - 1 5 . 5 
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1 .6 .1 I n i t i a l E x p e c t e d I n f l a t i o n S y m m e t r i c a l l y D i s t r i b u t e d a r o u n d 

t h e R E E 

Under the assumption that i n i t i a l expected inflation is random and distr ibuted sym
metrically^^ around the R E E figure 14 shows that if the po l i cy maker does not take 
into account the i n i t i a l bias i n agents' predict ion, ALS-T' policies that induce a slower 
convergence than under E H pol icy would be sl ightly preferable t h a n policies that de
termine a fast convergence. 

F i g 14 
P e r c e n t a g e l oss i n t o t a l w e l f a r e 

(TTQ symmetr ical ly d is tr ibuted around T T ^ ) 

Loss(%) 
5.0 

4,0 

3,0 -

2,0 

1.0 • 

0.0 

-1,0 

ALS-r{0^) Policy 

02 0,4 0,6 0,8 

1 .6 .2 A n E c o n o m y w i t h C o s t - p u s h S h o c k s 

T h e new-Keynes ian model analyzed i n this chapter is derived assuming that only 
one shock aff'ects the economy. Under this assumption the pohcy-maker neutralizes 
real effects of the shock whether i t follows the EH policy or a n ALS-T' policy, i .e., 
7p = "f^^^ = ^ . However, when an addit ional shock hits the economy (for example, 
a "cost-push shock" , ut) the pol icy-maker cannot, i n general, neutral ize b o t h shocks 
at the same t ime. I n this case, since the two poUcies along the t rans i t i on to the R E E 
would react diff'erently t o ut, welfare analysis cou ld be affected. Simulat ions show that 
the introduct ion of a cost-push shock affects the results only i n the amount of the 
welfare ga in (or loss). 

'^Here I assume an uniform distribution between —0.5 and +0.5 percentage point around the R E E . 



1. M o n e t a r y P o l i c y a n d t h e T r a n s i t i o n t o R a t i o n a l E x p e c t a t i o n s 34 

Tab 7 

P e r c e n t a g e loss i n t o t a l w e l f e r e w i t h c o s t - p u s h s h o c k s 
jiv {L^^^ {T')) ; T = 1 0 0 0 0 ) 

^ALS r TTO > 7 r ^ TTo < 7 r ^ 

4.0 0.2 -23 36 
3.3 0.4 -22 32 
2.6 0.5 -20 29 
2.3 0.6 -19 26 
1.3 0.9 -4 4.4 
1.03 0.98 8.3 -8.1 

Table 7 shows that adding an A R ( 1 ) shock ut i n the aggregate supply equation^"*, 
when i n i t i a l private agents' perceived inf lat ion is 0.5 percentage point higher ( in an
nualized terms) t h a n the R E E , a central bank that foUows an A L S - F ' pol icy w i t h 
'Y^^^ = 2.6 can lower the value of the loss function by approximately 20 per cent 
relative to the E H pol i cy (22 per cent without cost-push shocks); when i n i t i a l private 
agents' perceived inf lat ion is 0.5 percentage point lower t h a n the R E E , an ALS-T' 

pol icy w i t h 7^^^ = 1.01 can lower the value of the loss funct ion by approximately 8 

per cent (10 per cent without cost-push shocks). 

T h e results obtained i n this section show that opt imal policies derived under R E 
are not op t ima l under learning. U s i n g results for the speed of convergence could help to 
increase social welfare b y tak ing into account the trans i t ion from learning equi l ibr ium 
to the R E E . So lv ing for the true opt imal po l i cy under discretion and learning would 
involve tak ing into accoimt that the pol icy-maker could make active use of private 
agents' learning behavior. However, since the opt imal monetary po l i cy has to be 
derived by subst i tut ing the private agents' P L M into the objective funct ion, i t would 
be time-dependent. Further analysis i n this direct ion is required and w i l l be left for 
futmre research. 

1.7 Conclusions 

I n this chapter of the thesis I have shown that considering learning i n a mode l of 

monetary pol icy design is part i cu lar ly important i n order to describe not on ly the 

asjonptotic properties of rat ional expectations equ i l ibr ium to w h i c h the economy could 

^^I assume A = 0.1, x = 0.004, ut = p^ut-i + e„,t with - 0.35 and e„,t ~ N (0,0.005) 
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converge, but even to describe the dynamics that characterize the transi t ion to this 
equi l ibr ium. 

T h e central message is that policy-makers should not only look at monetary po l i 
cies that determine a stable equi l ibr ium under learning, but also take into account 
how policy decisions affect the speed at which learning converges to rat ional expec
tations. In part icular , under certain policies, the R E E is E-stable, but the period 
needed to converge to this equiUbrium could be incredibly long. React ing strongly to 
expected inf lat ion, a central bank would shorten the transi t ion a n d increase the speed 
of convergence from the learning equi l ibr ium to the R E E . 

A pol icy-maker who considers his role i n determining the dynamics of the private 
agents' learning process could choose a pol icy rule that induces agents to learn at a 
given speed, affecting the welfare of society. I n part icular , i f the pol icy-maker knows 
that after a regime change private agents' perceived inf lation would be higher than 
the R E E , by choosing a pol icy that reacts strongly to expected inf lation he would 
determine a fast convergence and could increase social welfare. If, instead, perceived 
inf lation is i n i t i a l l y lower than the R E E , a slow transi t ion is preferred when the output 
gap target is greater than zero. 

1.8 Appendix: Proofs of Propositions and Lemmas 

A . P R O O F O F P R O P O S I T I O N 1 

G i v e n the recursive stochastic a lgor i thm 

OTT.t = arr.t-i + {-aify + [p + a(p{l- 7^)] a^,t_i + agt-i - o^,t-i) 

let 

h (a,r) = [-av?7 + \j3 + a(p{l- 7^)] ch: - a^] 

and let be such that / i (a^) = 0. B y the theorem of Benveniste et. a l . (Theorem 3, 
page 110), i f the derivative of h.(a^) is smaller t h a n - 1 / 2 , then 

where cr^ satisfies 

h' (an)] (tI + E [ -Q ; ^ 7 +\j3 + aip{l~ 7^)] a^-a^+ agtf = 0 

Note that the derivative of E [-acpj -f- [/? -f- ay? (1 - 7^)] - â -] being smaller 
than - 1 / 2 coincides w i t h [/3 + (1 - 7^)] being smaller t h a n 1/2, i.e., 7^ be ing 
larger t h a n 1 -
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B . P R O O F O F P R O P O S I T I O N 2 

T h e formula for the asymptotic variance of the l i m i t i n g d is tr ibut ion is 

and the derivative, 

a" 
[ l - ^ - " V ( l - 7 . ) ] ' 

dal 
a^al < 0 

2 " "9 

C. P R O O F O F P R O P O S I T I O N 3 

T h e argument is s imi lar to the one used i n the proof of Proposit ions 1 and 2. 
In order to have r oo t - i convergence, 

v2 a" 
2(3-1 

2 
For values of A > -^^r^ there is no root-t convergence and convergence w i l l be slower. 

D . P R O O F O F L E M M A 4 

I n the context of the present model , expected inf lat ion and output gap are 

ax,t 
EtYt+i = 

where a,r,t and ax,t are estimated recursively 

T h e A L M of inf lat ion and output gap is = Q + FAt 

T h u s the m a p p i n g from P L M to A L M takes the form 

T{A't)=Q + FAt 

Consider the s tab i l i ty under learning (E-stabihty) of the rat iona l expectat ion so

l u t i o n A as the s i tuat i on where the estimated parameters At converge to A over time. 
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P r o m E v a n s and Honkapohja (2001), the E-s tab i l i ty is determined by the following 

differential equation 

±(A')=T{A')-A' 

For this framework E-s tab i l i ty conditions are readily obtained by comput ing the deriva
tive of T {A')—A' and imposing that the determinant of the matr ix w i t h the derivatives 
of the previous differential equation w i t h respect to A is greater t h a n zero and the trace 
of the matr ix w i t h the derivative is greater than zero. I n part icular , the eigenvalues of 
F, zx and 22, must have real parts less t h a n one (let us define the biggest eigenvalue 
of the F m a t r i x as 21). 

T h e n , let us dist inguish between the two cases: 

1. T h e " rea l " case. 

In this case two conditions must be satisfied i n order to have convergence to the 
R E E : 

(a) F o r rea l i ty 

{a^ (1 - 7^) /3 - i - (1 - v>7,))2 - 4^ (1 - <̂ 7,) > 0 

(b) z i < 1 implies 

Since by hypothesis zi > Z2, ii zi < 1 then also 22 < 1-

2. T h e "complex" case. 

I n this case two conditions must be satisfied i n order to have convergence to the 
R E E : 

(a) F o r the solution to be imaginary, 

(1 - 7 . ) + /5 + (1 - v ^ J ) ' - 4^ (1 - ifnx) < 0 

(b) R e a l par t of 21 < 1 implies 

( a y ^ ( l - 7 j + / 3 + ( l - y 7 j ) 
2 

T h a t is 

a(p a 

Since b y hypothesis zi > Z2, ii zi < 1 then also 22 < 1. 
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F r o m case 1 and case 2, we obtain the necessary and sufficient condit ion for E -

stabil ity, 
, 1 - / 3 7 . 

7^ > max 1 ^ 7 x . 1 -
a oup a 

E . P R O O F O F P R O P O S I T I O N 5 

Consider again the mapping from P L M to A C L under the least square learning 
hypothesis: 

P r o m Marce t and Sargent (1992) it follows that i n order to have root-t convergence 
the eigenvalues of F must have the real part smaller t h a n \. 

T h e n , let us dist inguish between the two cases: 

1. T h e " rea l " case. 

I n this case two conditions must be satisfied i n order to have convergence to the 

R E E : 

(a) For real ity 

(ayp (1 - 7^) - f /3 4- (1 - < ^ J ) 2 - 4/5 (1 - </P7j > 0 

(b) z\ < 0.5 implies 
, 1 - 2 / 3 1 - 2 / 3 

Note that if z\\s, smaller than \ then even z^ is smaller than \. 

2. T h e "complex" case. 

I n this case two conditions to be satisfied i n order to have r o o t - i convergence: 

(a) For the solut ion to be imaginary, 

{cc^ (1 - 7^) -I- ^ + (1 - ^,)f - 4/3 (1 - VP7J < 0 

(b) R e a l part of < i imphes 

T h a t is 

( a y ( l - 7 j + ; g + ( l - y 7 j ) 1 
2 2 

Note that i f 2 i i s smaller t h a n \ then even zi is smaller t h a n \. 
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F r o m case 1 and case 2, we obta in the necessary and sufficient condit ion for root-t 

convergence, 

7^ > m a x 

F . P R O O F O F P R O P O S I T I O N 8 

Consider the set F = {7^,73; : 7^ > 0,73. > 0 and 0 < < 1}. 
M o n o t o n i c a l l y i n c r e a s i n g w i t h r e s p e c t t o 7^: for every h = (7i-,7i) ^ T and 

= ( T ^ J T X ) G r , w i t h 7^ > 7^, w implies a value for the real part of zi smaller or 
equal to the one w i t h h. 

P r o o f , zi is the biggest eigenvalue of F: 

, _ ( a y ( l - 7 j + / g + ( l - ' ^ 7 x ) ) , 
21 - 2 + 

^{cap (1 - 7^) + ^ - K l - yP7,))^ - 4/? (1 - ^7.) 

+ 2 

Consider a ft. = (7];., 7^) E F such that zi — z\ is real . I n this case 

{acp (1 _ 7 J + /3 + (1 - ^^,f - 4/3 (1 - ¥ . 7 J > 0 

For every e > 0 there is a u ; = (7^,7i) = (7Jr + e>7x) £ T w i t h 7^ > 

For the combinat ion (77r,7i) = w, the biggest eigenvalue of F , 2^ is equal to 

,2 _ ( a y ^ ( l - ( 7 J r + e ) ) + ^ + ( l - y > ( 7 ^ ) ) ) 

( g y (1 - (7I + g)) + /3 - K l - (7^)))^ - 4^ (7^) 

There cou ld be two cases: 

1. is such that z\ is real . I n th i s case 

(a<^ (1 - {^l + e)) + /? - f (1 - (^7i))' - 4/37i > 0 

N o w , i t is obvious that z\ — z\ < 0 and monotonic i ty w i t h respect to 7^ is 
satisfied. 

2. w is such that z\ is complex. I n th is case z\ should be compared w i t h the real 
part of zi 

Since 

( a y ( l - ( 7 4 + £ ) ) + ^ + ( l - < / P 7 i ) ) ( a y , ( i - 7 j + /? + ( l - y 7 . ) ) 

2 2 ^ 

monotonic i ty w i t h respect to 7^ is satisfied. 
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Consider an h= (7^,7^) such that zl is complex. In this case only the real part 
of zl is of interest. 

Take aw= (^^ + £ ,7^) , i n this case ||K; — h\\ = (7^ + e — 'y^Y 

point (7^, 7J.) = to, the biggest eigenvalue of F, z\ is equal to 

2 ^ ( a < ^ ( l - ( 7 J r + g ) ) + / ? + ( l - y 7 i ) ) 

= e. In the 

yjioc^ (1 - (̂ 1 + e)) + /3 + (1 - -

^ 2 

Note now, that i f z\ is complex, Zj cannot be real : i f z\ is complex 4y57^ > 

{a^(l-^l)+l3+{l-^l))\ 

Now, since 

{a^ (1 _ 7 I ) + ^ + (1 - > ( a ^ (1 _ (̂ 1 + e)) + /? + (1 - ¥^7^))' 

then 4/^7^ > (a</? ( l — (7]^ + e)) + /5+ ( l — yO ' i ) )^ , i-e., z\ is complex. In this case 
i t is obvious that monotonic i ty w i t h respect t o 7^ is satisfied. • 

N o M o n o t o n i c i t y w i t h r e s p e c t t o 7̂ .: Consider an / i = i(y\,^]^ G F and a 
= ( T ^ J T X ) = ( T ^ J T ^ + e ) e r such that and z\ are complex. I n this case i t is 

easy to see (using a s imi lar argument to the previous proof) that z\ < z\] take now 
h = {jI, 7i) G r and a to = (7^, 7^) = (7^,7^ + e) € F such that z j and zf are real 
a n d it is easy to see that z\<z\. 

G . P R O O F O F L E M M A 9 

Subst i tut ing the value of the condit ional expectations into (2.21), the op t ima l 
po l i cy rule cou ld be w r i t t e n as: 

7 « = i 

T h i s expression says that the pol icy-maker should offset demand shocks {gt) by 
adj l i s t ing the nomina l interest rate i n order t o neutralize any shock to the IS curve. 
Since this o p t i m a l pohcy rule involves only the fimdamentals o f the economy (demand 

a n d supply shocks), i t could be defined as the optimal fundamentals-based reaction 

function under rat iona l expectations (Evans and Honkapohja (2003a))^^. 

^^Many autors (see for example Woodford (1999)) have shown that this interest rate rule leads to 
indeterminacy, i.e., a multiplicity of rational expectations equilibria. 
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N o w , consider a generic expectations-based pol icy rule of the form: 

it = 7 + IxEtXt+i + J-jr^m+i + lg9t 

A s s u m i n g rat ional expectations, expected values could be substituted i n the pre

vious expression to obta in the following pohcy rule: 

it = {7 + lx(^x + TTTOTT) + IgQt 

B y comparing this equation w i t h the optimal fundamentals-based policy rule, a 

system of two equations on four unknowns (7,7xj77r,7fl) is obtained: 

7 f = 7 , 

Obviously, this system has mult iple solutions. 

H . P R O O F O F P R O P O S I T I O N 10 

B y considering the values of the coefficients of the reaction function 7*, 7*,7-'* 

and the rat ional expectations values ax, as given, the combinations of ^nd 7^ 

are obtained impos ing asymptot ical ly the same equi l ibr ium derived under the optimal 

expectations-based reaction function (2.21): 

_ ( A - F a = ^ ) ( l 4 - a y ) - A / ? ( 1 - / 3 ) 

'̂ '̂  a (A- t -a2)<^ a 

Consider the isoquants of F igure 8: 

= for7.>7x 

w i t h a k i n k on 

'PfS a<pP ) 

Rest r i c t ing the analysis to the set = {7^,73;: 0 < z i < /?,7^ > 0,73. > 0}, now 

the m a x i m u m speed of convergence prob lem defined for 0 < zi < p-. 

m i n ^ ( 7 , r , 7 x ) 

_ ( A - f a 2 ) ( l + a v ^ ) - A / 3 ( 1 - ^ ) 
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has a solution (use proposit ion 3.D.1 i n M a s - C o l e l l et a l . , 1995), and there is also 
a n indirect speed of convergence function v (A) that is s tr i c t ly decreasing on A (use 
proposit ion 3.D.3 i n M a s - C o l e l l et a l . , 1995). T h e m a x i m u m speed of convergence that 
could be induced by a combinat ion (7^,73;) for a given A w i l l always coincide w i t h the 
k i n k . Note that 

5 7 . -2{P-z,) 

< 0 

« - ^ <0 (or zi<p 
ozi a(pp 

N o w , since the higher the level curve, the faster the convergence, i t must be shown 
that as A increases, the Hne 

_{\ + a'^)(l + acp)-XP {1-/3) 
a ( A 4 - a 2 ) y , a '^^ 

moves downward and the fastest speed of convergence that is feasible is lower, or i n 
other words the smallest zi that can be reached is larger. 

I . P R O O F O F P R O P O S I T I O N 12 

Under the E H policy, the economy evolves according to the following dynamic 
system: 

+ 
a 

T* 0 
0 

EtTTt+l 

EtXt+1 

Under the A L S - F ' policy, the economy evolves according t o the following dynamic 
system: 

Xt 

^•( i - r ' ) 
( i - r « ) 

L ( i - r * ) a 
- f 

F ' 0 
0 

EtTTt+l 

EtXt+1 

T h e R E E imder b o t h poUcies is 

and Xt = 
$ * ( l - / 5 ) 

( 1 - F * ) ' ( 1 - F * ) a 

and under learning, when b o t h F ' and F * are smaller t h a n one the R E E is E-stable . 

L . P R O O F O F L E M M A 13 

Since imder A L S - F ' policy, 

g iven the parameters a,(p,P, each value of the pol icy react ion parameter j^^^ has a 

corresponding slope of the T( . ) mapping , F ' , independently from A. 
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M . P R O O F O F L E M M A 1 4 

If 

then 

1 > r * > r ' 

S i m i l a r l y i f 
1 > r ' > r * 

N . P R O O F O F P R O P O S I T I O N 1 5 

Define a^,t {i^^^ (r')) and a^,t {i^") the perceived inf lat ion under A L S - F ' and EH 

policies, TTf [i^^^ (F')) and TTt {i^^) actual inflation under A L S - F ' and EH policies. 
Assume that the economy starts from a point where the learning equi l ibr ium and the 
REE do not coincide, 

a . , o ( i ^ ^ ^ ( r ' ) ) = a . , o ( i ^ ^ ) ^ a . 

I have to show that if 7^^^ > 7* , then for every 0 < i < 00 

V^,t{i^^ ( r ' ) ) - a , | < K , ( i ^ « ) - a . 

and 

( F ' ) ) - a , , | < l 7 r , ( z ^ ^ ) - H . | 

whi le , i f 7̂ ''̂ ^ < 7^, then for every 0 < i < 00 

K t l ^ " ^ ^ ( r ' ) ) - a . | > | a , , ( i ^ ^ ) - a , 

and 

| 7 r t ( i ^ ^ (F ' ) ) - a , | > | 7 r , ( i ^ ^ ) - o . l 

I w i l l prove the proposit ion for 7^^^ > 7* . A s imi lar procedure could be used for 

L e t 7^^^ > 7 ; , then 
F ' < r * 

N o w , for i = 0, since 

F* O .̂o — — : r - r > F ' I O^fl — 
( i - r * ) y 

then 
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For t = l, since 

then 

7 r o ( i ^ ^ ^ ( r ' ) ) - a . | < | 7 r o ( i ^ ^ ) - a . 

( i ^ ^ ^ (F ' ) ) - 5 . = TTo {i^'' (F ' ) ) - a . 

Moreover, since 

* ^ ^ , ( z > ^ ^ ^ ( r ' ) ) - a . = F ' 2 ( a . . o - ^ ^ , ^ 

and since r * ^ > F '^ , then 

K i ( i ^ ^ ^ ( F ' ) ) - a , | < | 7 r i ( i ^ ^ ) - a , 

S i m i l a r l y for f > 1. 

N . P R O O F O F L E M M A 1 7 

G i v e n that 

~ ( 1 - F * ) a 

i t must be shown that i f OTT.O {i"^^^ (F')) = 0^,0 ( i^^) > then for every 0 < t < 00, 

x t ( z ^ ^ ^ ( F ' ) ) , x t {i^")<x'^^ 

and for a l l 0 < i ' , i < 00, w i t h t' >t 

xt ( i ^ ^ ^ (F ' ) ) < xt> ( i ^ ^ ^ (r)) < a ; ^ ^ a n d ( i^^ ) < x*. ( i ^ ^ ) < x ^ ^ 

I f a;r,o (t^-^^ ( r ' ) ) = a^fl {i^") < a^, then for every 0 < t < 00, 

x t ( z ^ ^ ^ ( F ' ) ) , x t ( z ^ ^ ) > x ^ ^ 

and for a l l 0 < i ' , t < 00, w i t h f > t 

Xt ( i ^ ^ ^ ( r ' ) ) > xt> ( i ^ ^ ^ (r)) > x ^ ^ a n d (z^^) > x^, ( i ^ ^ ) > x « ^ ^ 
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Let a,r,o < a- Since 
(r'-/3) (r*-/3) 

a a 
< 0 

and 

t h e n x o ( i ^ ^ ) , x o ( i ^ ^ ^ (T')) <0. 
For t = 1, we have 

and again i t is obvious that xi ( i^^ ) ,xi ( i ^ ^ ^ (F')) < 0 and 

XI ( i ^ ^ ^ (F ' ) ) > xo ( i ^ ^ ^ (F ' ) ) and ( i ^ ^ ) > xo 

s imi lar ly for t=2,3, . . . and for the case a^,o ( i ^ ^ ^ (F') ) = a^,o ( i^^) > OTT-





C h a p t e r 2 

Quantitative Implication of 
Limited Commitment and 
Temporary Exclusion 

A burgeoning l i terature studies models of r isk-sharing where the planner is able to 
enforce contracts under the threat of permanent exclusion. Permanent exclusion has 
been often cr i t i c ized for not be ing a credible threat. W e s tudy the problem when 
exclusion c a n only be enforced temporari ly . W e show how to adapt recursive methods 
to compute the op t ima l al locat ion and compare i t w i t h the one enforceable under the 
threat of permanent exclusion. W e study when the exclusion per iod is large enough and 
we use th is to comment on various issues of r isk default and internat ional borrowing 
and lending^. 

2.1 Introduction 

T h e l i terature o n r isk-sharing has provided a framework to t h i n k about the role of 
assets i n diversi fy ing risks. T h e effects on asset prices, consumption and investment, 
b o t h w i t h i n a country and across countries, have been thoroughly studied under com
plete markets . I n this case, w i t h fu l l in format ion , the opt imal consumption a l locat ion 
depends o n the current value of the aggregate state only; this outcome reflects the 
opportunit ies to insure risks that markets provide. 

One styl ized fact on consumption data , however, is that , condi t ional on per cap i ta 
consumption , i n d i v i d u a l consumption is pos i t ive ly correlated w i t h current and lagged 
i n d i v i d u a l income. One way to mode l th is phenomena is to assume that financial 

^This chapter is part of a project on which I'm working with Albert Marcet. 
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markets are incomplete, so that agents cannot eliminate a l l idiosyncratic r isk. The 
drawback of this approach is that the results i t implies depend on the arb i trary set 
of securities that are made available to agents. A recent s trand of l i terature considers 
r isk-sharing agreements under l imi ted part ic ipat ion , introducing an element of default 
i n the equi l ibr ium. T h e m a i n assumption is that agents are able to default on the risk-
sharing agreement i f they find a better outside alternative. A n enforceable contract 
should deliver at a l l times at least the S£ime u t i l i t y of the outside option. Several studies 
assume that the outside option is defined by some autarkic solution; references include, 
among others, K e h o e and Levine (1993), Kocher lakota (1996), Marcet and M a r i m o n 
(1998), Alvarez and Jermann (2000, 2001) and Kehoe and P e r r i (2002). A l l these 
works consider permanent exclusion as the harshest punishment for default and they 
s tudy opt imal contracts under the constraint that agents w i l l never be worse off w i t h 
respect to permanent autarky. T h e introduct ion of these constraints provides agents 
w i t h incentive to commit to their agreements at the cost of reducing r isk shar ing . 

Kehoe and Lev ine (1993) and Kocher lakota (1996) s tudy efficient allocations i n 
economies where part i c ipat ion constraints ensure that agents would at no t ime be bet
ter off by reverting permanently to autarchy. Alvarez and Jermann (2000) show that 
b y model l ing part i c ipat ion constraints as portfolio constraints, the efficient allocations 
can be decentralized as a competit ive equ i l ibr imn w i t h solvency constraints. Kehoe 
a n d P e r r i (2002) go a step further by assuming that the constraints that private agents 
face are exphc i t ly chosen as part of the equi l ibr ium. 

T h e common factor of a l l these works is that the op t ima l solution is enforced by 
the threat to leave the default ing agent i n autarky forever. In most real life s ituations 
this is hard ly a credible threat. I n most situations where default m a y take place, 
agents would have an incentive to renegotiate after hav ing been i n autarky, because 
th is punishment ehminates a l l future m u t u a l gains from intertemporal exchange. I n 
general i f a relationship is broken (be i t a.credit contract, a commercial relat ionship, a 
po l i t i ca l alliance, an employment agreement or, of course, a sentimental relationship) 
permanent exclusion is not a credible threat , but i n most of these cases some t ime has 
t o elapse before a new s imi lar relationship can be established. 

I n this chapter we relax the assumption of permanent autarky as the harshest 
credible pvmishment for default on a r isk-sharing agreement^. We assume that a 
default ing agent w i l l be excluded for T periods. Af ter this per iod of t ime the agent can 
start anew w i t h a (restricted) opt imal contract that , i n t u r n , w i l l take into account 
the possibiUty of default. I n solving the model , we assume that the planner that 
w i l l reoptimize after the T periods, w i l l have the same preferences as his predecessor 

^ While we were working at this project, we realized that Scholl (2004) has independently developed 
a similar framework in the context of international business cyle theory. 
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(equivalently, this is the same planner, who could not enforce autarky any longer)-^. 
There are many real wor ld situations that can be used to motivate this structure: a 
typ i ca l example of temporary autarky, is the case described by the Chapter 7 of the 
U S B a n k r u p t c y Code i n the States. Borrowers can default on their loans by f i l ing 
for bankruptcy ; post -bankruptcy the household has serious diff iculty i n getting new 
loans for a per iod of about ten years, but once the ten year per iod is over, federal law 
mandates that the record of the filing be deleted from the household's credit history. 
Other examples come f rom international borrowing and lending agreements: i t is not 
credible that a country would be permanently excluded from international borrowing 
and lending after default, given that governments (both of the defaulting and the 
lending countries) change after a few years, so permanent exclusion is s imply not an 
opt ion. I n fact, a l l countries i n history that have defaulted have been, eventually, 
brought back i n the international capi ta l markets. 

W e present pre l iminary results. F i r s t , we characterize analyt ica l ly the constrained 
efficient al location. A recursive formulat ion is needed to compute equi l ibria . T h e most 
general ways of formulat ing op t ima l dynamic contracts recursively are the Lagrangian 
approach of M a r c e t and M a r i m o n ( M & M , 1998) and the promised u t i l i t y approach of 
A b r e u , P ierce and Stachett i ( A P S , 1990). Temporary punishment is not an immediate 
extension of these setups, because the outside option now depends o n the solution of 
the o p t i m a l contract , since the opt imal contract w i l l be enforced again after T periods. 
We show how to adapt these methods to formulate a recursive solutions by solving 
an appropriate f ixed point problem that uses M & M or A P S as an accessory i n an 
inner loop i terat ion . W e develop an algor i thm that implements the recursive solution. 
We show, perhaps surprisingly, that the computat ional costs of finding a numerical 
solut ion to the temporary punishment model are, i n a certain dimension, the same 
as for the case of permanent autarky. Therefore, mainta in ing this assumption is not 
justi f ied by appeal ing to numerical s implic i ty . 

W e also show that i n some cases the r isk-sharing agreement m a y give rise to an 
empty feasible set. T h i s may occur when the f ixed point that defines an equi l ibr ium is 
stated i n terms of arb i t rary f imctions or, even i n cases where a feasible set is known to 
be non-empty, along the iterations to find the solut ion of the problem. W e overcome 
the prob lem by modi fy ing s l ightly the or ig inal model , introducing a penalty funct ion 
i n the objective of the planner. 

F i n a l l y , we decentralize the a l locat ion by a system of borrowing constraint and 
prices a l a A lvarez 8z J e rmann i n order to discuss the properties of the pr i c ing kernel 
and obta in predictions about asset prices. W e document quant i tat ive impl icat ions 

'studying in detail the game theorethic justification for this assumption is beyond the scope of this 
paper and is left for future research. 
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and compare them w i t h the ones obtained under permanent reversion to autarchy. 
W e show how to use our framework to asses a few issues of interest, such as the length 
of the punishment needed i n order to get close to the equi l ibr ium under the threat of 
permanent exclusion; the behavior of prices and interest rate under the two punishment 
strategies. T h e first issue is important i n determining the effects of different periods 
of exclusion: are the 10 years of Chapter 7 very costly i n terms of efficiency?, do they 
i m p l y a very different interest rate w i t h respect to the case of permanent exclusion?, 
how long should the I M F exclude a defaulting country before it is again a candidate 
to receive loans?. T h e second issue is important to determine whether temporary 
punishment can help or hurt i n expleiining some empir ical puzzles. 

T h e chapter is organized i n the following way. Section 2.2 describes the environ
ment. Section 2.3 discusses the equi l ibr ium allocation and the computat ional method. 
Section 2.4 shows the quantitative results and section 2.5 concludes. 

2.2 The Environment 

There are two ex ante identical households denoted i = 1,2 w i t h preferences over 
consumption streams ordered by EQ J ] t^o ^'^i {^) > where u (c) is an increasing, s tr i c t ly 
concave, and twice continuously differentiable function, and 5 € (0,1) is a discount 
factor. 

E a c h household receives a stochastic endowment stream {^^tj^o for * = 2 where 
u>l,u)i is a M a r k o v process w i t h UJQ,CJI given and 

logui = {1 - pJiD + log w j _ i + ej 

w i t h et ~ i V (0, Q,) and i.i.d.; a l l variables dated t are contingent o n realizations of the 
shocks up to t. 

A planner allocates goods to households i n ways designed t o get them to share 
resources vo luntar i ly given that they have an outside option. T h e planner objective 
funct ion consists i n m a x i m i z i n g 

subject to the stochastic endowment law of mot ion and the feasibiUty constraint : 

oo 

(1) 
t=0 

(2) 

T h e p la imer is committed to honor his promises, while private agents are free to 
w a l k away at any t ime and choose autarky. I n order to ensure that agents share their 
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resources, efficient contracts would issue rewards that depend o n the publ ic observable 
outcomes. 

A fa ir ly common assumption i n the l iterature on Umited enforcement is that i f the 
part ic ipants walk away from the arrangement they would be punished w i t h permanent 

exclusion. I n our work we focus on a more general case where the household that 
chooses to default, w i l l have to spend only finitely many periods in autarky. W e refer 
to this per iod as "crossing the desert". W e also assume that once the punishment is 
lifted the default ing agent regains the status that he had at t ime 0. Th i s assumption 
could be loosely justif ied as corresponding to a s i tuat ion where the defaulting agent, 
after hav ing crossed the desert, finds some planner and some other agent to provide, 
from then on , the same contract that he has faced at i = 0, contingent o n the state 
variables being the same as the ones after crossing the desert. 

2 . 2 . 1 T e m p o r a r y E x c l u s i o n 

Let CjJ* for t' >t denote the consumption (contingent on the realization) of agent i i n 
period t' i f the agent has defaulted i n t. I n order to enforce agent Vs part i c ipat ion , the 
planner should make sure that , at any t ime, the continuation u t i l i t y delivered by his 
al locat ion is at least as high as the one impl ied by staying i n autarchy for T periods 
and after that t o a u t i l i t y to be determined by the contract, 

Et E S^u, (4+,-) > X : H+j) + S t E S^ui (cji^.) . (3) 
i=0 j=0 j=T 

T h e first sum i n the right side refers to the pvmishment per iod , when the agent 
consumes only his endowment, the second sum allows for the consumption T-per iods 
after default to be determined by the contract. 

Some assmnptions on the nature of the contract that the default ing agent obtains 
after the exclusion per iod expires are needed. W e assiune t h a t if agent i defaults at 
t ime t, the allocations after T periods do not depend on shocks that occurred before 
t + T. I n add i t i on , we assmne that the allocations after crossing the desert are the 
same (given the shocks) regardless of when default occurred. L e t st = (wj ,0;^) be the 
vector of states w i t h support S and s* = {st,St-i, ...SQ), then, we assume that there 
are functions c V ^ : Rk such that 

ciir+M^^^') = ^fi't+T, St+T+U .-, St+T+o) J = 0 , 1 , . . . 

Res t r i c t ing consumption after default i n th is way is reasonable i n most s ituations 
hav ing to do w i t h l i m i t e d par t i c ipat i on . I t captures the idea t h a t after the punishment 
is over, the a l locat ion does not depend o n the fact that the defaiilt has occurred, either 
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because of bankruptcy law (as i n Chapter 7) or because another planner is going to 
offer a s imilar contract to the agent (as i n banking , when competit ive banks offer 
contracts that y ie ld the same to the same agents) or because of lack of commitment 
on the part of the planner which causes the planner to deny the promises i t made after 
T periods. 

G i v e n cV'^, we can define the expected ut i l i ty after "crossing the desert" as a 
function F * - ^ : 5 —> such that 

F^'^{st^T)=E,^Tf:Pu, (c}'^ (.'+^+^)) (4) 
j=0 

I n words, equation (4) says that the expected value of the cont inuation u t i l i t y after 
crossing the desert of a n agent that decided to default at t ime t depends only on t ime 
t+T state variables. Therefore, the only consumption paths that are feasible are those 
that satisfy 

oo r - i 
Et X ; (ci+,-) >EtY, S'^i i^l+j) + S'^EtF'''' (st+T) (5) 

j=0 j=0 

for a l l periods and realizations. 
Thus , given any set of functions F = ( F ^ , F^) such that the set of consumption 

allocations satisfying (5) is non-empty, and denoting 

T - l 
V;^"* -^ {ut; F)~EtY^ S^Ui {coi+j) + 6^Etr (C^^+T) (6) 

we have to solve the 
F-Planner Problem 

oo 
m a x EoY,S'[aui{(^)+{l-a)u2{4)] (7) 

t=o 

oo 

s.t. EtJ2S'^i{4+j)>V^''''^{u:t;F) V t , z (8) 
i=o 

(^ + (^<UJI+U;^ (9) 

given {UIUJI) (10) 

T h e contract that enforces the opt imal al locat ion obtained from so lv ing the F -

planner problem is a sequence of functions (4 = h (s*; F ) for t > 0 that assigns a 

history-dependent constunption stream cj to the households. 

F i n a l l y , we assume that the consumption profile obtained after crossing the desert 

is the same as the o p t i m a l profile that would be chosen at t = 0. T h i s is the usual 
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case considered under t ime consistency, where i t is known that the planner is going 
to re-optimize ( in this case after the punishment period of length T). A s a result, the 
planner sets the variables tak ing into account the fact that i n the future there would 
be a planner w i l l ing to offer the same t = 0 contractual conditions to agents who have 
crossed the desert. 

Now, for each agent we can compute the value function 
oo 

V\so;F;a) = EoY,S^Ui{4*) (11) 
i=o 

for al l St E S where "*" denotes the opt imal solution of the plarmer's problem. Notice 
that a , i n pr inciple , may depend on t ime; here, however, we assume for s impl ic i ty that 
i t is constant*. I n this way we can mainta in impl ic i t the dependence of the opt imal 
solution and the value function on a, since we assume that the future planners w i l l use 
the same a. Since, by assumption, the planner that w i l l re-optimize after T-per iods 
of autarchy, has the same preferences of his predecessor, we have to look for a solution 
W = {W^,W^) where 

V'(-,W) = W'{-) f o r i = 1,2 (12) 

Definition A n opt ima l contract w i t h temporary autarky and reversion to i n i t i a l 
value is defined as the solution to the planner problem described above when F = W 

satisfying (12). 

2 . 2 . 2 R e c u r s i v e F o r m u l a t i o n 

I n order t o reduce the dimension of the argviment of the ht funct ion we apply a recursive 
formulation of the history-dependent contracts. T h e key is to realize that i f F is fixed, 
the function y^-^"*'^ (.j _p) is a given function, known before the op t ima l solution is 
found, so that the Lagrangian approach of Marcet and M a r i m o n (1998) can be used 
to formulate reciirsively the so lut ion to the F -p lanner ' s problem. 

Let jif. be the Lagrange mult ipher associated to the t i m e - i part i c ipat ion constraint 
of agent i. T h e planner 's Lagrangean would be 

oo 

t=o 
2 

1=1 
j:S^u,{4+j)-V^''''^{ut;F) 
3=0 

After defining the co-state variable as i n Marce t and M a r i m o n (1992), 

^ ^ M = ^ i , t - i + 7 i , t for z = l , 2 (13) 
''We leave for further reasearch the case where a is endogenous and changes across periods. 
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w i t h _ i = a , A^2, - i = 1 — a , the Lagrangian could be wr i t ten as: 

oo 
L = £ ^ o X ; 5 ' { ( M i . t _ i + 7 M ) " i ( c l ) + (M2 .t-i+72 , f)«2(c?) - (14) 

t=0 

i=l 

T h e solution of the F-planner problem satisfies the recursive saddle point functional 

equation ( S P F E ) : 

W (u), fi) = ^inf^sup{(/ii + 7i) "1 (c^) + (/^ + 72) "2 (c^) -

s.t. fl'i = 

- E ^i^^^'''' (^'; ^ ) + ( ' ^ ^ /̂ ') I '^l} 
i= l 

fii + Ji for z = l , 2 

(15) 

and 
c 

7 

(16) 

for a t ime-invariant po l i cy funct ion / , where Ati^_i = a , / i 2 , - i = 1 — « and /x^ evolves 
according to (13). So lv ing the mode l reduces to f inding the pohcy funct ion / . Once 
this function is approximated we can generate consiunption sequences and f ind the 
agent value functions V{-;F). I n section 3 we describe the computat ional method 
used to find / and V. 

Once we know how to approximate the / function (and, consequently, V), the 
temporary punishment equi l ibr ium can be computed by i terat ing on F u n t i l we find 
the fixed point satisfying (12). 

Descr ibed i n th is form, finding the temporary punishment equ i l i b r ium may appear 
very complicated, because we need an inner i terat ion (to solve for f{-;F) g iven F) 

nested i n an outer i terat ion (to iterate o n F and find W ) . T h e good news is that we 
can subsume b o t h iterations i n one. We start w i t h a candidate / , test i f the F O G and 
(12) are satisfied, a n d iterate u n t i l bo th the F O G are satisfied and the result ing agent-
value funct ion satisfies the fixed point requirement (12). M o r e formally, let W be the 
funct ion that maps a candidate decision funct ion / into the agent-value funct ion V : 

/ 00 
Wi{f){s) = E 

\t=Q J 
(17) 
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where c j ( / ) is the consumption series generated by / . T h e pol icy function in the 
temporary exclusion a lgor i thm satisfies'^ 

f^{.;W{f^)) (18) 

Before characterizing the op t ima l al location under the threat of temporary exclu
sion and describing the computat ional a lgor i thm used to find the numerical solution, 
we would l ike to remark two points. 

F i r s t of a l l , notice that i n order to recover the case of l imi ted enforcement under 
the threat of permanent exclusion i t is sufficient to consider the mode l w i t h temporary 
exclusion and T sufficiently large. I n fact as T —> oo, part i c ipat ion constraints reduce 
to 

oo oo 
Et E S'ui >EtJ2 S'^i i'^i,t+j) (19) 

i=o i=o 
where the right h a n d side is the ut i l i ty of the outside opt ion w h e n the agent consumes 
only his endowment. Not ice that under the threat of permanent exclusion we don't 
have to solve the outer fixed point problem (i.e., we don't need to iterate on F and find 
W). I n this case, Marcet and M a r i m o n (1992) have shown that the op t ima l allocations 
satisfy 

" i H) _ tM (20) 

F i n a l l y , notice that fu l l enforcement is equivalent to assume that the planner has 
the ab i l i ty to ptmish any deviat ion from the opt imal p lan w i t h some act ion that leaves 
the default ing agent w i t h arb i t rar i ly low ut i l i ty . I n this case, the op t ima l allocations 
satisfy the sharing rule 

^iMl - IZ^ (21) 

E q u a t i o n (21) tells us that consumption of bo th agents depends o n the current 
value of the aggregate state only. 

2.3 Characterizing the optimal allocation 

P r o m the recursive formulation given by the S P F E (15) we can easily ob ta in the first 
order conditions for the o p t i m a l consumption paths of the agents, wh i ch , combined, 
w i l l define the fol lowing o p t i m a l sharing rule: 

n'2 (c?) ~ M l , • ^''^ 

' W e are actually working i n showing that in order to find the temporary pimishment equilibrium 
it is sufficient to find an algorithm that at the n- th iteration obtains an approximate function / „ using 
F° = W ( / „ _ i ) in the F O C . 



2 . Q u a n t i t a t i v e I m p l i c a t i o n o f L i m i t e d C o m m i t m e n t a n d T e m p o r a r y 
E x c l u s i o n 56 

E q u a t i o n (22) shows that i n an opt imal allocation the planner should choose effi
ciently the weights fi2,t and /x^ f, making sure that agents are induced not to default 
by increasing consumption not only i n the period i n which they are tempted to default 
but also i n the future. T h a t is, " i n d i v i d u a l paths of consumption depend on i n d i v i d 
u a l histories not just on the in i t ia l wealth d istr ibut ion and the aggregate consumption 
p a t h , as i n the A r r o w - D e b r a u competitive allocations" (Marcet and M a r i m o n , 1998). 
Compar ing equations (20) and (22) we can see the similarities between permanent 
and temporary exclusion: given the lagrange multipUers, the two opt imal i ty condi
tions are the same. However, as the part ic ipat ion constraints differ i n the two models, 
the lagrange mult ipl iers and the opt imal allocations should differ. 

Not ice that when the part ic ipat ion constraints are never b inding (for example, i f 
the endowment of each agent can be sufficiently smal l w i t h a positive probabil i ty) 
equation (22) reduces to (21) and the efficient al location is the same as under full 
enforcement. 

W e analyze now i n detai l the computational algorithm. 

2 . 3 . 1 C o m p u t a t i o n a l A l g o r i t h m 

For convenience, we normalize the multipl iers by defining 7 j = j^^^ and At = 
T h i s allows us to keep track of only the relative weight At instead of the two absolute 
weights Hit. fi2,f T h e treinsition law for A can be wr i t ten as follows, 

, _ A t - l + 7t /r,ox 

At = - j — r - (23) 

W i t h the normal ized mult ipl iers we can surmnarize the sharing rule (22) b y 

To approximate the non linear functions that enter i n the part i c ipat ion constraints 
we employ the parametrized expectation approach ( P E A ) described i n den H a a n and 
Marce t (1994). 

W e specify a second-degree po lynomia l i n the state and co-state variables to ap
proximate the le f t -hand side of the part ic ipat ion constraint, 

oo 

^ * E ^ ' ~ ' ^ ( 4 i ) = V ' (a ;5 i . t ) (25) 
i = i 

® Since we assume that co-state variables at time t = —1 are equal to zero, the initial welfare 
weights' ratio is A _ i = 
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where S i . t = ( l . l o g W j S l o g w ^ . l o g A t _ i ) , S2,t = ( l , l oga ; ? , l oga ;J , l og l / A ( - i ) is the 
vector of the state and co-state variables and o is a vector of parameters that we 
compute w i t h the iterative algor i thm described below^. 

T o approximate the expected u t ih ty i n the T-periods of autarchy we use a second 
degree po lynomial on 

T - l 

EtY,^'~'^H+j)='P{b-M)- (26) 
3=1 

I n order to compute b i n (26), we r u n one non-Unear least square regression of Autjj. 

on ul, where 
T - l 

AutTt = ES^~^u{ui+j) f o r i = 0 , . . . iV. 
i = i 

and we define w i t h the vector b the result of this regression^. 
I n order to approximate F^'^ {i^t+T) we use the same funct ion as i n equation (25) 

w i t h S^^i = . ( l , l o g a ; J , l o g a ; 2 , l o g i ^ ) and S^^t = ( l , l o g w ? , l o g a ; i , l o g - f ^ ) instead of 

Si,t: 

F i n a l l y to ob ta in EfF^'^ {(^t+r) we use a second-degree po lynomia l on uil 

EtF"'^ [ut+r) = Et [^P (a; 5 g + r ) ] = cp {d; u]) (27) 

where d is computed by the i terative a lgor i thm. 
T h e first three steps i n the a lgor i thm compute the endogenous variables of the 

mode l for a g iven set of parametr ized expectations; steps 4 and 5 are used to compute 
the coefiicients a and b. T h u s , for given values of the coefficients we simulate the 
system and find the polynomials w i t h the highest predictive power (see Marce t a n d 
Singleton, 1999). W e look for second-degree polynomials that generate s imulat ions 
such that these po lynomials are, precisely, the ones w i t h the highest predictive power. 

, F o r m a l l y the a lgor i thm is expressed as follows: 

S t e p 1: Because of the K u h n - T u c k e r conditions, we have to consider several cases 
i n order to calculate for the endogenous variables. G i v e n a real izat ion of the shocks 
(si.t) £2,t) a n d the endowments (wi^t, u)2,t), first of a l l we tentatively t r y the so lut ion 
where the par t i c ipat i on constraints are not b ind ing . I n this case, the normaUzed 

^ A s the problem is symmetric for the two agents (in fact the variables in the function that approx
imate the left-hand side of the agent I's participation constraint are symmetric to the ones for agent 
2), we can use the same parameters a for both participation constraints. 

'Not ice that we can run the regression before starting the iterative procedure, since the expected 
utility i n the T-periods of autarchy depends only on exogenous variables. 
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lagrange mult ip l iers are equal to zero and At = \t-i- Consumpt ion is determined from 
the feasibility constraint (2) and the opt imal i ty condit ion (24). 

S t e p 2: Check wether this al location satisfies the part ic ipat ion constraints'^. G iven 
the parameters 2 " and d " , we define the variable 

pci,t = u{4)-u (4) + 6 [ip (a"; SJ) + cp (b;c^j) + <5^-V {^l^l)] , (28) 

the following cases can occur^": 

• pci,t > 0 a n d pC2,t > 0 

• pci,t < 0 a n d pc2,t > 0 

• pc2,t < 0 a n d pci,t > 0 

I n the first case go to step 3; otherwise consumption of agent i for w h o m the 
part ic ipat ion constraint is b ind ing is computed by impos ing pci^t = 0 i n (28). The 
lagrange m u l t i p l i e r associated to the P C of the default ing agent is obtained from (24), 
while A( a n d consumption of the other agent is obtained from the def init ion (23) and 
from the feasibi l i ty constraint (2). 

S t e p 3: Repeat Steps 1-2 for t = 1, ...N. 

S t e p 4: N o w we are ready to compute the new value for the parameters a. 

Compute the discounted s u m of future uti l i t ies 
K 

Vi = J2 for * = 0, ...N a n d K b i g enough 

In part icular , compute first V}^ = ip (a; 5]^), t h e n obta in backward the remaining 
values. I n order t o find o"+^, we r u n a non-linear least square regression of VI o n 

where evi.t ~ ^ (O, o"̂ ) and i . i . d . 

S t e p 5: In order to compute ci"+^, generate the t ime series |V' ^o"'^^; -^i^t+r) ^ 
for i = 1,2 and r u n a non-linear regression 

where ê _f ~ N (O, cr^) and i . i . d . 
Repeat S t e p s 1-5 i n order to find a new value of the parameters a and d. The 

iteration ends w h e n a"+^ « a " and ?a cP , that is when ip and (p converge to the 
correct approx imat ing pol jmomials. 

*We have to go down through all possible cases, until we find one where all the conditions are 
satisfied. B y proceeding in this manner, all the inequalities implied by the Kuhn-Tucker conditions 
are satisfied automatically (see Marcet and Singleton, 1999). 

Along the iteration to find the equilibrium, also the case where pci,t < 0 and pc2,t < 0 may occur. 
In section 3.2 we show how to modify the computational algorithm to take care of this event. 

file:///t-i-
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2 . 3 . 2 F e E i s i b i l i t y a l o n g t h e I t e r a t i o n 

W i t h the treat o f permanent exclusion, Kocher lakota (1996) shows that , under fair ly 
general assumptions, for any state there is a feasible continuation of consumption plans 
that makes at least one of the agents better off than under autarky. However dur ing 
the i terat ion process to find the opt imum, any a lgor i thm would replace the left h a n d 
side i n the part ic ipat ion constraints by a function Wi that approximates the discounted 
sum of future consmnption i n the contract. In part icular , i f we use P E A as i n Marce t 
and M a r i m o n (1992) then we approximate the part i c ipat ion constraints as follows 

«(ci,t) + 6^ (a " ; Si,t) > vf{ut) for al l i , t 

A s d u r i n g the i terat ion process ip (a " ; Si,t) is not exactly equal to the discounted 
s u m , Kocher lakota ' s result may not apply. It can indeed happen t h a t there are no 
values of ( c i , C 2 ) that satisfy the equation. I n this case the a lgor i thm breaks down 
because i t is asked to compute feasible consumption when a feasible consumption does 
not exist for the approximate ip{.). T h i s is common to any a lgor i thm solving this 
problem: i n P E A the s imulat ion step can not be performed i n some periods, and i n 
M W R algor i thms the E u l e r equation can not be evaluated at some point i n the state 
space so that the residual can not be computed at that state point . Th i s problem 
appears t o be even more of serious i n the temporary exclusion model , as the funct ion 
ip (.) enters also i n the right hand side. 

W e propose the following solution. Introduce a t h i r d agent that can give units of 
consumption to the economy whenever there are no feasible consumption paths that 
satisfy the part i c ipat ion constraint. Such agent w i l l be asked t o provide addi t ional 
consumption on ly when it is absolutely necessary; the a i m is to gradual ly make this 
contr ibut ion less generous. Formal ly , we change the technology constraints to be as 
follows, 

2 2 

J2^j,t < Y.'^j,t + et (29) 

9t > 0 

W e could t h i n k about m a n y different alternatives of changing the objective funct ion 
of the plarmer, here we just consider the simple case where we solve the fol lowing 
planner 's prob lem. 

Modified-Planner's Problem 

(30) m a x 
{ct} 

/ 2 \ 
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for a " large" p > 0. Since the set of part ic ipat ion constraints does not change, the 
modified problem w i l l merely^^ consists of max imiz ing (30) subject to the original 
part ic ipat ion constraints and (29). 

The contr ibut ion of the t h i r d agent plays a s imi lar role as the penalty function in 
the computat ion of static constrained maximizat ion problems. I n this way we alter 
the objective function so that it is painful to make active use of the t h i r d agent. We 
label this agent as the "penal ty agent". H e w i l l provide addit ional consumption to 
insure feasibility, but at the same time reducing ut i l i ty of the plarmer. A s i n models 
w i t h penalty functions, using a high enough p, would insure that the fixed point is a 
solution to the or iginal problem. 

Notice that for the modified problem there is always a feasible solution. The 
algorithms w i l l not break down for the modified problem i n a period or real izat ion w i t h 
unfeasible consumption. Sett ing a positive 9 whenever it is necessary the a lgor i thm 
would continue working . W i t h P E A the s imulat ion step can be performed for as many 
periods as we w ish , and i f some M W R algor i thm is used the E u l e r equation can be 
evaluated at any point i n the state space. For large p's the pol icy funct ion w i l l be 
selected sett ing ^ > 0 not very often, because of the t e r m — E o X ) S o / ^ V ^ t i n the 
planner's objective function. 

T h e new procedure to find the opt imal al location described i n the previous section 
should then be s l ight ly modified. T h e Kuhn-Tucker condit ion of the modified problem 
is now given by the following expression, 

u'(ci,t) = pet iiet>o (31) 

T h e n i f there is a feasible consvunption for the original constraints, we proceed as 
before. I f there are no feasible consumptions, we add a new step i n the a lgor i thm 
and compute endogenous variables using the K u h n - T u c k e r condit ion of the modif ied 
problem. 

2.4 Qucintitative Results 

W e now describe some quantitat ive results obtained for different lengths of the exc lu

sion per iod , T, a n d compare t h e m w i t h those obtained under the threat of permanent 

exclusion. 

In the benchmark model , we set the i n i t i a l weight a = 0.5 and the relative r isk 

aversion parameter equal to 1 ( logarithmic u t i l i t y ) . W e choose the discount factor to 

match the average real risk-less interest rate of 2 per cent per year in a mode l where 

Since it is concave, the Modified-planner's problem is well defined. 
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reversion to autarcl iy lasts for 10 years^^ ^nd we assume perfect negative correlation 
between the endowments of the two agents^^. In order to simulate our model we also 
need to assume values for the parameters p^, U and fi. We choose these to match the 
tightness of the part ic ipat ion constraints found i n Alvarez and J e r m a n n (2000) i n the 
model w i t h permanent exclusion^*. 

Statistics for the benchmark model 

0.965 0 ,07 - 0 . 0 0 4 2 0.88 0,27 - 0 . 0 7 - 1 

2 . 4 . 1 T e m p t a t i o n t o D e f a u l t 

W e analyze quanti tat ive ly how, i n presence of hmited enforcement, the incentive to 
default modifies as the length of the punishment per iod shortens. 

Table 1 shows the average " t e m p t a t i o n to default" , measured by the expected value 
of the normal ized lagrange mult ip l ier 'y\. 

T a b . 1 Average Temptat i on to Default and Outs ide O p t i o n 

oo 100 
E A t - i = 1 
E [7J I A t _ i = 0.66 
E [7J I A t _ i = 1.5 

E [ v ; t ' ' ^ 

0.11 
0.01 
0.68 
20.01 

0.11 
0.01 
0.66 
20.01 

_48 

0.12 
0.01 
0.61 
20.03 

_40 
0.13 
0.03 
0.62 
20.03 

_36 

0.15 
0.04 
0.66 
20.03 

28 24 

0.20 0.20 
0.10 0.10 
0.75 0.75 
20.04 20.04 

W h e n b o t h agents were equally lucky i n the past ( A t _ i = 1; row 1 i n the table) , the 
temptat i on to default increases as the punishment per iod shortens. To give an in tu i t i on 
let 's consider first the threat of permanent exclusion. I n this case the incentive to 
default is smal l , as the outside opt ion (the last row i n the table) is the worst possible. 
T h u s the compensation (see equation (24)) for not defaulting w i l l be low. A s the length 

^^If we calibrate our model to match the average real riskless interest rate of 2 per cent per year in 
a model with permeinent exclusion (as in Alvarez and Jermann, 2000), it turns out that the average 
interest rate in the case of an exclusion that lasts 10 years would be negative. For this reason, one 
possible use of our model is in the evaluation of the effectiveness of calibrating the limited enforcement 
model on the permanent exclusion case. 

^^The fact that endowments are perfectly negatively correlated allows us to reduce the set of variables 
i n the approximated function i/> on which we run regressions, Sx,t = (I j logwJ,log A t _ i ) and Si,t = 
( l , l o g w ? , l o g l / A t - i ) . 

Alvarez and Jermann (2000) found in a model with permanent esclusion that the participation 
constraints of an agents is binding 25 per cent of the time. Therefore we caUbrate w and Q to 
have a similar tightness in a model where exclusion lasts 10 years. 



2. Q u a n t i t a t i v e I m p l i c a t i o n o f L i m i t e d C o m m i t m e n t a n d T e m p o r c i r y 
E x c l u s i o n 62 

of the punishment shortens, the expected ut i l i ty of the outside option rises increasing 
the incentive to default. 

W h e n agent 1 has already a long history of good shocks (the normalized weight, Af, 
is lower than 1; second row i n Tab 1) his temptat ion to leave is very low and remains 
almost unchanged for punishment periods bigger than T = 40. I n this case, i n fact, 
his share of aggregate consumption i n the agreement is h igh ( in equation (24), a low 
A t _ i implies a h igh consumption) and an increase i n the length of the punishment is 
not sufficient to reduce further the temptat ion to default. However, for T < 40, even 
if agent I's consumption i n the agreement is already h igh , the temptat ion to leave 
quickly increases, i f we reduce T , as he knows that after a short period i n autarchy he 
would enter a new contract. 

F i n a l l y , when agent 1 has a long history of bad shocks (the co-state variable is bigger 
than 1; t h i r d row i n T a b 1), his share of aggregate consimipt ion i n the agreement is 
relatively low and his temptat ion to default when he face a good shock is very high 
for a l l T. A s T increases, for T > 40, the temptat ion sl ightly increases, while for low 
levels of T , the incentive to default increases as T decreases. A g a i n , the fact that after 
a short per iod i n autarchy the defaulting agent would face a new contract (wi th a new 
i n i t i a l modified relative weight equal to 1) makes i t more appealing to default. 

2 . 4 . 2 T i g h t n e s s o f P a r t i c i p a t i o n C o n s t r a i n t s 

W e analyze now how the inverse relationship between the incentive to default and the 
length of exclusion translates i n terms of tightness of the part ic ipat ion constraints. In 
F igure 1 we report the expected combinations of pci,f and pc2,t (see equation (28)) 
for different relative weights, E [pcj | A t _ i = A ] . A s T" decreases, the region where 
pci^t and pc2,t are b o t h non-negative shrinks and the probabi l i ty that the part i c ipat ion 
constraint of one agent is b ind ing increases. T h e reason is that as the punishment 
per iod shortens, the incentive to default increases (see also table 1), since the default ing 
agent knows that i n T periods he w i l l rejoin the agreement. 
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F i g . 1 Par t i c ipat i on Constraints 

Table 2 reports the percentage of t i m e that the part i c ipat ion constraint is b i n d i n g 
for one agent. Clear ly , the longer the per iod i n autarchy the lower the percentage of 
periods when the part i c ipat ion constraint of is b ind ing . 

T a b . 2 Tightness of Par t i c ipa t i on Constraints 

T oo 200 100 60 44 40 36 20 

P C agent i binding (%) 16.5 16.5 17.5 20.5 24.0 25.0 27.0 31.0 

I n the economy w i t h a temporary exclusion of 40 years ( T = 100), the probab i l i ty 
that one agents is tempted to default is (almost) the same that we would have under 
permanent exclusion. Reduc ing the length of the punishment below 40 years, sensibly 
increases the percentage of periods when the part i c ipat ion constraints are b ind ing . 

2 . 4 . 3 W e l f a r e E m a l y s i s 

W e want now see whether the increase i n the t ightening of the par t i c ipa t i on constraints 
as the length of the punishment period shortens, brings about a change i n to ta l welfare. 

F igure 2 draws the efficient constrained frontier for different T ' s : each frontier 
shows the combinations of the expected continuation values, as described i n equation 
(11), for different relative weights; the left-corners, on the contrary, shows the expected 
u t i l i t y of the outside opt ion (see also the fourth row i n table 1). 
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F i g . 2 T h e efficient frontier 

A s the length of the punishment per iod decreases, the outside opt ion increases, 
and the frontier of efficient allocations shrinks. T h e decrease i n to ta l welfare is the 
cost t o be p a i d i n order to convince agents t o commit to the r isk-shar ing agreement. 

I n order to quanti fy these costs, Table 3 reports welfare reduction w i t h respect to 
an economy w i t h fu l l enforcement. W e measure welfare loss i n terms of consumption 
equivalence. T h i s measure, denoted by ce^, is computed as the fraction of consumption 
that an economy w i t h fu l l enforcement should give up , i n order to have the same 
welfare as the economy w i t h l imi ted enforcement and temporary exclusion (of length-
T ) . F o r m a l l y the "constunption eqmvalent" is i m p l i c i t l y defined by: 

j=0 i=l 3=0 1=1 

T a b . 3 Welfare Analys i s 

T oo 100 80 60 40 36 24 

Consumption equivalence 0.01 0.01 0.01 0.011 0.011 0.015 0.015 

W i t h permanent exclusion the decrease i n welfare w i t h respect to the fu l l enforce
ment economy corresponds to a permanent reduction of quarterly consumpt ion of 
around 1.0 per cent (4.0 per cent, annualized) , whi le under the threat of a temporary 
exclusion of 10 years ( T = 40), quarter ly consumption fa l l by 1.1 per cent (4.4 per 

aiu{ci+j{l-ce')) (32) 
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cent, annualized). A n increase i n the length of the punishment period from 10 years 
to oo would determine a very low increase i n terms of welfare. T h i s result, together 
w i t h the one obtained i n the previous section, suggests that tighter part i c ipat ion con
straints under temporary punishment do not convey a comparable loss i n terms of 
welfare. Not ice , however, that i n this model , assuming a long exclusion is not costly, 
as i n equihbr ium default never occurs, while i n real word situations default takes place 
and last ing exclusions from an agreement could reveal very costly. Thus , i n front of 
possibly h igh costs for increasing the length of the punishment per iod above 10 years, 
table 3 tells us that the benefits would be very low. 

2 . 4 . 4 C o n s u m p t i o n a n d t h e B u s i n e s s C y c l e 

In the previous section we have seen how the length of the punishment per iod aff'ects 
welfare, here we study the quantitative properties of the consumption al location for 
different T ' s . 

U n d e r f u l l enforcement agents can fu l l insure against a l l id iosyncrat ic risks. I n this 
case the consumption rat io , ci_f/c2,f, wou ld be constant. U n d e r l i m i t e d enforcement 
an agent is induced not to default by increasing his consumption not on ly i n the per iod 
when he is tempted to default, but also i n the futiure. The fact that as T decreases 
the temptat ion to default and the tightness of the part i c ipat ion constraints increase 
imphes that also the var iabi l i ty of the consumption rat io increases (Figure 3). 

F i g . 3 Consumptions 

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 
quarters 

Table 4 reports the ratio between the s tandard deviat ion of consumption of one 

agent and the s tandard deviat ion of his endowment, as a measure of r isk-sharing. I n 
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presence of no r isk sharing the rat io would be equal to 1. 

Tab . 4 R i s k Sharing 

T oo 200 100 80 60 40 36 20 

Std(ci)/Std(a;i) 0.84 0.84 0.85 0.86 0.87 0.89 0.9 0.91 

Risk sharing increases w i t h the length of the exclusion per iod since, as T increases, 
the incentive to default and the tightness of the part ic ipat ion constraints decrease. 
Not i ce that r isk-sharing is already very low under the threat of permanent exclusion 
and for T ^ 100 this would not change w i t h T . Reduc ing below that level the length 
of the pimishment would sl ightly reduce r isk-sharing. 

F ina l ly , i n figure 4 we plot the average effects of a 10% shock to endowments of 
agent 1 o n consumption of agent 1. I n the long r u n the impulse responses look the 
same under different T's, but i n the first 2 years the impact on consumption is higher, 
the smaller the T . 

F i g . 4 Impulse response of agent i consumption to a 10 % 
increase i n agent i endowment 

10,0 

8.0 

6,0 

4,0 

2,0 

0,0 

-1=20 -T=60 -T=4000 

7 ^ 1 0 
quarters 

13 16 19 

A way to interpret this result is the following: as T decreases, the t empta t i on to 
default when the agent faces a good shock increases. Therefore the compensation that 
the planner has to give h i m , at t, i n order t o stay i n the agreement increases. Since 
also the cont inuat ion value rises, the higher increase i n consumption persists for some 
periods. 
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2 . 4 . 5 D e c e n t r a l i z i n g t h e E f f i c i e n t A l l o c a t i o n s : I n t e r e s t r a t e a n d A s 
s e t p r i c e s 

I n a l imi ted commitment environment w i t h permanent reversion to autarchy, Alvarez 
and J e r m a i m (2000) show how to decentralize the planner solution into an equi l ibr ium 
w i t h endogenous solvency constraints. T h e main intu i t i on beh ind this decentrahzation 
is that an agent would like to sell state-contingent claims o n future consumption i n 
those states i n w h i c h he w i l l be wel l endowed. B u t i n those high endowment states he 
w i l l also have an incentive to default; l i m i t i n g the volume of debt that he is able to carry 
into those high endowment states w i l l restrain h i m from doing so. A s a consequence, 
his consumption and continuation value increase when he enters one h igh endowment 
state precisely because he has been prevented from selling enough claims to smooth 
his consumption. 

W i t h the definition of competit ive equ i l ibr ium w i t h solvency constraints we have 
a simple a n d intuit ive representation of the prices of secirrities. In this context, one-
per iod contingent claims (Arrow securities) are priced by the agent w i t h the highest 
marg ina l rate of subst i tut ion, w h i c h is the agent that is not constrained w i t h respect 
to his ho ld ing asset. T h e equi l ibr ium A r r o w price corresponds to the highest marg ina l 
rate of subst i tut ion of the two agents, so that for the one per iod (gross) re turn of a 
r isk free asset i ? f , the following must ho ld (see A lvarez and J e r m a n n , 2000): 

T h e idea is that the agent w i t h the highest va luat ion of an asset is going to buy 
i t . Buyers of state contingent securities are unconstrained, so the price of the asset is 
equal t o their marg ina l rate of subst i tut ion . 

T h e constraint of the agent w i t h a low endowment w i l l not b ind . Unconstra ined 
agents expect to have a decl ining consumption al locat ion, since the cont inuat ion values 
of the constrained agents have to increase. L o w interest rates can reconcile buyers 
to accept a dec l ining continuation value. A central result i n A lvarez and J e r m a n n 
(2000) is t h a t interest rates are lower i n economies w i t h solvency constraints than i n 
corresponding economies wi thout such constraints. 

Here we s tudy how the interest rate behaves under different lengths of the p u n 
ishment per iod . F o r lower T's, the economy displays less risk sharing, meaning that 
i n d i v i d u a l consumptions become more diss imilar and thus the m a x i m u m of the mar 
g ina l rate of substitutions increases, leading to a n increase i n the pr i c ing kernel . T h e 
first row i n T a b . 7 compares the behavior of r i sk free annual (gross) interest rate for 
different T s . 

(31) 



2 . Q u a n t i t a t i v e I m p l i c a t i o n o f L i m i t e d C o m m i t m e n t a n d T e m p o r a r y 
E x c l u s i o n 68 

T a b . 7 Risk-free (Gross) interest rate and r i sk -premium 

P O oo 100 60 44 40 36 20 

1.14 1.05 1.047 1.035 1.024 1.02 1.012 1.00 

0 0.01 0.01 0.01 0.02 0.03 0.04 0.04 

0.01 0.1 0.1 0.11 0.12 0.12 0.13 0.14 

I n economies w i t h tighter part ic ipat ion constraints and less r isk sharing, the inter
est rate is lower. I n these economies, unconstrained agents' consumption w i l l decUne 
more than i n economies w i t h more r isk sharing, as the consumption of the constrained 
agents increases more (Figure 4). Lower interest rates w i l l make them accept the 
stronger decline i n consumption. I n part icular , going from an economy w i t h perma
nent exclusion to one w i t h a 10 years exclusion, the risk free interest rate reduces by 3 
percentage points. Not ice that i n an economy w i t h a 25 years punishment ( T = 100) 
the equi l ibr ium interest rate is very close to the one imder permanent exclusion. 

I n Table 7 we also consider the r i sk -premium for one-period assets that pay a 
random div idend dt+i = u)u+i- T h e (gross) re turn on these assets at t ime t is denoted 
by i ? f . A s the nmnber of periods that the agent has to stay i n autarchy decreases, the 
r isk premium E — B{ increases, as a consequence of the increase i n ind iv idua l 
consumption volat i l i ty . Increasing the nvunber of punishment periods from 10 to 25 
years, reduces the risk premium of about 2 percentage points. 

2.5 Conclusions 

T h e objective of this chapter of the thesis was to derive the op t ima l so lut ion and 
to dociunent quantitat ive impl icat ions i a a model of l imi ted enforcement under the 
threat of temporary exclusion. F i r s t o f a l l we have shown how to formulate the model 
recursively and we have developed an a lgor i thm that implements the recursive solut ion 
invo lv ing computat ional costs s imi lar to those faced tinder the threat of permanent 
exclusion. M a i n t a i n i n g the assumption of permanent exclusion cannot be justi f ied by 
just appeal ing t o numer ica l s impl ic i ty . 

W e have shown how to use our framework i n a two-agent endowment economy 
to determine the effects of different lengths of exclusion. W e found that for shorter 
periods of exclusion part i c ipat ion constraints are b inding more often and consumption 
is more volat i le . W e have obtained that a punishment corresponding to s tay ing 10 
years (as i n C h a p t e r 7 legislation) i n autarchy implies an incentive to default and a 
frequency of b i n d i n g constraints considerably higher t h a n under permanent exclusion 
and a n amount of r i sk-shar ing sensibly lower. 
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We have also analyzed the welfare implications of the reduction i n r isk-sharing. 
W e found that a period of 10 years is not very costly i f compared to permanent 
exclusion: the permanent decrease i n consumption, w i t h respect to the perfect risk-
sharing economy, is around half percentage point higher i n an economy w i t h a 10 year 
punishment than i n one w i t h permanent exclusion. F i n a l l y , we have decentraUzed 
the al location into an equihbriima w i t h endogenous solvency constraints a l a Alvarez 
& Jermann , i n order to obtain predictions on the risk-free interest rate and the risk 
premium. The risk-free interest rate was 3 percentage point lower i n an economy 
w i t h an exclusion of 10 years t h a n i n that w i t h permanent exclusion, while the r isk-
premium was 2 percentage points lower i n this last case. F i n a l l y , we have found that 
i n an economy w i t h a 25 years punishment the equi l ibr ium interest rate and the r isk-
p r e m i u m were very close to those obtained under the threat of permanent exclusion. 

Since i n most real life situations the threat of permanent exclusion is hard ly 
credible, we th ink that our approach improves on the standard l i m i t e d enforcement 
economies. Further analysis is needed to determine whether temporary punishment 
can help or hurt i n explaining empir ica l evidences. 



Bibliography 

[1] A b r e u D . , D . P ierce and E . Stachett i . "Towards a Theory of Discounted Repeated 
Games w i t h Imperfect M o n i t o r i n g " , Econometrica, 58, (1990). 

[2] A lvarez , F . and U . J . Je rmann . " Q u a n t i t a t i v e Asset P r i c i n g Implicat ions of E n 
dogenous Solvency Cons t ra in ts " , Review of Financial Studies, 14, (2001). 

[3] A lvarez , F . a n d U . J . Jermann . "Efficiency, E q u i l i b r i u m , and Asset P r i c i n g w i t h 
R i s k of D e f a u l t " , Econometrica, 68, (2000). 

[4] A o k i , K . and K . Niko lov . Ru le -Based M o n e t a r y P o l i c y under C e n t r a l B a n k L e a r n 
i n g " , mimeo (2003). 

[5] Benveniste, A . , M . M e t i v i e r and P . Pr iouret . Adaptive Algorithms and Stochastic 

Approximations, Springer-Verlag, B e r l i n Heidelberg (1990). 

[6] B u U a r d , J . and K . M i t r a . "Learn ing about Monetary P o l i c y R u l e s " , Journal of 

Monetary Economics, 49, 1105-1129 (2002). 

[7] B u l l a r d , J . and K . M i t r a . "Determinacy, Learnab i l i ty and M o n e t a r y P o l i c y Iner
t i a " , Federal Reserve Bank of St. Louis, working paper (2000). 

[8] C l a r i d a , R . , J . G a l i a n d M . Gert ler . "The Science of M o n e t a r y P o l i c y : A N e w 
Keynes ian Perspect ive" , Journal of Economic Literature, 37,1661-1707 (1999). 

[9] D e n H a a n W . , A . Marce t . " A c c u r a c y i n S imulat ions" , Review of Economic Stud

ies, 61, (1994). 

10] Evans , G . W . a n d S. Honkapoh ja . " A d a p t i v e Forecasts, Hysteresis, and Endoge 
nous F l u c t u a t i o n s " , Economic Review, 1, Federal Reserve B a n k of San Francisco 
(1993). 

[11] E v a n s , G . W . a n d S. Honkapoh ja . "Learn ing D y n a m i c s " , i n Tay lor and W o o d f o r d 
(eds.). Handbook of Macroeconomics, 1, Elsevier , A m s t e r d a m (1999). 

70 



B I B L I O G R A P H Y 7 1 

[12] Evans , G . W . and S. Honkapohja. Learning and Expectations in Macroeconomics, 

Princeton Univers i ty Press, Pr inceton , N e w Jersey (2001). 

[13] Evans , G . W . and S. Honkapohja . "Expectat ions and the Stab i l i ty P r o b l e m for 
O p t i m a l Monetary Pol ic ies" , Review of Economic Studies, 70, 807-824 (2003a). 

14] Evans , G . W . and S. Honkapohja . "Adapt ive Learning and Monetary Po l i cy D e 
s ign" , Journal of Money Credit and Banking, 35, 1045-1072 (2003b). 

[15] Gianni tsarou , C. "Heterogeneous L e a r n i n g " , Review of Economic Studies, 6, 
(2003). 

[16] Greenspan, A . " R i s k and Uncerta inty i n Monetary P o l i c y " , American Economic 

Review, 94, (2004). 

[17] H o w i t t , P . "Interest R a t e C o n t r o l and Nonconvergence to R a t i o n a l Expec ta t i ons " , 
Journal of Political Economy (1992). 

[18] Kehoe , T . a n d D . K . Lev ine . "Debt -Cons t ra ined Asset M a r k e t s " , Review of Eco

nomic Studies, 60, (1993). 

[19] Kehoe , P . J . and F . P e r r i . " Internat ional Business Cycles w i t h Endogenous I n 
complete M a r k e t s " , Econometrica, 70, (2002). 

[20] Kocher lakota , N . R . " Impl i cat ions of Efficient R i s k Shar ing wi thout C o m m i t 
ment" , Review of Economic Studies, 63, (1996). 

[21] Marce t A . , a n d R . M a r i m o n . " C o m m i m i c a t i o n , C o m m i t m e n t and G r o w t h " , Jour

nal of Economic Theory, 58, (1992). 

[22] Marce t A . , and R . M a r i m o n . "Recurs ive Contrac ts " , Univers i tat P o m p e u F a b r a 
W o r k i n g P a p e r , (1998). 

[23] M a r c e t , A . and J . N i c o l i n i . "Recurrent Hyperinf lat ions and L e a r n i n g " , American 

Economic Review, 93, (2003). 

[24] Marce t , A . a n d T . J . Sargent. "Convergence of Least Squares Learn ing M e c h a n i s m 
i n Self-Referential L inear Stochastic M o d e l s " , Journal of Economic Theory, 48, 
337-368 (1989a). 

[25] M a r c e t , A . and T . J . Sargent. "Least Squares Learn ing a n d the D y n a m i c s of H y 
perinf lat ion" , i n International Symposia in Economic Theory and Econometrics, 

4, B a r n e t , J , Geweke and K . Shel l eds., Cambr idge Univers i ty Press (1989b). 



B I B L I O G R A P H Y 72 

[26] Marcet , A . and T . J . Sargent. "Speed of Convergence of Recursive Least Squares: 
Learning w i t h Autoregressive Moving-Average Perceptions" , i n Learning and Ra

tionality in Economics, A. K i r m a n and M . Sa lmon eds., B a s i l B lackwel l , Oxford , 
179-215 (1995). 

[27] Marcet A . , and K . J . Singleton. " E q u i l i b r i u m Asset Prices and Savings of Hetero
geneous Agents i n the Presence of Incomplete Markets and Port fo l io Constra ints " , 
Macroeconomic Dynamics, 3, (1999). 

[28] M a s Co le l l , A . , D . W h i n s t o n and J . R . Green. Microeconomic Theory, Oxford 
Univers i ty Press, Oxford N Y (1995). 

29] Orphanides A . and J . C . W i l l i a m s "Inf lation Scares and Forecast-based Monetary 
P o l i c y " , mimeo (2003). 

30] Sargent, T . J . The Conquest of American Inflation, Pr ince ton Univers i ty Press, 
Pr ince ton N J (1999). 

[31] SchoU, A . " D o Endogenous Incomplete Markets E x p l a i n Cross -Country C o n s u m p 
t ion Correlat ions and the Dynamics of the Terms of Trade? " , mimeo (2004). 

[32] T i m m e r m a n , A . "Excess Volat iUty and Pred i c tab i l i ty of Stock Prices i n A u 
toregressive D i v i d e n d Models w i t h L e a r n i n g " , Review of Economic Studies, 63, 
(1996). 

[33] Woodford , M . Interest and Prices, Pr ince ton Univers i ty Press, P r i n c e t o n N J 
(2003). 


