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RESUMEN

Procesos hidrodinamicos determinan, en un alto gtadespuesta ecoldgica de
un embalse frente a agentes externos, tanto m&igmas como la entrada de rios o la
extraccion de agua desde la presa. Debido a adimrologia fisica se ha desarrollado
considerablemente en los ultimos afios. Sin embargembalses esparfioles, apenas se
han llevado a cabo estudios enfocados en los medisicos. Ante esta perspectiva, en
la presente tesis se ha indagado en los principptesesos que gobiernan la
hidrodindmica en los embalses Mediterraneos; entbzal estudio sobre el embalse de
Sau, un embalse de tamafio medio localizado en Gatadlinoreste de Espafa, aunque
resultados obtenidos sobre el embalse de Beznansoducidos para su comparacion.
El embalse de Sau fue seleccionado principalmentedpe razones: primero, ser
representativo de muchos embalses espafoles, ynd&ggyor ser un embalse
ampliamente estudiado desde que se lleno por @iwe en 1964.

Durante los ultimos cuatro afios (2002-2006) varaaspafas experimentales se
han llevado a cabo para determinar los principglescesos que afectan a la
hidrodindmica de Sau. La presente tesis es frutosleesultados obtenidos en dichas
campafias, en combinacién con la aplicacion de dasniuméricas (especialmente el
modelo hidrodinAmico CWR-ELCOM). Los resultadosaastexpuestos en cinco
capitulos, cada uno presentado en formato de lkarticon sus propias secciones:
introduccién, material y métodos, resultados y ulgm y/o conclusion. Este hecho
hace que algunos conceptos se repitan, pero datadaacapitulo de independencia y
un sentido global.

El embalse de Sau es un embalse bastante eutrgifonlo, ademas, el primero
de una cadena de tres embalses que suministrarabgrea de Barcelona. Asi pues, el
estudio de los principales procesos fisicos quetafeal embalse y su respuesta
ecologica, esta de sobra justificado, y puede sarinteresante herramienta de ayuda
para su gestidn. Sau es un embalse encafionadaagseutrre por el valle del rio Ter.
La morfologia de Sau hace que el embalse esté diiviehh dos zonas influenciadas por
diferentes agentes externos. La primera zona niégabesta comprendida en la parte
mas ancha del embalse, cerca de la presa; estadehrtmbalse se comporta como un
lago, influenciada principalmente por el vienteeite. La segunda zona se trata de la
zona estrecha con meandros que se extiende vabe arhasta la entrada del rio Ter.
Esta parte del embalse esta abrigada del vierstdydeminada por la entrada del rio.

Durante la primavera-verano el embalse se estatdiebido al calentamiento
producido en las capas superiores, formandose ugsgrmetalimnion. El viento que
actia en la parte lacustre del embalse genera daicem de ondas internas



Resumen

estacionarias, también conocidas como secas isté@®iahey En Septiembre del 2003
dos cadenas de termistores a ambos lados de &lpamstre fueron emplazadas junto
con un correntimetro ADCP. Los resultados analizagdimostraron la presencia y
dominancia de una seca con tres nodos vertical&8}, ([drmada por cuatro capas
horizontales oscilando periédicamente. Dicho modostdo rara vez descrito en la
literatura cientifica y es considerado como extraitoembargo, tras la aplicacion de un
modelo de dos dimensiones se demostr6 que la msanaon el viento fue el
desencadenante de que dicho modo dominara ereshais

El viento en Sau es bastante constante, y unadworsperiodicidades de 12y 24
horas domina durante los meses veraniegos, cuanémigalse esta estratificado.
Durante los meses del verano del 2004, los termistp correntimetro fueros de nuevo
emplazados para estudiar la evolucion de las oerd&sionarias sometidas a dicho
régimen. De estos estudios se dedujo que el embalsemporta como un oscilador
periédicamente forzado. En Julio un modo verticd (/2) con un periodo de 12 horas
dominaba en el embalse; y en Septiembre, al iguatguante el 2003, el modo V3 con
un periodo de 24 horas dominaba, ambos pues cahpguodicidad que la del viento
reinante. La aplicacion de un modelo de tres dimers (CWR-ELCOM) demostré
que los modos dominantes eran los modos naturaleperiodo mas cercano a los
periodos del viento; asi pues, dichos modos fuseteccionados del espectro de modos
naturales debido a la resonancia con el vientooOmodos no resonantes, por el
contrario, eran mucho menos importantes en elnsé&stasi pues, la periodicidad del
viento juega un papel fundamental en la excitadétos modos dominantes en Sau. El
modelo, también revel6 el papel de la zona encaf@oican meandros en las ondas
internas. En esta zona, otro punto nodal horizdagaéncontrado, oscilando en fase con
ambos extremos del embalse en fase; por tanto, mre®ére, el modo dominante era
el llamado V3H2, con tres nodos verticales y doszbatales. Adicionalmente, el
modelo mostrd que en la parte central del embdts®je su anchura es comparable a el
radio de deformacion de Rosby, el efecto de leci@tahacia girar la seca en el sentido
contrario a las agujas del reloj, es decir, comoamda de Kelvin.

En el area Mediterrdnea hay muchos embalses déitamadio que presentan
metalimnions anchos y estan sometidos a vienta§diews al igual que Sau. Esté es el
caso de el embalse de Beznar, que fue elegidocpanparar los resultados obtenidos
en Sau. El estudio de la evolucién estacional eend#alse de Beznar demostré que
dicho embalse también responde a la periodicidhdidrto. Asi pues, modos V3H1,
V4H1 y V5H1, segun evolucionaba progresivamentstaatificacion, con periodicidad
de 24 horas y en resonancia con el viento, fueamimtintes durante el afio 2005.
Cuando la periodicidad del viento se rompia del@tipaso de frentes, modos mas
sencillos (V1H1 y V2H1) se convertian en dominanEstos resultados junto con los
obtenidos en Sau, demuestran que en embalses N&odies la periodicidad del viento
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juega un papel fundamental en la excitacion y damgra de los modos oscilatorios, y
gue modos altos complicados pueden ser excitadomynes debido a la resonancia.

El efecto combinado de viento y ondas internascestarias, ademas de tener
un papel importante en la mezcla vertical y ereluspension de sedimentos, pueden
jugar un papel importante en la distribucion deddiancton. Asi pues, durante el afio
2003, se realizaron dos estudios de 24 horas iectly medidas horarias con un
fluorimetro, para determinar el efecto de las onudsrnas en dicha distribucion.
Dichos experimentos revelaron que las distintaslgeidnes de fitoplancton estan
afectadas por las oscilaciones verticales que psudlas ondas internas, de manera que
varian la profundidad a la que estan situadasy ygmo también la radiacion solar que
reciben influyendo asi en su crecimiento. Ademaadaeccion producida por estas
ondas arrastra a las poblaciones, generando hetsidgdes tanto espaciales como
temporales en el embalse.

Finalmente la entrada del rio en el embalse fuestigada. Estudios anteriores
habian descrito la evolucion estacional de dicheada; sin embargo, dichos estudios
no habian tenido en cuenta la variacion a pequestadas temporales o0 a escala diaria.
El estudio llevado a cabo durante los ultimos diasJulio de 2005 reveld, que la
interaccion rio embalse es muy dindmica, el ricapapidamente de insertarse en
superficie ¢verflow) a insertarse a cierta profundidéatérflow). Dicha variacion diaria
es debida a la variacion diaria en la temperatetaid como consecuencia del ciclo
diario. Tener un sistema tan variable origina urengnezcla vertical en la zona de
interseccion entre el rio y el embalse, es denitpe primeros kildmetros del embalse.
Ademas, la ocurrencia @werflowsinyecta agua rica en nutrientes procedente derio
la superficie del embalse, generanddbloomde Cianobacterias, bien localizado en la
zona donde el agua del rio se mezcla con el aguandealse. Dichdloom pone de
manifiesto la importancia de procesos fisicos em$puesta ecoldgica del embalse. La
aplicacion de un modelo de calidad del agua acopdadon el modelo hidrodinamico
tridimensional (ELCOM-CAEDYM) revela que dichos etes pueden ser simulados
de forma bastante precisa; por lo que estos modaleslen ser una herramienta
interesante en la gestién de embalses.
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SUMMARY

Physical processes determine, to a large degreegdblegical response of a
reservoir to inflows, outflows and meteorologicakding. For this reason, physical
limnology has developed significantly in recent ngeaHowever, not many physical
studies have been carried out in Spanish reserviiis. PhD thesis therefore aims to
give an assessment of the main physical mechanigoverning Mediterranean
reservoirs. We focus on the Sau reservoir, a mediased reservoir located in
Catalonia, in the northeast of Spain, but some ef rsults obtained here can be
extended to other medium-sized Mediterranean regervihe Sau reservoir is a quite
eutrophic in nature and is the first of three resigs that supply drinking water to the
Barcelona area. Therefore, having a better undetstg of the main physical processes
and the ecological response of the reservoir tb puocesses may be of significant help
in its management.

Sau is a canyon type reservoir, which can be dividéa two morphological
zones each influenced by different forcing ageitse first one, the wide, lacustrine,
part of the reservoir is located near the dam. Zbise is quite open and behaves as a
lake, where the main forcing mechanism is the wiitte second zone (consisting of a
riverine zone and a transition zone) is the meanggemnarrow part of the reservoir
which extends upstream up into just one inflow miile river Ter. This part of the
reservoir is sheltered from the wind and is donaddiy the river inflow.

During the Spring-Summer season the reservoir séstifand a thick
metalimnion is formed. The wind forcing in the latine zone generates basin-scale
internal waves known as seiches. In September, 20@8thermistor strings and an
ADCP current meter were deployed at both sides eflaélcustrine zone. The results
analyzed showed that during this period, a vertioatle three seiche (V3), with four
oscillating vertical layers, was dominant in thesteyn. This mode has rarely been
observed in natural systems but, by using a twcedsional model, it was shown that
resonance with the wind was responsible for it peiaminant.

The wind in the Sau reservoir is quite constant andea-breeze, with
periodicities of 24 hours and 12 hours is dominanthe summer months, when the
reservoir is stratified. During the summer month&@04, thermistor strings were again
deployed to study the evolution of the basin-saaternal waves under this wind
forcing. These studies revealed that the resebehaves as a forced oscillator. In July a
vertical mode two wave (V2) with a periodicity o2 dominated the internal wave
field but, by September, as in the year 2003, themd@le with a period of 24 h was
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again dominating the system. The application ohr@d dimensional model (CWR-
ELCOM) showed that the dominant modes were thosdesavith a natural period
similar to the wind forcing period. Thus, these m®avere selected out of the spectrum
of natural modes in response to the wind resonarit&t is to say, the V2 mode with a
period close to 12h was excited due to the windmasce in July and then, as the
stratification of the reservoir evolved, the veatiomode V3 - whose natural period was
close to the 24 h wind forcing period - was thepgitexl. Other less important modes
were found to a lesser extent. The model also tedahat the meandering part of the
reservoir played a role in the basin-scale intewales. In this zone, another horizontal
nodal point was found. As a result, the verticaldm®/3 associated with an horizontal
mode 2 H2, forming the so-called V3H2 mode. In &ddj the model also showed that
in the central part of the reservoir, where thetwits comparable with the internal
Rossby radius of deformation, earth rotation made internal wave rotate anti-
clockwise, as in a Kelvin seiche.

In the Mediterranean area, there are a many mesdinenreservoirs with a large
metalimnion, subjectetb periodic winds as in the Sau reservoir. Thi©ies¢ase of the
Beznar reservoir, which was chosen for purpose®oifparison with the Sau reservoir.
The seasonal evolution of the basin-scale intexaake field in Beznar showed that this
reservoir responded with dominant modes of 24 fodsy the same period as the wind
forcing. As the stratification evolved, modes V3WKH1 and V5H1 were excited and
dominated the internal wave field during differpetiods; all these modes have periods
close to 24h and are resonant with the wind. Whenwtind periodicity was disrupted
by the passage of a front, other lower modes (Vahtl V2H1) become dominant in the
system. Those results, together with the resultgilndd in the Sau reservoir show that,
in Mediterranean reservoirs, the wind periodicittays a fundamental role in the
excitation of basin-scale internal waves. Thus, eéReitation and dominance of high
vertical modes due to wind resonance may be a canfeaiure in these reservoirs.

Internal waves, apart from having an important rolenixing and resuspension
of particles, may play a role in the distributidnpbytoplankton populations. Therefore,
during the year 2003, a 24—hour field experimentvhich fluorimeter measurements
were taken every hour, was carried out to deterrtieanfluence of the internal waves
on the different phytoplankton populations in thes $aservoir. Data from thermistor
strings and an ADCP was also available. This exparinmevealed that the different
populations were affected by the vertical oscilas produced by the internal waves,
shifting their vertical position in the water colanand therefore the amount of light
available to them. Likewise, the induced horizorgtdection generated temporal and
spatial heterogeneities.

Finally, the river inflow was investigated. Previosisidies had described the
seasonal circulation of the River Ter into the rese; however these studies didn't

14
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show the short term variations of the inflow. Otudy, carried out during the last days
of July, 2005, revealed that the river inflow ikighly dynamic system, changing from
overflow to interflow in response to the daily tesngture variation. These dynamics
resulted in the mixing of the inflow along the watlumn during the first few
kilometres after the river entered the reservoirtii@rmore the overflow events injected
rich nutrient water into the surface of the reserwgenerating a clearly located bloom
of cyanobacteria. This bloom event evidences tlodobical response to a physical
process. The application of a water quality modelpted with the three dimensional
model (ELCOM-CAEDYM) reveals that such events can drcurately simulated,
making the model an interesting tool for water nggmaent.
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INTRODUCTION

STATE OF THE ART

GENERAL FRAME

A much greater understanding of the hydrodynanmdakes and reservoirs has
developed in the last few years. With the appea&raoic new, more sophisticated
instruments, the power of observation has increasetithe computational power of
new processors allow us to run complex hydrodynamadels, giving us a deeper
insight into the physics governing motion and mginn aquatic systems.
Hydrodynamics in aquatic systems is closely linleath the motion of stratified fluids
influenced by external forcing; these systems i§grat response to the solar energy
input at the water surface. In reservoirs and laka&sd, river inflows and outflows all
modify the stratification and are the main mechasi€nergizing the water motion. The
momentum input of these three sources leads to botrents and internal waves.
Hydrodynamics, on a large or basin-scale down tallsseale, turbulence and mixing,
has been studied. In general a basin-scale maimh, as internal seiching, is gradually
degenerated into smaller scale motions, becomingeahanism of instability that
produces internal mixing. It is estimated that a@0% of the input energy is lost to
dissipation.

Although it appears impossible to describe allltii@drodynamic processes going
on in an aquatic system, some authors have revi¢heethain mechanisms, from large
scale (Mortimer 1974, Serruya et al. 1984, Csand&i#b,1Hutter 1984, Imberger and
Hamblin 1982) to small scale and mixing proces$®agst, 2003, Fernando 1991) or
both (Imberger 1994, Imberger 1990, Fischer et &79). Having a better
understanding of the hydrodynamics of a systenmortant because the mixing and
transport processes occurring in a reservoir detesnto a large degree, the ecological
response of the reservoir to meteorological forcimflows and outflows (Imberger
1998); however such process have rarely been takemaccount in water management,
especially in Spanish reservoirs. The aim of tles@nt study is to contribute to a better
understanding of the main physical processes aifg@ Mediterranean medium-size
reservoir, emphasizing the large scale hydrodynamid the possible implications on
the biological community.
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STUDY SITE

The Sau reservoir was selected as the main stughasd the focus of this PhD
for two reasons; firstly, it is representative odmy Spanish reservoirs and second, it
has been widely studied since it was first filled1964. Though, | will also briefly
discuss the Beznar reservoir in Chapter 3 in corspamwith the Sau reservoir.

The Sau is a river valley reservoir which, at fudpacity, is 18 km long, with a
maximum width of 1.3 km close to the dam and a maxn depth of about 75m. It is
located in Catalonia in the northeast of Spain belregfirst of three reservoirs that
supply drinking water to the Barcelona region. Thain tributary and main water
source is the River Ter which begins in the Pyreneath a nivopluvial hydraulic
regime, and a watershed of 1,523%k{8abater et al. 1995). Sau has a volume of 168
Hm®, a surface area of 580 ha and an altitude of 42ove sea level.

Sau is an eutrophic reservoir with incoming nutsefiom the polluted River
Ter due to human activity in the watershed (Vidad ®m 1993, Armengol et al. 1994).
The eutrophication process and evolution sinceag first filled have been described by
Vidal (1977).

River valley reservoirs, such as the Sau reserao@,often large and narrow,
receiving water from a single river inflow. Thesservoirs have important longitudinal
changes controlled by the river intrusions acréesmt (Hejzlar & Straskraba, 1989).
Thus we can describe these reservoirs as hybrittragsbetween rivers and lakes
(Margalef, 1983), with a progressive transformatitom a river to a lake system, not
only in the environmental variables, but also ieithmorphology and hydrodynamic
characteristics. In general, a reservoir can beléds along the longitudinal axis into
three zones (Kimmel et al., 1990), the riverine gothe transition zone and the
lacustrine zone. The riverine zone is characterizetligher flow, short residence time,
and high values of nutrients and suspended sdlidks.transition zone, where the river
meets the reservoir, is characterized by high gigitikkton productivity, decreasing
flow velocity, increased water residence and laggimentation. Finally, the lacustrine
zone consists of the area near the dam with longgidence time, lower available
nutrients and lower suspended matter. The bourslageveen the three zones are not
well defined and can be highly dynamic, in respotsenflow characteristics. The
canyon-type morphology of the Sau reservoir (Figyneegults in a marked longitudinal
heterogeneity in the community populations (Arménggal. 1999, Comerma 2003)
and also affects the hydrodynamics. The main bddhe reservoir, where the dam is
located, roughly corresponds to the lacustrine ztitis zone behaves as a lake where
the wind is the main forcing mechanism influencthg hydrodynamics. However the
riverine and transition zones are narrow and meamglesheltered from the wind
forcing. Hydrodynamics in these zones are mainfecaéd by the river inflow. Of
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course, no strict boundaries between the zones$ & the hydrodynamics generated
in one zone can affect the rest of the reservoavdxtheless, separating the reservoir
into these zones will be useful in studying themmaiocesses taking place in each one.

m.a.s.L.
417 — 424
408 - 416

397 - 407
383 -394
382 - 382

-
ERO0O0

sheltered and MMeandring part Open-wind part

Figure 1. Bathymetric map of Sau Reservoir
SEASONAL THERMAL STRUCTURE

Mediterranean lakes and reservoirs develop therstidtification with the
system dividing into epilimnion, metalimnion and ployimnion layers. The
hydrodynamics are directly affected by this straifion, which tends to stabilize the
system and therefore reduce the mixing process. mhaa process affecting the
seasonal evolution of the thermal structure ofsemeoir is heat transfer at the surface.
Solar radiation and long wave radiation tend to hbat water, while evaporation,
sensible heat transfer and radiation from the wsitieface mostly cool the water. The
net balance of heat sources depends not only osdgagon, but also on the changing
meteorological conditions so that the balance ¢emge even from hour to hour. Other
external forcing, such as wind, inflows and outffowalso affect the stratification. The
wind, together with convection, is the main meckanfor mixing at the water surface,
with the thickness of the epilimnion being a faabsuch mechanisms (Imberger 1985,
Imberger and Parker, 1985). The presence of rivieaws and outflows is responsible
for the main differences in the hydrodynamics amdtidication of lakes compared to
reservoirs, although some lakes are also influertmednflows. The degree of the
stratification can be affected by the inflow tengiare (Straskraba 1993, Armengol et
al. 1994).
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The resultant stratification is the product of theface heating/cooling and all
the mixing process occurring in the reservoir/lakee main mechanisms of mixing are
due to the effect of internal waves, inflows, oatfs, wind-momentum, shear,
diffusion, etc (see Fischer et al. 1979, Imberger Ratterson 1990 or Wilest and Lorke,
2003). These processes are summarized in Figure 2.

Surface wawe breaking
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River inflow
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current

T
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Figure 2 Schematic representation of mixing processes #&ka.|Taken from Imboden
and Wiest (1995).

Sau, like many other Spanish reservoirs, can beelkfas a warm monomictic
reservoir with a sharp metalimnion during the sumstgatification (Armengol 1994).
A description of the seasonal evolution of the rtiarstructure in Sau reservoir can be
found in Han et al. (1999¥here the thermal structure was also simulatedhbyone
dimensional model, DYRESM.

ACTION OF THE WIND: BASIN-SCALE INTERNAL WAVES

The wind forcing at the surface, during the peraddstratification, introduces
both momentum and turbulent kinetic energy (TKEYithe water at the surface layer
(Imberger 1985). The TKE causes the momentum to distributed vertically
downward, and generating movement in the watersarin the direction of the wind.
The water movement displaces the metalimnion dowevea the downwind end and
causes upwelling at the upwind end of the reseridiis continues until the baroclinic
pressure gradient, associated with the tilted nmetébn, balances the introduced
inertia. When the wind forcing stops, the baroclipiessure gradient acts as a restoring
force, inducing a long internal wave mostly of i@t mode one, but higher modes may
also be induced. Basin-scale internal waves ornateseiches (in the absence of
rotation) were first described by Mortimer (19521853) who explained the formation
of internal seiches in a two-layered lake (epiliomand hypolimnion) separated by a
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thin metalimnion, as a response to a wind forcingné (Figure 3). Stevens and
Lawrence (1997) estimated the thermocline defledtwuced by wind-driven currents,
at the setup of basin-scale internal waves. Ongalired, these waves propagate
throughout the lake and may be damped due to (@¢grdeation into non-linear waves
(Horn et al. 2001, Boegman et al. 2005b), in whibk lake sloping plays a role
(Boegman et al. 2005a); (2) wave-wave interacti(8), dissipation and shoaling
(Michallet and Ivey 1999). Stevens et al. (1996)nested that over 80% of the
potential energy in the internal wave setup maijobein just one internal wave period.
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Figure 3. (a) Excitation and (b) Evolution of ad®e. Adapted from Mortimer (1952)

21



PhD Thesis

Horizontal internal waves, or seiches, in absenterotation are usually
classified using the nomenclaturaHy, wherei =1,2,... are the number of vertical
nodal points, angl= 1,2,... the number of horizontal nodal points. Feggdrshows the
main oscillatory modes, where the mode V1HL1 is riiwst frequently excited mode
corresponding to that described by Mortimer (seef&i@). However, higher modes are
also observed and their importance may dependestthtification, morphology of the
lake/reservoir and the strength, duration, distrdsuor even the periodicity of the wind
field, as will be discussed throughout Chapter dnd 3.

Vertical modes two (V2) have been described by It#Z€1980), Wiegan and
Chamberlain (1987), Mlnnich et al. (1992) and Ragetl (1997) among others. Roget
et al. (1997) showed the presence of a V2H2 modéake Banyoles, where the
bathymetry of the lake plays a fundamental role.

Figure 4. Main oscillatory modes of horizontal amal waves. Red and blue lines
indicate the oscillation due to the internal wavetwo opposite phases of maximum vertical
displacement.

On time scales of the order of individual wind etge the response of the
pycnocline (fundamentally formed by temperaturdedénces> thermocline) to wind
stress can be analyzed on the basis of the valug¢seoWedderburn and Lake
numbersLy (Stevens and Imberger 1996). The Wedderburn nuitvbeain be defined
as (Imberger and Patterson 1990):

1 g'h?
W=~ , 1
L u? @
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whereg' is the reduced gravity (@Ap/p) his the thickness of the surface mixed-layer,
the basin length and?is the water friction velocity due to wind stre¥is number is

dimensionless and represents the ratio of the balpressure force at the point of
upwelling and the surface force imposed on theaserfayer. The Lake numbky is a
dimensionless ratio of the buoyancy forces in thkeldue to stratification to the
external forces applied to the water column, sushwiand, that act counter to the
buoyancy forces. Describing this forces as momardsnd the centre of volume we can
define the Lake number as:

|_N: Czi, (2)

whereMy. is the baroclinic moment about the center of tmdayment volumeM,, is
the wind moment applied by the wind blowing alohg take surface; is the surface
shear stresg\s is the surface area amgis the depth of the center of volume.

Low Lake numbersL{ <1) are associated with vertical mode 1 tilting,endas
low Wedderburn numbers\( ~ O(1) or W < 1) are associated with a higher vertical
mode 2 response. Values WWf andLy >>1, and according to Stevens and Imberger’s
(1996) analysis 0¥V andLy , metalimnetic water was pushed upwind, wherehesons
should have stretched. This way the WedderburnLakd number can be a useful tool
to predict the tilt of the pycnocline (or excitatiof the internal waves) and the modal
response.

The earth’s rotation may also affect internal wawken the relative importance
of the Coriolis effect on buoyancy forces is sigraht, and the natural modes become
Kelvin and Poincaré waves (Mortimer 1974). Kelvinweasolution is one in which the
velocity perpendicular to the shore is conside@dé zero. These waves propagate
parallel to the boundary with the maximum amplitdethe shore, where the waves
crests to the right (in the northern hemispheregmwlooking along the direction of
propagation. The amplitude of the wave decays offshin the lake interior we might
expect plane progressive Poincare waves to be piregeere the frequency approaches
the inertial frequency, the current vectors rot@téi-cyclonically and the majority of
energy is in the kinetic form (see, for exampletekucci et al. 2000).

Basin-scale internal waves contain the largest phthe internal energy of a
lake and play an important role in horizontal drspen and, especially, in vertical
mixing, which may help to incorporate rich hypolietic waters with the consequent
increase in primary production (Ostrovsky 1996)vihg organism distribution and
abundance (Levy et al. 1991, Gaedke and Schimmé@l)l and re-suspension of
particles and nutrients (Gloor et al. 1994), magpdle associated with internal waves,
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playing an important role in the water quality ofa&e. For this reason, internal waves
have been widely studied (Hutter 1984, Saggio andehger 1998, Bauerle 1998,

among many others). Hutter (1984) published a vevigaper of basin-scale

hydrodynamics, including internal waves.

The periodicity of the wind may play an importamier in the basin-scale
internal waves. Many reservoirs exhibit a periogattern in the wind forcing due to
weather behaviour. In general, a 24-hour land-lrgeziodicity is found, as in the case
of Lake Kinneret (Neumann and Stanhill 1978). Howewther different periodicities
have also been reported; Lake Lugano has a pefi6@-80h (Mysack et al. 1985), and
Loch Ness has a period #f50h (Thorpe, 1974). These periodicities in thedvieveal
a different scenario to that proposed by Mortinse(figure 3), where the wind stops
after a certain time. Modes with similar periodshat of the wind may be energized by
resonance, which increases the energy of thesesr{@aenucci and Imberger, 2003).
All in all, most of the models designed to simulateernal seiches use only a two or
three layer approximation and the literature orlses in continuous, stratified lakes is
rather sparse.

INFLOWS AND OUTFLOWS
Inflows

Inflows into reservoirs are of special interestceinmany of the incoming
nutrients or contaminants come from the river wio River inflows coming into a
lake, reservoir, or coastal region often have eht density than that of the receiving
ambient water. The main differences in the deraigéydue to temperature as well as the
concentration of dissolved and suspended solidsenMine inflowing water has a
different density than the ambient water, the wdlgws into the receiving ambient
water until a balance is reached between the mamenf the inflowing water and the
baroclinic pressure that results from the densifemrnce. When the inflowing water is
less dense than the ambient water, it separates tiie bottom up and goes over the
surface of the ambient water, generating an owerflm the case of inflows with a
higher density than the ambient water, the infldunges under the surface to form a
gravity-driven density current, along the bottorowdward up to the level of neutral
buoyancy where it inserts (interflow) or to the tbat of the basin (underflow) (See
Figure 5). The region previous to the overflow oderilow plunge is momentum-
dominated while in the region after the plunge oscuhe density current becomes
buoyancy-dominated. On the way towards the damjngixccurs and water of the
ambient body entrains into the inflow, a procesBnéde as entrainment; at the same
time, water from the inflow entrains into the anmttievater, a process defined as
detrainment. The entrainment implies a flow of anbiwater into the turbulent layer
generated in the boundary of the inflow and theiantdayer, as in a free shear region.
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Ellison and Turner (1959) suggested that the vBlaaf the inflow into the turbulent
region must be proportional to the velocity of theyer, with the constant of
proportionality being the so called entrainmentstantE. For a 2D flow in a diverging
channel with a sloping bottom, the entrainmentefnéd by the relation:

d(;A) = EUb, 3)
X

whereA is the cross-section of the inflow, the mean velocity of the layer abdhe
width of the channel that can be defined@g= by + 2xtan g, for dthe diverging angle
of the channel. Entrainment is governed by thedbotslope, the friction with the
bottom (underflows) and the mixing in the free bdames or shear regions. This
mixing mechanism can be parameterized using theathwichardson number defined
as:

Ri =8?cosa, 4)

whereg’ = g(0a - )/ pa is the buoyancy based on the excess in densitigeofriflow
(p) over the ambient densityy), g is the acceleration of gravith,is the depth of the
inflow anda is the bottom slope of the thalweg.

Overflow Underflow Interflow

< N N

)

Figure 5. Inflow dynamics

In the following sections, we will explore in mocetail the three different
inflow dynamics, divided into overflows, underflowad interflows.

Overflows
Inflows that are less dense than the receiving maeounter the denser ambient
water. The increasing buoyant forces offset the srdom force, forcing the inflow to
overflow at the water surface. The inflow watemtlspreads over the water surface as a

function of the inflow rates, density differencesldasin confinement.

A description of an overflow event in an estuarfhewe the effect of the density
differences and topography are described, can badfon Csanady (1982). Safaie
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(1979) also investigated, in the laboratory, owev8 in laterally unconfined receiving
waters. He expressed the separation point as:

he=0.914h,-Fr?2 (5)

wherehg is the depth at the separation poigtthe initial upstream inflow depth, aifad
is the inflow densimetric Froude number, defined as:

Fr = , (6)

where Uy is the inflow velocity. Observations found that attachment to the bottom
occurred for inflow densimetric Froude number®.5, where the Froude number is
based on the stream arég)(defined as:

Fry=——-2— (7)

By using the assumption th#&tr,=2.5 at the separation point, Safaie also
determined an equation for the dilution of the flogr as:

1/2
2 2
r:&: 1+ FrA 625 i_l ’ (8)
do 522Fr - 625| | h}

whereq is the flow rate after the separation ampdjust before the separation point.
However, field prediction of the inflow mixing inhé separation zone and the
entrainment of the inwards overflow is still congalied. Several factors may affect the
overflow, like meteorological forcing, including md and heating and cooling, which
makes it a difficult aspect to determine in natwvaters.

Underflows

The underflow is generated when the denser watessfinto the lighter ambient
body of water (Akiyama and Stefan, 1984). The buoyanrce generated by pushing
the lighter water back into the reservoir retatts tnomentum of the inflowing water.
Eventually, the momentum of the inflowing waterréduced to such a point that its
excess gravitational attraction becomes dominadtthe denser water then plunges
beneath the surface of the ambient water, subsdgudowing as a density current
along the inclined bottom of the reservoir to tiogtdm.
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Observations of laterally confined underflow eveh@ve been reported by
Howard (1953), Wunderlich and Elder (1973), Hebhladrtal. (1979) and Ford and
Johnson (1981, 1983). Concerted efforts have badartaken to determine the plunge
location and entrainment coefficients for differéaisin geometries. Ellison and Turner
(1959), in their studies found that the entrainmeoefficient ) was a decreasing
function of the bulk Richardson numtRt, such that:

E=E(Ri™), 9)

wherek is a constant between 0 and 3/2, Binds defined as:

g2‘cosaf: 5
Fry

Ri=

(10)

here,h correspond to the depth of the underflow, &mnd is the densimetric Froude
number defined above. The results of Ellison anchéu (1959) and Lofquist (1960)
showed a consistent decrease in entrainment witteasingRi. Hebbert et al. (1979)
found - for a narrow, non-prismoidal, drowned rieiannel - a relationship as follows:

3
c.cz %P
E = —dT dx , (11)
(R -Cy
dx

whereP is the perimeteandT the top width of the inflow current for a distange&, is
the bottom drag coefficient for the inflowing waté€lik is a coefficient parameterizing
the efficiency of the TKE introduced at the bourydandCs is a coefficient measuring
the efficiency of the local shear production; Shermeaal. (1978) suggested universal
values forCx = 2.2 andCs= 0.2. Finally the generalized Richardson numbeleitned

as:
'( j( j_l
Ri" dh )\ dh

u? ’

(12)

wheredA/dhanddT/dhare the variations in the inflow ardaand top widthl with the
inflow depth h. Dallimore et al. (2001) modified this parametatian for a more
generally applicable entrainment law, for the whodege of Richardson numbers,
which may be written for a generic section of thewhed river channel as:
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CX
ri 9T +10C,
dx

E=

(13)

in which C, =C,CY?dP/dx+C.dT/dx.

4 Plunge line Ambient flow
0

Figure 6. Definition sketch of relevant parametéss diverging channel with sloping
bottom. Adapted from Bournet et al. 1999.

Likewise, the plunge point has been determinedhbpy authors. The plunging
depends on physical parameters as well as the ¢eoahecharacteristics of the
reservoir. The plunge zone is controlled by théoimfper unit width upstrear,, the
ambient fluid densityo,, the inflow densitym, the acceleration of gravity, the inflow
depthhy, the bottom drag coefficier@p, the bottom slop& = tarw and the initial
mixing coefficientl” (see Fig 6)I is defined as the amount in the inflow discharge du
to the entrained ambient water at the plunge pdiné normalized plunge depkiy/ho,
whereh, is the depth of plunging, can be obtained as atiom of the aforementioned
parameters (Akiyama and Stefan 1984):

h 2 1/3
oo [ O,'Osj ,S,.Co.T |, (14)
hy g'hy

Semi-empirical relations for the plunge point dejpthlifferent geometries have
been obtained by different authors (Singh and Shatl,18lauenstein and Dracos
(1984)). For a channel of constant width, the d#fersemi-empirical relations can be
expressed in the general form (Stefan et al. 1988):
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1 1/3 q2 1/3
h =| — 0 , 15

where Fr, is the densimetric Froude number at the plungetpaiften empirically
obtained. For the case of a diverging channel witbloping bottom, Johnson et al.
(1987) found a relationship of:

1/3 -2/3
N [Pz {b} | (16)
hp2 Fro by
where hpy is the plunge point depth for a channel of constaiith andh,, for a

diverging channel, while the geometrical propertiethe diverging channel and a small
inclinationa are given by:

tand
bp2 = bO + 2(hpz - ho)

— (17)
sina

in which by, is the width of the diverging channel at the pleiigpthhy,.
Interflows

An interflow is generated when the inflowing water an underflow event
reaches the level of neutral buoyancy and theundes at this level. Fischer and Smith
(1983) described an interflow event that could nete surface, being responsible for
nutrient input at the water surface. Other intevflevents can be found in the papers of
Chung and Gu (1998) and Gu and Chung (2003), wtiexefate of a contaminant
interflow was described and also simulated by a-dwoeensional model. Inflow
intrusions were also analyzed by Imberger et a¥§)9applying similar techniques to
those used for withdrawal problems.

In many reservoirs, or at least in most Meditereane=servoirs, the density of
the inflow and ambient water is mainly dependentlos temperature. This results in
seasonal behaviour in the inflow dynamics, sin@r#servoir and inflow heat up and
cool down at different rates. The seasonal behaviothe circulation of river inflows
has been reported by Carmack et al. (1986), Plickmdl Irwin (1982) and Carmack et
al. (1979). In the case of the Sau reservoir, #assnal circulation was described by
Armengol et al. (1999), however, the effect of sherm and daily variations - which
may, in fact, play an important role in the inflaynamics, as shown by Pickrill and
Irwin (1982) - were not taken into account in tfeport.
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Outflows

Outflows constitute the main difference betweenaliel and a reservoir.
Commonly, reservoirs are provided with outlets iffecent levels so that the reservoir
can be used to control the temperature of the awitfly water and/or other water
quality parameters. Such control allows the opesato select the type of water for
specific necessities, for example, cold water i br warm water for irrigation.

The effect of selective withdrawal also directlffeats the stratification by
sharpening the thermocline where the outlet istet#Casamitjana et al. 2003, Martin
and Arneson, 1978). When the fluid is stratifiede toutflow is influenced by the
buoyancy force. When the outlet structure is opgngenerates a pressure that
instantaneously sets up a radial flow pattern tdwahe outlet. However, such radial
convergence near the sink quickly distorts theysopls. Buoyancy forces initiate a set
of internal waves that propagate upstream (Kataekaal. 2001) and adjust the
isopycnals back to a horizontal neutral positiod #re initial radial flow collapses into
a jet-like structure (Figure 7).

=
=
=7

Figure 7. Evolution of the outflow from the openmigthe outlet to the generation of
the jet flow. Blue lines represents isopycnals

The effect of the selective withdrawal dependshmndutlet characteristics and
the stratification of the system, so that they @saally classified into two categories:
the sink type (line or point sink) and stratificati type (linear, two-layered, etc). A
review of such processes can be found in ImbergérRaterson (1990). However, we
will focus on the effect of the withdrawal on theasification. The Sau reservoir usually
presents a thick thermocline, so the outlet strectaffects such stratification by
sharpening the gradient at the level at which thtéeg is placed (Figure 8).

The shift in the stratification and the decreasthawater level produced by the
withdrawal also directly affect the basin-scaleeinl waves by modifying their natural
frequency of oscillation and structure, becausefrdguency of the internal waves is a
function of the stratification.
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Figure 8.Stratification process due to the water withdradalm a selective outlet. The
blue line indicates the temperature profile evaaotand the shadowed area indicates the sink
line.

OBJECTIVES

Most of the biological and chemical processes caugiiin a reservoir are linked
to physical processes, and therefore the importah@ich processes is obvious. The
aim of this PhD thesis is to gain a better undaditey of the main hydrodynamic
processes - with special emphasis on the large soalrodynamics - occurring in a
Mediterranean type reservoir, as is the case of 3ha reservoir. Some physical
processes, such as the seasonal thermal struthgreriver retention time, or the
seasonal evolution of the river flow into the rewsér, have already been reported by
other authors (Han et al. 1999, Rueda et al. 2808engol et al. 1999). They are
therefore not dealt with here and the reader exred to the original papers. Essentially,
this thesis focuses basically on the generatiobasin-scale internal waves and the
short term variations in the dynamics of the riudtow into the reservoir, including
some aspects of the linking between such procegieshe phytoplankton community.

During the last four years (2002-2006), variouddfiexperiments have been
carried out to determine the large-scale hydrodyosrim the Sau reservoir and the
results of these studies are presented in fiveterapEach chapter has been written as
an independent paper with its own introductioncdssion and conclusion; some of
them having already been published and others stdamor in process of being
submitted. The fact that they are written as irdlial papers means that some of
introductory concepts or references can be repetior the reader but, on the other
hand, each chapter can be read independently. fAdygtars are arranged in a logical
order, starting with observations of basin-scaterimal waves in the Sau reservoir and
continuing with more specific questions about tleédviour of such waves at seasonal
scales and in comparison with another Mediterrarmeaervoir (Beznar) and ending
with the behaviour of the river inflow and the cegaences on the phytoplankton
population. The main objectives of each chaptesammarized as follows:

= Chapter 1 describes a basin-scale internal wave mode V3H&sanance with
the wind forcing, considered rare in natural watésand in the lacustrine part
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of the reservoir in September 2003, and the mauglof this mode using a
simple two-dimensional model. The objective of théction was to determine
the presence of internal waves in the Sau reservoir

Chapter 2 describes the evolution of the internal wave figloling the summer

stratification of 2004 - when high vertical modebkere also found - and the
modelling of this period using a more sophisticatiecte dimensional model.
The main objective of this chapter was to obtai@ ¢volution of the internal

wave field. In addition, I try to solve the quesisoderived from the observations
of the internal waves, such as the role of theati@n in stratification and the

effect of periodic winds on the internal waves, aisb the effect of the rotation
and the role that has the meandering and sheliznee of the reservoir in the
internal wave field. | also attempt to validateheee dimensional model for the
solution of internal waves in the Sau resevoir.

Chapter 3 describes the seasonal evolution of the interralewfield in the
Beznar reservoir, where high vertical modes (umtale V5) in resonance with
the wind and low vertical modes in the absenceeebmance, were found. The
objective of this section was to compare the rssait another medium-size
Mediterranean reservoir, the Beznar, with the tssi@und in chapters 1 and 2
for the Sau reservoir, and consequently, to geizeréthe internal wave features
of Mediterranean reservoirs characterized by tmektalimnions and periodic
wind forcing.

Chapter 4 describes the effect of physical processes, fagushainly on
internal waves, in the phytoplankton populationtleé lacustrine zone of the
reservoir. The objective of this chapter was toeduine the effect of the
advection and vertical displacements produced bywimd-driven currents and
internal waves in the phytoplankton distribution.

*Note that this chapter has been extracted frompiyeer by Serra et alin(
presg where a more detailed discussion about convegireeesses is carried
out. However, in this chapter, the effect of intdrwaves is emphasised in order
to give continuity to the line adopted in this tiseand the work made by the
author.

Chapter 5 describes the river inflow into the reservoir dhd consequences of
the nutrient distribution along the reservoir om gbhytoplankton population,
with particular emphasis on a bloom event. The abje of this section is to
study the short term and daily variations in thigoin dynamics, in addition to
the seasonal evolution studied by Armengol et1#99), and the consequences
of such dynamics on the nutrient distribution lidkeith the phytoplankton
populations.
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In all, this PhD thesis aims to provide the readé&h a global vision of the main
hydrodynamic processes governing the Sau reseevmi; by extension, the main
processes that govern many of the Mediterraneanvwaiss and, in addition, of some of
the interlinking physical and biological processes.

MATERIAL AND METHODS

Various methodologies have been used in this stodwttain the different
objectives proposed in each chapter; this meanghbaleployment stations, measuring
stations, instruments or numerical models wereetkfit in each case. Therefore, the
methodology followed is introduced separately iocleahapter. Nevertheless, here is a
brief description of the main instruments and nucamodels used in this study.

INSTRUMENTS

All the instruments used are well-known instrunseint the field of Limnology

and Oceanography and so, only a brief descripfagivien. For further information, the
reader is referred to the manufacturers.

Thermistors

Two different loggers were used during the studies
An Aanderaa Tr7 thermistor string, consisting of eactric cable with 11
temperature sensors with a precision of 0.05°Caamggolution of 0.03°C.
An Aanderaa DL7 thermistor string with 5 temperatwsensors )with a
resolution of 0.045°C and accuracy of 0.1 °C ) glevith 5 conductivity
sensors (with a resolution of 2.&/cmand accuracy of 26S/cmof salinity).
Both strings were connected to a data storing(@rstJ).

Current meters

ADCP: An 600 kHz RDI Workhorse Sentinel ADCP wagdigor measuring
current. The versatility of this instrument allowse user to deploy it and
acquire the data in real time; it can also be eitheored or moving when in
use. Additional high resolution modes 5, 7 (shalleaters) and 12 were used.
The ADCP signal processes data with very low noidee 4-beams design
improves data reliability by providing redundantadan the case of a blocked

or damaged beam and by delivering an independeasunement of error
velocity.
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Electromagnetic current meter: In addition to thBG¥, an electromagnetic
current meter (ECM) was used. This is a versatilggle-point current meter,
and it was used for autonomous deployments.

Fluorimeter

Submersible Bbe FluoroProbe Moldaenke: This is ghligi sensitive
measuring instrument for chlorophyll analysis. Tigrument has a resolution
of 0.05pg L™ and a measuring range of 0-20§ L™. This probe determines
four different communities (green algae, diatomganophyceae and
cryptophyceae) together with temperature, depthtie@m$mission.

CTD

The SBE 18lus SEACAT profiler is a self-powered CTD that measure
conductivity, temperature and pressure up to 70@fera (10,000 psia). It
provides pump-controlled T-C ducted flow and resoddta (4 Hz) in FLASH
RAM memory. The SEACAT profiler has real-time datgpability, anddual
mode programmability for profiling or moored time segierecording.
Additional turbidimeter and chlorophyll sensors weet in the CTD

Meteorological Station

The meteorological station (Campbell Scientifi@ldngs to the Catalonian

Meteorological survey network (meteocat), and mtesithe following data:

34

temperature and relative humidity (using a Vais#iéP35AC instrument),
atmospheric pressure (Vaisala PTB101B)

far infrared radiation (Kipp & Zonen pyrgeometer @Gwith a range of 5000
- 50000 nm),

solar radiation (Kipp & Zonen CM3 pyranometer with range of 300-
3000nm),

photosynthetic active radiation or PAR, (Skye Ilastents Ltd. SKP215
guantum sensor, with a 400-700nm range),

wind speeds (R.M. Young 05103 Anemometer) and

rainfall (Munro R102 Rain gauge).
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NUMERICAL MODELS

The increasing capability of new processors hastdethe development of two
dimensional models (see Munnich. 1996 and Fricked &lepf. 2000) and quite
sophisticated three dimensional models for lake @seérvoir hydrodynamics (Casulli
and Cheng (1992), Rueda et al. (2003), Hodges.e208l0a, Schwab and Bedford,
1995). Here, the estuary and lake computer modeC(@\V) developed by the CWR-
University of Western Australia will be used. Thisodel has proved to be quite
accurate in simulating the hydrodynamics of theaéiqusystems. The ELCOM model
has been used previously by Laval et al. (2003)idds et al. (2000), Appt et al.
(2004), Laval et al. (2005), among others. Thetsmiuprovided by the model, based on
the TRIM model (Casulli and Cheng (1992)) is esalgciaccurate in simulating the
basin-scale internal waves, as shown in the paydi®dges et al. (2000) and Gomez-
Giraldo et al. (2006), both of which simulated Ibascale internal waves in Lake
Kineret. But it is also a useful tool for river lows, especially for underflows since the
model is coupled with a two-dimensional model foderflows (Dallimore et al. 2003,
Dallimore et al. 2004).

Furthermore, ELCOM can be coupled to the wateriguaiodel CAEDYM.
The coupled model ELCOM-CAEDYM has proved to be acturate model for
simulating the biogeochemical paths in reservditenfero et al. 2004, Romero and
Imberger 2003) and algae bloom events (Robson aanhiltbn, 2004), and can
therefore be used as a management tool, or forgbiregi such events (Antenucci et al.
2003, Hipsey et al. 2004).

There follows a brief description of the two dimemsal model used along this
Thesis and a description of the ELCOM-CAEDYM moddisr a further description,
the reader is referred to the corresponding Scienapuals (Hodges and Dallimore,
2006 and Hipsey et al. 2005) available at the CWRebw page
(www.cwr.uwa.edu.au/~ttfadmij/

2D- Model (Minnich model)

Following Minnich (1993) here, we will start frorhet general equations of
motion and applying the Boussinesq approximatian tteat, the density is treat as
constant except in the vertical momentum equatite. shall assume that the wave
motion is inviscid. Neglecting also the non-linearms and the effects of rotation we
get:

ou__10p

b 18
ot P, OX (18)
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ov__10P (19)
ot p, 0y

alv = —iaj _& (20)
ot p, 0z p,

Dp

—F =0 21
Dt (21)
U oV, ow_, (22)
ox o0y o0z

Where p, is a constant reference density; (18), (19) arehivezontal equations of

movement and (20) the vertical equation of movemgquation (22) is the continuity

equation, and equation (21) is the frequently daliensity equation”. We can express
such equations in terms of changes from a stateesif This way, if we assume a
background state in which the dengitfz) and pressurde (z) are in hydrostatic

balance:

_1dP_pg
Po dz  p,

0= (23)

When the motion develops, the pressure and decisityge to:

P=P(2)+P

24
p=p@)+p 24

The density equation becomes:

0 . 0 . d . 0 " —
~(prp)tu_—(p+p)+tv_—(p+p)+w_—(p+p)=0, (25)
ot 0x ay 0z

where dp /& = 0plox = 0pldy = 0. The non-linear termadp'/dk, vop'/dy and
wadp'/dz can be neglected, since we assume small ampliat®ns; then equation
(25) can be simplified to:

9P, 9P

=0 26
ot dz (26)

This equation is the linearized form of equatioh)(2

Introducing now theBrunt-Vaisala frequency N(zjbuoyancy frequency)
defined as:
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Nz=990 (27)
p dz

and after substituting equations (24) in the eguatiof movement (18)-(22), using the
equation (23) and replacing the density equatidr) @r its linearized form (26), the
movement equations yields to:

@ = —i aP’ (28)
ot P, 0X
@ = —i aP' (29)
ot p, oy
w__10P_pg (30)
ot Po 0Z Py,
[} 2
9P _N'Po =g (31)
ot g
ou v ow_ @
ox o0y o0z

A useful equation for stratified flows is the om&olving w only. Theu andv
can be eliminated by taking the time derivativehaf continuity equation (32) and using
the horizontal momentum equations (28) and (29is glves:

1 P’=62W
o, | 0zt

(33)

where 07 = 220X + 3?02y is thehorizontal Laplacian operator. Elimination of
from (30) and (31) gives:

2P/ 2
LR _OW_ Ny (34)
0, 0z ot

Finally, we can eliminat®’ by takingd?; of (34), and using (33). This gives:

2 2 2
0" [OW)_ 2| W Ny, (35)
0toz\ otaz ot?
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which can be written as:

2

mfzmzw N?OZw=0, (36)

where 0% = 3%/0x? + 3°/0y? + 8°/0z* = 0%, + 8°/0Z° is the three-dimensional Laplacian
operator. This equation can be simplified by redgat to two dimensions (eliminating

they component) taking into account the morphologiteracteristics of many lakes or
reservoirs (i.e. elongated lakes); and applying #hallow-water approximation

(Minnich,1993). This way equation (36) can be reduced to:

9'w , 0°W
=0 37
0°t0°z x> (37)

For the boundary condition at the surface we beeitid-lid conditiorw(z = 0)
= 0. Internal waves (baroclinic) have very small acef elevations, so this is a good
approximation to the true boundary condition. Fenthore, this condition filters the
surface seiches (barotropic). At the other bouredanie can set no outflow, such that:

u-ng=0, (38)

whereu = (u,w)" represents the velocity components in the boundadng is a
vector is a vector normal to the boundary (i.etdratand surface). For a non-costant
bottom this connects both u and w, so that it i$ @asy to incorporate in (37).
Fortunately, in two dimensions we can introduce tr@asn function. Due to the
incompressibility condition, we know that existsstieam function®’ = $(x,2 such
that:

a—w:w , a—w:—u (39)

By substituting these expressions into the twoedlisional equations for internal
waves yield:

_0%y __ 1 0P (40)
ooz p, ox
0=- L1 _~9 (41)
Po 0Z P,
[ 2
0P NP OY _ (42)
ot g ox
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If we eliminatep’ y P’ from these equations we get a single equatio# in

'y o’y _
0%to%z N® x> =0 (43)

If H(x) is the depth of the thalweg, we have:

oy

omu.=| o || cowaH ow (44
[ 1X 0z dx  ox
0x

The right-hand side of this equation is simply toenponent of the gradient of
¥along the thalweg. The boundary condition statas this gradient must vanish, and
thus #is a constant at the boundary. Al86as a potential, is only determined up to a
constant, so that the boundary condition can benpthie form:

Y=0 at the boundary. (45)
For seiches modes, the time dependence must teogial) and then:
W = ¢(x, 2)sin(at +a), (46)

wherea is a constant and.is the angular frequency of the seiche. Introdug4®) in
(43) yields to the governing equation of internamves:

(e3]
(e3]

Vp_o’ o'
x> N? 0z° (47)

subject to the condition

¢ =0 at the boundary. (48)

Discretization of the governing equation.
We will solve the governing equation (47) numehcasing finite difference

approximations to the involved differentiationsaimectangular grid map. We can define
the coordinates in the way:
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X = iAX i=12,..), (49)
z=jAz (G=1.2,...), (50)

where Ax y Az are the distance between neighbours and indi@exl| indicate the
position in the grid (Fig 9).
AX

Figure 9. Rectangular grid map representation with
points homogenously distributed.

This way we can represent the first derivativehef stream functiorg in the
point (,J) by finite difference approximations in the way:

0@ 1
— | 00— - 51
[axl,,. Ax(¢i+;1 é- j] 1)

0@ 1
— | O— - 52
(azl,j Az[%z wj .

And solve the second derivative as:

79| gil(e) (%)
ox* ) Axj\ox /1 \ox )1,
! 2

1
L 2

DAlx_Alx((ﬂ.ﬂ,j ‘¢’.,j)‘A1X(§”|,i _W—LJ)}
DA)l(z[%L; —2q,; +¢’|—1,1] (53)

Likewise the second derivative:

9° 1
(62@ DA22[¢’.,,—+1 -2q "'(0.,,--1] (54)
i

Substituting (53) and (54) in (47) we have:
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w2

N A7 [‘W,j+1+2¢%,j —¢.,,-_1], (55)
i

A]);z[_ﬂu.j +2¢,; _W—l,j]:

whereN; is theN value at the depth of thepoint; N is z dependent and horizontally
homogeneous (non x dependent). For the neighbauns with the boundary we have
to take into account the conditigh= 0 at the boundary.

i=1 1

Figure 10. Grid used in the discretization. Fillethd open circles are inner and
boundary grid points, respectively (Adapted frormiigh, 1993).

If we renumber the grid points from top to bottamd left to right (see Fig 10)
to yield a series of grid points with only one irdthen for an inner poirkwe have:

2

1 w
sz[‘ Bern, T 20 — @—ni_l] = szAzz[‘ B + 20~ Bea) (56)

K
wherek = 1,...,M, being M the total number of inner poionfshe grid M:Z n, , where

i=1
n; is the number of points of the grid in theolumn. If we set¢ = ¢,..., ¢, , We can
write equation (56) in matrix notation:

A¢ =)Bg, (57)

where A = w? and the matriXA andB have the entries (fde 1,...,M)):
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_i fl=k—-n.;
AX?
2 fl=k;
A =3 A2 (58)
I X fl=k+n;;
%XZ Each other
1 Fl=K—ny:
N,Ax?
2 fl=k:
B, =1 N,AX? (59)
_ 1 Ifl=Kk+n;;
N,Ax?
0 Each other

Matrices (58) and (59) are only valid for the inpeints with no neighbours on
the boundary. For a point with neighbour on the ratawmy of the lake we must
distinguish between neighbours to its left, taight, above it and below it:

-z fl=k-n1
Ax(Ax+ o)
2 _
Left A, = o It 1=k (60)
k
0 Each other
2
AXO'; Ifl=k-— N-1
. 2
Riaht =J-__ < Ifl=k 61
'ght A AX(DX+ T)) (61)
0 Each other
- If 1=k + 1
N j Az
2
Up B, = NIV Ifl=k (62)
Jo Each other
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S ifl=k-1
NTAz(Az+ o)
Down B, =] % It1=k (63)
NiAzo,
0 Each other

Being o, y o, the horizontal and vertical distances respectifetyn the k

point to the boundary. This way, the discretizatygglds to the generalized eigenvalue
problem (57). The set of solutions fbr beingA= w?, and® are the eigenvalues and
eigenvectors of our generalized eigenvalue probtamm we solve using the Jacobi-
Davidson Method together with the so called QZ athm (Bai et al 2000). The Jacobi-
Davidson method was used in the model to makeitalde for all grid sizes and all
general cases. The results are then sorted fromer lmahigher modes.

ELCOM Description

ELCOM (Estuary, Lake and Coastal Ocean Model) ishieee-dimensional
hydrodynamics model for estuaries, lakes and ressrthat solves the 3D, hydrostatic,
Boussinesq, Reynolds-averaged Navier-Stokes easasind scalar transport equations
of potential temperature, salinity and tracers id-aoordinate system. The model is
used to predict the variation of water temperatmd salinity in space and time; and
likewise other scalars. The model can be run tagetlith the CAEDYM water quality
model, being the three-dimensional hydrodynamicieedr of such model. Heat
exchange through the water’'s surface is governedtagdard bulk transfer models
found in the literature (e.g., Amorocho and Devr{@880); Imberger and Patterson
(1981); Jacquet (1983)). The energy transfer adhesfree surface is separated into non
penetrative components of long-wave radiation, ibbs$eat transfer, and evaporative
heat loss, complemented by penetrative shortwaliatran. Non-penetrative effects are
introduced as sources of temperature in the surfared layer, whereas penetrative
effects are introduced as source terms in one aergad layers on the basis of an
exponential decay and an extinction coefficient gBe law). ELCOM computes a
model time step in a staged approach consisting of:

. Introduction of surface heating/ cooling in theface layer

. Mixing of scalar concentrations and momentumgisi mixed-layer model
. Introduction of wind energy as a momentum sourd¢be wind-mixed layer
. Solution of the free-surface evolution and visjofield

. Horizontal diffusion of momentum

. Advection of scalars, and

. Horizontal diffusion of scalars

~N o OB~ WDN P
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The fundamental numerical scheme is adapted fraenTiRIM approach of
Casulli and Cheng (1992) with modifications for @@y, scalar conservation,
numerical diffusion, and implementation of a miXagler turbulence closure. The
solution grid uses varying width orthogonal cellfie grid stencil is the Arakawa C-
grid: Velocities are defined on cell faces with tfree-surface height and scalar
concentrations on cell centers. The free-surfadgghhen each column of grid cells
moves vertically through grid layers as requiredhsy free-surface evolution equation.
Replacement of the standard vertical turbulentudiin equation with a mixed-layer
model eliminates the tridiagonal matrix inversionr feach horizontal velocity
component and transported scalar required for achvgater column in the original
TRIM scheme. This provides computational efficierryd allows sharper gradients to
be maintained with coarse grid resolution. Passiad active scalars (i.e. tracers,
salinity and temperature) are advected using aeteasve ULTIMATE QUICKEST
discretization (Leonard 1991).

Governing Hydrodynamic equations

The transport equations are the unsteady Reynokimged Navier-Stokes
(RANS) and scalar transport equations using the sBioesq approximation and
neglecting the non-hydrostatic pressure terms. eldblshows a summary of the
governing equations and fundamental models usethfee-dimensional transport and
surface thermodynamics in ELCOM. Here, the noméuntaused in the model will be
used.

Transport af Momentum:

all, _au, in L a g, [« ar, ) all, a all, . .
A petied _ , - = ah el 2 el = ) e ) lotas FU;
o T dr, 4 { 91,  pnoz, ). F d gy | Oy T RN s | B pdftionapfUs

Clontinuify: 8, )
dy

Momentum Boundary Condiltions - Free Surface: A, :
g

Momentum Boundary Conditions - Batfom and Sides:
=0

fil il (1) il fale il ot il fale g
— + — L) o } [ } Mo -5,
ot dry Y T B M ar T Oma | P 0me [ Oas | O

transport of Scalars:

Sealar Boundary Conditions © dC, 0
a1,
Free-Surface Evolution: an a M o dlz
ot dre o

Free-Surface wind shear: Pair

(., 12, Crg—— (WaWs) W,
! Puwater T
Momenium inpuf by wind: ar, (2

dt h

Table 1. Summary of the governing equations in BUCO
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The unsteady RANS equations are developed byifijethe unsteady Navier-
Stokes equations over a time period that is lotajive to sub-grid scale processes, but
small relative to the unsteady grid-scale procefisasare of interest. In an unsteady
RANS numerical method the time scale of the aveiggs the time step used in
advancement of the evolution equations. Thus, tagimum time step for a given grid
resolution is fundamentally limited by the grid lecgohysics, regardless of the
numerical method. For a stratified flow, the modeks explicit discretization of the
baroclinic terms in the momentum equation, leadm@ time step constrain based on
the internal wave Courant-Friedrichs-Lewy condit{@#L) such that

(@D <12, (64

Is required. The left-hand side is defined as @@dinic CFL number, wherg' is the
reduced gravity due to stratification, the effeetidepth isD, (g’'D)"? is an
approximation of the wave speed of an internal waMeis baroclinic stability is
generally the most restrictive condition in a dgnstratified flow. The omission of
such condition derives in instabilities in the miodéne governing equations are then
discretized on a Cartesian solution grid (or cells)a staggered formulation where
velocity components are defined on each face aaldrscare defined at the cell centers

Wind momentum.

The momentum input of the wind is typically mode({edg., Casulli and Cheng
(1992)) using a stress boundary condition at tee §urface:

ou

Vo =u?, (65)

z=n

where v is an eddy viscosity and, is the wind stress. This boundary condition
requires solution of vertical viscosity/ diffusioerms of the form

i VaU” ,i ka£ ' (66)
OX | OXg | OX| 0%,

in place of the Reynolds stress terms in the moamergnd scalar transport equations,
terms that are modeled in ELCOM using the 3D mibgar model. The purpose of the
eddy-viscosity term is to model the introduction mbmentum into the wind-mixed
layer. The resulting prediction of mixed layer deptsing a coarse vertical grid is
usually unsatisfactory. Instead, it will be solvedtwo steeps; by a sub-model for
predicting the wind-mixed layer depth and a sub-ehotbr the distribution of
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momentum over the depth. The wind-mixed layer & rtixed layer that includes the
free surface, with deptt) of the wind-mixed layer computed in a discreterf@s:

ko (1,1,k,)

h,= D.AZ ., (67)

m=k, (i.] k;)

wherek, and k, are the lower and upper grid cell indices of thecmikte wind-mixed
layer in the water column, () that has free surface grid ckll . To first order, we can
approximate the introduction of wind momentum aandorm distribution over the
mixed layer (Imberger and Patterson, 1990):

U* -
— i.j.k

i,j.k h‘

du
dt

k
n-h<Ynz, <n, (68)

m=1

i

where 77 is the free surface height in water columnj). Equation (68) is applied
separately in the x and y directions to providdraat increase in the velocity field in
the wind-mixed layer before solution of the Nav&tokes equations.

Surface Thermodynamics and mass fluxes.

The surface exchanges include heating due to sveoré radiation penetration
into the lake and the fluxes at the surface duesvtaporation, sensible heat (i.e.
convection of heat from the water surface to ttmoaphere) and long wave radiation.
Short wave radiation (280nm to 2800nm) is usuallasured directly. Long wave
radiation (greater than 2800nm) emitted from cloadd atmospheric water vapour can
be measured directly or calculated from cloud cpoatemperature and humidity.

Solar (short wave) radiation flux The depth of penetration of short wave
radiation depends on the net short radiation tlesepates the water surface and the
extinction coefficient. The net solar radiation peating the water can be written as:

st = st(total) (1_ ra(SW)) ' (69)

whereQsw(otal) IS the short wave radiation that reaches the seidfithe water oQsy is
the net short wave radiation penetrating the wateface, and’*” is the shortwave

albedo. Once the short wave has penetrate the watizrce, the short wave penetrates
in depth following the Beer-Lambert law, such that
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Q(2) =Q,e ™™, (70)

wherez is the depth below the water surface gnds the attenuation coefficient. Thus
the shortwave energy per unit area entering laybrdugh its upper face is

AQ, =Q, — Q. (71)

Long wave energy flux The Longwave radiation is calculated by one oéé¢h
methods, depending on the input data. Three inmé#sores are allowed: (a) incident
long wave radiation, (b) net long wave radiatiomd &) cloud cover. The net longwave
radiation energy deposited into the surface lageafperioddt is calculated as:

(@Q, =@- ra(IW))QIW(incident) —.pdfilonWava, (72)

by using incident long wave radiation; whet®’ is the albedo for long wave radiation,

which is taken as a constant = 0.03 (HendersoreiSell1986),.pdfilon, is the
emissivity of the water surface (=0.96),is the Stefan-Boltzmann constaot%
5.6697x10 - 8BWiiK™), andTw s the absolute temperature of the water surfeeetlie
temperature of the surface layer).

(b) Q. =@a- ra(IW))QIW(net)’ (73)
by using net long wave radiation; and
(©) Q,, = @-r™)@+ 017C?).pdfilon, (T,)dT, —.pdfilon,oT’, (74)

where C is the cloud cover fraction (& C < 1), C.pdfilon = 9.37x10-6K% and
.pdfilon, (T,) = C.pdfilonT?

Sensible heat flux The sensible heat loss from the surface of dlke For the
period4t may be written as (Fischer et al. (1979) eq 6.19)

Qsh = CspaCPUa(Ta _Ts)At ’ (75)

whereC; is the sensible heat transfer coefficient for wepeéed at 10 m reference height
above the water surface (= 1.3)0o, the density of air in kg i) Cp the specific heat
of air at constant pressure (= 1003 J'kg'), Ua is the wind speed at the ’'standard’
reference height of 10 m in ni,swith temperatures either both in Celsius or Hath
Kelvin.
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Latent heat flux The evaporative heat flux is given by (Fischeale{1979) eq
6.20)

0.622 j | (76)

th = min(QPCLpaLEUa(ea _es (Ts))At

whereP is the atmospheric pressure in pasdalsis the latent heat transfer coefficient
(=1.3x10% for wind speed at reference height of 1@mthe density of air in kg i) Le
the latent heat of evaporation of water (= 2.458J1&g"), U, is the wind speed in rits
at the reference height of 10m, the vapour pressure of the air, amdhe saturation
vapour pressure at the water surface temperagiteoth vapour pressures are
measured in pascals.

Thus, the total non-penetrative energy densityodiépd in the surface layer
during the periodit is given by

Qnon— pen = QlW + Qsh + th (77)

Surface mass fluxesThe surface mass fluxes are based in a balagivesbn
evaporation and rainfall, changing the mass oftiréace layer cells.

Mixing

The 3D mixed-layer approach for ELCOM model is lohse the mixing energy
budgets developed for 1D lake modelling (Imberged Ratterson (1981), Spigel et al.
(1986), Imberger and Patterson (1990)). The magplies a separate 1D mixed-layer
model to each water column to provide vertical @lebt transport, whereas 3D
transport of turbulent kinetic energy (TKE) is ugedrovide the dynamic effect of 3D
motions on the TKE available for vertical mixinghd resultant mixing is a balance
between:

The TKE available for mixingT KEa
The TKE required for mixing&req
The TKE dissipated pgfiion and
The residual mixing energ¥u.

e\ e

Of these, only the last, which is effectively thersof the others at the end of the
mixing algorithm, is considered a transported \J#dea Second, it is useful to
characterize two types of mixing events in a dteatifluid:
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1. convective mixing of unstable density gradights decreases the potential energy of
the fluid and releases TKE
2. mixing of stable density gradients that disgpaKE and increases potential energy.

surface <
cooling xf‘
b ~ W 7
—— jpg— o e
& = |'III = £ = =
& stable @ unstable ] - mixed
& stratification @ stratitication & layer
= & 6]
A )
@ = =
"E ® 2 stable =
w stratification
= & [ o
density

Figure 11 (extracted from Hodges et al. 2000). Degwment of a mixed layer due to
surface cooling and unstable stratification. (aplde stratification at start of time step; (b)
surface cooling creates unstable density profitg;unstable grid cells have been mixed.

The former is one of the TKE sources for mixiAdEa), whereas the latter is
exactly the local energy required to mi). These two density gradient terms are
computed from the vertical buoyancy scale. Finaldefinition for a 'mixed layer’ is
needed; this is taken to be a set of verticallytigoous grid cells that share the same
density, scalar concentrations, and grid-scalecit§loAccording to this definition, the
discrete version of a linear stratification withvee grid cells shown in Figure. 8a is a
system with seven mixed layers, whereas the systéfigure.8c has the same number
of vertical grid cells but only four mixed layers.

The heat transfer changes the density stratificateither providingTKEa
(unstable density gradients produced by net copliog increasingEreq (stable
stratification produced by net warming). Once tlesvrdensity field is calculated, the
mixing process is modelled on a layer-by layer b#wiough each,(j) water column by
comparing the available mixing energ¥KEs) from convective overturns, shear
production, wind stirring, and TKE storagéw) to the potential energy increadge()
required to mix a grid cell up into the mixed laydrove itself.
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The mixing is calculated by the model following thext steps:

1. Calculate wind energy inpiying
2. If the boundary condition is being used in thedel, calculate bottom energy input
by drag.Edrag
. For each column cycle from surface cell to bottzll
. Calculate generation of TKE by she@fear
. Calculate energy required for mixirgeq
. Calculate total energy available if two cellsavtotally mixed,TKEnixed
. Calculate time estimate for total mixifigke
. If unstable calculate time estimate based onvective overturnlcony
. Calculate mixing fractiowy
10. If there is enough energy then mix cells
11. End of cycle from surface cell to bottom cell
12. Dissipate excess mixing energy

© 0o N o~ w
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Equations Parameters
1. Ewind - ECfdtuf’ U. V\./ir.1d shear.v.elocity

2 C, mixing coefficient set to 1.33
2. Edrag = Cb quot‘ + ‘vbot‘)g dt C, mixing coefficient set to 2.2
3. Mix surface Iayers tiu7f <1 C, mixing coefficient set to 0.153

the shear;

I refers to the cell directly below
the mixed layer

_ g’ reduced gravity term

1
. E
5. Ereq - _g'da dzml ml refers to values in the mixed

=—-C.,S’dz

shear —
2

N

. layer
6. TKE B TKE,, +TKE +E..., if Ereq >0
- mixed TKEmI +TKE| + Eshear — Cc Ereq if Ereq <(Q Ccmixing coefficient is set to 0.2
C.dz, +dz
7. TTKE = CTTdZ m C:7 coefficient set to 50.0
d
8. Tconv = CTCdZ| ar

. At
0. =min 0
d (minchKE,Tconv) g J

10.

If  TKE,ea=7:E. mixing

If  TKE, eq <771 E,eg NO_mixing

If nr =1 all scalar and velocity within the mixed lay@e equal

(total mixing) _ _
C., is the scalar concentration of

C = C.,dz, +C,dz U = PmYndz, +pU,dz the mixed layer an@ of the cell
m m = being mixed. The * indicates value
dzm' ¥ da dzm' * dZ| after mixing.

For partial mixing

Cy is the concentration of lay&in
C. k=k +2:K_, thecolumn,
C . dz +Cd k refers to the layer of the cell
C,=<@-n)Cy,+n, —™ % 194 k=k +1 being mixed
c ddzk + dé q Kmi-top IS the layer of the top of the
(1_,7f )CI +1, m9Z.4 (07 k = k| mixed layer.
dz.,, +dz

11. End of cycle once the bottom cell is reached
3 C paiilon dissipation coefficient set
1 TKE \2 to 1.15. Any TKE left after
12. TKE=TKE - E C. pdmonA{j dissipation is transported before

dz available for next step mixing

Table 2summarized the equations used for such processes
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CAEDYM description

CAEDYM is an aquatic ecological model designed t readily linked to
hydrodynamic models, which currently includes tti2 rhodel DYRESM and the 3D
model ELCOM. The coupling between CAEDYM and thedtogdynamic driver is
dynamic; in particular, the thermal structure & thater body is dependent on the water
quality concentrations by feeding back through waelarity.

The model includes comprehensive process reprégentd the C, N, P, Si and
DO cycles, several size classes of inorganic swgzkrsolids, and phytoplankton
dynamics. Numerous optional biological and otheatestvariables can also be
configured. Hence, CAEDYM is more advanced thaditi@nal N-P-Z models, as it is
a general biogeochemical model that can resolveiepeor group-specific ecological
interactions. CAEDYM operates on any sub-daily tistep to resolve algal processes
(diurnal photosynthesis and nocturnal respiratiany is generally run at the same time
interval as the hydrodynamic model. Algorithms datinity dependence are included so
that a diverse range of aquatic settings can belated. The user can prescribe whether
the simulation is for freshwater, estuaries or talagaters.

Figure 9 represents the major biogeochemical statables in CAEDYM. The
configuration file existing allows user to customithe model elements needed in any
simulation. Parameters are introduced as an inftdo that, user doesn’'t need to
modify the source; but inevitably, user may definariables not represented in
CAEDYM, thus some modifications to the source maybeded.

_~_] Hydrodynamic Driver (1D DYRESM, 3D ELCOM) | _—

—

Inflow Transport, mixing, temperature, salinity Outflow
x Coupling
Biogeochemical Model (CAEDYM)
Transformations
DO, pH, ||PO4, NH4,| |DOPL, DOPR, |POPL, POPR, |SSOL1, Bacteria | | Algae Zooplankton| [Jellyfish| |Fish Pathogens
coL NO3, 5i02) | DONL, DONR,| |PONL, PONR,||SS0L2 1group || 7 Groups | |5 groups 1 group | |5 aroups| |1 groups
Dis Ony Dic DOCL, DOCR | |POCL, POCR ||Inarganic 2 with
pH Inarganic Dis organic Part organic || suspended §io2
Colour nutrients nutrients nutrients solids required

IP ac
INpjac
chac

Internal
nutrients|

Macrolgae | | Seagrass
4 groups 1 group

'Dgl PO4, NH4, NO3, | [DOPL, DOPR, DONL,| [POPL, POPR, PONL,| [ssoL1,
. 5i02, DIC DONR, DOCL, DOCR | | PONR, POCL, POCR | |sS0L2

Invertebrates. Algae
3 groups T groups

Water Column

Sediments

Figure 9. Summary of the biogeochemical paths sitedlin CAEDYM.
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CAEDYM simulates theC,N, P, DOand Si cycles with inorganic suspended
solids, phytoplankton and optional biotic compamtsesuch as zooplankton, fish,
bacteria and others. The Model is divided in sultines or sections. Following we will
see an overview of the main simulated variables.

Light

The shortwave incident radiation supplied by thedrbgynamic driver
(ELCOM) is converted to the photosynthetically aetcomponentHAR based on the
assumption that 45% of the incident spectrum lietsvben 400-700 nm (Jellison and
Melack, 1993).PAR is assumed to penetrate into the water columnrdioap to the
Beer-Lambert Law with the light extinction coefcit dynamically adjusted to account
for variability in the concentrations of algal, nganic and detrital particulates, and
dissolved organic carbon levels. The ultra-vio@hpinent of the incident light can also
be used for looking at pathogen inactivation arghorc matter photolysis.

Inorganic Particles

Two inorganic particles groupsS§ can optionally be included within the
simulation, with each group assigned a unique diamend density, and modelled as a
balance between resuspension and settling. Adsarptid desorption of aqueous-phase
FRP andNH, onto inorganic particlesP(P andPIN) can also be configured. Particle
settling is modelled on the basis of Stokes LawhéTnorganic particles is now being
updated to six groups.

Sediments and Resuspension.

CAEDYM maintains mass balance of all simulate afales in both the water
column and a single sediment layer; providing a glete description of the dominant
pools and fluxes in the water column with only suéint complexity of the sediments
to maintain mass conservation. The sediment flafetissolved inorganic and organic
nutrients are based on empirical formulations tl&count for environmental
sensitivities and require laboratory and field sgado establish parameter values.

Resuspension of inorgani€g and organic particles?©OM) from the sediment-
water interface require a number of parametersithicg the critical shear stress and the
resuspension rate constant. The composition ofs#gd@iments is established in the
CAEDYM initial conditions file.
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Dissolved Oxygen

Dissolved Oxygen O) dynamics within CAEDYM include atmospheric
exchange, the sediment oxygen dema®@®L[), microbial use during organic matter
mineralization and nitrification, photosynthetic ygen production and respiratory
oxygen consumption, and respiration by other opiidnotic components. Microbial
activity facilitates the breakdown of organic carkan particular,DOC) to CO,, and a
stoichiometrically equivalent amount of oxygenasnoved. The process of nitrification
also requires oxygen that is dependent on the hstoietric factor for the ratio of
oxygen to nitrogenYoz.n) and the half-saturation constant for the effefcbxygen
limitation (Kni1). Photosynthetic oxygen production and respiratooxygen
consumption is summed over the number of simulpksgoplankton groups.

Carbon, Nitrogen, Phosphorus and Silica

The Cycles of nutrients simulated accounts for botnganic and organic, and
dissolved and particulate forms Gf N andP, along the degradation pathwayR®M
to DOM to dissolved inorganic matterD(M). Nitrogen includes denitrification,
nitrification andN; fixation. Siis included for the uptake of diatoms into thesdlsed
form. C cicle includes atmospheric fluxes GD, based on the partial pressure of CO
differences (pCg).

Phytoplankton Dynamics

Up to seven phytoplankton groups can be simulatiéid @GAEDYM. The algal
biomass can be simulated eithechia (g chla L) or carbon (mg C £). The growth
rate is calculated based in the max growth rateel@ry specie multiplied by the
temperature factor and minimum value of expressitos limitation by light or
nutrients. Phytoplankton may be grazed by zoo, &sd clams. Light limitation on
phytoplankton growth can be configured to be sulieghotoinhibition or to be non-
photoinhibited.

Nutrients dynamics within algae can be simulatedisipg a constant nutrient to
chlaratio or by dynamic intracellular stores. The tfis based in a simple Michaelis-
Menten equation to model nutrient limitation withlfasaturation constant for the effect
of external nutrient concentrations. Metabolic lagsnutrients from mortality and
excretion is proportional to a constant multiplieg the loss rate and the fraction of
excretion and mortality that returns to detritalopolrhe latter model uses dynamic
intracellular stores that are able to regulate ¢nowihis model allows for the
phytoplankton to have variable internal nutrienh@@ntrations with dynamic nutrient
uptake bounded by minimum and maximum values. Butiosses are calculated from
internal nutrient concentrations.
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Loss terms for respiration, natural mortality angtretion are modelled with a
single respiration rate coefficient. This loss natéhen divided into the pure respiratory
fraction and losses due to mortality and excretiime constantyou is the fraction of
mortality and excretion to the dissolved organiolpwith the remainder into the
particulate organic pool.

Bacteria

Bacterial biomass and organic matter mineralizatay also be simulated. The
bacteria are prescribed a fixed C:N:P ratio thabisstant over the course of simulation.
The incoming nutrients, primarily received from stitved organic matter pool, are
converted taCO,, NH; andFRP and released back to the water column.

Zooplankton

CAEDYM assumes each zooplankton group has a fi€eN:P ratio and
depending on th&€:N:P ratio of the various food sources, the groups rizaatheir
internal concentration by excretion of labile dissed organic matter. The grazing
preference of each group is user defined, and eafobany of the simulated algal,
zooplankton, bacterial or detrital groups. Faealeps can also be specified as either
hard, soft or in between, and lost to the sedimenéturned to the detrital pool.

Higher biology

CAEDYM has the facility to model higher organismgls as fish, jellyfish, and
bethic organisms including macroalgae, benthic miaeertebrates and clams/mussels

Pathogens and Microbial Indicator Organisms
CAEDYM has an optional pathogen model for usersredted in simulating
microbial pollution in a lake, reservoir, estuaryomastal environment. The model was
developed based oB@ryptosporidiumsp. dynamics, and also contains variations for
simulating indicator organisms such as coliformteaa.
Governing Equations
The main equations followed by CAEDYM of the bioghemical paths are

summarized in table 4. Likewise a list of symbaisl @ariables used are summarized in
Table 5.
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Table 4.

Major equations used in CAEDYM

Rate of change of phytoplankton concentration
(mgchl am™ per day)
Phytoplankton growth rate {per day)

Phytoplankton respiration and mortality rate (per day)
Temperature limitation

Light limitation

Nitrogen limitaticon

Phosphorus limitation

Silica limitation

Salinity limitation (freshwater species: M. aeruginosa,
chlorophytes and freshwater diatoms)

Salinity limitation (marine species: marine diatoms
and dinoflagellates)

Rate of change of nitrate concentration {mg Nm~—?
per day)

Phytoplankton assimilation preference for NHy over
Ny

Rate of change of ammonium concentration
(mgNm~ per day)

Rate of change of organic nitrogen coneentration
(mgNm~— per day)

Rate of change of internal (eellular) phosphorus
concentration for phytoplankton group ¢
(mg P (mgchl @)~ per day)

Rate of change of phosphate concentration
(mg Pm~ per day)

Rate of change of organic phosphorus concentration
(mg Pm— per day)

Rate of change of internal (eellular) nitrogen
concentration for phytoplankton group ¢
(e N (mg chl ! per day)

Phytoplankton phosphorus uptake (mg Pm=* per
day)

Phytoplankton nitrogen uptake (mg™m—*
per day)

Relemae of phosphate throwsh phyvtoplankion
excretion (mg Pm— per day)

Release of ammonia mitregen through
phvtoplanklon excrelion (mg™m—? par
day)

Drenitrification {mg Nm~" per day)

Ninification (mgNm~ per day)
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Table 4 (continued)

L . o K -~ Do
Mineralisation of organic phosphorus Mp = |:k[1.\p1-'r‘-”¢ + kgpt” 11"_} or
Kwym + DO Ky + DO

{mgPm~* per day)

roao__ Kmn

Mineralisation of organic nitrogen koant

+ kT L] ON
(mgNm~* per day)

i)
K + DD Ky + DO

: bottom layer
Release of phosphate from bottom sediments '

{mgPm~* per day)

My = [
i Sp (K pos/ (Kpos + DOW) 4 (pH, — 713/ Kl‘” + |pH, = 7|0
Xp = dz, '

other layers

SnlKpos/ (Kpos + DOw) 4 ([pH, — 70/ (K + [pH, — 70

bottom layer

Release of ammonia nitrogen from bottom Xn = dzy,

sediments (mgNm~* per day) 0, other layers

. SDD

Rate of change of dissolved oxygen o = F — U}y — Upe — YouNit + Z P+ Hpo

{gCam™* per day) :

wif (0, — DO,) surface layer

Rate of change of dissolved oxygen due to F= dz,/BE7660 B (Wanninkhof, 1952)

exchange across the air-water interface 0, subsurface layer

(zOam™" per day)

. . . i o 100 T
Dissolved oxygen concentration in the air 0, = 1.42T63exp (— 173.3292 4 249.6339%— | 143.3483 log (—}

phase near the air-water interface, i.e. o Ll

saturation concentration (gOzm™) T T T 32

— 218492 — |+ §| —0.033096 + 0.014259 — — 0.0017
100 * + 100 ( 100 )
(Riley and Skirmow, 1974)
_ o 0I5y . e
Schmidt number {dimensionless) Sc = {G.‘?‘ + ?} [1953.4 — 128,07 + 399187 — 0.05009177] (Wanninkhof, 1992)
K - DOy,
) { ) ( ) battom layer

Rate of change of dissolved oxygen Uy = dap, Kz + DOy,

concentration due to uptake by bottom 0. other lavers

sediments (gOs m~* per day)

Met production of oxygen due to P = Yo Yoo Cili 1 — k) — Ry
phytoplankton production and respiration
{gOym™* per day)

e . N DO
Utilisation of oxygen due to remineralisation Une = koe ﬂ - 20¥g.cOC [m}
of organic materials in the water column Bety
{20y~ per day)
. . a0
Rate of change of labile organic carbon — =} ¥i — Boc + Hoe + Voo
concantration (mgC‘m"‘ per day) U
Breakdown of organic carbon in the water Bor = k[I-t?[’;‘.E”OC |: Do + ko Koc ]
column (mgCm ™ per day) Koc +DO Koc +DO
Contribution to labile organic carbon pocl ¥i= (1 — i) RiYochla Ci

from phytoplankton mortality and
excretion (mgCm—* per day)

Net change in concentration of substanee ¥
due to settling and resuspension from
bottom sadiments (mgm~* per day) where
!—1 is the layer above the current layer, /

v My — vy ¥0/dz, + vy, Yoy /dz—y,  bottom laver
¥ =
— vy Yfdz + vy ¥ /dze bottom layers

. i P
Settling rate of substance ¥ at the current YT = UFI0 {ﬁ}
water temperature, T of laver { {m per day) NPz
GrLT — Te )/ Tl . o
Rate of change in concentration of substance ¥ 0y — dzn diatoms and organic C, N and P
due to resuspension (mgm—*) a, other substances

(Winterwerp, 1998)
Shear stress (N |11'3:| T=Ts+Tn

Shear stress due to steady currents (Nm=2) 5 = t_”{T:pr {Engelund and Hansen, 1972)
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Table 4 (continued)

. . . 0.03
Drag coefficient of the bed {dimensionless) Cp = ——=———— (Engelund and Hansen, 1972)
log=i120 k1)

Oscillatory shear strass due to waves (Nm™2) T = D.E."'_,r;\.b'lipr (Coastal Engineering Research Center, 1975)

. . . i . .
Maximum orbital velocity (ms=) Uy = J— {Coastal Engineering Ressarch Center, 1975)

? Twsinhi 2mdzy /L) = =

Wave friction factor (dimensionless) Fo = exp | 52130k fa, )™ Ep 5977 (Swart, 1974)

. . H L
Maximum bottom amplitude of shallow-water iw = (Coastal Engineering Research Center, 1975)

2sinhi2mh L
waves (m) 2sinhi2mh/ L)

2mh |_[3I1|'IIZ4HEJ'.'.."_L{T“-2 )|

Wavelength {m) L= e {Coastal Engineering Research Center, 1975)
4nhieT,
) ; tanh[0.833(gh /0?37 0.077igF/u? "
Wave period (s) Tw =2.40mu [ . J tanh [tﬂ|1|1[D.833|g.l'i'_.*tr3jl”-”-‘]J

(Coastal Engineering Research Center, 1975)

tanh[0.530(gh/u?)] iarh 0.0125(gF/u? "2
g 7| tanh[0.530(gh/ w10
(Coastal Enpineering Research Center, 1975)

Wave height {m) H = 0283

i

Table 5

List of symbols and units for variables

G Chlorophyll @ concentration of phytoplankton group 7 {mg chl am=7)

DO Dissolved oxygen concentration (gm=—)

DO Dissolved oxypen concentration in the bottom layer (zm™)

DOx Dissolved axygen concentration near the water surface (g m™)

da, Thickness of the bottom layer of the water colunm (m)., from the hydrodynamic model

dz; Thickness aof layer { (m), from the hydrodynamic model

7, Thickness aof the surface layer of the water column (m), from the hydrodynamic model

F Fetch length over which wind blows (m). determined from model grid

h Depth of water (m). from the hydrodynamic model

Hi Net flux of phytoplankton group ¢ into the grid-cell due to advection and mixing (mgchl am™ per day)

Hipyi Met change in intracellular nitrogen for phytoplankton group ¢ due to advection and mixing (mg N {mg chl a)=' per day)

Hip; Net change in intracellular phosphorus stores for phytoplankton group 7 due to advection and mixing (mg Pimgchl a)~! per day’

Hu, Net flux of NH, into the grid-cell dus to advection and mixing (mgNm— per day)

Hyi, Met flux of NO; into the grid-cell dus to advection and mixing (mgNm~* per day)

Hex Net flux of labile organic matter into the grid-cell due to advection and mixing (mgm ™ per day), calculated in the
hydrodynamic model

Hoyw Met flux of organic nitrogen into the grid-cell due to advection and mixing (mgNm~* per day), calculated in the
hydrodynamic model

Hep Net flux of organic phosphorus into the grid-cell due to advection and mixing (mg Pm— per day), calculated in the
hydrodynamic model

Hpo, Net flux of POy into the grid-cell due to advection and mixing (mg Pm~ per day), calculated in the hydrodynamic model

Hr Net flux of substance ¥ into the grid-cell due to advection and mixing (g 02 m™ per day)

i frradiance (LEm™2s~Y)

i Phytoplankton group index

IN; nternal (cellular) nitrogen concentration (mgN (mgchl a)~') in phyvtoplankton group ¢

IP; Internal (cellular) phosphorus concentration (mg P{mgchl @)=") in phytoplankton group

MNH, Ammonium ecncentration (mg N m—)

NO5 Nitrate concentration (mgNm™7)

ocC Lahile organic carbon (mgCm ™)

ON Organie nitrogen concentration (mg N m~—)

op Organic phosphorus concentration {mg Nm—*)

pHp pH in the bottom layer

POy Phosphate concentration (mg Pm—*)

5 Salinity

i Silica concentration {mg Sim™)

T Water termparature (C)

u Wind speed 10m above the water surface jms—!)

T Mean bottomn layer current velocity (ms='), from the hydrodynamic model

¥ Concentration of substance ¥ (units as given for each substance)

¢r Dynamic viscosity of water at temperature T

fr Density water at temperature T (kgm—*)

Finally, parameters used by Robson and Hamiltol®4R@s included in Table @&s a
configuration example.
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Table 6

Paramater values usad in CAEDYM

Tc

Trel

¥y

a;

by

o

IN s i

N min ¢

Ipm;r.ir'

IP min i

Is

,I[\:III
ki

Kpo
Kpes

0.001 diatoms

0.05 organic carbon, nitrogen

and phosphorus
1.0

0.02 diatoms
0.85 organic phosphoms
4.3 organic nitrogen

Dinocflagellates: 32.0
M. aeruginosa: 30.095
Chlorophytes: 27.372
Marine diatoms: 29.559

Freshwater diatoms: 26.396

Dinoflagel lates: 0.05

M. aeruginosa: 0.182
Chlorophytes: 0.126
Marine diatoms: 0.028
Freshwater diatoms: 0.049

1.0&

Dinoflagellates: 1.01

M. aeruginosa: 2,19
Chlorophytes: 4.25
Marine diatoms: 4.99
Freshwater diatoms: 5.41

9.81

Dinoflagellates: 180
M. aeruginosa: 500
Chlorophytes: 200

Marine diatoms: 380

Dinoflagellates: 9.3

M. aeruginosa: 5.0
Chlorophytes: 10.5
Marine diatoms: 12.0
Freshwater diatoms: 7.5

Dinoflagellates: 4.5

M. aeruginosa: 2.5
Chlorophytes: 4.0
Marine diagtoms: 5.0
Freshwater diatoms: 5.6

Dinoflagellates: 0.60
M. aeruginasa: 08D
Chlorophytes: 1.24
Marine diatoms: 0.60
Freshwater diatoms: 1.0

Dinoflagellates: 0.27

M. aeruginasa: 0.40
Chlorophytes: 0.20
Marine diatoms: 0.20
Freshwater diatoms: 0.25

Freshwater diatoms: 120
Dinoflagellates: 0.7
M. aeruginosa: 0.7
Chlorophytes: 0.78

Marine diatoms: 0.7
Freshwater diatoms: 0.7

0.3

1.0 diatoms
5 = 10° organic carbon
5 = 107 organic nitrogen

I x 10° organic phosphoms

0.3
1.0

Critical shear stress for resuspension (N m—2)

Reference shear stress (Nm™)

ion ra —2 per day
Resuspensicn rate constant {mg m ;

Coefficient for temperature limitation funetion for phytoplankton (dimensionless)

Coefficient for temperature limitation function for phytoplankton (dimensionless)

Temperature multiplier for denitrification {dimensionless)

Coefficient for temperature limitation funetion for phytoplankton (dimensionless)

Acceleration due to gravity (m?®s=3)

Iradiance parameter for non-photoinhibited phytoplankton growth (LEm=2s~1)

Maximum internal nitrogen concentration (mg N (mg chl a)=!)

Minimum internal nitrogen coneentration (mg N (mg chl ar™y

Maximum internal phosphorus concentration (mg P {mg chl a)j~")

Minimum internal phosphomus concentration (mg P (mg chl a)=!)

Photoinhibited saturation irradiance (WEm s~

Fraction of respiration and mortality not contributing to labile organic carbon pool for
phytoplankton {dimensionless)

Decrease in anaerobic decomposition relative to aerobic decompoesition (dimensionless)

. - . -7
Coefficient controlling resuspension (mgm™ =)

Oxygen half-saturation constant for denitrification (g O m—)
Oxygen half-saturation constant for release of ammonia nitrogen and phosphate from
bottom sediments (g O: m~)
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Table 6 (continued)

Ky 6.0 Reference sediment oxygen uptake rate (g0; m=2 per day)
Ky 1.5 Mineralisation half-saturation constant for oxygen (gm )
kniz 04 Denitrification rate coefficient (per day)

Ky Dinoflagellates: 52 Half-saturation constant for nitrogen uptake (mgm—)

M. aeruginosa: 30
Chlorophytes: 30
Marine diatoms: 135
Freshwater diatoms: 40

Kyt 4.0 Nitrification half-saturation constant for oxygen (gm™)

Ky 02 Nitrification rate coefficient (per day)

koan 7.0 % 107 Anaerobic organic nitrogen mineralisation rate coefficient (per day)

koap 7.0 = 107F Anaerobic organic phosphorus mineralisation rate coefficient (per day)
ko 0.07 Mineralisation rate coefficient for organic matter (per day)

Koe 05 Half-saturation constant for remineralisation of organic matter (g0, m™)
Kow 0.01 Agrobic organic nitrogen mineralisation rate coefficient (per day)

Kop 0.05 Agrobic organic phosphorus mineralisation rate coefficient (per day)

K 0.14 Fraction of oxygen production lost through photosynthetic respiration (dimensionless)
K 7 pH coefficient controlling release of nutrients from sediments

Kp; Dinoflagellates: 5 Half-saturation constant for phosphorus uptake (mgm™?)

M. aeruginosa: 6
Chlorophytes: 12
Maring diatoms: 3
Freshwater diatoms: 10

Ky Dinoflagellates: 0.05 Respiration rate coefficient {per day)
M. aeruginasa: 0.08
Chlorophytes: 0.07
Manne diatoms: 0.15
Freshwater diatoms: 0.1

Kz 2.0 Oxygen half-saturation coefficient for sediment oxygen uptake (gO2m ™)

Kaii Marine diatoms: 220 Half-saturation constant for the effect of silica concentration on diatom growth
(g 8i m™)
Freshwater diatoms: 440

fy 1.08 Temperature multiplier for nitrification (dimensionless)

Smaxi Dinoflagellates: 29 Maximum salinity for salinity response finetion (practical salinity units)
M. qeruginosa: 25
Chlorophytes: 12
Marine diatoms: 18

Freshwater diatoms: 18
Siy 20 Maximum potential sediment flux of nitrogen (mgm=2 per day)
Sapi Dinoflagellates: 25 Optimal salinity for salinity response function (practical salinity units)

M. aeruginosa: 4
Chlorophytes: @
Marine diatoms: 20
Freshwater diatoms: 3

Sp 4 Maximum potential sediment flux of phosphorus (mgm=2 per day)

UMz i Dinoflagellates: 1.5 Maximum rate of nitrogen uptake {mg N (mgchl a)~! per day)
M. aernginasa: 1.5
Chlorophytes: 4.0
Marine diatoms: 12
Freshwater diatoms:

)

UP s ¢ Dinoflagellates: 0.06 Maximum rate of phosphorus uptake (mg P (mg chl a)=' per day)
M. aeruginasa: 0.2
Chlorophytes: 0.4
Marine diatoms: 0.3
Freshwater diatoms: 0.2

v 1.08 Temperature multiplier for mineralisation and sediment oxygen demand (dimensionless)

Uy 2 0.35 diatoms Settling rate of substanca ¥ at 20°C (m per day)
0.47 organic earbon
0.15 orpanic nitrogen
0.10 organic phosphorus

w T44 w1077 Coefficient for Warminkhof equation, including unit comversion {s*m~" per day)
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Table 6 (continued)

Yo tchla

Yore
Yorm

Pi

Man

Hmnx i

20
wr;

e

Dinoflagellates: 52

M. aeruginosa: 40
Chlorophytes: 50
Marine diatoms: 42
Freshwater diatoms: 40

267 » 107*
343« 1070

Dinoflagellates: 3

M aeruginosa: 3.5
Chlorophytes: 8
Marine diatomns: 8
Freshwater diatoms: 8

14 = 107°

Dinoflagellates: 0.7

M. deruginosa: 1.2
Chlorophytes: 1.5
Marine diatoms: 1.6
Freshwater diatoms: 1.8

998

Dinoflagellates: 1.10

M. aeruginosa: 1.08
Chlorophytes: 1.06
Marine diatoms: 1.07
Frashwater diatoms: 1.05

Dinoflagellates: 1.06

M. aeruginosa: 1.08
Chlorophytes: 1.03
Marine diatoms: 1.07
Freshwater diatoms: 1.05

1.08

Ratio of carbon to chlorophyll @ (mg C(mg chl a)~')

Stoichicmetrie ratio of oxygen to earbon in photosynthesis (gO(mg C)—1)
Ratio of oxygen to nitrogen during nitrification (g O {mg N~

Slope parameter for salinity response function (dimensionless)

Dynamic viscosity of water at 20°C (kgm~'s™1)

Maximum specific growth rate at 20°C (per day)

Density of water at 20°C (kgm™")

Temperature multiplier for temperature limitation of phytoplankton growth
{dimensionlass)

Temperature multiplier for respiration (dimensionless)

Temperature multiplier for mineralisation of organic matter (dimensionless)
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CHAPTER 1

The internal wave field in Sau reservoir:
Observation and modeling of a third vertical
mode.

* From: Vidal, J., X. Casamitjana, J. Colomer, and T. S&885. The internal wave
field in Sau reservoir: Observation and modeling d¢tird vertical mode. Limnol.
Oceanogr50(4): 1326—1333.

Abstract

Water withdrawal from Mediterranean reservoirsumser is usually very
high. Because of this, stratification is often @onbus and far from the
typical two layered structure, favoring the exdtgat of higher vertical

modes. The analysis of wind, temperature and curdata from Sau

reservoir (Spain) shows that the third vertical mad the internal seiche
(baroclinic mode) dominated the internal wave fialidthe beginning of
September 2003. We used a continuous stratific&ibnmodel to calculate
the period and velocity distribution of the varioo®des of the internal
seiche and calculated the period of the third gaktmode is ~24 h, which
coincides with the period of the dominating win@sie to the resonance
between the third mode and the wind, the othedlason modes were not
excited during this period.

Introduction

Standing internal waves, or seiches, are a ubigsifeature of lakes, existing
mainly due to the wind force acting on a stratifigdter column. Internal seiches are
important for many processes in lakes and resexvdlart of the kinetic energy
introduced at the water surface by the wind is dfemed to internal seiches and
becomes available for mixing. Imberger (1998) ande¥f et al. (2000) showed that
most of the momentum and energy that passes thrtheylsurface mixed layer and
enters the interior is transferred to internal wenaions. This energy is typically about
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10% of the total wind energy input into the lake(@8t and Lorke 2003). The vertical
excursions of fluid associated with the wave mdidrave been shown to affect the
spatial distribution of different organisms (Levy &. 1991). The bottom currents
induced by internal seiches contribute to the ngxamd resuspension of sediments in
the benthic boundary layer (Gloor et al. 1994). Manus and Duck (1988) showed
that seiche induced resuspension was responsilblesddiment scouring patterns
observed along the sides of Loch Earn. Therefarengthat internal seiches play a
significant role in a broad range of physical, ciehand biological processes, there is
a lot of interest in their assessment and evalnatio

Although there are many possible mechanisms thadice seiches, like air
pressure fluctuations, earthquakes, etc., it isniypahe lake’s response to the wind
forcing that causes the seiche excitation. The viording in lakes is often periodic
because of the periodicity in weather patterns.dMpplied to the surface can cause a
surface setup of water at the downwind end. Thessure force is balanced by the
metalimnion tilting in the opposite sense- thatdmwnward at the downwind end
(Spiegel and Imberger 1980). When the wind forchedpxes the water surface
oscillates, as does the metalimnion. The so catkernal seiche is the oscillation of the
water surface (a barotropic mode) while the intes®che (baroclinic mode) is the
oscillation of the metalimnion. In large lakes tpieture becomes more complicated
because of the effects of the Earth’s rotation éantci and Imberger 2003).

A) V1H1 B) V1H2

<

Figure 1. Schematic view of various seiche modesdlosed basin. The notation used
to characterize the mode takes the form ViHj =wv#rtical, jth horizontal mode. Vertical and
horizontal vectors show the direction of flow bedwean initial state of maximum vertical
displacement (continuous line) and one-half petadr (dashed line).

Internal seiches can be divided into different gatees, depending on the nodal
points (ViHj) where i and j are the number of veatiand horizontal nodes (Fig. 1). The
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most commonly observed, the V1H1, has one verdodl one horizontal nodal point.

This kind of standing wave results when the metailim’s thickness is small and the
lake can be approximated by a two-layer body. Madar large sized lakes often have
a temperature profile that makes reasonable the dwthree layer approximation.

However, the temperature profile of many reservisirgery far from the typical three-

layer pattern (Casamitjana et al. 2003). This istigadue to the high demand for water
in summer, which contributes to the creation ofaaiditional stratification where the

outlet structures of the reservoir are locatedfdgar mixing phenomena together with
water withdrawal and the development of internatlses create a vertical thermal
structure where temperature gradients of differgensities are found.

When the internal waves have periods of similar mtage to the wind, the
possibility of resonant forcing should be takenoimiccount. In two or three layer
structures the frequency spectrum is discretejrbatcontinuous stratification structure
the spectrum is dense and any forcing frequency lead to resonance seiching
(Munnich 1996). However, the resonant modes cae Baeh a high order of structures
that in practice they are never excited. This isalbse of the dampening produced by
the large amount of shear existing in higher modestenucci et al. (2000) presented
evidence of the resonant forcing of a Kelvin wawd_ake Kinneret, which, during the
time that they were measured, had a period of ~@#rshcoinciding with the wind
forcing return period over the lake.

Although observations of higher horizontal modesngl with the first vertical
mode are not unusual in lakes (see for example Lianamd Mortimer 1986), higher
vertical modes are more rarely reported. Seconticeaémodes have been reported by
LaZerte (1980), Wiegan and Chamberlain (1987), Niimet al. (1992) and Roget et
al. (1997). Munnich et al. (1992) showed that tleeond vertical mode V2H1 is
dominant in the wave field of Alpnacher See, a $idsin of Lake Lucerne, and that
resonance with diurnal wind is responsible for lingh amplitudes of the mode. Until
now the only experimental evidence of a third wattimode has been reported in Perez
et al. (2003), where measurements carried out waitthermistor string show the
existence of four layers oscillating with a 24 roperiod; however in their paper it was
not shown if the oscillating mode was an eigenvatuihe actual stratification.

In the present paper we present experimental evédeha third vertical mode
with a period of ~ 24 hours occurring in a Spamisservoir. This mode was found to
dominate the internal wave field during the firstyd of September 2003, when the
stratification was fully developed. In additiongtinodeling of the reservoir wave field
shows us that the third mode is an eigenvalue, thghsame period as the wind. Given
that the natural and the forcing frequency coincwde conclude that resonance between
the wind and the third mode is responsible of tlieomexcitation of other modes like
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the V1H1, which can be found in the wave field k¢ reservoir during other periods,
for example at the end of July 2003.

Materials and Methods

Study site -Sau is a canyon shaped reservoir 18.225 km longted in the
central part of the river Ter, which is 200 km lpmgth its source in the Pyrenees in the
NE of Spain (Fig. 2). However, the length of theustrine part of the reservoir is 3600
m and the maximum width is 1300 m (Armengol etl899).The elongated geometry,
along with the wind driven forces following the gan, make us expect thidie internal
seiches follow the main axis of the reservélere, we present the results of different
surveys carried out in July 2003 and September 2008\g the stratification period of
the reservoir. An electromagnetic current meter NEECan acoustic Doppler current
meter (ADCP) and a thermistor string (TS1) wherplalged at station-1, while another
thermistor string (TS2) was deployed at statiol ADCP: from 21-24 Jul and 09-17
Sep; ECM: from 09-17 Sep; TS1 from 21 Jul-20 Aud 88 Sep-02 Oct; TS2 from 09
Sep-02 Oct).

2023 2024
kilometers

0 05 1
41° 591

wind direction

day meteorological
station

1 / 1 . _,-; Y “dam

Y' 41° 58
% stationl

Figure 2- Bathymetric map of Sau reservoir showihg location of the measuring
stations and the meteorological station. The doliteel represents the main axis of the reservoir
(x) and the direction in which the wind velocitydathe water currents are projected.

The ADCP (RDI 600 kHz Workhorse Sentinel) was dgetb in the water
surface with the beams facing downwards. In thiss wa were not able to get
information about the water surface velocity andréifiore we also used an ECM
(ACM8M, Alec Electronics, Tokyo). Data from the APGvas received from 20 depth
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bins, each 2 m high. The sampling rate was setH# With the raw data processed to
obtain 7.5 min averaged data, with a standard dewi@f 0.1 cm . In the processed
data the bottom boundary layer was cut out becatisbe lack of confidence in the
velocity, due to bottom vegetation. The first depth was set at 3 m, then, a range
between 3 and 30 m was processed. The ECM samipéetivb components of the
horizontal velocity at 2 Hz and was deployed 1 ronfrthe water surface. The
thermistor chain TS1 was composed of 11 thermigitarsed at the following depths: 3
m4m 5m6m 7m 8m, 9m, 11 m, 15 m, 16amd 17 m, while TS2 was
composed of 4 thermistors regularly spaced between and 15 m. The sampling
period of both thermistor chains was 10 minutes.

Results

Experimental evidence of the third modén-summer the habitual 24 hour
pattern for the wind is the one corresponding ®fifst five days in Fig. 3A. During the
day wind blows towards the dam (Fig. 2), i.e., aifpee direction in Fig. 3A; during the
night there is a slight breeze in the oppositeatioa. This happens with the prevalent
summer antyciclonic conditions; however, from titoetime the pattern is disrupted
when storms come over. Wind and water velocitie§ign 3 have been obtained by
projecting their values in the x direction (Fig. Experimental data shows that values
perpendicular to the x direction are much less mgm. The wind velocity (Fig. 3A)
has a strong correlation with the surface wateoarst (Fig. 3B). Most of the time the
wind blows towards the dam and the surface wateresian the same direction. After
the wind stops there seems to be a residual watecity towards the dam and, finally,
the velocity remains close to zero. Because of this velocity of Fig. 3B reflects the
existence of a wind-driven currenthe velocity at 19 m (Fig. 3C) follows a similar
pattern that the surface water velocity, althoulgé surface layer velocity is nearly
never negative. However water velocities at 11 md @7 m were out of phase,
indicating that a third mode may take place. Thiglso evident when looking at Fig.
4A. Here light and dark colours indicate curremopposite directions (light: current
towards the dam, dark: current from the dam). Wateanges its direction between
water layers 2-3-4, as a consequence of the thadiemWater direction in the first layer,
which roughly corresponds to the surface mixedragan not be used in this line of
argument because of the many physical processesrimgr here, such as convection,
wind stirring, etc., that can mask the third mokieaddition, in Fig. 4A it can be seen
that there is a shifting in the velocity directibme series between the different layers.
This shifting can be explained by the existing getathe transmission of the moment
from the wind between the layers. Fig. 4B showstémeperature profile measured on
the 09 September near the middle of the reserwdiere the vertical displacements of
the H1 modes is assumed to be small (Fig. 1). Ta&fgcation profile of Fig. 4B shows
a four layer structure which corresponds approxayab the four layer structure of the
velocity field (Fig. 4A) that could favour the ddepment of the third vertical mode.
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Figure 3. (A) Wind velocity, (B) surface water \atp, and (C) water velocity,
projected following the main axis of the reservairstation 1 (see Fig. 2). Values of water

velocity have been averaged at 1 hour periods. {Igter temperature measured by the
thermistor string at station 1 and (E) at stationZay 0 corresponds to 09 September 2003. The

dotted lines show the experimental evidence forenugH1.
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Figure 4. (A) Velocity direction from the ADCP beem 09 and 13 September 2003,
and (B) vertical temperature profile on the 09 $ember 2003. The lines show the 4 layers
present in the dynamic behavior. Values of watdocity have been averaged at 1/2 hour
periods.

The third mode can also be observed when lookitgraperature measurements
in Fig. 3D. Here the temperature at 15 m is in dpposite phase compared to the
temperatures at 9 m and 17 m, indicating the \artdisplacements of the three
interface layers. Unfortunately we were not abldook at deeper depths due to the
length of the thermistor string. The temperaturel@tm at station 2 is also in the
opposite phase compared to the temperature at abstation 1 (Fig. 3E), suggesting
that a horizontal H1 mode may be excited (Fig. T gain a better understanding of
the temperature results, in Fig. 5A we represetiteccross covariance functions of the
time series of the temperature at 15 m depth dbstd compared with the temperature
at 9 m depth and 17 m depth at station 1, andveilbothe temperature at 15 m depth at
station 2. Note that far=0 the cross covariance is negative for all ca&ks® note that,
in spite of a certain delay, these time series &itt4 hour period oscillate in phase.
Figure 5B shows the cross covariance of the timesef velocity in layers 2 and 3
compared with the temperature at 15 m depth aiostat. This depth roughly
corresponds to the interface between layers 2 affdi8 third mode oscillation occurs
one would expect that the velocity is at its maxamar minimum when the vertical
displacements are zero. This would mean that thesecovariance should be close to 0
att=0, £12 h, £24 h, etc. and maximum or minimunt=a6 h, +18 h, £30 h, etc. which
is approximately the pattern in Fig. 5B. All in,&hese results suggest that a vertical
V3H1 mode may have been occurring in Sau reseatdine beginning of September
2003. To confirm this assessment we will use a mio@lemodel to calculate the
eigenmodes for the Sau reservoir.
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Figure 5. Cross covariances normalized to one, tbfferent time series. (A)
Temperature at 9 and 15 m depth at station 1 (TBerm), temperature at 15 m and 17 m depth
at station 1 (T 15m-17 m) and temperature at 15eptid at stations 1 and 2 (T15 m (S1-S2)).
(B): Temperature at 15 m depth and velocity inléyer 2 (T 15m-VL2), and temperature at 15
m depth and velocity in layer 3 (T 15m-VL3).

Numerical model Although the stratification is often continuous.tibnecent
years, modeling seiches has been confined mostlywio or three layer models,
accounting for the epilimnion, metalimnion and higpmion (Salvadé et al.1988).
Although these models are able to describe diftehemnizontal modes, they can only
describe a maximum of two vertical modes. Howeiremreased computing power has
allowed the development of progressively more ssiffsted internal seiche models
that are able to resolve the internal standing wapeoduced by a continuous
stratification profile and therefore they can aatdior higher vertical modes (Minnich
1996; Fricker and Nepf 2000; Antenucci and Imbe2f3).

The size of the Sau reservoir (Fig. 2), togethehwhe fact that internal seiches
are excited by the wind that blows through the canyalley, made us think that the
effects of the earth's rotation could be neglect€de internal Rossby radius of
deformation R=c/f , where c is the phase speed of the intesaale and f the Coriolis
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parameter, represents the length scale over whixtold forces balance the pressure
gradient generated by a tilted interface. FollowiRegterson et al. (1984), the criterion
for the absence of rotational effects is R #BR>1, where B is the maximum width of
the reservoir. If the reservoir length is L=3842amd the period of the internal seiche
for the V3H1 mode is T=24 h, the phase speed castmated to be c=2L/T= 0.09 m
s'. Therefore if f= 1.02 16 s* and B= 700 m, we obtain,R 880 m and R= 1.25.
Although slightly higher, this value is close enbug 1 to make us think that rotational
effects can not be discarded at the central patteofeservoir, where an internal Kelvin
wave can be generated. However, due to the facthbaeservoir is elongated and only
slightly narrower than Rthe period of the Kelvin seiche should be almdsntical to
the seiche without rotation. At station 1, where taservoir width is small, the effect of
the Kelvin mode is very similar to the effect theduld have been caused by a mode
without rotation, and therefore we will not includ®ational effects in the model.

The numerical model that we will use is similathe one proposed by Minnich
(1996). In two dimensions, the governing equation d stream functioV of free,
infinitesimal internal gravity waves in a hydrostaBoussinesq fluid is

0y 0’y _
99z N* ox? 0 (1.1)

where x and z are the horizontal and the vertigatedsions, t is time,
u=-0y/dz and w =dy/ox are the horizontal and the vertical components hef t
velocity and N=N(z) denotes the Brunt-Vaisala freqgy. Employing the rigid lid
condition eliminates the surface waves. Then assyirthiat there is no outflow at the
boundaries, we get the conditigh=0. For seiches the time dependence has the form,
W=d(x,z)e '™ * ) wherew is the angular frequency of the seiche anid a constant,
which yields to the so called generalized eigersgltoblem for the stream function
@ given by the equation

0°P 0°P

0‘)2
= 1.2
ox> N? 9z? (1.2)

The domain was discretized, using centered firdifsrences, on a grid where x
follows the main axis of the reservoir; that walprg with the boundary conditions, the
matrix formulation of the problem has the genegmizigenvalue form,

Ad =)BD, (1.3)

where A is a matrix determined by the discretizatan the x axis and B a

matrix determined by the buoyancy frequency anddikeretization on the z axis. x=0
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has been chosen at the position indicated in Figh2 direction of the main axis of the
reservoir makes a nearly 90° turn at the bounda6y ¥isual observations of the wind
and the surface waves show us that they drop tdl sadaes upstream of x=0. As far as
the wind acts throughout that zone we should expelt one horizontal mode in the
main body of the reservoir. Because of this, wéelrelthat the boundary will reflect the
internal waves generated in the whole basin, athdbe veracity of this still has to be
confirmed by the model results. The set of solwiéor A, beingA= «?, and® are the
eigenvalues and eigenvectors of our generalizezhggue problem that we solve using
the Jacobi-Davidson Method together with the stedaZ algorithm (Bai et al 2000).
The Jacobi-Davidson method was used in the modekke it suitable for all grid sizes
and all general cases. In the case of Sau, a 2 gri@ was used. As the maximum
depth for the period of September 2003 was 39 metee needed to estimate thd N
value for every meter depth.
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Figure 6- Velocity field predicted by the modelresponding to modes (A) V1H1, (B)
V1H2, (C) V2H1, and (D) V3H1. The correspondingdicted periods are (A) 5.48 h, (B) 2.75
h, (C) 17.32 h, and (D) 25.32 h.

The eigenmodes obtained were sorted by the ov&ralir connected to the flow
field. The corresponding eigenvalues lead to theratteristic periods for the different
modes. After® is obtained, the velocity components, u and w felkasily. In Fig. 6,
the velocity field, together with the period ob&dnfor the lowest modes is represented.
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Although the solution was computed in a 26 x 3@ gmiesh, for the sake of clarity, in
Fig. 6 we have only represented the values oved & 19 grid meshThe temperature
profile used corresponds to the 09 of September3 2F0g. 4B). Given that the
theoretical period obtained for the V3H1 mode @selto 24 h, we conclude that the
observed oscillation corresponds to this mode.

To compare the model results to the thermistor rcldiservations, we have
calculated the vertical fluid displacements frora thodel by using

Q:jwdt:_ia—“’:_ﬂ (1.4)
o 0X o
As the used model is an eigenvalue model for theast function, we are only
interested in comparing the envelope of the seiol@ion and not the absolute
magnitude. Therefore the valueo(i* will be ignored.To determine seiche amplitude
from the thermistor data, we follow the method megd by Fricker and Nepf (2000),

where a mean temperature proﬁ?téz) is first constructed by averaging the time series

temperature profiles from the period 09 Sep — 1B. eroot mean square (RMS)
temperature deviatioAT,,,. is then computed for the predominant V3H1 modeun

RMS

system by using

AThs Eﬁi[ﬂzi ) -T@)] (1.5)

where?(zi) :;ZT(Zwtn), N is the number of points in the thermistor dated a is

n=1

the depth of the thermistor i. Finally, RMS vertidesplacements are determined as

. _ ATy,
Crws = —— 0, (1.6)
0T/0z

where the local gradienﬁ/azis computed from the mean temperature proﬁl&).
Note that theAT,_ . values obtained represent the absolute valueeofwdve envelope

and therefore a study of the phase of the diffetiem series, as shown in Figure 5A,
has been carried out in order to determine the glighe vertical displacement.

RMS

Figure 7 compares the results of the maximum \articsplacements obtained
from the model with the RMS vertical displacemeftsm the thermistor chain at
station 1. Unfortunately, 5 thermistors were depbbyn the surface mixed layer and
temperaturgradients were too small to be used in (6); alsutraT thermistor was not
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operative during the measuring period and therefegenere only able to use records
from 5 thermistors. Notice that the envelope ofdk&he obtained from the model fits
the experimental results quite well. The maximuntigal displacements obtained by
the model ¢ ) have arbitrary units as the resultant eigenvectdrthe model are not

real velocity field vectors; in that sense, a cansli,was used to fit experimental values
to model results, so thgt =a ¢ , where” values are represented in Figure 7.

10 -

Depth (m)
S

30 A

—Z*

40 T T T T T T T
-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6

Displacement (m)
Figure 7- Line: Variation of{ * (vertical displacement{ obtained by the
model multiplied by a constany with the depth at station 1. Squares: VariatiorCgf, (RMS

vertical displacement deduced from thermistor chadta) according to depth at station 1. The
bars indicate the estimated error, which comes igdiom the determination aT /0z.

Likewise, we can compare the maximum horizontabe#y field obtained from
the model with the maximum experimental velocisldiobtained with the ADCP (Fig.
8). Once again, the velocity field obtained frone tmodel has arbitrary units and a
constang} is used for comparison with the experimental dateere u*$u, and u is the
horizontal velocity computed with the model. We darepresented the maximum
experimental velocities obtained on 10 and 11 Se@32Note once again that the
envelope of the seiche fits the experimental resgltite well.lt is important to point
out the fact that the surface layer velocities smeall compared to velocities in the
second and third layers. Because of that, andtisteace of the surface wind-driven
current detected in Fig. 3B, the V3H1 mode is Hetdy appreciated in the surface
layer.
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Figure 8- Comparison between u* (horizontal velpabtained by the model multiplied
by a constan{) and the maximum horizontal velocity obtained wiik ADCP, u’, for the
dates: 10 September 2003 and 11 September 200feaedt depths in station 1.

It is interesting to compare the spectral analf@ighe period 09-15 September
2003 with the period 21-30 July 2003. In Septen#)3 (Fig. 9) the peak around 24
hours appears in the time series for wind, veloaitg temperature. We attribute this
peak to mode V3H1. However the peak around 12 hithatsalso appears in the time
series does not correspond with the predicted m@eig); this peak is probably the
reservoir's response to a sub-daily wind pattetme 5 hour peak in the velocity and
temperature series does not have a correspondalgipdahe time wind series. As the
mode V1H1 has a period of ~5 hours (Fig. 6), wehatte the peak to this mode. In
normal conditions we would expect higher energymiade V1H1, but the fact that
mode V3HL1 is resonant with the wind is probablystag the dampening of this mode.
This can be corroborated by looking at the timdesem Jul 2003 (Fig. 10). The
temperature series show two peaks around 12 h d@ndTie model calculations give
periods of 6.2 h (V1H1), 11.7 h (V2H1), and 18.38H1). Therefore we attribute
these peaks to modes V2H2 and V1H1.
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Figure 9- (A) Power spectra density for the windbegy, (B) velocity current and (C)
temperature series from 09-15 September 2003. Bpec{B) and (C) have been smoothed in
the frequency domain to improve confidence; dasmedshows confidence at the 95% level.
Wind and velocity are projected following the mears of the reservoir. Continuous lines show
the periods corresponding to the maximum peaks.
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Figure 10. (A) Power spectra density for the wirdioeity and (B) temperature series
from 21-31 July 2003. Spectra for the velocity has beenocsinea in the frequency domain to
improve confidence; dashed line shows confidentieea®5% level. Wind is projected following
the mean axis of the reservoir. Continuous linessthe periods corresponding to the
maximum peaks.

Conclusions

All in all, when the metalimnion occupies a sufiotly large proportion of the
water column, higher vertical modes may becometeacby periodic winds. Such
conditions are quite common in Mediterranean resesvat the end of the summer,
when the mixed layer phenomena combined with theembeing withdrawn create
continuous stratification profiles. Given that donbus stratification profiles have a
dense eigenfrequency spectrum, reservoirs can laiscilat many frequencies.
Limitations on the oscillation modes will be impddey the structure of the oscillation
cells: a higher number of cells, a greater atteanatf the mode. In Sau reservoir the
presence of the V3H1 mode is obvious, especiatiynfithe current measurements.
Resonance with the wind is a definitive contribotto the excitation of the V3H1 mode
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and in general to the higher modes. Typically thedwpattern has a period of ~ 24 h
and therefore higher modes are excited when theg tias periodicity.
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CHAPTER 2

Forced resonant oscillations as a response to
periodic winds in Sau reservoir.

* From: Vidal, J. and X. Casamitjana. Forced resonantlasichs as a response to
periodic winds in Sau reservoir. Journal of Hydi@aingineeringSubmitted

Abstract

The response of Sau reservoir to a wind field attared by having
marked periodicities of 12 h and 24 h has beenietudeasurements of
temperature, with a thermistor string, and currentish an ADCP, show
that the reservoir also responds with the same rwagodicities. During
certain times of the stratified period some oflagural oscillation modes of
the reservoir are close to these forcing wind mevidn particular, in mid
July the vertical mode V2 is close to 12 h and id-end of September the
vertical mode V3 is close to 24 h. In these sitwadj these modes are
selected out of the spectrum of possible internaves and the reservoir
behaves as a forced oscillator in resonance wéhwind. The structure and
the period of these vertical modes have been dteudby using the 3- D
model ELCOM. Both modes are affected by the eartbtation at the
widest part of the reservoir.

Introduction

Basin-scale, wind-induced motions depend on iotemas of spatially and
temporally varying wind forcing with bathymetry, ridaty distribution, and the earth’s
rotation (Laval et al., 2003). These motions inelugind-driven currents and basin-
scale internal waves. Basin internal waves are comnfyrexcited in the following way:
wind stress forces the surface water toward thenslomd end of the lake, thus giving
rise to a horizontal pressure gradient, whichum taccelerates the deeper water toward
the upwind end. After the wind forcing relaxes thetalimnion oscillates, generating a
standing internal wave, or seiche. The amplitudesb the periods of these oscillations
have been described in numerous studies (see éon@eg: Spigel and Imberger, 1980;
Stevens et al., 1996 and Lemmin et al., 2005). &btsrand vertical displacements have
been showed to affect the spatial distribution iffecent organisms (Levy et al. 1991,
McManus et al. 2005). The bottom currents inducgdnbernal waves also contributes
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to the mixing and resuspension of sediments irbdrehic boundary layer (Gloor et al.
1994). Therefore, internal waves play an importatd to take into account in the water
management.

Internal seiches can be divided into different gatees, depending on the nodal
lines. In a two-dimensional system it is usualépresent the modes as: ViHj where i
and j are the number of vertical and horizontal aedMunnich et al. 1992).
Furthermore, horizontal modes can be longitudimatransversal, depending on the
position of the horizontal node line (Lemmin et, &005). As many lakes can be
approximated by a two-layer body (epilimnion angdiymnion), separated by a narrow
interface (metalimnion), the V1 is the most commnyoakcited mode. However, the
presence of a thick metalimnion combined with tasonance between the wind and
higher modes can lead to the excitation of thesdesioSecond vertical modes have
been reported by LaZerte (1980), Wiegand and Chdeabg(1987), Mlnnich et al.
(1992) and Roget et al. (1997). Wiegand and Chalaibef1987) observed that for the
case of Wood Lake (British Columbia), with a thieletalimnion, after a wind event,
initial excitation of the V1 mode was typically folved by excitation and dominance of
the V2 mode. Munnich et al. (1992) showed thatsteond vertical mode is dominant
in the wave field of Alpnacher See, a side basihake Lucerne, and that resonance
with diurnal wind is responsible for the high amypdies of the mode. In Lake Kinneret,
the largest internal wave energy response occuwnieeh the natural internal wave
frequency was similar to the forcing frequencyla# vind. This was shown to occur at
two different periodicities: 24 h and 50 h (Anteouand Imberger, 2003).

In Chapter 1 experimental evidence of a third eattmode (V3), with a period
of ~ 24 hours, occurring in Sau reservoir has h@esented. This mode was found to
dominate the internal wave field during the firstyd of September 2003, when the
stratification was fully developed. In additiontveo-dimensional eigenvalue model for
the stream function (Munnich 1996, Fricker and N@®00) was applied in the
lacustrine zone, under the assumption that onlylawe&ontal mode will be generated
in such zone, where the wind acts. Under such gssomthe model showed that the
V3H1 mode (only taking into account the lacustraome) was an eigenvalue, with the
same period as the wind. Therefore resonance betilieenind and the third mode was
responsible for the excitation of this mode. Altgbunternal Rossby radius estimations
showed that rotational effects could be importémty were not taken into account in
the two-dimensional model. The elongated shapéeftéservoir led to the assumption
that the effect of the Kelvin mode is very simitarthe effect that would have been
caused by a mode without rotation and that theogeof the Kelvin seiche should be
almost identical to the seiche without rotation.

In this paper we will demonstrate that, in contins stratified reservoirs,
stratification together with the wind resonance theekey factors in the selection of the

80



Chapter 2

predominant modes of oscillation of the reservbir.concrete, in Sau reservoir, the
vertical modes V2 and V3 have been selected agdti#tation modes in response to the
wind patterns of 12-h and 24-h periodicity. Modaloulations will show us that these
periods are the corresponding natural periods esghmodes. Therefore, the analogy
between the reservoir and a forced damped osciliststraightforward. In comparison
with modes V2 and V3 the excitation of mode V1 iscm less important. In addition,
the rotational effects in the central part of teearvoir are shown, and the role of the
meandering zone of the reservoir in the horizostalcture of the internal waves is
establish.

Materials and Methods

Sau is a canyon shaped reservoir 18.225 km Idngtsed in the central part of
the river Ter, which is 200 km long, with its soario the Pyrenees in the NE of Spain
(Armengol et al. 1999). The length of the widestt jgd the reservoir, called from now
on, the “lacustrine zone”, is 3600 m and the maxmwidth is 1300 m; the narrowest
part of the reservoir will be called “the meandringne” (Fig. 1), that contains the
riverine and transition zones (see INTRODUCTIONtois PhD Thesis). Here, we
present the results of different surveys carriedmthe period July 2004-October 2004,
during the stratification period of the reservoir.

An acoustic doppler current meter (ADCP) and arnt&tior string (TS) were
deployed at station 1 (Fig. 1). The ADCP was adfioen 20 July 2004 - 4 August 2004
and from 7- 9 September, and the TS from 8 Julyseptember and from 9 September -
9 October. Wind data was obtained from a meteorcédgtation placed nearby the lake
(Fig. 1). The ADCP (RDI 600 kHz Workhorse Sentinefas deployed in the water
surface with the beams facing downwards. Data fileenADCP was received from 55
depth bins, each 1 m high, with the first bin at. Zthe sampling rate was set at 1 Hz
with the raw data processed to obtain 7.5 min @gextalata, with a standard deviation
of 0.1 cm &. Between 8 July - 5 September, the available teatpes records obtained
with the TS were those of the following depths: 34m, 5m, 6 m, 7m, 8 m, 9 m, 11
m, 15 m, 16 m, and 17 m. Between 9 September &cté&ber the depths of the sensors
were changed to better fit the new stratificatidhthat time, the available temperature
records were obtained at 8 m, 10 m, 11 m, 12 nm134 m, 16 m, 20 m, 21 m, 22 m,
27.5m, 30 m, 32.5 m and 37.5 m. depth.

In addition to the experimental results, numersiatulations were carried out
with the Estuary and Lake Computer Model (ELCOMhisT model solves the 3D
hydrostatic, Boussinesq, Reynolds-averaged NavitakeS and scalar transport
equations, separating mixing of scalars and momenftom advection. Simulated
processes include baroclinic and barotropic regmn®tational effects, wind stresses,
surface thermal forcing, inflows and outflows. Feomodel description the reader is
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referred to Hodges, 2000 and Hodges et al (2000htaduction of this PhD. Previous
applications (Hodges et al. 2000; Laval et al. 20B8mez-Giraldo et al 2006) show
that the model reproduces the internal wave fieddl m lakes, and therefore it will be
used to support our interpretation of the results.

Z—

1 2 EKm

¥ meteorological
station

" dam

"meandring zone' "lacustrine zone"

Figure 1- Bathymetric map of Sau Reservoir shovilng location of the measuring
station, the meteorological station and the poelested for the rotational analysis (rot). The
arrow represents the direction in which the windbedy and the water currents are projected.
The reservoir has been divided into two sectiomisel part” and “lake part”.

For the application of ELCOM model, the “meandringne” of Sau reservoir
(Fig. 1) was straightened following Hodges (200d)prder to decrease the numerical
diffusion in that zone; the bathymetry was thercidized using a 35x35x1 m grid and
time steps of 45 s. To run the model we used houdgn meteorological data from the
meteorological station indicated in Fig.1. Wind vga$ to zero in the “meandring zone ”
of the reservoir (Fig. 1), because here the reseisssheltered from the wind.

Results

In normal anticyclonic conditions, which are prearalduring summer, the daily
wind pattern of Sau reservoir is quite regular. iBgimost of the day hours, the wind
blows toward the dam, its direction being ~ 250R.&A). In the afternoon, wind
changes direction to ~ 70° and blows upstream @fréiservoir. Figure 2B shows the
projected wind velocity over the main axis of tservoir. The highest values of the
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wind velocity are recorded during the changingrvee The wind drops in the evening,

but a slight breeze remains during the night. BB gives an average pattern for the
wind conditions in the summer period. It has tonloéed, however, that this pattern is
disrupted when a front passes, although this ivet usual in summer time.
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Figure 2- (A) Summer 2004 averaged hourly valeeshe wind velocity and the wind
direction. (B) Summer 2004 averaged hourly valwesttie wind velocity projected following
the direction indicated in Fig.1.

Figure 3A shows the evolution of the wind specttahsity, for the stratified
period of 2004. The spectral analysis was camigdevery two days over a period of
ten days. As in Fig. 2B, the wind velocity has bpesjected following the main axis of
the reservoir (Fig. 1). A dominant period of 24 fowan be clearly seen, and a
secondary sub-daily mode of 12 h. While the 24-hopecity could be anticipated
given the daily wind pattern represented in Figh2,12-h periodicity is not so obvious,
although changes in the wind direction are probablghe origin of this sub-daily wind
pattern. In a similar way, Fig. 3B shows the sm@alensity evolution of the potential

energy per unit of volume calculated E@(t):;Nz(t)po(t)Ez(t),

__94d
P, dz

whereN? is the buoyancy frequency, g is the gravity agedien, p is the
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water density and is the displacement of a selected isotherm. Vabie¥® and o
have been obtained from averaged values over thedpm which the spectrum has
been carried out. The selected isotherm has tefresentative of the wave field of the
system and has been chosen as the temperaturee adefith where the vertical
displacements are higher. As its value changestwit®, we have changed the isotherm
approximately every 4 days, beginning with 19 °C18nJuly, increasing up to 22.5° C
on 31 August and decreasing to 21°C on 4 Octdbar.both modes, the maximum
vertical displacements occur at a depth of aroud,deepening slightly at the end of
the summer. This depth roughly corresponds to tret fayer's interface for both
modes. In Fig. 3B it can also be seen that the B2dh 24-h periods dominate the
internal wave field; it will be seen later that $keperiods roughly correspond to forced
V2 and V3 modes respectively.

Figure 3A shows the evolution of the wind specttahsity, for the stratified
period of 2004. The spectral analysis was camigdevery two days over a period of
ten days. As in Fig. 2B, the wind velocity has bpesjected following the main axis of
the reservoir (Fig. 1). A dominant period of 24 rowan be clearly seen, and a
secondary sub-daily mode of 12 h. While the 24-hopecity could be anticipated
given the daily wind pattern represented in Figh2,12-h periodicity is not so obvious,
although changes in the wind direction are probalblthe origin of this sub-daily wind
pattern. In a similar way, Fig. 3B shows the sp@alensity evolution of the potential

energy per unit of volume calculated EE’(t):;Nz(t)po(t)fz(t),

__9db

po dz
water density and is the displacement of a selected isotherm. Vabie¥® and o
have been obtained from averaged values over thedpm which the spectrum has
been carried out. The selected isotherm has tefresentative of the wave field of the
system and has been chosen as the temperaturee adefith where the vertical
displacements are higher. As its value changestwith, we have changed the isotherm
approximately every 4 days, beginning with 19 °ClénJuly, increasing up to 22.5° C
on 31 August and decreasing to 21°C on 4 Octdbar.both modes, the maximum
vertical displacements occur at a depth of aroudd, Ideepening slightly at the end of
the summer. This depth roughly corresponds to tist fayer’s interface for both
modes. In Fig. 3B it can also be seen that the B2wh 24-h periods dominate the
internal wave field; it will be seen later that $keperiods roughly correspond to forced
V2 and V3 modes respectively. Here it could havenbeterested to use wavelet
analysis instead of spectral analysis, howevefabethat we have changed the selected
isotherm every 4 days produce discontinuities endignal so that it can’t be studied as
a continuous signal.

whereN? is the buoyancy frequency, g is the gravity agegien, p is the
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Figure 3- (A) Evolution of the power spectra densir the projected wind velocity and
(B) for the potential energy per unit of volumee(siee text).

In Fig. 3B it can be seen that the modes of 12 dh 2hh dominate the wave
field in the second half of July and at the endSeptember respectively, coinciding
with high spectral wind densities for the same nsotowever, during the first 2 weeks
of August, where the spectral density of the wind24h is similar to that found in
September, the 24h mode for the wave field is doike Furthermore, in the last days
of August, high spectral density is found over 2#ha period where the wind spectral
density was the higher of the survey. All in allseems quite clear that the reservoir
responds to the wind forcing by trying to adjust ftequency to that of the wind.
However the extent of the response will dependhenreservoir stratification. In the
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following sections we will show that resonance kedw the wind and the internal
modes of the reservoir will enhance this response.

Evidences of a V3 mode

The vertical displacement of three selected isotisef22, 13.5, 8.5 °C), shows
that there is a predominant oscillation of 24 hpaeosnciding with the wind period (Fig.
4A). This is especially clear from 19 SeptemberZQfay 9 in Figure 4A) onwards.
Furthermore, the 22 °C isotherm oscillation ishe bpposite phase with the 13.5 °C
isotherm and in phase with the 8.5°C isotherm @set=d lines in Fig. 4A), indicating
the presence of three vertical displacements amckfibre a V3 mode. Note that in Fig.
4A, the vertical displacement scale for the diffgérigeotherms is not the same.
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Figure 4- (A) Isotherm vertical displacements aitisin 1. Day O corresponds to 10
September 2004. Dotted lines show the experimeew&dence for the mode V3. (B)
Temperature profiles at two different hours meaduséth the thermistor string at station 1 on
22 September.

Figure 4B shows two temperature profiles measurigitirwl2h difference, that
is, half of the oscillation period, approximatelhen the maximum displacements are
found (see dotted lines in figure 4B) on 22 Septmbhe three vertical displacements,
together with the layer structure of the V3 mode, appreciated in Fig.4B. Note that
the minimum vertical displacements correspond t® ititermediate layer (13.5 °C
isotherm) where the temperature gradient is maxinana the stability higher. The
presence of the V3 mode can be corroborated byngakie spectral analysis of the
isotherm time series for the three selected isateewhere the 24-h peak is clearly
enhanced (Fig. 5A). Also, in the 24-h peak, the®22and 13.5 °C isotherms are
coherent, but oscillate in the opposite phase (EidaB). Furthermore, the 13.5 °C
isotherm oscillate in opposite phase with the &5isotherm (Figure 5C), indicating
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that each one of the three vertical oscillatiores iaropposite phase with the next. As
the coherent oscillation that can be appreciatétienl2-h peak, for the 22 °C, 13.5°C
and 8.5 °C isotherms (see Fig 5B and 5C), cooredpto a very low spectral density
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Figure 5- (A) Power spectra density for three selddsotherms for the period 18-28
September 2004. Spectra has been smoothed inetipgeficy domain to improve confidence;
dashed line shows confidence at the 95% levelC(B)erence and phase spectra for 22° C and
13.5°C isotherms (C) Coherence and phase spectisotiferms 13.5° and 8.5°C. Dashed line
shows confidence at 95% confidence. Shading lihesv she periods corresponding to the
maximum peaks.
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Evidences of the V2 mode

As has been shown in Fig. 3B, at the end of Jul§42@he 12-hour period
dominated the frequency spectrum for the tempegaiihiis also can be seen by looking
at the power spectra density (PSD) for the 19°@h&m (Fig. 6A).As here the ADCP
was measuring we will use velocity data to demanstrthe existence of a V2
oscillating mode. The spectral analysis for theoery at different selected depths ( 5m
21 m and 40 m) show a dominant mode around 124pitdethe existence of the 24-h
oscillation as a consequence of the main windogesity (Fig. 6B). Furthermore, the
velocity at 5 m depth and the velocity at 21 m Hepscillate in opposite phase (Fig.
6C), and the velocity at 21 m and velocity at 4@lso oscillate in opposite phase (Fig.
6D). This indicates the existence of three laya@liating each one in opposite phase,
as is characteristic of the V2 mode.
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Figure 6- (A) Power spectra density for the 19°Gtherm and (B) for the projected
velocity at different depths, for the period 20yJul30 July 2004. (C) Coherence and phase
spectra for the projected velocities (following ttieection indicated in fig 1) at 5 m and 21m
and (D) for the projected velocities at 21 m anagrd@epth. Spectra in (A) and (B) has been
smoothed in the frequency domain to improve conéieeDashed line shows confidence at 95%
confidence. Shaded lines show the periods correpgrio the maximum peaks.

Additional proof of the presence of the V2 mode esrfrom the observation of
the velocity field obtained with the ADCP (Fig. 7Agfter passing a bandpass filtered
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velocity over a period of 12 hours (Fig. 7B); thHaekelayered structure is clearly
appreciated corresponding to the V2 mode. Note thatmaximum and minimum
vertical displacements of the isotherms (solid djntake place when water velocity
reverses its direction, as expected from the standiternal wave behaviour for the
mode V2. Figure 7C shows the averaged vertical éeatpre profile at station 1 on 20
July 2004.
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Figure 7- (A) Projected velocity, following the @ation indicated in fig 1, obtained
with the ADCP at station 1 and (B) after passingaad-pass filtered over a 12-h period. Day 0
corresponds to 27 July 2004; dashed lines showtlinee layers structure. (C) Averaged
temperature profile at station 1 on 20 July.

Model results

Comparison of the model results with experimentatadfor September, in
station 1 (Fig. 1) reveals quite good accuracyfitn 8A the vertical displacements of
three selected isotherms (22 °C, 16 °C and 8.5%X)ampared with those obtained with
ELCOM, during a 7-day period. It can be seen thatdéxperimental and the modelled
results for the 22°C isotherm begin to divergeraftee 4 day. As this isotherm is
situated at the bottom of the surface mixing lajf@ég. 4B) and mixing in this zone is
very active, we expect that here, the model diveigEoner that in the other zones. In
fact, small differences in the turbulent kineticesgy budget could cause the
displacement of the isotherm, rather than the malewwave dynamics. The fact that
ELCOM underestimates the vertical displacements lmarattributed to the artificial
dissipation introduced by the non-normal flow boarydcondition applied on the lake
bottom discretization. This underestimation is ewlearer for the case of Lake Kinneret
(Gomez-Giraldo et al. 2006). The predicted and kted spectral densities for the 16
°C and 8.5°C isotherms at station 1 (Fig. 8B anji3©ows also the dominance of the
24-h period. The smallest scales are not obvious#jl resolved by the model and
because of this, real and simulated values divargeales less than ~16iz.
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Figure 8- (A) Vertical displacement for three sédetisotherms obtained with the
thermistor string (black line) and ELCOM model (giee) at station 1. Day O corresponds to
20 September 2004. (B) Power spectral density aosgn between measured and predicted
temperatures for the period 20-28 September for 168C isotherm and (C) for the 8.5°C
isotherm.

Figure 9 shows the horizontal structure of the V@m predicted by ELCOM
during a 24-h cycle at intervals of 6 hours (thatat ¥ of the period) for the three
selected isotherms (22 °C, 16 °C and 8.5°C). Eigircorresponds to 20 September at
15:00 h.The model was initialized 4 days before and thelwgid field was the real
wind field measuredt the meteorological station (Fig. Jnfortunately, we have no
field data from stations other than station 1 tonpare with the model results.
However, the good agreement obtained at this statiakes us think that the model can
be useful to simulate the horizontal structure afi Seservoir. Also, in a previous
survey (Vidal et al., 2005), it was shown that shallower layers in a station placed at
the interface between the “lake part” and the ‘fripart” (Fig. 1), oscillated in the
opposite phase to the shallower layers at statiom hgreement with model results
predicted in Fig. 9.

In Fig 9A and 9C the vertical displacements are imar and opposite each
other. Figure 9E schematizes Fig. 9C.in order wrepate the nodal lines. As there are
two sets of three nodal lines the oscillation maaeild be a V3H2 instead of a V3H1
as was predicted in Vidal et al.(2005) where ohly tlake part” was considered. It has
to be noted, however, that the ViHj classificatfonthe modes applies to a rectangular

90



Chapter 2

basin and loses meaning when the shape is difftn@ntthat. Also, in Fig. 9, it can be
seen as the nodal lines are displaced towardsaimeinl the deepest isotherms. Also in
the river part of the reservoir the vertical diggments are smaller. This is to be
expected, because internal waves originate fronwihd field in the “lake part” of the
reservoir. When they travel to the “river part”, @vh the wind velocity was set to zero,
dissipation increases. This penetration in the isgppriver part’, can cause wave
breaking and shear-induced convective mixing (Baagrat al. 2005a; Lorke et al.
2005), also increasing the mixing in the river amil

-1 L
Norm. Verl. Displ

Figure 9- (A-D) Evolution of the ELCOM predictedrtical displacement of the 22°,
16° and 8.5°C isotherms at intervals of 6h, noreeali[-1 1] and band-pass filtered over a 24-h
period corresponding to 20 September 04. (E) 8kef¢he vertical structure corresponding to
figure (C), showing the nodal points. Crosses gufe (A) shows the approximate position of
the nodal points in the horizontal structure.

Rotational effects can be not negligible in the miaody of Sau reservoir. By
looking at Fig. 9, an anti-clockwise rotation irethpper layer (isotherm 22°C) can be
observed; however, in the deeper layer (isotheB9C3.the rotation is negligible. This
fact is better clarified by looking at the rotat@brspectrum (Gonella, 1972) of both
layers, carried out using model data from the pamarked as “rot” in Fig. 1, where
rotational effects could be expectéelg. 10). A 24-h anticlockwise oscillation for the
isotherm 22°C is observed (Fig. 10A), although sanoekwise components of the
spectra indicate the elliptical shape of the rotatiFor the isotherm 8.5°C (Fig. 10B),
both components (clockwise and anticlockwise) &meat identical, indicating a linear
oscillation. These results are in accordance whth Rossby number. In fact, in the
upper layer the Rossby radius Ro=c/f, where caspihase speed of the internal wave
and f the Coriolis parameter, can be estimatealésifs. The phase speed will BET,
where T is 24 hours and is the length wave in the 22°C isotherm followitige
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thalweg, which is\= 8000 m (see Fig. 9) and f is 1.02 *10therefore, Re 900m,
similar to the width of the reservoir, which is@Bround 900 m for that isotherm.
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Fig 10- (A) Rotary power spectra, decomposed intckwise and anticlockwise
rotating components, for the horizontal speed efdbpth corresponding for the 22°C isotherm
and (B) for the 8.5°C isotherm. Both obtained viattCOM model in the point “rot” (Fig. 1).
Dashed lines show confidence limits at the 95%l leith spectra smoothed in the frequency
domain to improve confidence. The peak frequenggsponding to period of 24 h is shown.

Model results also reproduce the modal envelop&equell and the predicted
periods for the oscillation of the V2 mode occugrin July 2004. Figure 11 shows the
good agreement between the modelled and the melagelecity field at station 1 for
the last days of July. Notice that the shiftingtle velocity direction in time and in
depth are almost identical in the model and inni@asured ADCP velocities. Figure 12
shows the horizontal structure of the V2 mode mtedi by ELCOM for the July survey
for the three selected isotherms; 21.5 °C, 20 °@ HPC. The results in Fig. 12
correspond to 20 July. The model was initializeda§s before and the used wind field
was the real wind field measured. Note that théhemns 21.5°C and 20°Cayers
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located at approximately 8m and 12m respectivedgjliate in opposite phase with the
isotherm of 10°C (layer located at 30m), correspunavith the V2 mode. Due to the
cut-off of the current in the deepest layer the structéitbis mode is not simple. While
the typical structure of a V2 mode can be apprediat the main body of the reservoir,
in the river part the layers oscillate in phase.

Time (Dfl}.-":*) ] " Time (Dn_\_-'é}

Figure 11- (A) Projected velocity comparison betwdelLCOM and (B) measured
ADCP data at station 1. Day 0 corresponds to 2% 2105.

Given the good description obtained with ELCOM fbe Sau reservoir, the
next step is the use of the model to calculate gbeod of the natural modes of
oscillation. To undertake this task we will evakiahe oscillation response of the
reservoir in the absence of wind with ELCOM, stagtirom an initial condition with
tilted isotherms. We will use temperature data frdéh September (see Fig 9A) to
calculate the natural period of the mode V3 and dedm 20 Jul (see Fig. 12) to
calculate the natural period of mode V2. In boteesathe initial slope was chosen by
taking data from the maximum vertical displacemeising previously band-pass
filtered over 24h, for the V3 mode, and 12h for ¥% mode, in order to eliminate
fluctuations. The resulting isotherm oscillationlivide fitted to a damping sinusoidal

function X, = A&™ [$in(at) , whereX; are the vertical isotherm displacements from
the equilibrium positionA is the initial amplitude and the parametes the inverse of

the e-folding time.w and ay are the damped and the undamped natural freqencie
being related by the equatiat? = «f —a?. The natural damped periods of oscillation

obtained are 25.5 h for the V3 mode and 12.3 HHerV2 mode, being close to 24 h
and 12 h and because of this resonance may occur.
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Figure 12- Evolution of the ELCOM predicted veatidisplacement for the 21.5°, 20°
and 10°C isotherms; normalized [-1 1] and band-pd#itered over a 24-h period,
corresponding to 20 July 2004. Crosses show theaqjipate position of the nodal points in
the horizontal structure.

Discussion

While there are periods where the existence oférécal modes V3 and V2 is
clearly seen (Fig. 4 and Fig. 7), there are otHersexample in earlAugust (see Fig.
3), where vertical displacements are smaller anel $pectral peaks are not so
pronounced. Nevertheless, the response of thevoeséo wind forcing also shows
predominant frequencies of 24 h and 12h (Fig [B)pagh now the reservoir response
is probably due to the direct effect of the windther than to internal waves. We
hypothesize that in this case the stratificatioesdoot allow a mode with a similar
period as the wind forcing and, therefore, the gpéransfer to internal waves is much
smaller. Estimations made with ELCOM corroboratat tthe period of oscillation for
the modes V2 and V3 is in this case different fii2rh and 24 h.

Now we will demonstrate how Sau reservoir behawes dorced oscillator.
Forced oscillation theory shows that, after a cerf@eriod of time where transient
effects can occur, the resultant frequency is tieeaf the forcing agent. When damping
is small, if the forcing frequency is close to ookthe natural frequencies of the
oscillator, resonance takes place and the ampétade higher. We will use the model
ELCOM to simulate the reservoir response to anlizee forcing wind characterized
by a velocity ing = Vo COSt, where y is set up to 3m's The angular frequency will
be varied from corresponding periodssoh to 24 h at 1h interval. The selected initial
stratification will correspond to the temperaturefpe taken on 20 July (Fig. 7C). In
this case the stratification was almost constama@lthe column, guaranteeing that all
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the modes can be equally excited. The model wa$orum 10-day period and the results
were analyzed using spectral analysis.
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Figure 13- Contours of the power spectral densRg,) integrated for the whole
water column at station 1 as obtained with ELCOM tlee different wind forcing periods.
Circles and arrows in the y axis indicate when &cifag period coincides with the natural
oscillation modes V1, V2 and V3 calculated with EINC

Figure 13 shows the power spectral density (P)Sibtegrated for the whole
water column at station 1 as obtained by ELCOMlierdifferent wind forcing periods.
(For the sake of clarity we use forcing periodsend of forcing frequencies). That is:

PSD, = & [ PSDLper(Diz | (2.1)

where H is the total depth, PSnem(z) is the power spectral density of the isothetm a
the depth z and dz was discretized to 1 m incresnéngure 13 shows that for each
forcing period, the PS{pis maximum coinciding with the period of the forgiwind
Furthermore, maximum values of PgBre found in 6 h, 12-13 h and 19-20 h (marked
with circles in the figure)We should expect that these maximum values cornespm
resonant periods where vertical displacements angifeed. Visual inspection of the
oscillation dynamics for each period shows thatrtteximums roughly correspond to
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the modes V1, V2 and V3. The displacement of tloghexms shows the existence of
one vertical displacement, as expected for the mddewith a forcing period of 6 h
(Fig. 14A); two vertical displacements for the mod2, with a forcing period of 12 h
(Fig. 14C) or three vertical displacements for thede V3, with a forcing period of 19
h (Fig. 14D). Furthermore, for an intermediate perbetween two maximums as 8h
(Fig. 14B), the response of the reservoir is notoaganized motion, with smaller
displacements, as expected in non-resonant periods.

The periods of the natural modes V1,V2 and V3 cko &e obtained by
rerunning ELCOM without the wind forcing. In thisase the initial tilting of the
isotherms has been deduced from the temperatufiéeprobtained in the previous runs
of the model, where the position of the layersloamferred. The corresponding natural
periods are 5.8 h, for V1, 12.3 h for V2 and 19.fohV3, very similar to the periods
where maximum values of P&{are obtained.

Therefore, given the initial stratification corresyling to 20 July 2004, if the
reservoir is forced by winds of periods 6 h, ~ 1@h- 19 h, maximum values of PRD
are obtained indicating the existence of resond@teeen the wind and the internal
wave field. Given that the wind field at mid Julhosvs two forcing frequencies,
corresponding to periods of 12 h and 24 h (Fig.,3&kd that the natural frequency of
the mode V2 is close to 12 h, it can be expectatittiis would be the chosen oscillation
mode, as in fact occurs, as shown previously.
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Figure 14- (A) Isotherm evolution obtained with EDKA for a wind forcing period of
6h, (B) 8h, (C) 12h and (D) 19h. Arrows indicate tertical displacement for two opposite
states corresponding to modes V1 in (A), V2 inf(€3and V3 in (D).
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Conclusions

We can conclude by remarking that, at higher sc&as reservoir behaves as a
forced oscillator. It responds to the periodic vandf 12 h and 24 h with water
movements of the same period. However, when statibn allows that one of the
natural periods of the reservoir is close to theifay periods, the energy transfer from
the wind is higher because of the resonance. Tdppéns at mid July, for the mode V2,
resonant at 12 h, and at the end of August fontbde V3, resonant at 24 h. The model
ELCOM shows that the structure of the mode V3 prssévo horizontal nodal lines.
The mode V2, instead, has two horizontal lineshi& surface but one at the bottom.
Both modes are affected by the earth’s rotatiaihénwidest part of the reservaoir.
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CHAPTER 3

The seasonal evolution of high-vertical mode
Internal waves in a deep reservoir. The case of
Beznar

* From: Vidal, J., F.J. Rueda and X. Casamitjana. The sedswvolution of high-
vertical mode internal waves in a deep reservdie §ase of Beznar. Limnol.
OceanogrSubmitted

Abstract

The casual mechanism and seasonal evolution oftéenal wave field of a

deep warm-monomictic reservoir are described is thork through the

analysis of field observations and numerical teghes. The analysis period
extends from the onset of thermal stratificationtle spring until mid-

summer. During this period, a shallow surface laywerlying a thick

metalimnion, characterizes the thermal stratifmatiThis broad stratified
region supports high vertical mode basin-scale hesic and as the
stratification evolves throughout the observatiogriqd, vertical modes
whose periods are close to the 24-hour return gesfahe local wind field

are preferentially excited. This way high verticabdes (from V3 to V5)

were excited and dominant in Beznar reservoir @utire year 2005.

Introduction

Basin-scale internal waves, commonly excited by wiad forcing acting
directly on the surface of lakes and reservoirgvigle the main driving force for
vertical and horizontal transport in stratified teyss under the wind mixed layer (e.qg.
Macintyre 1998). They constitute one of the keydess in the physical environment of
lakes and reservoirs having being related to tlogdmchemical behaviour of these
water systems. Their occurrence, for example, e brelated to the generation of
bottom boundary layers (Pierson and Weyhenmeyh84)]19he distribution of living
organisms (Serra et al. 2006) or to the re-susperdi particles and nutrients (Gloor et
al. 1994). In consequence, in the last few yeastady and description of these waves
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in stratified lakes has drawn a considerable amainattention in the scientific
literature (e.g. Hodges et al, 2000; Rueda et @628ntenucci and Imberger, 2003 just
to mention a few).

Internal waves at the basin scale have spatialacteristics and oscillation
periods which, in small to medium size lakes, anetwlled by the density stratification
and the geometric properties of the enclosing bdsiternal wave motions can be
classified according to the number of nodal po{Milj), where i and j are the number
of vertical and horizontal nodes. The most commariserved mode, the V1H1, has
one vertical and one horizontal nodal points andsitcharacterized by a unique
recirculation cell in the containing basin. Obséns@s of mode two and above internal
waves are seldom reported, as these modes havetraeéionally deemed as rare in
nature (e.g. Stevens and Lawrence 1997). Secoritalemodes, for example, have
been reported by LaZerte (1980), Wiegan and Chdaihe(1987), Munnich et al.
(1992) and Roget et al (1997) among others. Muneichl (1992) showed that the
second vertical mode V2H1 is dominant in the waeddfof Alpnacher See, a side-
basin of Lake Lucerna. Also recently, Vidal et 2005) and Pérez-Losada et al (2003)
have presented experimental evidence of third cartnodes oscillations occurring in
reservoirs forced by diurnal winds. Here, it wik blemonstrated, by means of a case
example, that internal waves of high vertical mo@lasger than three) can exist and
even dominate the internal wave field in deep-wanenomictic reservoirs near the
coast in Mediterranean regions at the time of marmstratification. The arguments
presented here together with previously publishetkysuggest that high vertical mode
internal waves should, in theory, be a common feain deep warm-monomictic
reservoirs near coastal Mediterranean regions. Wark will examine the causal
mechanisms that explain the occurrence of highoatnnodes of motion in these water
bodies. Furthermore, it examines the seasonal eeolof the internal wave field in the
reservoir. This is in contrast with previously pshked work, in which the internal wave
field in analyzed during limited periods of timewich the background stratification is
presumed constant. Our study is based on the amabfstime series of water
temperature collected at different depths duringope of up to several months in a
deep reservoir in Spain, together with the resofitsimplified models applied to those
water bodies.

Reservoirs near coastal regions in the Mediterranea general, are
characterized by thick metalimnetic layers (e.gs&@@mitjana et al. 2003) with large
temperature gradients. Simple scaling argumentpastpur working hypothesis, that
waves of high vertical modes may become dominaatufes of the internal wave field
in these reservoirs. Koseff and Street (1985) pdimtut that the number of recirculation
cells in a linearly stratified lid-driven cavityoflv was related to the bulk Richardson
number
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b4p D (3.1)

Hereg is the acceleration of gravityy is the density difference between the top
and the bottom of the cavity,is a reference densitp, is the depth of the cavity ardj,
is the speed of the lid or the speed of water paatethe surface. Fd®i, >> 1, at least
two secondary circulation cells are present in t@widito the primary cell. FoRi, ~ 1
Koseff and Street (1985) show that a primary catah cell dominates the flow. For
values ofRi, << 1, the mixed layer penetrates to the lower ldamy of the cavity and
the circulation is similar to isothermal flow. Sace and bottom temperatures in deep
(hmax > 30 m) reservoirs around the Mediterranean regfo8pain, during summer are
typically 24°C and 10°C respectively (Armengol 1994) and the correspopdimiue of
Aplp is c.a. 2.4x18. For values ofU, of O (10%) ms?, typically observed in lake
surfaces (e.g. Rueda et al. 2008}, is of O (109, which suggests that indeed, we
should expect flow structures of high vertical modedeep reservoirs forced by wind.

36955°N |

]
0 500 1000 m
3°31° W)

Figure 1. Lake Beznar bathymetry. The solid squesa the dam (on the right)
indicates the location of the thermistor chain.deRiver enters the reservoir through the left

Materials and methods

Lake Beznar Lake Beznar is a mesotrophic reservoir locate8authern Spain
(Fig. 1), draining a watershed that occupies thglseestern portion of Sierra Nevada.
The watershed has a surface area of approximab@ksf and changes in elevation of
ca. 2500 m. The average inflo®@ that enters the reservoir from its contributing
watershed is 1.79 &' (56.5 hni annual volume) with large oscillations on seasona
scales. Maximum inflow rates occur during winted apring, coinciding with rain or
snowmelt events. Minimum flow rates occur durintelsummer and early fall. The
maximum volume of water held in the resenidiis 54.60 hm, hence, the nominal
residence time of Lake Beznar, estimated/8¥is aproximately one year. When full,
the surface area of the reservoir is ca. 170.2@neaelevation of the free surface is 485
m.a.s.l. and its maximum depth 102.96 m at the ddrare exist two outlets located at
410 and 450 m.a.s.l. The bathymetry of the resefigoshown in Fig. 2 with isobaths
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every 2 m. The reservoir has an elongated shapeted along the NW-SE direction.
The largest inflows occur at the NW end throughotztiver. The river reach inundated
by the reservoir is approximately 4400 m long aather steep (the average slope is ca.
0.02). The valley is wide open in the tail of tleservoir, but with lateral slopes of up to
50% in the dam area.

Experimental data setln 2005, and in order to characterize the evatubf the
internal wave field on seasonal time scales, anttstor chain was deployed near the
dam (Fig 1) and left for 122 days, from day 95 1@ Zstudy period), during late spring
and summer. Thermistors were deployed at the syréad at 2, 4, 6, 10, 15, 20, 25, 30,
50 and 80 m depth, and they were programmed tordetmmperature at 30-min
intervals. The shallow temperature sensors (< 3fepth) were HOBO H20-001, and
the remaining were Stowaway Tibdit™ thermistors. Hourly meteorological and daily
hydrologic records were provided by the regionalegoment of Andalucia. From day
155, a second meteorological station was deployethe lake shore and collected air
temperature, relative humidity, solar radiationpnevspeed and wind direction on 5-min
intervals.

Natural internal wave modes The frequency and the spatial structure of the
natural modes of the internal oscillations in L&deznar were analyzed with a model,
which was initially proposed by Miunnich (1996) aadplied in Chapter 1 to Sau
reservoir. It is based on the numerical solutiorthef generalized eigenvalue problem
for the stream functiogpin a vertical plane given by

S

aZ(P _ 62

2
L (3.2)
ox? N2 9z?

Here X, z are the along-the-thalweg and verticardimatesw is the oscillation
frequency of the internal wave and® khe Brunt-Vaisala or buoyancy frequency
(= -glp dp/dz, with p being the density of water and g the acceleratibgravity),
which, in general, is a function of z. Lateral aions in this model are ignored. This
simplifying 2D assumption is deemed reasonablergttie narrow and elongated shape
of Lake Beznar (see Fig. 2). Although, variationsthe width of the reservoir or the
sinuosity of the river valley will determined thetdiled characteristics of the internal
wave field, it is presumed that the overall chagastics as the mode structure and
periodicity can be well represented by a two-dinemsl wedge. Furthermore, the
internal Rossby radius of deformation Ro for LakezBar's latitude and the
stratification existing during the study periodaisout 900 m, larger than the maximum
width of the lake (400 m). This fact suggests that Earth rotation will not affect the
internal motions (e.g Patterson et al, 1984). Thkdity of the 2D assumption was
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further supported by the simulations conducted wittee-dimensional models (see
below).

Given the large spacing exiting among some ofttieemistors, and in order to
provide the 2D model an accurate description of thermal structure of the water
column in Lake Beznar, the data was interpolate® moeters using an approach which
blended observational and modeling data. Linearpaiation was used above 30m,
while from 30 m to the bottom the interpolation wagonential. This approach was
chosen after inspection of simulations of the sealsevolution of the thermal-structure
of Lake Beznar (Rigosi 2006), conducted with a dimeensional model (DYRESM,
Imberger and Patterson, 1981). The model DYRESMpsocess-based transport model
which includes descriptions of mixing and transparbcesses associated with river
inflow, natural or man-made outflows, diffusion tine hypolimnion and mixed-layer
dynamics. It requires no hydrodynamic calibratiarich implies that the level of
process description, including temporal and spatales in the model, is fundamentally
correct (Hamilton and Schladow, 1997). It has based extensively in the existing
peer-reviewed literature to predict the verticatdlbution of temperature, salinity and
water quality parameters in a wide range of appboa for small to medium-size
reservoirs (e.g. Heald et al., 2005; Gal et alQ®ntenucci et al., 2003; Campos et
al., 2001; and McCord and Schladow, 1988). The D3REsimulations of Rigosi
(2006) suggested that water temperature below ¥@mere the withdrawal structures
are located) undergoes small (<10C) variationsndguttie 3-month period in 2005 when
the data was collected.

Internal waves and wind forcing Fhe relationship between the internal wave
oscillations and the wind forcing was analyzed gsia three-dimensional 3D
hydrodynamic model, which accounts for complex gewms, time variations
(periodicity) of the wind acting on the free sudaand the possible influence of the
Earth rotations. The model used in this work is Hstuarine and Lake Computational
Model (ELCOM), initially proposed by Hodges et &000) and applied to the
description of the internal waves by Laval et 2043) and Gomez-Giraldo et al (2006),
among others. ELCOM solves the 3D hydrostatic, Bmesq, Reynolds-averaged
Navier Stokes and scalar transport equations (geaduction of this PhD dissertation).
The model was initialized and forced using the expental data collected in 2005.

Results

Meteorological records The hourly time series of local atmospheric ables
recorded at the nearby meteorological station losve in Fig. 2. Temperature records
exhibit change both at diurnal and synoptic tim@es. In general, temperature shows a
warming tendency during the survey up to day 200nd\exhibited a remarkable
diurnal periodicity during the period of study, Wwitmaximum values during the
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afternoon (from 1500 h to 1800 h), mostly from gwitheast, and minimum values
during night time and early morning. This wind meegi persists during long periods of
time and is only interrupted by the passage oftfravhen winds, with average hourly
speeds of up to 10 msind predominantly from the northwest, blow over ltike.
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Figure 2. Meteorological records for Lake Beznaip05.

Hydrological records- Inflows and outflows control the long-term areasonal
evolution of the water level and the thermal swuetin reservoirs, and therefore,
although indirectly, they should be consideredaasdrs explaining internal oscillations.
However, inflows and, specially, outflows can bengidered as forcing mechanisms
exciting internal waves. As shown by Imberger (1)98% onset of flow through
selective withdrawal structures (or, in generaly andden change in the withdrawal
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rate) could generate shear and internal wavesndda range of modes. If the frequency
at which withdrawal rates are changed coincide wWithfrequency of any natural mode
of oscillation in the reservoir, resonance can ocdine inflows and outflow rates
during the period of study is shown in Fig. 3. Withwal rates do not change on diurnal
basis, hence, at least, at the daily time scaidgws and outflow forcing does not
resonate with the internal waves of diurnal peigi The water level during the study
period varied from 478 m.a.s.l. to 471 m.a.s.Irregponding with maximum depths of
96 m and 89 m respectively.
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Figure 3. Inflow (continuous line) and outflow (td@e) rates.

Lake thermal structure The evolution of the thermal structure in 2005hswn
in Fig. 4. During the beginning of the study perthd reservoir is almost homogeneous,
with top-bottom temperature differences of up t€,48nd a thermocline at 10 m of
depth. The reservoir stratifies thereafter and bg end of the study period the
metalimnion is almost 30 m thick with a temperatgradient of c.a. 0.5 °C Tn While
in the hypolimnion (below 30 m) the water temperattemains uniform and almost
steady throughout the study period, in the metabmnt undergoes oscillations at a
range of scales, from those typical of wind eveatdaily periods. On time scales of the
order of individual wind events, the response efwater column to wind stress can be
analyzed on the basis of the values of the Wedderkv and Lake numbergy
(Stevens and Imberger 1996). The Wedderburn numbers calculated as (Imberger
and Patterson 1990)

gth
u? -’

_1
w=? (3.3)

whereg' is the reduced gravity (gAp/p) h is the thickness of the surface mixed-layer,
andL the basin length, here assumed to be c.a. 440henbase of the surface layer
was estimated as the depth where the temperat0g’© lower than at the surface

(Maclintyre 2002). The Lake number is estimated as
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I—N - Mbc ’
Az,

(3.4)

whereMy is the baroclinic moment about the center of tmda&ayment volumes is the
surface shear streds; is the surface area aamdis the depth of the center of volume. In
the calculation oty it was assumed that the metalimnion extended ftdito 25.7 m
of depth. The surface shear stress was calculaded the wind speed, using a simple
bulk parameterization (Fischer et al 1979, Eq. pWith a drag coefficienCp = 1.5
x10°. For the calculation oMy, the location of the center of the metalimnion was
estimated as follows. First the [drofile was estimated from interpolated daily aggr
temperature information. Linear interpolation amdosthing was used to get profiles
every 0.25 m. The metalimnion was defined as thatqf the water column where* ¥
10“s?. While this limit is arbitrary, in principle, th®p of the metalimnion agreed well
with the depth of the mixing layer estimated asMiacintyre (2002). The depth
equidistant from the top and the bottom of the tmataon was chosen as the center of
the metalimnion. Low Lake numbersy(<1) are associated with vertical mode 1 tilting
of the temperature field, whereas low Wedderburmimers W ~ O(1) or W < 1) are
associated with a higher vertical mode 2 response.
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Figure 4. Thermal evolution in Beznar Reservoir

Values of W andLy are shown in Fig. 5. High vertical modes (at I€gstare
expected as response to wind events as predicted(by values ofW and Ly >>1.
During those events, and according to Stevensabeérger’'s (1996) analysis @ and
Ln , metalimnetic water was pushed upwind, towards thflow region, where
isotherms should have stretched. Warm water waedoby the wind to accumulate in

106



Chapter 3

the dam region, deepening the surface layer upOtanlbelow the free surface and
causing the isotherms to compress (see Fig. 4).

(=}
w

Lake Number
5_.

10
100 120 140 160 180 200
g
-E 10 . { :
= O Tl A A I.‘u ii |F
% 10 'l‘ M | l ‘ ] y! ‘|‘ t
S 0|
= i
5 o
= 10
|5
B 10 3 1 1 L 1 L 1
100 120 140 160 180 200
Day of year (2005)

Figure 5. Lake and Wedderburn numbers for Lake &ezmuring 2005. The
temperature structure in the reservoir varies ofitym day to day in the estimation of Ln and
W. Wind stress is calculated from unfiltered howvipd speed records.,/# values are c.a. 1.5
h, hence hourly values are deemed appropriate &uate the mode response of the lake.

High vertical modes under periodic conditions The diurnal periodicity
exhibited by the isotherm displacements in the u@@em of the water column (Fig. 4)
persists throughout the study period. The intemmaVve field and its evolution was
analyzed using continuous wavelet transform apgletime series of potential energy
(PE) derived from temperature observations. Mani@telet transform was used since it
allows the visualisation of the time evolution dfetfrequency and intensity of the
different oscillatory modes (see Antenucci and Irgbe 2003, Naithani et al. 2003). To
estimate the PE, for every time stea vertical temperature profile with 1m resolution
was obtained by linearly interpolating the obsdorat in the field. The potential energy
(PE) was then estimated for each 1-m bin, locatednaeters above the bottom and at
any given time as follows,

PE(zt) = p(z,t)gz (3.5)

Here, the density was derived from temperature following Chen andldvb
(1977). Continuous wavelet transforms were apptedhe PE time series at each
individual bins, and the absolute values of thetiomous wavelets signal were then
integrated. The real part of the wavelet coeffitsegives an insight into the energy
density and the phase at a certain depth (Naiteamil. 2003); then, integrating the
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absolute value of the coefficients along the watdnmn we can obtain an insight of the
time evolution of the energy and phase of the dbfie modes presents in the system.
Given that the density variations below 30 m aralknonly the density variations in
the upper 30 m of the water column were used. Ei§i shows the integrated signal of
the continuous wavelet transform of the PE in tla¢ewcolumn.
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Figure 6. (A) Non-dimensional parameter of continsivavelet transform in absolute
values of square of the wind speed and (B) integratgnal of the continuous wavelet
transform of discretized PE along the water colysee text).
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The 24h periodicity in the internal wave field apps to be correlated with the
strong diurnal periodicity that characterizes thedvregime. Figure 6A shows the
evolution of the continuous wavelet transform o tquare of the wind speed. The
diurnal periodicity in the wind forcing (marked aswvhite dashed line) persists during
most part of the study period, and is only disrdpby the passage of episodic fronts
(see, for example, on day 106). Peaks of 24h ictméinuous wavelet transform of the
PE signal (Fig 6B) correspond to the peaks in th@iouous wavelet transform for the
wind, with a small lag; which suggests a close lamd a causal relationship between
the 24h internal waves and the wind forcing chamdmed by its diurnal periodicity (Fig.
6). The vertical structure of the internal waveshw24h period can be derived by
comparing the temperature records from individdredrmistors. A positive vertical
displacement of the isotherms will result in desne@ temperature records at a fixed
depth (water from lower layers reaching the thetonjsand viceversa. For example,
between the days 119 to 123 the internal wave he@Hl mode, as evidence by the
vertical displacements shown in Fig. 7. The modalcture of the internal wave,
though, changes along the season, and the mode Yéetdmes the dominant mode
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around day 160, and even a mode V5H1 appears ardapd190. These modes
correspond with the natural modes of oscillatiothef stratified basin, with periods that
are near 24 hours. To show this extent, we willvshioat the frequency and spatial
structure of the natural modes of internal oscdlad and determined by the 2D
eigenmodel, described in tihaterials and Methodsection, agree with those derived
from observations.
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Figure 7. Temperature evolution for different pelsaovhen modes V3H1, V4H1 and
V5H1 where dominant as shows the arrows.

Predictions of the eigenmodel were obtained evdrydays during the study
period. The vertical temperature profiles useddn Ewere obtained by (1) averaging in
time the thermistor records corresponding to peariotdfive days and (2) interpolating
the time averaged records in space, as describiek Materials and Methodsection.
The estimated frequency for the natural V1H1, V2M2H1, V4H1, V5H1 and V6H1
modes of oscillations are shown in Table 1. Giveat Lake Beznar is relatively short
(4 km) and occupies the bottom of a deep V-shaplewavith a unique branch, the
wind acts near-uniformly along the lake’s thalwegl dorizontal modes larger than H1
should not be expected. Hence these modes wereonsidered in the analysis. This
assumption was later deemed as valid, when insygetite results of the 3D model (see
Wind forcing and internal wave fiekkction). As Table 1 shows, the periods of these
natural modes tend to decrease as stratificatiatves on seasonal time scales from
early spring to late summer when top-bottom tentpeeadifferences reach their
maximum. As the period of any given vertical mo@¢sgelose to 24h, the wind forcing
appears to energize it, becoming the dominant nobdescillation over others of less
spatial complexity (lower vertical mode).
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103 | 108 | 118 | 128| 138 148 158 168 118 188 108

V1H1 |8 7.3 7 64 | 53| 53| 46| 41 39 3.4 3.4

V2H1 |19 205 | 176| 1213 113 11p 102 91 8P 85 §3

]
V3H1 |31.7 | 31.6| 27.7| 20.§ 20.8 183 16/6 157 143 13.841
V4H1 |[43.7 | 39 38.2| 27.2 28.7 248 22(6 216 194 1894 18.

V5H1 | >>24|>>24| 46 37 35.3| 30.8f 28.4 268 238 23 24.

©

V6H1 | >>24|>>24|>>24|143.6 | 41.5| 38.7| 35 314 298 283 274

Table 1. Periods in hours of the main modes eséichavith the 2D-Model along the
survey; from day 103 to day 198.

Figure 8D shows the comparison of predicted isothéisplacement amplitudes
for the mode V5H1 against the observed displacesndirectly derived from the
observations. Here, we have followed the methodolugposed by Fricker and Nepf
(2000) and apply it to the temperature recordsectdld from day 195 to day 199, when
the V5H1 mode was the dominant mode of oscillattomean temperature profile was
first obtained by time averaging temperature resatddifferent depths, as

Te) =23 T, 36)

here, M is the number of records in the time seatesny given depth, angddenotes the
depth of thermistor i. The root mean square (RMShperature deviation was then
calculated as

ATiRMS E\/éi[-r(zi’tn)_?(zi) 2’ (3.7)

the values ofATrms Obtained represent the absolute values of the wavelope. The
RMS vertical displacements are determined frofaus as

_ AThus

Crus T, /0z’

(3.8)

where the local gradierdT,/oz is, in turn, estimated from the smooth tempeegatur
profile obtained by time and spatial interpolatias,indicated above (see Chapter 1 for
further details in the estimation procedures). phase of the vertical displacements
was estimated by analyzing, one by one, the cnpssti® calculated from the
temperature recorded at 30 m (taken as referemck)he temperature recorded at other
depths. For short periods of time when changestratification are not significant,
cross-spectrum is an effective method to deterrtiiaerertical structure of the different
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modes. The cross-spectra were estimated usingdefmm days 195 to 205, a period
of time which is longer than that used in estin@tihe RMS vertical displacements
(from day 195 to 199). Using a longer period toreate the cross-spectra was justified
in that (1) we increase the confidence of the diaéil estimates and (2) the vertical
structure undergoes negligible changes during @haay period after day 195.
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Figure 8. (A) Power spectra density for the tempae series from 195 to 205 (2005).
(B) Coherence and phase spectra of Temperaturérat\2s Temperature at 30m. Spectra have
been smoothed in the frequency domain to impromédance; dashed line shows confidence at
the 95% level. (C) Phase in the water column ofrttagn periods. (D) Vertical displacements
computed with the 2D-Modekf.) Vs. Vertical displacements computed with the &ich
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The cross-spectrum of the temperature signal® @&n8 25 m are shown, as an
example, in Fig. 8B. It shows that the signaldhase two depths, for the 24h peak (Fig.
8A-B), are coherent (value close to one) exhibifahgses which are 180 degrees apart.
Observedtrus values in Fig.8D with negative sign indicate disgl@ents which are in
phase with thermistor at 30 m and with positivensiisplacements in opposite phase,
based on the different phases found in the watlemuo for the 24h period oscillation
(Fig. 8C, dotted line). Figure 8D shows the conmgaariof thegrus versus the vertical
envelope of the mode V5H1 computed with the 2D-rhotlee figure only shows the
upper 40 m of the water column, for clarity in gesentation. Below 40m, no other
vertical displacements were found. The verticaluctire obtained with the model
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agrees well with the vertical structure derivednirthe thermistors, especially in the
shift of the vertical displacements. The largedtedences between predictions and
observations (in the magnitude) occur mainly in sheface, which might be the result
of the direct influence of the wind forcing appliexdthe surface layers.

Non-diurnal oscillations Apart from diurnal oscillations, wind events calso
excite oscillatory motions at other frequenciesakBein the wavelet transforms,
different to the 24h peaks, of the PE (Fig. 6BE arainly in frequencies, which the
eigenmodel (black lines) indicates correspondinmtales V1H1 and V2H1. The same
cross-spectral analysis conducted from day 199& (8ee above) shows the presence
of two additional peaks to the 24h one, at 8.3h 23t in the thermistors at 30m and
25m (Figure 8A), with high coherence between thEigure 8B). These peaks are also
observables in the wavelets signals of the PE @BJ.in the same period of time. The
study of the phases in the water column (Figure 8@ws that the 3.3h oscillation
correspond to a vertical mode 1, with the wholeawablumn oscillating in phase, as
showed by values close to 0°. Likewise, oscillandB.3h corresponds to the mode V2,
with the first vertical displacement in the shalewayers up to 20m, oscillating in
opposite phase with the deeper layers. These csionk are further substantiated on
the analysis done with the 2D-eigenmodel. The permomputed with the eigenmodel
for the different modes and for the stratificatiexisting in the lake on day 198 were:
V1H1=3.4h, V2H1=8.3h, V3H1=13.4, V4H1=18.4, V5H1=2” and V6H1=27.4h.

Modes V2H1 and V1H1 appear throughout the studipgeWhile mode V1H1
is more energetic than mode V2H1 in late springenvbktratification develops, mode
V2H1 becomes more energetic than mode V1H1 latethen season. This is in
agreement with the Wedderbuwviand Lake numbery calculations (sekake thermal
structure section), which suggests that mode V2H1 is probabkited by individual
events. This is the case, even under periodicrigr@iowever, modes V2H1 and V1H1
are most energetic when the diurnal wind regimgissupted by episodic events, when
large northwesterly winds act on the lake surfasme (Figs. 3 and 6). During those
periods (see, for example days 108, 123, 129, 1817,or 198 in Fig. 6) modes of low
vertical number (V1H1 and V2H1) are excited, andegi their lower damping, in
comparison with the higher vertical modes, they rhbagome dominant in the system.
Nevertheless the energy contend by such modesah tower than the 24h oscillations
under periodic wind forcing, commented in the poergi section.

Wind forcing and internal wave field The analysis shown in the previous
sections suggest that (1) the reservoir exhibitshiak metalimnetic layer with
temperature gradients of up to 0.5 °C m-1; (2)rivdewaves are evidenced by the 30-
min temperature records; (3) the vertical structofeéhe oscillations (vertical mode)
changes as the stratification changes on seasomalstales; the data reveal internal
waves of up to mode V5; (4) the dominant mode @fllasion has in all cases the same
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periodicity as the wind, i.e. 24h. This picture gegts that the reservoir behaves as a
forced oscillator. A well known result in classicgakchanics is that the amplitudes of
the motions described by a forced harmonic osoillatepend on the energy of the
forcing mechanism, the frequency of the forcing paned with the natural frequency of
the oscillator, and their relative phase (see k@ngple Wilson 1972). Those concepts
are applicable to basin-scale internal waves awishry Antenucciet al. (2000), given
that isopycnal oscillations are forced by the wivithen the forcing frequency coincides
with that of a given natural mode of oscillationtbé system, resonance occurs and that
mode becomes the dominant mode of oscillation.dkelBeznar, the dominant mode of
oscillation is selected from the spectrum of pdssihodes by the wind forcing, which
during most of the time has a strong diurnal peciod and predominantly from the
east. Our observations agree with those of Mun(i@96) and Vidal et al. (2005),
where a V2H1 and V3H1 modes become dominant magesadresonance with diurnal
wind regimes. Other examples of resonant interrealevmodes are given, for example
by Antenucci et al (2000) and Hodges et al (2000).ake Kinneret, where a V1H1
Kelvin mode (affected by the Earth’s rotation) wttte same 24h period as the wind
forcing, becomes the dominant feature in the waeid;fthe seasonal evolution of the
wind/internal wave field of the dominant modes vadso described by Antenucci and
Imberger (2003). Antenuceit al. (2000) presented, as well, an analytical ehofl the
response of a two-layer rectangular basin undeggioiternal oscillations, with the wind
forcing applied impulsively. In that model, the diamplifies the signal when a zero
relative phase exists. At zero phase, the impul®vee is applied as the wave passes
through zero from trough to crest and the wind gizes the internal wave. A relative
phase of half the period of the internal wave, tiguresults in cancellation of the
internal wave energy. Accordingly, we hypothesitattthe strong and episodic
northwesterly winds, acting out of phase with tleenchant 24h oscillations (driven by
diurnal easterly sea breezes), drains energy frmmtand energize V1 and V2 modes,
instead.

Here, the role played by the wind field, in exwoitiand weaking the different
modes of oscillation in the Lake Beznar, is examiiyy the means of numerical
experiments in which the water motions are simdlatéh a three-dimensional model.
In these simulations it is presumed that inflowd antflows are negligible and do not
have any effect on either stratification or thesinal wave field. This assumption is
deemed appropriate given the short length of tmeilsitions conducted and the fact that
outflows did not undergo changes during the pemddsimulations. The ELCOM
model, constructed with a grid with 40 x 40 x 1 mfarm cells, was first validated, by
comparing the temperature predictions against theemations collected in the lake
during a period of 10 days starting on day 188,520br the validation exercise the
model was initialized using horizontal isothermsl aero velocities, and forced using
observed meteorological variables. The initial teragpure profile was constructed from
temperature records collected on the first daynefvalidation period; this profile is the
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same as provided to the eigenmodel, whose reswdtsteown in Fig. 8D. Figure 9A
compares temperature observations and simulatiatiferent depths for the validation
run. TheL1 andL2 norms calculated from observed and simulated teatyes, from 5
days of simulation after 2 days of warm up, anchgighe thermistors deployed at 4, 6,
10, 15, 20, 25 and 30 m, are 0.0152 and 0.013% Railcie is almost one order lower
than the values reported by Hodges et al. (2000 simulations of internal waves in
Lake Kineret.
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Figure 9. (A) Temperature evolution comparison l¢rmistors (thick line) Vs ELCOM
(thin line) at 4, 6, 10, 15, 20, 25, 30 and 50mtde(B) Evolution of vertical displacement of
selected isotherms as response to periodic win@s8bf, 8.5h, 13.9h and 18.9h, as computed
with ELCOM. Arrows in (A) and (B) shows the numitievertical displacements.

The results of these experiments also showed it assumptions made
throughout this manuscript (i.e. unimportance dgétional effects and/or the nature of
the oscillations in the horizontal which are presdnio be of mode 1) are correct.
Figure 10A shows, for example, the structure of whicity field along the thalweg,
which agrees with the structure of a V5H1 intermalve. These same results are
obtained by setting the Coriolis parameter to zeupporting our neglecting rotational
effects. Additionally, figure 10B shows the longltoal structure of the mode V5H1
obtained with the 2D-model.

Once validated, the model was used to conductrarpets in which the lake is
forced by synthetic wind time series of sinusoidam. The heat fluxes are neglected in
this series of simulations. The amplitude of thexdvforcing was set to 6ni:sthe
average maximum speed observed in the reservsifrdguencyw was varied and
selected from the range of frequencies predictedhiey eigenmodel for the natural
modes of oscillation on day 188 (see Table 1). foineing periods tested are 3.8, 8.5,
13.9 and 18.9 h, corresponding to modes V1H1, V2K8H1 and V4H1, respectively.
The estimated period of the V5H1 mode is 23h, dnsl mode was selected as the
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dominant mode of oscillation with winds of diurr@griodicity (Fig. 9A). The vertical
response of the reservoir to the different forcperiods is shown in Fig. 9B. The
dominant oscillation mode is V1H1 when forced usagvind period of 3.8h, V2H1
when forced at 8.5h, V3HL1 in response to 13.9hifgrand, finally, and V4HL1 in
response to the 18.9h forcing. This series of exparts suggest that the dominance of
higher vertical modes (up to mode V5) in the in&énvave field in Beznar is the result

of resonance.
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Figure 10. (A) Velocity longitudinal structure obrtad with ELCOM on day 190.3, with
positive values towards the dam. (B) Velocity lamdjnal structure of the V5H1 mode obtained
with the 2d-model.

Conclusions

There are several factors controlling the intemaVe field in an aquatic system
like stratification, morphology, forcing agent, etihat, in general, favor the presence of
lower modes versus high vertical modes, with higlhenping. In Lake Beznar and, in
general, in deep Mediterranean reservoirs witheldrgat fluxes and deep submerged
withdrawal structures draining large volumes ofevgsee Casamitjana et al. 2003), the
thermal structure is characterized by deep meta&imrayers, where stratification is
nearly continuous (linear). In these types of gyste(continuously stratified), the
spectrum of internal oscillations is dense (Munni&96) and, a priori, any forcing
frequency can lead to resonance in the seichinggrshena. That was the case of Lake
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Beznar where the resonance with the strong dailyogieity lead to high vertical
modes, from V3H1 to V5H1 as the stratification deped, to become dominants in the
system. The presence of high vertical modes hawn tsldom described in the
literature and have been consider rare in natwsiems due to its high levels of
damping. However the present study, together Withresults obtained in Chapters 1
and 2 for Sau reservoir and the results of Péreatla et al (2003) for Boadella
reservoir, shows that the presence of high vertiwadles is not such a rare feature in
medium size Mediterranean reservoirs with thick atinions, where the wind
periodicity plays a fundamental role in the exditatof the dominant modes. Beznar
reservoir becomes then as a multimodal forced laswi| where modes close to the
forcing frequency are amplified and set to the ifaycfrequency. At the same time,
lower modes in their natural frequency, like V1HidaV2H1, can be excited by wind
events, being especially important when the pecibdof the wind disrupts, due to its
lower levels of damping and to be easily excitespeet higher modes in absence of
resonance. Nevertheless, such modes are muchrlesgetic than resonant ones. All
together, makes the internal wave field in Bezraard(in general, in Mediterranean
reservoirs) quite complex, where different modes axcited as the stratification
develops and as a function of the wind; that wascidse of the year 2005 where up to
five different vertical modes were described altimg stratifying season.
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CHAPTER 4

The role of basin-scale internal waves in
phytoplankton distribution in Sau Reservoir

* Extracted from: Serra, T., Vidal, J., Casamitjana, X., Soler,add J. Colomer. The
role of surface vertical mixing in phytoplanktorstiibution in a stratified reservoir.
Limnol. Oceanogrln press.

Abstract

We investigated the effect of basin-scale intemaes for the transport of
phytoplankton cells in the water column by carrymg two daily surveys
during the stratified period of the Sau reserv@reen algae, diatoms, and
cryptophyceae were the dominant phytoplankton comtmes during the
surveys carried out in the middle (July) and ergp(&mber) of the stratified
period. We show that a system with a linear sicatifon and which is
subject to weak surface forcing, allows the formatf thin phytoplankton
layers. Such layers are influenced by the pasaghbscale internal waves,
that, together with the wind-driven currents, proglwertical migrations and
horizontal transport of the phytoplankton cells.thé¢ same time, during the
night such layers mix due to the cooling convectwhile during the day
the populations concentrate at certain depthsviatig their requirements of
light and nutrients and buoyancy.

Introduction

Many of the biological processes are closely linkeidh external physical
forcing such as wind stress, cooling and heatimgsrar seiching. Transport processes
like advection and vertical convective mixing detere the paths of suspended
particles in aquatic ecosystems such as lakesrvimse coastal areas and oceans
(Maclintyre et al., 2002; Serra et al., 2003). Catioe together with shear stress play a
fundamental role in the vertical mixing in the watelumn and in the formation of the
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diurnal mixing layer (Imberger, 1985). The windw#mn currents, on the other hand,
play an important role in the advection and horiabtransport of particles. Internal
waves or seiching may play a role in both verticaixing -especially in the
degeneration of internal waves (Boegman et al. 2085egman et al. 2005b)- and in
the advection; besides, the vertical excursions tlod suspended particles or
phytoplankton produced by the pass of a basin-sotenal wave may change the light
irradiance over them, affecting directly in theirogth. Gaedke and Schimmele (1991)
described the influence of internal seiches inghgtoplankton abundance at a fixed
station.

Hedger et al. (2004) describe the effect of aderabn the spatial distribution
of two phytoplankton populations, one of dinofldgtds Ceratium hirundinellx and
another of cyanobacteridMicrocystis spp. They find differences between the two
populations which also depend on their light ireatie requirements. Experimental
work was done with the aim of determining the dfeaf external forcing events on
phytoplankton diversity (Rojo and Alvarez-Cobel2801). Other studies have revealed
the importance of the forcing time-scales in phigogton dynamics (Cloern, 1991).
Simulation work with a phytoplankton model, PROTEQhytoplankton responses to
environmental change), showed that the frequendyiatensity of the forcing events
are the main factors affecting the diversity in thigytoplankton community of an
environmental system (Elliot et al., 2001).

The time resolution used during the study has itgmdrimplications on the
observed dynamics. Despite the limited time resmudf most phytoplankton studies
(Harris and Trimbee, 1986; Reynolds, 1990), it mssttaken into account that many
processes occur over periods shorter than one weelecade of observations in the
South San Francisco Bay demonstrated that phytkiganbiomass fluctuates in a
timescale of days to weeks (Cloern, 1991). Recertlgh-frequency sampling of
surface picoplankton (with diameters beloyar®) displayed 24-h periodicity in many
biological variables (Jacquet et al., 1998). Spati@asurements are also crucial in order
to understand the dynamics of thin phytoplanktyels, which are comprised of a large
variety of organisms such as phytoplankton, zodgitamand marine snow, as well as
marine viruses and bacteria. McManus et al. (2af¥honstrate the effect of both
currents and internal waves on the thin zooplankeyers in a coastal system.
Dekshenieks et al. (2001) evaluated the behaviour @ccurrence of these layers
depending on physical forces.

New submersible fluorimeters have been developedtested (Beutler et al.,
2002; Gregor and Marsalek, 2004) for estimatingttital phytoplankton biomass by
taking measurements of chlorophyll. These instrusméave been found to be valuable
for continuous sampling of phytoplankton speciegated in very thin layers.
Leboulanger et al. (2002) used a submersible fimeter for rapid monitoring of
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freshwater cyanobacteriRl@nktothrix rubescendlooms. They found good agreement
between the results from the fluoroprobe and theetspfluorometric results obtained

from measurements of samples harvested from therwatumn. Only some deviations

were found in the surface layer (~ 5 m depth) whprenching of fluorescence due to
high irradiance decreased the fluorescence yield.

In this study, the role of internal waves togethéth the vertical mixing
processes and their role in the transport of pHgitdgion is investigated during two
different stratified periods. The suspended paasiclunder study are the algae
communities thriving in the epilimnetic layer ofettwater column. We pay special
attention to whether the different algae commusit#how different behaviours or
respond equally under the same physical forcing@cin the system.

Materials and Methods

In this study, carried out in Sau reservoir, thetishs considered were S1, S2
and S3 (see Fig. 1). Fluorescence profiles of giffephytoplankton communities were
carried out using an in situ submersible five-ct@rluorimeter (bbe Moldaenke) with
a resolution of 0.05ug L™* and a measuring range of 0-2¢@ L. This probe
determines four different communities (green algd@atoms, cyanophyceae and
cryptophyceae), which have been previously caldgsraby the manufacturer by
considering particular algae populations correspantb each algae group. In addition,
the depth was measured using a pressure sensgraite@ into the probe and the
temperature was measured with a sensor next tdramsmission window (with a
resolution of 0.01°C and 5% accuracy). For a moetailkd description of the
fluoroprobe, see Beutler et al. (2002) and Gregiail.€2005). Measurements of current
velocity profiles were carried out with an acoudboppler profiler (RDI 600 kHz,
Workhorse Sentinel). The ADCP was deployed on tlagewsurface with the beams
facing downwards. The ADCP was mounted on a swirgnpilatform that was tied to
the fixed buoy located in S2. As a result, we waseable to get information about the
water surface velocity (i.e. from 0 to 3 m deepatdfrom the ADCP were distributed
in bins separated by 2 m. The sampling rate waatseHz with the raw data processed
to obtain 7.5-min averaged data, with a standaxdaten of 0.1 cm 3. All data was
processed directly by the manufacturer softwardn wibttom tracking to remove the
ship’s velocity from the measured velocity. Theffidepth bin was set at 3 m, and then
data from a range of between 3 m and the bottone wecessed. Continuous data from
a moored thermistor string (Aanderaa Instrumentsjewalso available. Temperature
values had a range resolution of 0.03°C and anracgwf £0.05 °C. The thermistor
string was deployed at station S2 (see Fig. 1)camdposed of 11 thermistors placed at
the following depths: 3, 4, 5, 6, 7, 8, 9, 11, 16, and 17 m. The sampling period of the
thermistor string was 10 minutes. From the metegiochl station located near the dam
of the reservoir the air temperature (i °C, with a resolution of 0.1°C and an accuracy
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of £0.3°C), the relative humidity (RH in %, withrasolution of 1% and an accuracy of
+3%), the short wave radiation (g in Winwith a resolution of 1 Wiiand an accuracy
of +5 Wm?) and the wind velocity (U in m™s with a resolution of 0.1 m’sand an
accuracy of +0.3 m™Y were obtained with 1 minute frequency. Measurdmei
fluorescence were taken hourly during a 24-houtecgt a fixed station (S2, Fig. 1) in
the Sau reservoir. This study was carried out dutwo different stratified conditions
of the water column. The first survey was in Judp2 and the second survey was in
September of the same year. In July, the field @agmpbegan at 16:00 h on the 23Jul
and continued until 15:00 h on the 24Jul. In Sepemthe field campaign went from
12:00 h on the 24Sept to 12:00 h on the 25Sept. tRersurvey carried out in
September, measurements of fluorescence at largerintervals (~ 4 hours) and at
other stations (S1 and S3, see Fig. 1) were alsentalhe ADCP measured velocity
profiles at station S2 during the whole period athosurveys. In the September survey
another ADCP with the same technical charactesistias available and was deployed
at station S3 using the same procedure that wakaise?.

2° 23> 2°24°
kilometers
0 0.5 1 ] 41° 597
night
[ 41°58°

Figure 1. Bathymetric map of the Sau reservoir \tlith measured stations indicated as
S1, S2, and S3. The dashed line represents the ar&irof the reservoir and the direction in
which the wind velocity and the water currents prejected. The meteorological station (MS)
was located on shore.

Results

Meteorological data show differences between thye dod September surveys.
The air temperature and short wave radiation wigleen in July than in September (Fig
2a and 2c Vs 2b and 2d). In July the reservoir wasming and stratifying and in
September the reservoir was cooling with the epiiitm depth increasing. In both
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periods the water surface was cooling during thghtniRRelative humidity shows a
similar pattern in both surveys (Figures 2e and i2fjvas lowest during the morning
and afternoon and reached a maximum of 100 % &t.ridgpe wind shows the usual 24h
periodicity, with the wind blowing towards the damthe morning, reversing in the
evening, blowing towards the river, and remainintplfy a weak breeze during the
night (Figure 2g and 2h).
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Figure 2. For the July and September surveys, Yaubface water temperature (circles) and air

temperature (line), (c, d) short wave radiation, ferelative humidity and (g, h) wind velocity
(thin line) and wind direction (thick line).
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System description

In July, the water column was stratified from thop tof the water column
downwards (Fig. 3a), which illustrates a shallowface mixing layer at the top of the
water column. The surface mixing layer increasethfil m depth in the late afternoon
to 4 m depth at night and early morning. During dag, a mixing layer 2 m deep was
re-established again (see the profile taken atQlti0in Fig. 3a). Three different
phytoplankton communities were found in the watdumn during both surveys (July
and September): green algae, diatoms and cryptepkydn the July survey just a few
exemplars of blue green algae were found, alwaysvinconcentrations (with values
below 3 mg rf), integrated over the entire water column. Greenealgare the most
abundant and were found from the surface of themailumn down to 10 m deep (Fig.
3b). Vertical profiles of green algae show a swefd@yer with a constant value of
chlorophyll ranging from 6 to 1fig L™. The depth of this layer changes with time
attaining the deepest value (~ 4 m) at night (geé®h profile, Fig. 3b). At sunrise, the
layer shallows and reaches the shallowest deptioan. Below this layer, the green
algae population has a peak of maximum concentrdticated at a depth that varies
with time. This maximum is ~5 m deep at 19:00 emfvhich it deepens to ~6 m and
remains at this depth until the morning hours wtten population forms a subsurface
peak of 16ug L™ at a depth of ~2 m (see the profile taken at 1hG@ Fig. 3b).
Diatoms are distributed from the surface to a degth m (Fig. 3c). During the day
diatoms form a subsurface peak at around 2 m debite vat night they are
homogeneously distributed in a 4 m thick surfageidaCryptophyceae show a pattern
similar to diatoms (Figure 3d). During the day tHieym a subsurface peak of 446 L
! which is located at a depth of around 2 m (seeptiofile taken at 14:00 h in Fig. 3d).
This pattern changes at night when vertical prefiié fluorescence show a constant
value of 2ug L™ in a layer 4 m thick located at the surface ofwtlager column.

In September, the temperature gradient is not amemus as it is in July, and
the temperature profile is close to a three-layateon: epilimnion, metalimnion and
hypolimnion (Fig. 4a). It has to be pointed outtth@d hypolimnion is still slightly
stratified, although it is not shown in Fig. 4a.eTépilimnion, which extends from the
surface to ~15 m depth, as in July, illustratedas& warming and nocturnal cooling
with the most pronounced effects in the upper 5-ig.(4a). In the September survey,
green algae show similar behaviour to that founduly. At the surface of the water
column there is a deep layer with a constant cployth value from the beginning of the
survey until sunset on the second day. This lagsrahthickness of 3 m which increases
to 5 m for night profiles (Fig. 4b). However, onetlsecond day of the September
survey, green algae form a subsurface peak atlbwhdepth of 2 m (see the profile
carried out at 12:00 h, Fig. 4b). Below this lageeen algae form a second layer with
approximately constant chlorophyll values. The drotof this layer extends down to 12
m deep on the first day (see the 13:15 h profiig, #b) and shallows to 9 m depth on
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Figure 3. Selected profiles of (a) temperature,di®en algae concentration, (c) diatom

concentration and (d) cryptophyceae from the dahhisurvey carried out in July
2003.
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Figure 4. Selected profiles of (a) temperature,dk®en algae concentration, (c) diatom

concentration, and (d) cryptophyceae from the dayvn survey carried out in
September 2003.

the second day (see the 12:00 h profile in Fig. #b)September, diatoms show a

surface maximum decreasing slightly to 3 m depthitie daytime vertical profiles (Fig.

4c). For night profiles this pattern breaks down amtoms distribute homogeneously
throughout a surface layer that attains its deeypasie at 4 m (see the profile carried
out at 00:15 h in Fig. 4c). At sunrise this layecbmes shallower, reaching a thickness
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of 2 m (see the profile carried out at 12:00 h ig. Bc). Cryptophyceae show similar
behaviour to diatoms. During the daytime hourstanfirst day, they are at a maximum
at the surface and decrease with depth down to #ig 4d). At night this pattern
breaks down and they are homogeneously distrib(ged the profile carried out at
00:15 h in Fig. 4d). On the second day, cryptophgceove to a shallower depth and
form a subsurface peak located at ~1 m depth (seerofile carried out at 12:00 h in
Fig. 4d).

From the vertical profiles shown in Fig. 3 and 4 ea® deduce that, in general,
the phytoplankton populations are contained in tlagers. During the day the
populations have the tendency to accumulate at raaigedepths following their
requirements (light mainly), coinciding with therfieation of the diurnal mixed layer.
Bormans et al. (1999) claim that changes in algalybncy appear to be mainly light
dependent and not nutrient dependent. Meanwhilengiihe night, the convective
mixing due to cooling tend to mix vertically thensmunity in the layer; showing, a
homogeneous vertical distribution. Changes in sind in depth of the thin layers
containing each phytoplankton community (green @lgiatomsand cryptophyceae)
are influenced by the formation of the diurnal niiXayer, the daily night cooling and
the pass of basin-scale internal waves. For ttet fwo mechanisms the reader is
referenced to the original paper of Serra et lal.Rress. Here we will focus in the
effect of the internal waves together with the wdrdzen currents.

The role of basin-scale internal waves

The internal wave field during the July survey haml dominant modes. A
forced, 24-hour oscillation, especially in the ffifew meters, coexisted with a 12h
oscillation. In September, however, a 24h oscdlativas dominant; such oscillation
corresponds to the V3 mode described in Chaptehithmvas for a period only two
weeks before the present survey.

The oscillation in the flow velocity and the fornwat of layers due to the
passage of internal waves is clearly shown in Edyrwith positive values towards the
dam. In particular, we focus on the shallower layeontaining the phytoplankton
populations (right-hand panels in Figs. 5a and &b)July, during the day, there is a
layer at a depth of between 4 and 9 m which haatnegvelocity values in the range of
-2 to -8 cm §; this indicates that water flows from the dam tie main body of the
reservoir, in the opposite direction of the winadftrtunately, the ADCP is not able to
measure in the uppermost layer, but we can expattthe flow will follow the wind
direction (Figure 5a). At night, this layer flows ihe reverse direction, from the main
body of the reservoir to the dam, also in the ofipadirection of the wind, and has
values of between 2 and 6 ci &ig. 5a). In September, the depth of the maximum
flow velocity became shallower, from 12 m deep @iOR h to 6 m at 07:00 h, and

125



Internal Waves Vs Phytoplankton

remained at this depth flowing towards the damluh& end of the study period (Fig.
5b).
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Figure 5. Velocity contours measured with the ADEERS2 (see Fig. 1) for the (a) July
and (b) September field surveys. Wind and velaedse projected following the main axis of
the reservoir. The black lines represent the timadion of some selected isotherms, from top
to bottom, July: 25, 24, 23, 22, 21, 19, and 173eptember: 21.4, 21.2, 21, 20, 19, 17, and

14°C.

Vertical displacements due to basin-scale intemeaes (or seiches) are also
clearly shown by the isotherms. Isotherms of 25,28} 22, 21, 19, and 17 °C for the
July survey and isotherms of 21.4, 21.2, 21, 20,119 and 14 °C for the September
survey show such oscillations (Figs. 5a and Sbeasgely). Note that, especially in
September at station (S2) in the east side of éservoir, there are positive velocity
values (toward the dam) in the upper layer and thegaelocity values in the lower
layer, which produced a deepening in the isotheamd vice versa, following the
behaviour of the internal seiche. Figure 6, showkeich summarizing this behaviour.
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Figure 6. Sketch of the velocity field and verticacillation of isotherm evolution
described in Fig. 5b for shallower layers, dueséaching.

It is evident that suspended matter, including ppignkton will be affected by
the vertical oscillations produced by the intermadves. This is especially evident
during the September survey, when the mode V34bf @vas resonant with the wind
forcing. Figure7 shows the vertical evolution of the different padidns (Fig 7b, 7c
and 7d) in comparison with the velocity field arsbtherms displacements (Fig 7a).
Here it is clear that the bottom limit of the thphytoplankton layers follow the
isotherms displacements. The bottom limit of theefacontaining diatoms (Fig. 7c¢) and
cryptophyceae (Fig 7d) oscillate from 3m during they (13:00h) to 5m at night
(01:00h) and back to 3m the next day, followingirailar pattern of behaviour to the
21.4 °C isotherm (the uppermost isotherm), whicklightly deeperThis oscillation
means that the shallow layer, containing these papulations, contracts and dilates
with the passage of the seiches, modifying alsodépth at which algae cells are
located.

Green algae, (Fig. 7b), is also affected by seichewever, the bottom limit of
the green algae layer is deeper than the diatomisptophyceae layer, or, in other
words, the green algae layer is of a greater $izge look at the layer containing the
green algae, we see that the bottom limit follolmes21°C isotherm (third isotherm from
top). This bottom limit of the layer differs fronmé bottom limit of the diatoms and
cryptophyceae shown above, and exhibits a diffeesotution. Here the bottom limit
rises from 15:00h until 07:00h the following daydatien decreases slightly until the
end of the survey. The first interface of the V3dawsoughly corresponds to the 21.4°C
isotherm (uppermost isotherm), marked with velesitin one direction above it and
velocities in the opposite direction below it. Threeans that green algae above the
21.4°C isotherm will be transported to one sid¢hef reservoir while the green algae
below it will be transported to the opposite side.
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Figure 7. (a) Velocity contours measured with tHeC® at S2 (see Fig. 1) for the
September field survey. Velocity was projecteafoilg the main axis of the reservoir. (b), (c)
and (d) show the contours of the green algae, diat@nd cryptophyceae concentrations,
respectively. Black lines represent the time eumubf some selected isotherms, from top to
bottom, 21.4, 21.2, 21, 20, 19, 17, and 14°C.

In Figure 7 (as in Fig. 4) it is also clear thatyidg the day, the phytoplankton
populations have a tendency to concentrate atigedpths, inside the thin layers,
producing peaks of chlorophyll. This coincides withe formation of a weak
stratification in the shallow layer, originated tne daily solar heating, so that algae can
“keep” their position at certain depths. During thgght, however, the layers are
completely mixed due to convection and the vertdiatribution of the populations is

homogeneous.
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Figure 8. Total concentration of (a) green algae) ¢iatoms and (c) cryptophyceae at
different measured stations on 24 September at51B;2and total concentration of (d) green
algae, (e) diatoms and (f) cryptophyceae at difienmeasured stations on 25 September at
11:30.

The advection generated by the basin-scale irltavages, together with the
wind driven currents, also plays an important rolehe phytoplankton distribution.
Integrated depth measurements of phytoplanktomethree stations in the reservoir
(S1, S2 and S3, see Fig. 1) show differences inhthrizontal distribution of each
phytoplankton community (Fig. 8). These results rbaydue to the fact that there are
sites along the reservoir with different phytoplaomk growth rates due to different
habitat conditions. It must be pointed out thas thatchiness might be maintained by
the spatial variability of heating during the dayveell as by possible differences in the
nutrient load at different stations of the reservdilso, the effect of the vertical
transport produced by the internal waves on th&tian in light intensity at which the
populations are subjected may play an importamt. febur more measurements carried
out at these stations at different times showedlaimesults to the ones presented in
Fig. 8. While green algae seem to have a nearlyogemeous distribution (Fig. 8a),
horizontal heterogeneities are mainly observedifatoms (Fig. 8b) and cryptophyceae
(Fig. 8c). Spatial heterogeneities have been fquediously by other authors such as
Dickman et al. (1993), who reported spatial hetengjties or patchiness of
phytoplankton in a lake in northern Iceland; Eisars et al. (2004), who reported
spatial heterogeneities in the phytoplankton distion in Lake Myvatn, and Cloern
(1991), who reported horizontal heterogeneitiethenSouth San Francisco Bay.
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Figure 9. Schematic diagram of the seiching, thedwdriven current, the mixing due to
wind and the surface cooling for both (a) July afd September surveys. The extension of
green algae, diatoms and cryptophyceae is alsccaidd in the enlarged diagrams located in
the right-hand panels of each figure.

In the Sau reservoir, however, one of the mainaesador the differences in
algae distribution can be explained as followssuasng that the surface layer (above
the 21.4°C isotherm) flows in the same directiorth@swind then, during the day, the
wind-driven current will transport the phytoplankteells located within this layer
downwind, i.e. towards the dam. This means thatodia and cryptophyceae would
accumulate at S1, which might account for the laxggcentrations of these populations
found at station S1 compared to the concentrationad at S2 and S3 in the late
afternoon (at 18:25 h, Figs. 8b and 8c). When thelwelocity is low and its direction
reverses, the diatoms and cryptophyceae populatwitisbe redistributed again,
attaining similar concentration values at the ddfe stations, as can be observed from
the total concentration measured in the morning3@H, see Figs. 8e and 8f). In
contrast, the integrated concentrations of gregaeaére quite constant through stations
and time (Figs. 8a and 8d). Two reasons accourthismpattern: first of all, green algae
are homogeneously distributed in the reservoir;slegondly, green algae are distributed
among the first two layers of the mode V3 (see®igrhis means that when the wind
blows towards the dam, the green algae near thiacgutend to accumulate near the
dam, but the green algae under this layer will movehe opposite direction, i.e.,
towards the main body, contributing to a homogeionaof the populations throughout
the reservoir. Diatoms and cryptophyceae howeverpaly found in the first layer of
the mode V3 (see Fig. 9), and are not affectedhiyréverse current moving towards
the main body of the reservoir.
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Conclusions

We can conclude by saying that, together with wirdliced turbulence, solar
heating and night convection, the wind-driven cotseand basin-scale internal waves
will determine phytoplankton distribution in the t&acolumn in the reservoir from the
surface down to deeper layers. It has been showntte vertical oscillations produced
by the internal waves produce a vertical oscillataf the populations, shifting their
vertical position in the water column and thereftineir exposure to the amount of
available light. Also, the horizontal currents gwoed by the combined effect of wind-
driven currents and internal waves transport thenrkmds phytoplankton cells (green
algae, diatoms, cryptophyceae) in different waysdpcing the observed spatial and
temporal heterogeneity and patchiness.

With this work, we also demonstrate the importamméeconsidering both
temporal and spatial measurements in order to dbesthe phytoplankton dynamics
completely. Water management is usually based single monthly measurement at a
fixed station. However, the heterogeneities obsehare need to be taken into account.
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CHAPTER 5

Dynamics of a river inflow into a reservoir.
Consequences for the phytoplankton population.

Abstract

The dynamics of a river inflow into the Sau resarweere investigated.
During the final days of July, 2005, the daily \aion of the river
temperature caused the daily response to inflomgddrom overflow to
interflow resulting in a highly dynamic system wéemixing increased.
Furthermore, during the overflow events, nutriefittm the river were
introduced into the surface of the reservoir andlam of cyanobacteria
was clearly located in the mixing zone of theserfie@ events within the
quiescent body of the reservoir. In this way, coupbetween the physical
and biological processes was seen to be enhandesl.eVent was also
simulated using the ELCOM-CAEDYM model.

Introduction

River valley reservoirs, such as the Sau reserffog. 1), are often large and
narrow, receiving water from a single river inflowhese reservoirs have important
longitudinal changes controlled by the river intoms across them (Hejzlar &
Straskraba, 1989). Thus we can define reservoitg/lasd systems between rivers and
lakes (Margalef, 1983), with a progressive transftion from a river to a lake system,
not only in the environmental variables but also ftineir morphology and
hydrodynamics characteristics. In general, a resergcan be divided along the
longitudinal axis into three zones (Kimmel et &B90): the riverine zone, the transition
zone and the lacustrine zone. The riverine zoreh#&acterized by higher flow, short
residence time, and high values of nutrients arsphesaded solids. The transition zone
where the river meets the reservoir is characternm@ehigh phytoplankton productivity,
decreasing flow velocity, increased water residesiceé large sedimentation. Finally,
the lacustrine zone consists of the area neardhewlith longer residence time, lower
available nutrients and lower suspended matter.bbDoadaries between the three zones
are not well defined and can be highly variablegsponse to inflow characteristics.
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Sau is a canyon-shaped reservoir, 18.5 km longuagnid 80m deep, situated in
the central segment of the River Ter, which is RG0long, and has its source in the
Pyrenees, in the northeast of Spain. Because ofatphology, it can be divided into
three hydrodynamic zones (Fig. 1). The hydrodynanu€ the lacustrine zone are
mainly dominated by the wind, which generates wirtven currents and internal
waves (see Chapters 1 and 2). The riverine anditi@m zones, however, are narrow,
meandering zones, sheltered from the wind; here, ligdrodynamic is mainly
dominated by the river inflow.

lacustrine

Figure 1- Situation of the measuring stations aldhg Sau Reservoir. The reservoir has been
divided into riverine, transition and lacustrineres.

The interaction of river inflows in aquatic systenssbased on the density
difference between the inflow and the main watedyhovhich generates overflows,
interflows or underflows. The interaction betweée tiver and the aquatic system is
important in determining the fate not only of nefris or sediments, but also that of
possible contaminants (Chung and Gu, 1998; Gu dnoh@; 2003). Single water events
have been widely studied and overflows (Csanad§4lbterflows (Fischer, 1983) and
underflows (Hebbert et al. 1979) have been destrii@ewise, entrainment and
turbulence of such systems has also been deternjP@timore et al. 2001, Baines
2001, Alavian (1986), among many others).

However, these events are not constant over tinteiaftow dynamics can

change. Carmack et al. (1986) described the mesimannfluencing in the river inflow
circulation and water mass distribution on bothoptic and seasonal scales. Seasonal
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circulation of inflows in aquatic systems has alsen reported by Carmack et al.
(1979) and Pickrill and Irwin (1982); the lattesaldescribed variations in the inflow
dynamics on short time scales together with the@®al variations.

Armengol et al. (1999) studied the long term ldugjnal processes associated
with the river circulation in the Sau reservoir.wimter, the inflow temperature is lower
than that of the reservoir resulting in an undevflarhis deep flow continues until
February, when the river temperature rises faktan the surface water of the reservoir,
resulting in an overflow. From February to April-iahe surface flow corresponds to
the start of the spring phytoplankton bloom duéhintroduction of nutrients into the
photic zone. The transition between spring and semacharacterized by an interflow
that sinks progressively until mid November whenrgtaches the bottom as an
underflow.

We will show in this paper that the hydrodynamitshe river inflow in the Sau
reservoir is not only affected by seasonal vamegjdout also by synoptic variations. The
quick response of the river temperature to dailg ahort term variations (days to
weeks) make the river-reservoir interaction a highfnamic system. Likewise, the fate
and transport of the river-born incoming nutrierdsd therefore the phytoplankton
evolution, will depend on the inflow dynamics. Dhgithe survey period, algae blooms
in zones with high nutrient concentration were fwand these were related to the
hydrodynamics of the river inflow. Therefore, ounderstanding of the coupling
between the inflow physics and the biological peses was clearly enhanced.

Material and Methods

The survey was carried out between th& 26ly to the ' August, 2005 (207-
215 Julian day); during this period CTD profilesrev¢éaken from station s1 to s15 (see
Figure 1) on days 207, 209, 210, 212 and 213. Adsoday 212, ADCP transects at
stations sl to s9, in a direction perpendiculath river direction, were carried out
(three at each station). A thermistor string andA&TP were also deployed at station
s6 during the survey. The thermistor string was posed of ten thermistors taking
measurements evehalf meter between 0.5 m and 5 m, with a samplinigrval of 2
minutes. The ADCP was deployed in the water surfadth the beams facing
downward with an interval rate of 10 min and a s&tk of 20 cm. To obtain our data,
we used a Seabird 19 plus CTD, coupled witardidimeter and a fluorimeter; a 600
kHz, RDI sentinel ADCP (set to high resolution mdsleduring the survey) and an
AANDERAA Tr7 thermistor string. Finally water sanegl at stations s1 and s9 were
taken during day 209 and chlorophyll and nutrienése measured in the laboratory
using standard procedures. Meteorological data sigsplied both from a nearby
automatic meteorological station in the river Ted grom the station placed in the
lacustrine part of the reservoir (Fig. 1). Finaligmperature, conductivity and nutrients
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in the river were obtained from an automatic statlocated approximately 5 km
upriver.

To compare field data with model simulations, thatev quality model
CAEDYM coupled with the 3D model ELCOM was usede(ske introduction to this
thesis for a detailed description of these models).

Results

The inflow dynamics is governed by the densityeté#hce between the river and
the reservoir, while temperature is usually themfactor controlling density. The river
temperature is highly dependent on the air temperaiquickly responding to short
term variations in the latter (Fig. 2A). During thervey, the river inflow was around 2
to 3 nt st (Fig. 2B) and the outflow, which was intermittewas normally higher than
the inflow so the water level was decreasing thhoug the survey. The conductivity of
the river (Fig. 2C), despite of showing pronounpeaks at different times during the
survey, was always higher that the ambient resenanductivity, and then, it can be
used as a tracer of the inflow. Phosphorous, usllysthe limiting factor of the algal
growth in Sau (Armengol et al. 1999) and is showefijure 2D.

sutvey period
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Figure 2- Evolution of (A) river temperature and &mperature from Julian day 190
(2005) till 220 (2005). (B): inflow and outflow. YGiver conductivity and (D): concentration of
total phosphorus in the river.
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Description of Dynamics

The last days of July 2005 were quite warm daysaasbe seen in Fig 2A. The
dynamics of the river inflow into the reservoir, nmemainly influenced by the
temperature variation, and therefore recording itifeience of the meteorological
variations on the inflow dynamics was straightforva-ig. 2A shows that the response
time of the river temperature to changes in airpgerature is very short and occurs at
different time scales, from daily to longer perioddso, as the response of the river
temperature is faster than the ambient reservoitenvahe river insertion into the
reservoir alternated between overflow and interflove the day went on, the river
became warmer, eventually reaching temperaturesasito those of the surface water
of the reservoir, thus generating an overflow ia #iternoon and early in the night.
However, during the night, the river became coldlesan the water surface and
eventually, late in the night and morning an underfintruding at a depth of between 6
and 7 metres occurred.

During the survey, the intersection of the rivethwihe reservoir, where the
plunge point occurred, was located between stas@rend s3 (Fig. 1). The dynamics of
the inflow can be observed by looking at the davanfthe ADCP and the temperature
string, deployed at station s6 (Fig. 3). Figure Sifows the velocity profiles during
Julian days 208 - 210, where positive values irtdithat the river flowed towards the
dam. Here it is clear how the inflow changes framuaderflow to an overflow with
positive velocity values as the inflow moves frdme bottom to the surface. Black lines
in Figures 3A and 3B show the central positionla# tnflow, as estimated from the
ADCP measurements. During the underflow episodalsl, dense water from the river
goes into the warmer water of the reservoir; andnduthe overflow episodes, warm
water from the river displaces the surface watehefreservoir, as shown in Figure 3B.
In both processes, an upstream current is geneeatddwater from the reservoir is
entrained in the inflow, especially at the plungénpwhere the mixing is greater. That
is, during the overflow events, cold water from &wlayers travelled upstream
(negative values in Fig. 3a) and during the underfevents, water from the surface of
the reservoir travelled upstream. At station s@& Wmater column stratified during
overflow and underflow events and the stratificatdecreases during the transition of
such events (Fig. 3b). In Figures 3D to 3F, asditE representation of these events is
presented. Note that the time delay between arflowe(Fig. 3D) and an underflow
(Fig. 3E) is 12h, and that the underflow becamenterflow when it separated from the
bottom. Finally, Figure 3F shows the transitionwestn overflow and underflow.

The CTD measurements, together with the ADCP measemts carried out
during the morning of 31 Jul 05 (Julian day 212ewtan interflow situation occurred,
are presented in Fig. 4 Unfortunately, we do reatehmeasurements in the afternoons
and nights, when overflows occurred and therefor&urther comparison can be made.
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Day 208
T-chain + ADCP n

Day 208.5
T-chain + ADCF E

Day 208.25

1L B Cold water
i ——— —> Inflow
N 208 2085 209 2095 210 2105 211 — UI:GtIEﬂIH
Dy

Figure 3-(A) Evolution of the temperature columnstdtions s6. (B) Evolution of the
velocity in the water column at station 6. (C) Esan of the gradient Richardson number at
station 6. Black line indicates approximately tlemical position of the inflow. (D), (E) and (F)
represent the overflow, interflow and transitioreets occurring at day 209, 209.5 and 209.25
respectively.

Based on the velocity profiles, represented byatinews in Figure 4, the inflow
evolution can be represented (see the green caenitodihe figure). When the interflow
occurred, the temperature of the river was lowantthe ambient surface temperature
and the inflow plunged at about 1000m from stasdn(Fig. 4A). Then, the inflow
behaved as an underflow until at aprox. 6m depth 2000 m length, it reached the
insertion point. High values of turbidity (Fig 4Bjre associated with resuspension due
to the presence of the underflow; however, aftseiition, sedimentation took place and
turbidity decreases. Inflow conductivity (Fig 4@gspite being quite variable, is higher
than the conductivity of the reservoir water and tteerefore be used as a natural tracer
High conductivity values in the bottom can be htited to the inflow, however, the
high conductivity values occurring at the surfacdayers up te= 3000m long, surely
correspond to past overflow events that have begtting inflowing water into the
surface. The Chlorophyll-a values (Fig. 4D) arerahterized by two main peaks. The
first one is clearly located in the plunge zone mehéhe river converges with the
ambient water and the accumulation of matter frdv@a ambient water, including
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phytoplankton, is expected. Part of this Chloropleyitrains into the inflow and is
dragged to the bottom, as can be seen in Fig. #B.s€cond, higher peak, with values
of more than 100 mg/m3, is located at around 3CRIBA/ distance coinciding with the
head of the overflow events. This peak will be axpd in detail in théiological
consequencesection (below).
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Figure 4. Longitudinal contours following the thaw during day 212 of (A)
Temperature, (B) Turbidity, (C) Conductivity and) (Ohlorophyll. Black arrows show velocity
profiles while green contour shows the estimatéeriltow position.

Interaction between the river and the internal wave

As the internal waves described in Chapter 2 atexk by the wind in the
lacustrine zone and penetrate the meandering aitbidd zone, a possible relationship
between the seiching and inflow phenomena can eeutgted. The cold water, (below
23°C) reaching the bottom thermistors at s6 (Fiyj.8Bring the overflow events, seems
most probably to originate from the internal wavbescause the overflow-induced
upstream current (Fig. 3D) could not account feréntrainment of such a cold water in
the deepest layers.

In the lacustrine area, internal waves are prodbgeithe daily wind forcing (see
Chapter 2), but in the riverine and transition Znehich are sheltered from the wind,
the inflow itself can also generate an internal véallowing the mechanism explained
in Fig. 5. In the morning, the momentum of the maag underflow pushes down the
ambient water generating a tilting in the ambieatex isopycnals (Fig. 5A). When the
underflow begins to change to an overflow, buoyafarges will tend to restore the
tilted isotherm to the horizontal position (Fig.)5Bnoreover, inertial forces can make
the tilting go further, producing the situation smoin Fig. 5C. This process can
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promote a 24h period internal wave, that can bepleauwith the 24h internal wave
generated in the lacustrine area. This is alsonaatlin Fig. 5.

As explained in Chapter 2, during the morning,ha tacustrine area, the wind
blows towards the dam while riverine and transitzomes are sheltered. This generates
the tilting of the isotherms in the lacustrine zamel also in the sheltered zone (Fig 5A).
Note that, ahead the insertion, the tilting of thesotherms produced by the two
mechanisms mentioned above, can be appreciatedgidA. In the afternoon, the
direction of the wind changes, inducing an H2 basiale internal wave because the
wave has two horizontal nodes. Although the maienagn the generation of the
internal wave is the wind, more research would lezessary to examine the
contribution of the inflow to the wave.

lShﬂlteredzcme | Il&custn'.ne zong IShelteredzu:nma | Il&custri.ne zong IShelteredzu:me | Il&custn'.ne zZone
I 11 1 11 11 11 1

&

Figure 5. Schematic representation of the intermadve produced during the (A)
morning, (B) afternoon and (C) night. Black arrossows water and air movement, while
brown arrows shows seiching movement.

Up to now, we have seen that, during the last ddykuly, the inflow dynamics
were highly variable. Now, we will look at the plga and biological consequences of
this variability.

Physical consequences

Having a better understanding of how the inflow @sixvith and merges into the
reservoir is crucial in understanding how nutriest&ny possible contaminants will be
distributed or diluted throughout the reservoirrégent years, a great deal of effort has
gone into determining the inflow entrainment cazénts (Dallimore 2001, Hebbert et
al. 1979,Ellison & Turner 1959, Atkinson 1988). In the caskthe Sau reservoir,
however, the highly variable inflow, with the daimriation from overflow to interflow,
makes it quite difficult to determine such coefficis. One way to estimate the
entrainment coefficients is to measure the dilutioh natural tracers, such as
conductivity. In our case, this is quite difficldecause mixing will depend not only on
the difference between the inflow and the ambiamnegrent water, but also on the
difference between the inflow and the water frore fireceding inflow event. For
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example, the entrained water during an underfloenecomes also from the preceding
overflow event and therefore the tracer concemtnas directly affected by the previous

inflows. Nevertheless, using the data collectednduour survey, we can get some idea
of what is going on during the mixing process.

Vel (cm sh)
Eeservoir litnit 15

l Present limit

Figure 6. ADCP transects carried out during day 212

Figure 6 shows some of the ADCP velocity transeatsed out in August, 2005
(Julian day 212), during an interflow situation.eTpositive velocity values correspond
to the inflow while the negative values correspdondthe upstream current that is
generated. The total flow rate, Q, can be calcdlbteusing:

N
Q=[[uds=) U, (aay), (5.1)
i=1
where the cross sectional area S have been disctatith the cells&xAy); obtained
in the ADCP measurementd, is the velocity measured in the celandN is the total

number of cells.

As ADCP is not able to measure water velocity ribarsurface and close to the
bottom, so some assumptions have to be made.
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The missing ADCP data were extrapolated aftein§jita curve to the original
data. Two examples of such a fitting, correspondmgtations s1 (before the plunge
point) and s5 (after the plunge point) are showRigure 7. Notice that after the plunge
point, the velocity in the surface layer is negatilue to the upstream current generated.
A flow average over the total 9 transects givealae of 3.26+ 0.4 ni/s.

Extrapolated zor

* ADCP| |
— Fitted

Depth (m)

/,

0.05 0.1 0.15 02 -01 -0.05 0 005 0.1
Velocity (cm 1) Velocity (cm %)

Figure 7. Curve fittings and extrapolated valuesdiso fill the ADCP data gaps in the
flow rate calculations.

ADCP transects can be used to estimate the dilatidne river as it merges into
the reservoir. It is of interest to estimate tHatwn coefficient of the river at the plunge
point, because of the high degree of mixing thie¢$gplace there. 1Qo andQd are the
inflows before and after the plunge point respa&tyivthe dilution coefficient will be:
/=Qd/Qo. The flow rateQo is obtained from the average of the 3 transeatsechout
at station s1, just before the plunge point. Likew@Qd is obtained in the same way but
at station s4. To calculate the inflow rate, onbgipfive values of the velocity should be
taken into account; negative values would corredgorthe upstream current @d and
should therefore be disregarded. The dilution coiefit obtained wag =~ Qd/Qo~=
4.11/ 3.26= 1.26. For flow regimes attached to both wall$inkmn et al. (1989) found
N < 1.3, i.e. dilutions of less than 30%. Elder &ddnderlich (1973) reported values of
1.02 to 1.04 for the Chilhowee Reservoir and 1.3.46 for the Norris reservoir. Initial
mixing values of 1.04 to 1.28 were given by Ford dohnson (1983) in the DeGray
Lake in Arkansas. Nevertheless, as the dynamitseofiver in the Sau reservoir change
very quickly, so will the dilution coefficient artierefore the valuE=1.26 will change
as the interflow changes to overflow.
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After the plunge point, both the dilution coeffiote ' and the entrainment
coefficient €) (defined a& :% wherew, is the entrainment velocity, and U is the

mean underflow velocity) are difficult to measurechuse of the large errors resulting
from using the data of the ADCP in comparison vétitrainment values. Ellison and
Turner (1959) found that the underflow entrainmepgfficient was a decreasing
function of the bulk Richardson numtfet,

E= Vl‘J' = E(RI™), (5.2)

wherek is a constant between 0 and 3/2, Biadg defined as:

g'h

U2

Ri=

cosa, (5.3)

whereg’ = g(oa - p)/ pa is the buoyancy based on the excess in densithieottrrent
over the ambient densijg, g is the acceleration of gravita,is the depth of the inflow
anda is the bottom slope.

In the case of Sau, as the river is highly dynarswatching from overflow to
interflow. it is also interesting to estimate howkimg changes in the water column. For
this reason, instead of the bulk Ri number, it estdr to use the gradient Richardson
defined as:

N*(2)

RI@) = 10 a7

(5.4)

whereN? = (gdo)/( p d2) is the buoyancy frequency. The gradient Richardsmmber is

essentially a ratio between the potential energy thixing must overcome and the
kinetic energy available in the shear flow. Theicali Richardson number, below which
mixing takes place is Ri~ 0.25, although values between 0.2 and 1 hase teported;
large values indicates stability.

Figure 3C shows a profile of the gradient Richandsomber obtained at station
s6 from the ADCP and thermistor string data. Inarfildw situations, low Richardson
numbers occurred at the interface of the underfiatli the upstream current (ambient
water). The interface was located at depths ofrat@i- 4m. Here, the shear is high and
therefore mixing was enhanced. Likewise, during thwerflows, low Richardson
numbers are found at depths of around 1 - 2m,eaintierface of the overflow with the
upstream current.
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In the transition between overflows and underflolesy Richardson numbers
were displaced vertically through the water colu@inthe same time that stratification
weakened, decreasing the buoyancy (Fig. 3C). Sugtixang activity, involving the
whole water column, contrasts with the most commodescribed continuous
underflow or overflow events where the mixing aityivs less pronounced (Dallimore,
2001). In our case, in the first few kilometrestod reservoir, from station sl to station
s8-s9, the inflow water is distributed in the whalater column; this is apparent from
the high values of conductivity in Fig. 8A. Alsonaher effect of such a dynamic
system is the increase in the travel time of tHeowing water to the dam, i.e., the
retention time of the river water in the reservoir.

The retention time of a river in a reservoir is aigu calculated as the quotient
between the reservoir volume and the inflow ratewkver, Rueda et al. (2006)
improved the way of calculating the retention timehe Sau reservoir by using the 1-
D numerical model DYRESM (Imberger and Patters@&381) which takes into account,
on a daily time scale, the insertion level of thwerin the reservoir. However, we have
seen that the insertion of the river changes omatar time scale and the mixing
associated with the inflow oscillations of the riieom underflow to overflow will
increase the retention time of the river furthemthhat predicted by the 1Dmodel.

Biological consequences

From a water quality point of view, it is importatd know how the river
nutrients will be distributed along the reservaiddhe effect of such nutrients over the
phytoplankton populations. Armengol et al. (19983 £omerma (2003) described the
longitudinal differences in the nutrient distribirii in the reservoir. As the input of
nutrients from the River Ter is high, it is impartdao know how they will be distributed
throughout the reservoir, in order to be able &dmmt the phytoplankton evolution. The
oscillating dynamics of the inflow mean that newtriants are injected everyday into
the reservoir surface. When the injected waterh rin nutrients but poor in
phytoplankton, encounters the eutrophic quiesceservoir water, conditions for
phytoplankton growth are excellent. As conductivaan be used as a tracer of the river
water, we can measure it, as it follows the thalwegrder to explain the progression
or evolution of the river and the head of the itgelcoverflows (Fig. 8A). A bloom of
phytoplankton located around station s9 (4 kmhathead of the injected overflowing
water can be appreciated in Fig. 8B. Concentratmindissolved phosphorus (0.172
mg/L) and nitrogen (3.1 mg/L) measured on day 208tation s9 (see methods) were
high enough to allow the formation of the algaldsto

Water samples showed that the bloom found at stetth was dominated by

cyanobacteria (especialli)oronichia naegelianand Aphanizomenon issatschenko
minor concentration).  Insignificant concentratio$ other species Ahabaena
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spiroides dinoflagellates: Peridiniopsis elpatiewskyi Peridinium umbonatum
Gymnodinium sp cryptophytas:Cryptomonas marssoniichlorophytas:Cosmarium
reniforme Pediastrum simplex Phacotus lenticularis Scenedesmus acufus
Scenedesmus ecornisScenedesmus spicatusvere also found. Although the
cyanobacteria Aphanizomenon issatschenksiable to fix atmospheric nitrogen, the
inflow concentration of this dissolved nutrient walseady high enough for the algal
growth.

Phytoplankton concentrations in the river are msicialler than in the reservoir
and no dominant population was found. River watemges showed diatoms
(Cyclotella meneghinianaNitzschia acicularis Stephanodiscus hantzschiisome
benthonic diatoms dragged up from the botto@eratoneis arcus Cocconeis
placentula etc.) and minor concentrations of chlorophy@selastrum astroideum
Chlamydomonas spDictyosphaerium pulchellupPediastrum boryanupscenedesmus
acuminatusScenedesmus spinokus

Stations
QLiidss 7 g ] 17

Conductivity (WS corly

Chlorophyll (mgfm®)

Length (Km)

Figure 8- Longitudinal contour of (A) conductiviagnd (B) Chlorophyll following the
thalweg during day 209.

The hydrodynamic variability associated with bi@sm#uctuation found in the
Sau reservoir can be compared with tide-generaleoihis found in some estuaries.
Cloern (1991) demonstrated that phytoplankton besmaay fluctuate on a daily to
weekly time scale and that much of this variabilisy associated with tides. He
suggested that the daily variations in the ratgesfical mixing by tidal stirring might

145



Inflow dynamics

control phytoplankton bloom dynamics in some es@sarThis behaviour is similar to
what we found in the Sau reservoir where the fagrcagent is the variation in
temperature which induces the variability of thesriinflow.

The concentration of the bloom changed duringstiveey and peaked on day
209 (Fig. 8B). From this day on, it started to @ase, probably as a result of the
shadow effect produced by such high concentratianging the first days of the
survey, the location of the bloom was nearly camstaut on day 212, it started to move
towards the plunge point, following the upstreanrent. This can be explained by the
decrease in river temperature that took place fday 212 onwards (Fig 2A). At that
time, the overflow events also decreased and tieefliow events were dominant. The
upstream current generated by the interflows degalathe bloom slowly towards the
plunge point;

Furthermore, a smaller chlorophyll peak was foanound station s14 (Fig.
8b), where the sheltered and the lacustrine zomes (fig. 5A). Two hypothesis can be
proposed to explain the availability of nutrienéguired for this peak to be produced:
As the interflow travelled through the reservdinvas getting lighter due to the warmer
water entraining into the inflow, so that the ifi@v slowly rose, as can be observed in
Fig 8A, and nutrients were available for these pagans in the euphotic zone (a
similar behaviour was described by Fischer et 4888) where nutrients from an
interflow reached the water surface). A second hygsis for the nutrient availability is
the upwelling produced by wind-driven currents trattzone (see Fig. 5A). More
research is needed to explain the contributiomese two proposed mechanisms to this
chlorophyll peak.

Numerical Modelling

Algae blooms, especially cyanobacteria, may bectaxid can generate certain
diseases (Codd et al. 1999). For example, in tharbye Boadella reservoir, a
cyanobacteria bloom caused a social alarm in 1@*serba, 1993). Therefore,
understanding the location and the conditions iicivthese blooms are generated may
be valuable from an ecological and human healtimtpoi view. Here we will try to
simulate the bloom event occurring in the last dafyguly 2005 by using a numerical
model CAEDYM coupled with the Hydrodynamic model GDM (ELCOM-
CAEDYM). Other authors have successfully simulapégtoplankton evolution using
this model (Romero et al. 2004, Chan et al., 20B®pson and Hamilton (2004) also
simulated a bloom event of cyanobacteméicfocistys aeruginosaoccurring in the
Swan river estuary (Western Australia). Morillo @t (Accepted) believe that the
ELCOM model is a valuable tool for applying diffatestrategies aimed at modifying
the transport timescales and dilution capacity tdke. Likewise, Hipsey et al. (2004)
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defined the ELCOM-CAEDYM model as a new tool foskimanagement in the
occurrence of bloom events of the to&igyptosporidiumalgae.

CAEDYM is an ecological model which simulates upfiwe phytoplankton
groups, together with nitrogen, phosphorus and erydynamics and transport. In our
case, however, only one group was simulated sitee loom was completely
dominated by cyanobacteria. The model can alsolateumacrophytes, zooplankton,
fish and benthic invertebrates. However, such pimis were disregarded since they
most probably do not have much relevance in themvesl bloom. The main equations
used in CAEDYM with relevance to the cyanobactgopulation are shown in Table 1.

Rate of change of phytoplankton concentration (tigaan™ per day):

0A V.
1 = =k f(T)+ -
ot & q F(T)

—
growth  respiratian

A +resuspensin
——
settling

Phytoplankton growth rate (per day):
Hi = 5 (T) e min[£ (1), T(N), T(P)]

Temperature limitation: hd3phorus limitation:
fi (T) = BT—ZO + ek(T—a) + b f(P) - FRP
FRP+K
Nitrogen limitation: Light limitation:
NH, + NO;
f(N)=—Ha * NO, f(I):l—exr{—lj
NH, + NO; + K, I
Temperature factor:
fm=6""*
A Phytoplankton Concentration
I Irradiance
NH;"  Ammonium
NOs;  Nitrate

FRP  Filterable reactive phosphorus

Table 1. Main equations used in CAEDYM

The main parameters used in the model are summdaiizdable 2. It is difficult
to simulate the observed values of the chloroplmjtiom exactly because of the
uncertainty about which parameters to use for ftiflerdnt species and because the
initial condition of nutrients is unknown. Theredorinstead of trying to reproduce the
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bloom exactly, our goal will be to gain insightaonthe cyanobacteria response to a
highly dynamic system, such as the one found in Sha reservoir. Also, we will
evaluate the ecological response of the model ¢oifflow dynamics, especially for
predicting bloom events, which is always importdot water management. The
parameters used in CAEDYM were those used by RoaadrHamilton (2004) for the
cyanobacteriaMicrocistys aeruginosawhich has been previously reported in Sau
reservoir (Armengol et al. 1999), aacdtyanobacteria similar #Woronichia naegeliana
For further description of the biochemical assuoniapplied the reader is referred to
the papers of Robson and Hamilton (2004) or Roreerd. (2004).

The hydrodynamic model ELCOM was run using a uniférorizontal 20 x 20m
grid, with a previously straightened bathymetry diges and Imberger, 2001). Different
cell sizes were used in the vertical plane witthhigsolution (0.25m cells) in the first
few meters and increasingly lower resolution (udno cells) in the deeper layers. The
simulation began by assuming an homogeneous lahgélreservoir state and using
the main vertical values of temperature and chloyipobtained during the survey at
stations s10-s15 on day 202. Initial nutrientsha teservoir were set to mean values
obtained in July at the reservoir during the yd£85-1997 (Armengol et al.1999). The
input data included daily inflow and outflow ratésurly nutrients, temperature and
conductivity from the automatic station in the River and hourly meteorological data
from the reservoir's meteorological station (sesthnods)..

Parameter Value Description

Kii 0.08 Respiration rate coefficient (per day)

Vi -0.01 Algal settling velocities (m per day)

i 1.2 Maximum specific growth rate at 20 °C (per day)

o 1.08 Temperature multiplier for temperature limitationptfytoplankton growth

k 2.19 Coefficient for temperature limitation function foiphytoplankton
(dimensionless)

a 30.095 Coefficient for temperature limitation function foiphytoplankton
(dimensionless)

b 0.182 Coefficient for temperature limitation function foiphytoplankton
(dimensionless)

Kpi 6 Half-saturation constant for phosphorus uptake iy

Kni 30 Half-saturation constant for nitrogen uptake (mg) m

Iki 500 Irradiance parameter for non-photoinhibited phyaogton growth §Em?

)

Table 2. Main parameters used in CAEDYM

Simulations started on day 202.5. Figure 9 showiseaday evolution of total
phosphorus, the usual limiting nutrient, and chbbrgl. It can be seen how the model is
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able to reproduce the overflow and interflow fliation and how inflowing water, rich
in phosphorous, is injected at the surface andeairisertion depth.

On day 203.5 (Fig 9A) the head of the surface dwerfand the head of the
interflow (at a depth of approximately 4m) are digaeen. As the inflow evolves, from
day 202.5 to day 207.5) the overflow head had tledea distance of about 4 km and
seemed to stop at that position, while the interfleead slowly advanced towards the
dam (Fig 9A). Also, a cyanobacteria bloom is getestavhere the head of the overflow
is located, (Fig. 9b). It is important to point dbat the bloom was formed where the
water from the river (rich in nutrients and poorcyanobacteria) encountered the water
from the reservoir (poor in nutrients but rich yaoobacteria). Therefore, the model is
able to predict the bloom observed in the fieldreyr(compare Fig. 8 with Fig. 9).
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Figure 9. Evolution of Phosphorous Vs Chlorophydtained with ELCOM-CAEDYM,
starting from homogeneous conditions at day 202.5.

The model has shown itself to be able not onlystidve the changing
hydrodynamics of the inflow, but also the phytogd@mm response of the reservoir. We
can therefore say that the ELCOM-CAEDYM model canabuseful tool for predicting
bloom events, as well as intrusion of possible @mmants. Furthermore, the model can
also provide us with information about the retemtiione of the river in the reservoir or
about the inflowing water distribution througholetreservoir.

Conclusions
River inflow temperature is directly affected bljost term variations in the

weather conditions and by the daily warming-coolaygle. Such variations cause the
river density to fluctuate, generating a highly dgmc system. During the last, warm,
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days of July in the year 2005, the daily fluctuatimade the inflow switch between
overflow and interflow. This fluctuation increasdige vertical mixing in the water

column in the interaction zone between the rived #me reservoir. The fate of the
incoming nutrients from the river depends on thow dynamics, and during the last
days of July, these dynamics were responsible foloam event at the head of the
overflow events where the nutrient rich water frim river mixed with the eutrophic

ambient water of the reservoir. With this study, have also demonstrated that the
inflow dynamics can be highly variable, with fluations on short time scales. Also, the
inflow dynamics appear to be a determining faatothie phytoplankton response in the
reservoir. Likewise, bloom episodes can be asstiat specific inflow events. Using

numerical models, such as ELCOM-CAEDYM, these evetdn be simulated or

predicted.
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GENERAL CONCLUSIONS

By means of field experiments and the applicatibmwmerical models, the
hydrodynamic response of the Sau Reservoir to extdorcing has been determined.
The two main forcing mechanisms are wind forcingl aiver inflow. In general,
reservoirs have an open zone close to the dam amairaw and meandering zone
upriver. In the open zone, the reservoir is maaffected by wind forcing, while in the
meandering zone, sheltered from the wind, the rfaairing mechanism is river inflow.
Both mechanisms are also subject to different attgwns between them. The wind
forcing generates basin-scale internal waves whigeriver inflow generates density-
driven currents. These are some of the specificlasions:

» In the Sau Reservoir, and generally in Mediterraneservoirs, with large heat
fluxes and deep submerged withdrawal structuresmidma large volumes of
water, the thermal structure is characterized ®pdeetalimnetic layers, and the
stratification is nearly continuous (linear). Underch conditions, almost every
vertical mode of basin-scale internal waves, iniclgchigh vertical modes, can
be excited by wind events.

» The 24-hour sea breeze and the associated 12-bbypesiod, so common in
Mediterranean reservoirs, may generate resonanoatural basin modes that
have similar natural periods. The wind periodisitigay an important role in
determining the dominant modes since modes withlaimvind periods are
amplified.

» The natural period of the modes tends to decreassummer stratification
develops and buoyancy increases. That means tjtagrhvertical modes may be
excited by resonance from a fixed wind with a 24whperiod as stratification
evolves; in this way, higher vertical modes mayfbend at the end of the
summer season when stratification is completelyetigped. That is the case of
the Sau and Beznar reservoirs where, as the sumdvances, higher vertical
modes are excited (V2 to V3 in Sau, and V3 to VBa&znar).

» Non-resonant modes, especially low modes, maylasexcited; however, they
contain much less energy than resonant modes.

» Vertical oscillations and horizontal advection pwodd by the wind-driven

currents and basin-scale internal waves deterntimea large degree, the
phytoplankton distribution, and may generate hejeneities.
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General conclusions

» The river responds faster to meteorological valiigbihan the reservoir does;
this makes the river inflow a highly dynamic systetith the insertion changing
at a daily timescale. The stirring induced by thigoiw variability increases the
mixing between the river and the reservoir. Whea thflow enters as an

overflow, nutrients are injected into the euphoticne and phytoplankton
blooms are generated.

» Three-dimensional hydrodynamic models coupled witblogical models can
reproduce such events and are therefore interesing in water management.
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