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“Half of the people can be part right all of the time,
Some of the people can be all right part of the time,
But all of the people can't be all right all of the time.
| think Abraham Lincoln said that. ”

Bob Dylan
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Abstract

In this Thesis we present an argument-based mod&abELAIM — intended to provide a
setting for heterogeneous agents to deliberate on whethepmsed action is safe. That
is, whether or not a proposed action is expected to cause gndesirable side effect that
will justify not to undertake the proposed action. This istigalarly relevant in safety-
critical environments where the consequences ensuingdromappropriate action may be
catastrophic.

For the practical realisation of the deliberations the nhdelatures a mediator agent
with three main tasksl) guide the participating agents in what their valid arguragon
moves are at each stage of the deliberat®rdecide whether submitted arguments should
be accepted on the basis of their relevance; and firigligyaluate the accepted arguments
in order to provide an assessment on whether the proposiet atiould or should not be
undertaken, where the argument evaluation is based on daroagsented knowledge.@
guidelines and regulations), evidence and the decisiorersa&xpertise.

To motivateProCLAIM's practical value and generality the model is applied in two
scenarios: human organ transplantation and industrialewaser. In the former scenario,
ProCLAIM is used to facilitate the deliberation between two medicaitars on whether
an available organ for transplantation is or is not suitéiaex particular potential recipient
(i.e. whether it is safe to transplant the organ). In the later @tena number of agents
deliberate on whether an industrial discharge is envirorially safe.
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Chapter 1

Introduction

Deciding whether a proposed action is safe is of particudduwerin safety-critical domains
where the consequences ensuing fromrang action may be catastrophic. Guidelines in
such sensitive environments usually exist and are createdh iattempt to minimise haz-
ardous decisions, and thus direct decision makers on widat tth some contexts however,
decision makers are experts in the domain and may well peogoisons that, although de-
viating from the guidelines, or common consented knowledge appropriate and thus,
should be performed. Similarly, decision makers may preuvadertaking actions believed
to be unsafe despite being compliant with guidelines. Funttore, some scenarios require
the participation of several agents, experts in differepeats of the problem, in deciding
whether a proposed action should or should not be performed.

Despite the critical nature of the decisions to be takerselueliberations among spe-
cialist agents are not always possible because of a lackeo&pipropriate support. We
believe that Multi-Agent technology together with argurtation technics can make these
deliberations less time consuming and enhance the pdtsibila successful outcome,
while accounting for the domain’s consented knowledge.

The main objective of this work is to provide frameworks foe foractical realisation of
such deliberations, in order to;

e Make the deliberation effective and efficient by,

— focusing on the relevant matters to be discussed, and
— facilitating participation and exchange of arguments agnagents, both human
and artificial, where the latter may automate part or thditptaf the process.
e Provide means to evaluate the outcome of the exchanged argsion the basis of:

— Their content: accounting for domain knowledgeg. guidelines.

— Their use in previous deliberation: accounting for thelscasated empirical
evidence.

— Who endorse them: the role and/or reputation of the agentbiea the strength
of the submitted arguments.

13



14 CHAPTER 1. INTRODUCTION

1.1 Deliberating Over Safety-Critical Actions

Safety critical actions such as transplanting an organ taricplar patient or to spill an
industrial wastewater discharge require an extra obbgato ensure that no undesirable
side effects will be caused, as these side effects may beetitd df the patient or a severe
impact on the effluvial ecosystem. To minimise harm, choitsafety-critical actions are
usually governed by guidelines and regulations that ddecision makers on what to do.
However, strict adherence to such domain consented kngelethy not always be conve-
nient. For instance, in the transplant domain, strict aglinge to conventional guidelines,
regarding the criteria for donor and organ eligibility foansplantation, results in a pro-
gressive undersupply of available organs with the resuligriificantly extended waiting
times and increased mortality of those on waiting lists [18®&mains such as organ trans-
plantation or wastewater management are highly complexagidly evolve, thus common
consented knowledge cannot be expected to be always uge@nd account for all pos-
sible circumstancés Hence, decision makers that are experts in these doméaimsidsbe
able to deviate from guidelines, in so far as their decisemeswell justified and supported
by empirical evidence.

Furthermore, some safety-critical actions require theigpation of several agents,
experts in different aspects of the problem, for decidingtlibr or not their performance is
safe. For example, an organ available for transplantatidieiter judged as suitable or not
for a given recipient, if experts at the donor site jointligda decision with the experts at the
recipient site, which may be located in a different hospitdB]. Despite the added value of
joint decision making among experts, this requirement caalways be met. Without the
appropriate support, the deliberation among experts orthgha proposed action is safe or
not is time consuming and has no guarantee of a successttdrat Thus, any decision
support systems intended to assist experts in decidinghehet safety-critical action can
be performed without causing severe undesirable sidetgffiewist take into account that:

e Decisions on whether or not to perform a safety-criticalcscshould be well justi-
fied.

e Guidelines and regulations are important, but strict asinez to them does not always
warrant safety or determine the best decision.

e Empirical evidence plays an important role in safety-cattidecision making.

e Decision makers may be experts in the domain. While theirs@tshould be sub-
jected to guidelines, they should be able to deviate fronveotional guidelines in
special circumstances.

e Several experts may be required to participate in the delilee on whether or not
the proposed action is safe, in which case one should tak@auount that:

!For example, Transplant organisations periodically mitihe consented organ acceptability criteria. How-
ever, these criteria rapidly evolve because of the reseestéffort in extending them to reduce organ discards.
Hence, the more advanced transplant professionals magtddwdm consented criteria.
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— Decision makers may be in disagreement about whether tiomaetn safely be
performed or not.

— Decision makers, especially human experts, may not be abtsintain long
intensive deliberations. Furthermore, they may benefihfsupport in helping
them consider all available information.

— Participant agents are expected to be heterogeneous. fmmemay be hu-
mans while others may be artificial. Furthermore, artifieigénts may well be
diverse in their implementation given that different agemy be implemented
by different developers. It should be noted thattegerogeneouagents we do
not imply the deliberation occurs in an open environmentitéihe opposite,
we expect a highly regulated environment.

— Participants cannot be assumed to be skilled in argumentati

In this work we propose an argumentation-based moBebSLAIM — that provides
a principled way to address the above introduced problemat &) accounting for the
above requirements, provide support to experts in decidimgther or not a safety-critical
action can be performed without causing any undesirabke efifi@ct that would justify not
undertaking the proposed action.

In the following section we provide a brief background tousmgntation theory in Arti-
ficial Intelligence (Al). To latter, ir§1.3, give a chapter by chapter description of the content,
objectives and main contributions of this work. To finally§iL.4 provide a summary of the
main contributions of this Thesis.

1.2 Argumentation

The theory of argumentation is a rich, interdisciplinargaaof research straddling philos-
ophy, communication studies, linguistics, psychology ahdTraditionally, the focus has
been oninformal studies of argumentation and its role in natural human reagand dia-
logue. More formal logical accounts of argumentation haeently been proposed by the
Al community as a promising paradigm for modelling commarsgereasoning and com-
munication between rational agents. Let us now considergmeent as a set of premises
offered (informally) in support of a claim. For example:

Claim: The availabld ung should be transplanted mhn.

Because:

John is a patient whose quality of life may improve with the traasp of a suitable
lung

and
| ung is an available lung suitable fdrohn
and

if an suitable lung is available for a patient then it shoutdfansplanted.
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: Argument A is justified (accepted)

: Argument A is defeated (rejected)

OXORO

: Argument A is defensible (undecided)

@ ¢ Argument B attacks argument A
d) : A and B mutually attack each other

Figure 1.1: Graph of interacting arguments. According ®ititroduced exampled1 in an
argument in favour of an organ transpladg, attacksA1 arguing the donor of that organ has
Hepatitis C, which will cause the recipient to have Hepafitias well, which is undesirable.
Now A3 defendsAl arguing that the potential recipient already has Hepdgitis

Given this argument, which we can cdlll, it seems reasonable to accept the transplant
proposal. However, consider the counter-arguméht

A2: Thel ung is not suitable fodohn becausdhe donor of the lung hadepatitis C
which may be transmitted thohn andHepati ti s Cis a harmful forJohn

Furthermore, consider the counter-argumenti2o

A3: Hepatitis Cisnotharmful forJohn becausdohn already haglepatitis C.

Argumentation is the process whereby arguments are constructed and tdhlma
light of their interactions with other arguments. So, in #imve example, argumentsl,
A2 and A3 have been constructed.3 attacksA2 by contradicting a premise iA2, and A2
attacksA1l by contradicting a premise iA1. Given the arguments an their interaction, the
winning arguments can then be evaluated (see Figure 141d} attacked by42, but since
A2 is itself attacked by4d3, and the latter is not attacked, thdi and A3 are the winning
arguments. That is, the transplant can safely be perforraspiitg the donor’s Hepatitis C.

This example illustrates the modular nature of argumeariatiat most formal theories
(models) of argumentation adopt [178]: 1) arguments aretcocted in some underlying
logic that manipulates statements about the world; 2) aififiised interactions between ar-
guments are defined; 3) given the network of interactingraggts, the winning arguments
are evaluated.

The appeal of the argumentation paradigm resides in thistiire modular characteri-
sation that is akin to human modes of reasoning. Also, rewerks in Al, and computer
science community at large, have illustrated the poteftiatractable implementations of
logical models of argumentation [82, 78, 229], and the walgge of application of these
implementations in software systems [50, 183, 185].

Furthermore, the inherently dialectical nature of argutagon models provide princi-
pled ways in which to structure exchange of, and reasoningtabrguments for proposals
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and/or statements between human and/or artificial agents.

Consider the above example where instead of a single aggagiey in its own inter-
nal argumentation to arrive at a conclusion, we now have tyems involved in a dialogue.
Doctor Robert proposes argumetit, Doctor Dan argument2, and then Doctor Robert
counters with argumemt3. Hence, this argument exchange may represent a dialogue be-
tween two doctors deliberating on whether or not an availaiig is suitable fod ohn.

Of course, dialogues introduce an added dimension, in theedhat realistic dialogues
do not consist only in the exchange of arguments. Partitsparay challenge each others
arguments, requesting, for example, for evidence that dnerddoes indeed has Hepatitis
C. Also, participants may simply exchange contextual mfation that, although potentially
relevant for the argumentation, may not be modelled as aggtsn For example informing
that the donor is a 65 years old male. Namely, different tgbéscutions may be exchanged
and so, a protocol that defines the agents’ interaction ididdegue, what is usually term a
dialogue gamghas to be defined.

Yet another aspect in argumentation, is that it is not alviayisl to compute which the
winning arguments are, as in the network of arguments dapiatfigure 1.1c. Suppose we
define argumentsi2 and A3 as mutually attacking each other, as depicted in figure 1.1d.
Now we cannot conclude thatl and A3 are the winning arguments. In a sense, this sym-
metrical attack between the two arguments indicates thatatmoot point as to whether
the donor’s Hepatitis C is or is not a contraindication Jarhn. Typically, to resolve this
impasse a preference relation between the mutually attgekguments is assigned. So that
for example, ifA2 is preferred ta43, the donor's Hepatitis C is taken as a contraindication
and thus, the transplant is deemed unsafe. Howevdi3 i deemed preferred td2, the
transplant will be considered to be safe.ArOCLAIM, this preference relation will be de-
rived from the domain consented knowledge, the confidentteiagents’ knowledge about
the domain and on empirical evidence. Thus, for example tivelngéhe donor’s Hepatitis
C is a contraindication or not when the recipient alreadyHbegatitis C is decided on the
basis of the medical guidelines, the reputation of the plamé professionals that endorse
one or the other argument and on the basis of past recordddrdiransplant cases.

Argumentation has shown to be particularly suitable for elliy commonsense rea-
soning,i.e. reasoning with conflicting, uncertainty and incompleteoinfation [90, 135,
185]. These features are particularly relevant when reagaver actions and their safety:
as different experts may disagree with each other, as welitaghe domain’s guidelines, on
whether or not an action is safe. As illustrated in the aboeergle, Doctor Robert believes
the transplant can safely be performed, while Doctor Daretes the donor's Hepatitis C
is a contraindication. The decision making is also pervaddauncertainty, both on the ef-
fects (desirable and undesirable) of the proposed actimh®iathe circumstances in which
the proposed action is performeeld. whether or not the donor and/or recipient do, in fact,
have Hepatitis C). In the same way, some information, piiiytelevant for the decision
making may be missing, and even then, agents must still téikaladecision.

Finally, argumentation allows for computing the winningaments and thus propose
a solution. The domain consented knowledge, the trust iageats’ knowledge about the
domain and empirical evidence are taken into account in@alavay when assigning the
preference relation between the mutually attacking arguisne
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Hence,in theory, argumentation could readily be used to achieve the obgctof
this Thesis. However, a number of pragmatic issues must lvedsavhen proposing an
argumentation-based deliberation for a, real-life, pcatuse.

Firstly, it cannot be assumed that participants are expeasgjumentation, namely, that
they are able to

o efficientlyidentify ALL the lines of reasoning relevant for the probleinhad. That
is, identify the relevant replies to previous submittedaijae moves. And so, in
particular, ignore those replies that, although legaliydtom the viewpoint of the
underlying model of argumentation, are irrelevant for thedadjue. Thus, for ex-
ample, Doctor Dan should be able to efficiently identify &k trelevant replies to
Doctor Robert’'s submitted argumemntd and A3. And ignore all the irrelevant lines
of reasoninge.g, questioning whethelohn is indeed a donor.

o efficientlyconstruct an argument thatfectively embodies the desired reply. Suppose
Doctor Dan disagrees with argume#8, and so, wants to submit an argumeftin
reply, such that it attacksl3. He should be able to construct argumeftt, with
minimum overhead, and such that the argument contains ne amat no less than
required for the deliberation.

Thus, while we do expect participants to be experts in theailonm so far participants
are assumed to also be skillful in argumentation, the buofidre success of the deliberation
is placed on the agents’ argumentation ability.

Secondly, participant agents are expected to be heterogenm particular, some may
be human while others artificial agents. Therefore, the tdbpnderlying model of argu-
mentation, must not impose on the agents any specific wayaebréng and/or knowledge
representation. This would otherwise compromise the agaaterogeneity, and thus, the
practical realisation of the deliberation.

And thirdly, if a preference relation is used to identify twnning arguments, there
should be a clear account of where these preference reladimes from and what do they
stand for.

These, more pragmatical issues, that allows for the pedatalisation of the deliber-
ation, are only weakly addressed in the current Al litematuind thus, they are the main
questions this Thesis aims to address in presentingth@LAIM model.

In the following section we introducBroCLAIM and how it addresses the above prac-
tical issues. We do so by providing a short abstract of théerdrof each chapter and its
contributions.

1.3 Towards a Practical Realisation of Deliberations over &ety-
Critical Actions
1.3.1 Chapter 2: Background for the Argumentation

In this chapter we introduce the argumentation theoryRI®CLAIM model is based on,
reviewing the most relevant works relative to our Thesis.stet by introducing the notion
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of argument schemes, typically used in the informal logeréiture as a method for argu-
ment representation. Strongly influential in dialecticgliamentation is the work of Walton
[231], which proposes a classification of different typesafuments that embody stereo-
typical patterns of reasoning. Instantiations of argunsehemes can be seen as providing
a justification in favour of the conclusion of the argumend. éach scheme are associated
critical questions, so that for the presumptions to staatisfactory answers must be given
to any such questions that are posed in the given situatiois.Work has motivated numer-
ous works in dialectical argumentation [225, 194, 101] whegarticularly relevant for our
current study is the work of Atkinsoaet al. [34], in which a dialogue game protocol for
arguing over proposals for action is proposed. The argustientevolves around a single
argument scheme for practical reasoning:

Atk AS:

In the circumstance®

we should perform actiod

to achieve new circumstances
which will realise some goak
which will promote some valug?.

Where, if the variable®?, A, S, G andV are instantiated appropriately, an argument in
favour of actionA is constructed. To this argument schemes are associateérsiaritical
questions that address three different type of possibbgdiementsWhat is true( e.g. —
Questioning the description of the current circumstarggshat is best{e.g.—Questioning
whether the consequences can be realised by some alterrettion-) andrepresenta-
tional inconsistenciege.g. —Questioning whether the desired features can be realised
Each such critical question can be instantiated by a schemehvin turn can be further
questioned by its own critical questions. Following thisada dialogue game protocol for
multi-agent argument for proposals over action is propas¢82]. As we discuss ifj6 we
take Atkinsonet al. work on schemes and critical question as a starting poirfofonulat-
ing ProCLAIM's protocol-based exchange of arguments tailored for r@agamver whether
a proposed action can a safely be performed.

Whilst argument schemes provide us with a means to genegumants and question
them, we also need a mechanism that will enable us to autcaligtevaluate the arguments
and challenges generated in order to determine the onesarthaicceptable. For this we
make use of Dung’s abstract argumentation theory [80] whiéshproven to be an influential
approach to conflict resolution and non-monotonic reagpoirer the past decade. Dung’s
argumentation framework consists of a tugleA, R >, whereA is a set of arguments and
R is a binary relation of attack between arguments. That i41ifA2 € A and(A2, Al) €
R then, A1 and A2 are arguments and2 attacksA1. Broadly speaking, an argumeni
in A is defeatedi(e. it is not a winning argument) if there is an argumeiin A such that
A2 is a winning argument an@42, A1) € R. An argumentAl is an justified (winning)
argument if there is no other winning argumed®, A2 € A, such that(A2, A1) € R.

2In this sense values represent the social interests prdntbteugh achieving the goal. Thus they are
gualitative, as opposed to quantitative, measures of thieaddlity of a goal.
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Thus, for example, in a framework { A1, A2, A3}, {(A2, A1), (A3, A1)} >, the winning
arguments arell and A3, and A2 is defeated argument (defeated A$). ArgumentA3
defendsAl from the attack of argumem2, see figure 1.1c.

Dung’s Argumentation Framework has become a standard foletiimg both agents’
(monolithic) reasoning [58, 119, 181] and for evaluatinguanents constructed and sub-
mitted during the course of a dialogue [27, 46, 176]. Indesdstated above, arguments
Al, A2 and A3 may have well been the result of a single agent’'s reasonirapnolude
that the transplant is safe, despite the donor having Hep@&ti Or, it may be the result of
a deliberation dialogue between two (or even three) agdBésas it may, the submitted
arguments conform an interacting graph of arguments, tehyla deliberating agent can
still add further arguments that attack or defend the jastiibn given for or against the
proposed action’s safety. In our case, each such argunsahtiates a scheme, the critical
questions then help identify relevant reasoning lines bigkvto attack any previously sub-
mitted argument.

We continue by discussing Walton and Krabbe's influentiatsification of human di-
alogues [232]. This work helps clarifying the context andpmse of the dialogue which
is helpful for its formalisation. Thus, we analyse the clterstics of the different argu-
mentation dialogues types, such as persuasion, negati@atideliberation, to conclude that
for the kind of collaborative decision makirRroCLAIM is intended fordeliberation di-
aloguesare most appropriate. Deliberation dialogues involveigipents deciding what
action should be undertaken in a given situation. Typicpdiyticipants in such a dialogue
believe that they share a responsibility for deciding whatd, which provides a collabora-
tive context to the dialogue. Thus, as opposed to, for instapersuasion, characterised by
a proponent and an opponent, participant in a deliberati@mioglie do not have any initial
commitment with respect to the basic subject matter of taédue. In particular, in this
way the dialogue focuses amhat to dorather than who is right and who is wrong. Ne-
gotiation, on the other hand, involves dividing some scagseurce and thus, it defines an
adversarial situation which of course deviates from th@pse ofProCLAIM's dialogues.

In order to implement these dialogues we must define pradoolthe agents’ inter-
actions, usually termed dialogue games. Dialogue gamesit@ractions between two or
more participants whanoveby uttering locutions, according to certain rules. A dialeg
game may be specified by listing the legal locutions, togetht the rules which govern
the utterance of these locutions, the opening and terromati dialogues, and the rules for
manipulation of any dialogical commitments incurred by paeticipants during a dialogue
[153]. Numerous dialogue games have been proposed for argation dialogues, most
of which model persuasion [38, 52, 176] and negotiationodjaés [207, 156, 184] and
very few actually address deliberation dialogues [150].1BBe most elaborated dialogue
game intended for deliberation is the framework for idediti®eation Dialogues proposed
by McBurney, Hitchcock and Parsons in [150]. In that frameyaleliberation dialogues
may proceed through eight successive stag®sen Inform, Propose Consider Revise
RecommendConfirmandClose StagesT he goals of participants in these dialogues change
according to the stage of the dialogue. It is for this reabah $tages are marked explicitly,
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SO as to better enable participants to know what is expedtdtem at each stage. In this
framework, there are some constraints on the order of thyestand some stages may be
repeated, in an iterative fashion, before the dialogue ispteted. As we discuss igb,
This approach is taken as a starting point for defiritngCLAIM's dialogue game where a
great difference between the two approaches is that whiBuvtiey'set al. dialogue game
is intended for an open (ideal) deliberation about what toRloCLAIM's dialogue game
is specialised for deliberating over the safety of a progasaion where great part of the
interaction is shaped (and constraint) by the argumentnsebehe participant agents can
instantiate at each stage of the deliberation.

We conclude this chapter by discussing the fruitful relatietween argumentation
and human-computer interaction and reviewing other workpgsing argumentation-based
systems intended for safety critical domains and discues tblation with theProCLAIM
model. In this last section we contextualise the proposedenwithin the tradition of qual-
itative approaches to address decision making under amgr{169], as an alternative to
classical decision theory based on probabilistic infeedi227, 187], specially in practical
situations where it is difficult or simply not possible to gtify uncertainty. In the follow-
ing chapter (in§3) we motivate the need for this qualitative approach forressing our
two case studies. In particular, we motivate the requirdérfmma deliberation of the kind
provided byProCLAIM.

1.3.2 Chapter 3: Two Safety Critical Scenarios

To motivate the need for a deliberation among experts ontvenet safety-critical action is
safe or not, two safety critical scenarios are introducduk first and main case study relates
to human organ transplantation while the second, complanenase study, is related to
industrial wastewater discharges in riverbasins, and dfiesvironmental impact.

One of the main problems faced in the transplant domain is¢hecity of human or-
gans for transplantation. Despite this scarcity, an ingminhumber of organs, available for
transplantation, are being discarded as being deemed nablsufor that purpose. Cur-
rently, deciding whether to offer an available organ is Haseclusively on the assessment
of experts at the donor site, ignoring the fact thHgtexpert may disagree on the viability
of an organ, an@) organs are rarely viable or non-vialjjer se rather, assessment of via-
bility should depend on both the donor and potential renipeharacteristics as well as on
the courses of action to be undertaken during transplantafihus, we propose the use of
the ProCLAIM model to coordinate joint deliberation on organs’ viagilietween trans-
plant professionals on the donor site with professionallheatecipient site. The purpose of
this deliberation is to, while ensure that the proposedsirkamt is safe, prevent discarding
organs due to the application of conventional medical dinde that are too strict. There-
fore, these deliberations have the potential of increasiagvailability of human organs for
transplantation; which, in turn, may help reduce the ingirgadisparity between demand
for and supply of organs.

As to the environmental scenario, the focus is on industrastewater discharge in
riverbasins. Industries that produce and discharge wastewoften meet critical situations
in which an efficient and informed decision must be taken bleoto minimise the neg-
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ative environmental impact on the river. For an environraliytsafe discharge, decision
makers must account for the different actors involved inflindal ecosystems, such as the
sewer systems, storing tanks, wastewater treatment piahiie also accounting for exter-
nal factors, such as meteorological conditions or otheceoent industrial discharges. In
this scenarioProCLAIM is proposed to coordinate joint deliberations among théuar
and heterogeneous agents, in order to decide whether astriadluvastewater discharge
environmentally safe or not.

The transplant scenario is taken to illustrate the diffeaspects of theroCLAIMmodel
throughout this Thesis, if7.2 we present a running example,§it0.1 we present an im-
plemented version of this scenario and late§lid.1 we discuss our experience and lessons
learned in its development. The environmental scenario pviasarily developed by en-
vironmental engineers. We used this experience to testghlicability of ProCLAIM in
novel scenarios, and in particular to learn which are thenrohallenges for developing a
ProCLAIM-based application by developers who are not familiar witgulnentation. We
describe this experience and the lessons learned in théogevent of the environmental
scenario irg11.2.

The work in this chapter is address in the following publmas [16, 12, 11, 15, 9, 10,
17, 13] addressing the transplant scenario and [3, 6, 2, Idhwdddress the environmental
scenario.

It is worth noting two important outcomes of these two scersar For the transplant
scenario we developed an software application within th&ERropean Project Argumen-
tation Service Platform with Integrated Components (A9PIBat was used as the main
large scale demonstrator of the argumentation technaatgeeloped within the this project
(this is further discussed i§1.0.1). An important outcome of the environmental scenaio i
Aulina’s PhD Thesis in Environmental Engineering [39] thadvitates around the results
obtained withProCLAIM.

1.3.3 Chapter 4:ProCLAIM's Framework

In this chapter we provide a first overview BfoCLAIM, identifying the model’s compo-
nents and their role within the deliberation. The main congmt featured byroCLAIM is

a Mediator Agent {/ A), that defines a centralised medium through which partitgan-
teract. TheM A’s task is to ensure the success of the deliberation’s pssges well as,
when the deliberation concludes, proposes a solution obdbis of the exchanged argu-
ments and accounting for the domain consented knowledgeertipirical evidence that
support the arguments and the confidence in the participlamsviedge in the domain.
To do so, theM A references four knowledge resources definedPtmCLAIM, which are
briefly described below:

Argument Scheme Repository: Encodes the scenario specific argument schemes and their
associated critical questions. Referenced byMhé in order to direct the participant
agents in the submission and exchange of arguments.

3http://www.argumentation.org
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Domain Consented Knowledge:Encodes the scenario’s domain consented knowledge.
Referenced by thé/ A in order to account for the domain’s guidelines, regulation
or any knowledge that has been commonly agreed upon.

Case-Based Reasoning componengtores past cases and the arguments given to justify
the final decision. Referenced by théA in order to evaluate the arguments on an
evidential basis.

Argument Endorsement Management: This component manages the confidence in the
participants’ knowledge of the domain. It is referenced by mediator agent in
order to bias the strength of the arguments on the basis dighats that endorse
them.

This chapter concludes with an illustration of hd®oCLAIM is instantiated in the
transplant and environmental scenarios. The main comisiibuntroduced in this chapter
is ProCLAIM's principled way to address the intended problem. Whiclolves: Using
the scenario specific patterns of reasoning as a means toadllithe relevant factors for
deciding whether a proposed action can safely be perforifigid.results in a tree of inter-
acting arguments. The given arguments are evaluated oratli d&f their content, on who
endorses them, and on the basis of their associated ewtsmgtiport. The result of this ar-
gumentative process is a comprehensible assessment ogtrenit is safe to perform the
proposed action. If there is enough available knowledge absessment can be regarded as
a justification to why the proposed action can or cannot bel\sgerformed, we continue
this discussion i1§1.3.7.

The work in this chapter is address in the following publmas [18, 5, 11, 16]

1.3.4 Chapter 5:ProCLAIMs Deliberation Dialogue

In this chapter we describe the interaction protocol thategus ProCLAIM's dialogue.
Since the agents interaction is centralised by the Mediatgent we split the dialogue
game in two levels. One in which we define a shallow informiyrépteraction between

a participant agent and the A, which we call the proxy dialogue game. This interaction
level prevents participant agent from receiving any diswepmessage, including arguments
that are too weak to be accounted for. On a second level weedbBrlocutions intended for
the actual deliberation. We organise this deliberatiofodize game into three stage3pen
Deliberation and Resolutions Tthe Deliberation Stagecan in turn be subdivided in three
layers: Argumentation Contextand Endorsementayers. The moves in these three layers
may happen in parallel and the moves at one layer may havdeat ef another layer. We
define yet another interaction layer, calleéormation layerin which the participant agents
can request thé/ A for updates regarding the ongoing deliberation:

e Open Stageln which participant enter the dialogue, provide and need¢he basic
required information for their participation.

e Deliberation Stage
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— Context Layer At this layer participant agents assert (resp. proposegtoact
facts (resp. actions) they believe to be potentially retetar the deliberation.

— Argumentation LayerThis is where the actual argumentation takes place. At
this level we only define the locution (the wrappers) for siiting arguments
and challenges. The actual argumentation, defined in tefnas aircuit of
schemes and critical questions, is describeg¢bin

— Endorsement Layein this layer, the participant agents indicate which age th
arguments they endorse. These endorsements are takemdotmawhen as-
signing a preference relation between mutually attackiggraents.

e Resolution StageAt this stage agents seek to conclude the deliberation,hiciw
case thell A proposes a solution on the basis of the submitted argurreargsunting
for the provided contextual information and the argumeeatglorsements.

o Inform Layer At this layer participant agents can recover any lost imf@tion rele-
vant for the deliberation.

This dialogue game is thus similar to McBurnetyal.s, deliberation framework [150],
in that it is defined in terms of stages, however, we take tlstsges as conceptual, in
the sense that they only help organise the game’s definigiarticipant agents need not
know which locution corresponds to each stage and locutidrdifferent stages may be
submitted in parallel defining a very liberal dialogue garidg¢hat makes the deliberation
highly focused occurs at thergumentation Layeas we discuss if6.

An important contribution of this dialogue game is that itdeples the resolution of
what is the casewhich happens at th€ontext Stageand the deliberation over the actions’
safety, which occurs at th&rgumentation Layer Firstly, this gives priority to the main
question:4s the action safe in current circumstances? that, for example, questioning the
current circumstances (whether a stated fact holds) iade@ only if this challenges the
action’s safety. Secondly, as we showsi, it allows addressing, in a relatively simple
fashion, problems such as incomplete or uncertain infaomatithin the scope defined by
ProCLAIM.

The work in this chapter is address in [16].

1.3.5 Chapter 6:ProCLAIMs Argumentation Layer

In this chapter we focus on the deliberatioAsyumentation Layerthat is, here we define
what types of arguments participants can exchange anavialjpivhat rules. This is defined

in terms of a structured set @rcuit) of schemes and critical questions which conform a
protocol-based exchange of argumenthese schemes are specialised for deliberating over
whether or not current circumstances are such that the peopaction can be performed
without causing any side effect. Any argumentation movenscted towards elucidating
this question. In fact, the deliberation can be regardednasrgumentative process for
eliciting knowledge from the participants, as opposed tfindey a strategic dialogue in
which a better choice of arguments may better serve the sigedividual goals.
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We start by introducing the structure BroCLAIM's arguments, which is based on
Atkinson et al’s scheme for action proposaltkAS (introduced above ir31.3.1). We
narrow the argumentation possibilities by assuming thatogpgsed action is in default
circumstances desirable. The circuit of schemes andalrigigestions is designed then to
direct participants to consider, incrementally, addiofactors (facts or complementary
courses of actions) that have an impact on the action’sysdfett is, that make the main
proposed action safe or unsafe by being or not being the pasi®(med or not, in the case
of complementary actions). The result of this process isrgarosed tree of arguments that
highlights all the relevant factors for the decision makindicating why these factors are
relevant.

The main contribution in this chapter resides in the spieédlnature of the schemes
and critical questions for reasoning over action safety.il§#most approaches focus on
generality €.9.[34, 101]), with the underlying assumption of an ideal d&gian scenario,
here we take an almost opposite approach motivatdero§LAIM's decision making con-
text. We explicitly limit the argumentation to the immediaelevant aspects of the problem
at hand in order to produce highly focused deliberationse ifitended outcome is a set of
schemes that not only help agents construct structuredremgts (as traditionally scheme
do), but schemes which instantiation involves no overheathfymen in argumentation and
can thus be used as a mechanism for eliciting knowledge famaidh experts without being
disruptive. To deliver such schemes, however, the schentksriical questions defined in
this chapter need to be further specialised for the targatcgbion, this we describe 7.

An additional contribution of the schemes defined in thisptlais that the relevant
factors for the decision making are explicitly singled othis facilitate the task of compar-
ing past deliberations, following the basic intuition tlfaivo deliberations share all their
relevant factors they are then similar. This is of coursetreémo the implementation of
ProCLAIM's Case-Based Reasoning component defing@.n

The work in this chapter is address in the following pubimas [16, 5, 17].

1.3.6 Chapter 7: Argumentation into Practice

In this chapter we intend to provide a clear view of how BreCLAIM's Mediator Agent
can guide the participant agents (human or artificial) ahesage of the deliberation on
what can be argued and how, and so, providing a setting foffiareat and effective delib-
eration among heterogeneous agents. Central to this tRs@&_AIM's Argument Scheme
Repository. For this reason we start by describing a stepdpy/mocedure to construct the
application-specific schemes and critical questions thatocm the ASR. The constructed
schemes are defined both in a formal representation usefobfoputational uses(g. for
artificial agents), and in a natural language representais@ful for human agents. Later,
by means of an example, we show how fifed can guide both human and artificial agents
in their argumentation by referencing the ASR and followtihg dialogue game introduced
in §5. As part of the mechanisms provisioned PwCLAIM to promote a highly focused
deliberation, is the validation process. In this process\thA checks whether each submit-
ted argument by the participant agents is not only a well &trargument but whether it is
a relevant argument for the deliberation. To this end,thd references the three knowl-
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edge resources: Domain Consented Knowledge (DCK), CaseeHeasoning component
(CBRc) and the Argument Endorsement Manager (AEM). Thusbeniited argument may
be rejected by thé/ A if it is not validated by the DCK and the CBRc has no record of
this argument being successful in the past. Nonethelessarfument may exceptionally
be accepted if the AEM deems the submitter agent to be suifigiecliable regarding
the particular aspects addressed by the submitted argurmethiis way theM A prevents
disrupting the deliberation with spurious arguments, guarents that are too weak to be
considered in the particular circumstances.

The main contribution in this chapter is that we shBmCLAIM's argumentation into
practice. In other words, we show how a deliberation diad¢sgibetween agents (human or
software) over the safety critical actions can be fully ottipy automatised, in a manner
which is structured and orderly, and which elicits all thieormation needed to make such
decisions jointly and rationally, even when this inforratiis possessed only by some of
the participating agents.

The work in this chapter is address in the following pubimas [16, 11, 5, 17].

1.3.7 Chapter 8:ProCLAIMs Argument Evaluation

As soon as participant agents inform they have no more mavesitimit (or a timeout
is triggered) thelM A proceeds to evaluate the submitted arguments organisettes af
interacting arguments. This evaluation involves threennsagéps for thelf A: 1) Refer-
ence the Domain Consented Knowledge (DCK) and the Casa-Basesoning component
(CBRc) to check whether there are additional argumentsrthet be submitted as being
deemed relevant by the DCK and/or by the CBREReference the DCK, CBRc and the
Argument Endorsement Manager (AEM) in order to assign aepeete relation between
the arguments that mutually attack each other. Find)lgpply Dung’s theory in order to
identify the winning arguments so as to propose a solutioichwvill help decide whether
the main proposed action should or should not be undertaken.

However, as we discuss in this chapter, a clear, one dimeaissolution, cannot always
be provided. Not only participant agents may disagree ort vehdo, but also the different
knowledge resource may disagree on which arguments arerggef Furthermore, uncer-
tainty and incomplete information need also to be takenactmount. Thus, the task of the
M A includes, organising the available information derivemhirdomain consented knowl-
edge, previous similar deliberations, and expert opiniomerder to deliver a comprehen-
sible solution proposal, which in its best case is a justificato why the proposed action
can safely be performed or why it is not. However, when themot enough knowledge to
do so, the proposed solution identifies what pieces of kmgdeare missing and indicates
what are the risks involved in performing the proposed aatioder these circumstances.

The main contribution of this chapter is the integrationhd tiverse and complemen-
tary assessments derived frdPmroCLAIM's knowledge resources into a comprehensible
assessment over the action safety. This integrated assespnovides decision makers a
better description of the circumstances in which the adddn be performed and what are
the risks involved in so doing.

The work in this chapter is address in the following pubimas [16, 18].
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1.3.8 Chapter 9: ProCLAIMs Case-Based Reasoning Component (under de-
velopment)

In this chapter we will introduc®roCLAIM's Case-Based Reasoning component (CBRc),
which allows to evaluate a target problem on the basis ofipusly resolved deliberations.
The CBRc allows to:

e Resolve symmetrical attacks into asymmetrical attacks Thus, it assigns a pref-
erence relation between mutually attacking arguments ateetral basis. For ex-
ample, suppose we take the Hepatitis C example, with thettaigiberation being
of the form< {A1, A2, A3}, {(A2, A1), (A3, A2), (A2, A3)} >, and so, with argu-
mentsA2 and A3 mutually attacking each other. Suppose that the simildabelel-
tions, retrieved by the CBRec, of the form: { A1, A2, A3}, {(A2, A1), (A3, A2)} >
where A3 attacks asymmetricallyi2, significantly outnumbers those of the form
< {A1, A2, A3}, {(A2, A1), (A2, A3)} > whereA2 asymmetrically attacksl3. In
that case, the CBRc would propose to prel@rover A2. Thus, indicating that there
is evidence that the donor’s Hepatitis C is not a contraattho within these circum-
stances, and so, the transplant can safely be performed.

e Submit additional arguments, deemed relevant in previous similar deliberation,
though not accounted for by the participants in the currefibdration. Returning
to the Hepatitis C example, suppose that the retrieved airdéliberations are now
of the form< {A1, A2, A3, A4},{(A2, Al), (A3, A2), (A4, A3)} > with A4 being
an argument that indicates that, because the donor andermtcimd both Hepatitis
C, the recipient resultéchaving a severe infection. Thus, the CBRc would submit
the additional argumentl4, that attacks argumem3, to the current deliberation.
Hence, the CBRc would indicate that there is evidence thatirent circumstances,
the transplant is not safe.

As mentioned above, the way the model's schemes and crgigedtions are defined
they allow for the reuse of the knowledge encoded in the dedifions. In particular, the
CBRc’s memory is organised on the basis of the Argument SelReapository. Thus, the
scenario specific schemes are essential for the implen@ntdtthe CBRc reasoning cycle.

The main contribution in this chapter the definition of theReBby which we shown
how past stored deliberation can be reused in order to resotvilar target problems. Three
fundamental aspects in CBRc’ definition afg:the trees of arguments produced iR®-
CLAIM deliberation encode most of what is relevant for the decisnaking;2) the use of
the specialised arguments schemes of the ASR to organiseBRe’s memory, which al-
lows to efficiently retrieve the relevant cases while makeasy to retain the new resolved
target cases; arf) a retained tree of arguments embeds the outcome of the gwpoton,
if performed.

The work in this chapter is address in the following publmas [18, 16, 11].

“Note that, since the retrieved deliberations were alreadplved, the retrieved arguments are no longer
presumptive but are explanatory in nature.
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1.3.9 Chapter 10: Software Implementations

In this chapter we present four pieces of software that adddifferent aspects d?ro-
CLAIM. The focus in this chapter is to discuss the model’s apglicglzontributions and
limitations on the basis of our experience in its implemtota

The first and more important result, regardiPigp CLAIM's implementation, is the large
scale demonstrator for the medical transplant scenarigs démonstrator was developed
within the FP6-European Project Argumentation Servicéféta with Integrated Compo-
nents (ASPIC), and was recognised by the project reviewers as one of the eoatribu-
tions and achievements of the ASPIC project and, in genasatne of the most sophis-
ticated argument-based systems. The main goals the ASBJ€cpwere 1) to develop a
solid theoretical foundations for the Argumentation ThedorAl; 2) based on the theoretical
work, develop practical-software components that embtatydards for the argumentation-
based technologyir(ference decision-makingdialogue andlearning); and 3) In order to
test these components develop two large scale demonstratoe main large scale demon-
strator was based on the transplant scenario introducaesi tiesis. This medical demon-
strator was implementation using tReoCLAIM model as well as two ASPIC components:
a Dung-based argumentation engine and a dialogue manalgeifofiner component was
used by the artificial agents in their reasoning and therlatienponent was used by the
mediator agent in order to implement the transplant sce'sdriteraction protocol.

In this chapter we review three additional prototypes: a-bafed argument scheme
repository browser that allows domain experts to interaith ¥he encoded knowledge in
the Argument Scheme Repository; a web-based implementd#iit, on the basis of the
model’s abstract dialogue game, facilitates the constnuaif scenario specific Argument
Scheme Repositories. The third prototype is an implemientaf ProCLAIM's Case-Based
Reasoning component introducedsh

The main contributions introduced in this chapter are theadémplementation of the
above mentioned tools and applications.

The work in this chapter is address in the following publmas [18, 11, 16].

1.3.10 Chapter 11: Two Case Studies

In this chapter we discu€RroCLAIM in light of our experience in defining and develop-
ing the transplant and the environmental scenarios. Thraud this chapter we describe
the issues raised by the two applications considered wsihee to argumentation and how
these have informed our theoretical formalisations. Beedlobese two case studies had very
distinct development processes, they provide us with adopesispective on the proposed
model’'s applicability, contributions and limitations. &lproblems addressed in the trans-
plant scenario have initially inspired the conceptuailisabf ProCLAIM and has guided us
throughout its development. This scenario not only showeleta fruitful case study for
the development of the ASPIC’s large scale demonstraters(s8.9) but it also shown to
contribute to the transplant domain with publications amsplant conferences [9, 15, 10]
elaborated in collaboration with transplant professisral the Hospital de la Santa Creu

Shttp://www.argumentation.org
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i Sant Paf. In the environmental scenario, on the other haPthCLAIM was used as
the initial inspiration for the definition of a new scenaridthin the context of wastewa-
ter management. The development of this scenario was akderby researchers from a
Laboratory of Chemical and Environmental Engineefiagd thus by researcher who are
not familiar with Argumentation and with limited experienin Computer Science in gen-
eral. This scenario was very useful for identifying the st applicability and for the
definitions of procedures to facilitate the constructiothaf Argument Schemes Repository
which constitutes the backbone of our proposed model.

The three main contributions in this chapter ayaédentify the limitation in current ar-
gumentation in addressing the two applicatia?isthe assessment of tiRegoCLAIM model
in two case studies; arf?) the actual developed the two scenarios.

The work in this chapter is address in the following publmas [16, 12, 11, 17, 15, 9,
10, 4] addressing the transplant scenario and [3, 6, 2, 1¢iwhddress the environmental
scenario. Our work in the field has inspired other lines oéagsh in the same fiele(Q.
[40, 93]).

1.3.11 Chapter 12: Conclusions

In this chapter we give our overall conclusions of this Thésentifying the main contribu-
tions and limitations of our work and plans for future work.

1.4 Obijectives and Contributions

The main objective of this study is to provide frameworks asdociated guidance for the
implementation of environments in which agents can effityjeand effectively deliberate
over the safety of proposed actions, accounting for the docmnsented knowledge, for
the evidence associated to previously resolved similab@eltions and to expert opinion.

e To make deliberations efficient and effective:

— With the use of argument schemes together with thd’s guiding task, the
deliberation can be both highly focused on the problem ad lndrile exhaustive
in addressing all the relevant lines of reasoning. Thisdapect being of great
value in safety-critical domains where there is an extréggaklibn to explore all
the possible lines of reasoning.

— The use of specialised argument schemes together withféwieé visualisa-
tion characteristic of argumentation-based interfacad|ifate domain experts
participation in the deliberation. Graphical represeataof the exchanged
arguments provides an intuitive understanding of the stagkcontent of the
deliberation. Natural language representation allowdoeixyy each of the ar-
guments’ content, while programming language representagllow artificial

Shttp://www.santpau.cat/default.asp?Language=en
"http://lequia.udg.es/eng/index.htm, from the Universit Girona
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agents to automate part or the totality of the deliberat®waell as provide as-
sistance to human agents on their participation, for exajriplthe argument
construction.

— With the use of scenario specific argument schemes, schatamiiations i(e.
argument construction) becomes a transparent processwikierhead for the
participant agents. Therefore, the defined deliberationbmregarded as an
argumentative process for eliciting knowledge from theipigants, as opposed
to defining a strategic dialogue in which a better choice giarents may better
serve the agents’ individual goal

— By referencing the available knowledge resources,thé prevents spurious
arguments to disrupt the course of the deliberation.

e Account for domain consented knowledge, evidence and erpé@rion. This is ad-

dressed in two complementary ways:

— Experts submit arguments that address the factors thegvbel be relevant for
the decision making, while th&/ A submit additional arguments not accounted
for by the participants, but deemed relevant from the vientpaf the guidelines
or that were used in previous similar deliberation and so ayelevant in
the current deliberation. Thus, in this way the deliberati@counts for all the
available knowledge for the decision making.

— The resulting tree of interacting arguments is then evatlidly theM A as-
signing a preference relation between the mutually attackirguments and so
propose a solution on the basis of guidelines, evidence gpetteopinions.

The guidance for the construction of specialised argumeh#raes enables develop-
ers who are not familiar with Argumentation implem&oCLAIMin novel domains.

Among the many contributions introduced in this Thesistelere five main contribu-
tions that can be highlighted above the rest:

The principled wayProCLAIM provides to address the collaborative decision making
regarding whether a safety-critical action can be perfakme

The protocol-based exchanged of arguments based on tlctusé set of argument
schemes and critical questions specialised for arguingwelrether a proposed action
can safely be performed, which, in turn facilitates thetartspecialised, scenario-
specific, argument schemes and their associated critiestigns.

The model's Case-Based Reasoning component that alloveuse the knowledge
encoded irProCLAIM deliberations.

A large scale demonstrator developed for the FP6-Europeaed? ASPIC that serves
as an advanced proof of conceptRybCLAIM.

The application oProCLAIMin an alternative scenario, developed primarily by en-
vironmental engineers not familiar with Argumentation.



Chapter 2

Background for the Argumentation

There has been a recent rise in interest in the use of argatintechniques to handle
reasoning in automated systems [190, 49, 185]. This hasdreem by the desire to handle
defeasible reasoning in contexts where proof cannot be, esgdin domains where in-
formation is incomplete, uncertain or implicit. An argunénless tightly specified than a
proof, as arguments offer open-ended defeasibility whenelw information can be brought
to an issue and the reasoning can proceed non-monotonicAllso, arguments provide us
with a concept of subjectivity when topics of debate invalgasoning about choices that
may rationally be acceptable to one agent but not to anoBreofs play an essential role
in matters where information is certain and complete, bustmeal-world situations do not
have such clear cut information available and it is here wiaegument plays its important
role. In such situations argumentation can be used to peaeidtative conclusions for or
against a claim in the absence of further information to trdrmary of the claim.

To model the process of argumentation in automated reagaegitems, requires meth-
ods that enable our reasoning agents to both generate antgiamel proposals about what to
believe and what to do, and methods to enable reasoningsagesassess the relative worth
of the arguments pertinent to a particular debate, which arguments are the most con-
vincing and why. Here we set out the main mechanisms that Wese for these purposes:
argument schemes, which we describg2nl, and argumentation frameworks, which we
describe in52.2. Also important for agents’ interaction is to accountdontext and pur-
pose of such interaction, this we addres§2r8 where we introduce Walton and Krabbe’s
classification of human dialogues [232] where we focuss tibefation dialogues. In order
to implement these dialogues one must define protocols éoagfents’ interactions termed
dialogue games, these we introducesih4. In§2.5 we briefly discuss one very impor-
tant feature for argumentation, its suitability for inesing human-computer interaction.
This is due to its suitability for modelling commonsensesggang, for its suitability for
visualisation and because computer produced reasoningasily be presented in natu-
ral language, via argument schemes. Finally;2m6, we review other works proposing
argumentation-based systems intended for safety cridimalains and discuss their relation

1That is, allowing for the possibility that additional argants might reduce the list of justified claims that
can be derived from the overall given arguments.

31
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with the ProCLAIM model. The background theory and review of related worksesdihg
Case-Based Reasoning and Argumentation is covergdl in

2.1 Argument Schemes and Critical Questions

Argumentation schemes were introduced in the informalcldiggrature as a method for
argument representation. They have appeared in differgség €.9. [180], [220], [171],
[129], or [106]) and were generally intended for use in thalgsis of natural language argu-
ment €.9.[63, 104, 161]). One early example of the use of argumentrsekds Toulmin’s
Argument Schema [220]. This schema allowed for more exppessguments to be as-
serted than had been afforded through previous schemegtonant that were based upon
logical proofs consisting of the traditional premises aodatusion. It did this through the
incorporation of additional elements to describe the diffé roles that premises can play in
an argument (see Figure 2.1). However, what the schema a@bgsavide is a systematic
way to attack all elements of an argument, in the same waytieargumentation schemes
and critical questions approach does. Advocated by Wadhf, also enables a variety of
different kinds of argument, each with its own defining clogggstics, to be put forward in
the course of a debate. Such schemes represent sterebpgiteans of reasoning whereby
the scheme contains premises that presumptively licenomeusion. The presumptions
need to stand in the context in which the argument is deplay@dhey can be challenged
by posing the appropriate critical questions associated thie scheme. In order for the
presumptions to stand, satisfactory answers must be goivanyt such questions that are
posed in the given situation. Walton introduced twenty-fighemes with their associated
Critical Questions (CQs), amongst which we can site as madesant to our worki.e. rea-
soning about safety critical actions, the two schemes factpral reasoning: the necessary
condition scheme:

Wi1:

G is a goal for agent

Doing actionA is necessary for agentto carry out goals
Therefore ageni ought to do actior.

and the sufficient condition scheme:

W2

G is a goal for agent

Doing actionA is sufficient for agent to carry out goalz
Therefore agent ought to do actiom.

2While Hastings [111] was the first to associate a set of afitiestions to an argument scheme as part of
its definition, in 1963, It is Walton’s more mature work [23dresented in 1996, that had a great influence in
Al and Argumentation.
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To which Walton associates the following four critical quess:

CQ1 Are there alternative ways of realising g@zP
CQ2 Is it possible to do action A?
CQ3 Does agent have goals other that@ which should be taken into account?

CQ4 Are there other consequences of doing actiowhich should be taken into account?

Walton’s proposed argumentation schemes, their extemsiod variationsg.g.in [125]
Katzav and Reed introduced over one hundred schemes) hemn@pplied in a wide variety
of works in Al, though most notably in the legal domain, wheckemes that capture argu-
ments fromtestimonial evidengedrom expert opinionor from analogy among others, are
used to model legal cases [230]. In this context, Goretaad.'s Carneades model [101] and
Systerd are particulary related to our work in that it assumes therakty of a repository
of argument schemes for the construction of arguments ialaglie and that it aims to use
argument schemes as a means to bridge diverse forms of iegigboth of these uses of
argument schemes and CQs were also advanced by Reed and iW4lt64]). In its more
practical facet, Carneades can be regarded as a softweasy [fbr building argumentation
tools intended to assist users in construct a wide variegrgdiments (through argument
scheme instantiation) in order to improve their ability totect their interests in dialogues,
specially in the legal domain. Carneades’s intended gétyessith its particular concerned
in accurately formalising the complex reasoning presettiérniegal domain, deviates how-
ever from our main concern, which is to focus the deliberatio the very specific problems
relevant for deciding, in our case, the safety of a propostidra ProCLAIM does not in-
tend to address all potentially relevant arguments reggrthie safety of an action, in the
sense that, some lines of reasoning my be only appropriatdiain storming session with
no immediate time constraie.Q.arguing over the validity of different research studies). |
short, while Carneades is concern with generality and espreness in a very wide sense,
we are more focused on affectivity, that is, in a real timémehtion among domain experts.

Though specifically designed to be embedded in a dialogitaigss, Carneades does
not define in itself any dialogue protocol. Instead it is thioto be a reusable component
providing services generally needed when an argumentptioiocol is specified. Further-
more, Carneades does not make any explicit use of the dalkotture of schemes and
CQs [225]. The schemes and CQ effectively map outéhevantspace of argumentation,
in the sense that for any argument they identify the valigckihg arguments from amongst
those that are logically possible. In particular, they joleva natural basis for structuring
argumentation based dialogue protocols. The idea is tkahathociated CQs to a scheme
are themselves defined in terms of schemes, which in turn ésseciated CQs, and thus
forming a circuit of schemes and CQs. Hence, for every subthdargument, its associated
CQs identify the argumentation moves that can be mad in fiy.reNMe have taken this
approach in [7, 17] in an early formalisation BfoCLAIM. In this work we have defined
a repository of schemes specialised for the transplantasicerwe introduce this scenario

3http://carneades.berlios.de/
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BACKING
Clinical protocol text

!

WARRANT
Criterion knowledge
Reasoning knowledge

DATA QUALIFIER CLAIM
Relevant Patient's eligibily » Patient's
patient data grade eligibility

REBUTAL
Missing data assumption is inappropriate

Figure 2.1: Toulmin Scheme with its six componen®aim (an assertion or conclusion
put forward for general acceptancé)ata (particular facts about a situation on which a
claim is made)Warrant (knowledge that justifies the leap from data to a claiBg¢king
(general body of information or experience that validatevitarrant),Qualifier (phrase that
shows the confidence with which the claim is supported toulm tandRebuttal (anomaly

or exception for which the claim would not be true). Exampt&acted from [204] where
Toulmin schemes are proposed to present medical explasatio

in §3.1. These specialised schemes were constructed in a etheocfashion; hence,
while we made good progress in this scenario [11, 12, 18]ai difficult to implement
ProCLAIM (mainly, to construct a repository of schemes) in an altereacenarios, such
as the wastewater scenario [39, 6, 2, 1], which we introdndg8i2. In order to address
this issue we took Atkinson'st. al. work [32, 34] for reasoning over action proposal as a
reference point. In this work Atkinsonit. al. refine the two schemes for practical reason-
ing (sufficient and necessary condition), defined by Walpraposing a single scheme for
action proposal with sixteen associated critical question

Atk:

In the circumstanceg®

we should perform actiod

to achieve new circumstancés
which will realise some goak
which will promote some valu®

Where a goal is some particular subsetSatat the action is intended to realised in order
to promote the desired value, and where the values reprifsegbcial interests promoted
through achieving the goal [47, 43]. Thus values are quaaas opposed to quantitative,
measures of the desirability of a goald. a goal may promote values such as friendship,
wealth or safety). The sixteen critical questions addressetdifferent type of possible dis-
agreementsWhat is trug( e.g.—Questioning the description of the current circumstarges
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what is bes(e.g.—Questioning whether the consequences can be realised lyyatama-
tive actionr-) andrepresentational inconsistenciés.g. —Questioning whether the desired
features can be realised. In [34] this scheme, along with its sixteen CQs are uselkfine

a persuasion dialogue game for reasoning about action gabpo

Argument schemeltk refines Walton’s schemé®1 andi¥72 in three significant ways:
firstly, as pointed out in [34] the necessary condition sahélfl is a special case of the
sufficient condition schem&/2, in which CQ1 (-Are there alternative ways of realising
goal G?-) is answered negatively and thus, they can be taken asla stigeme. Secondly,
in Walton’s schemes the notion of a goal is ambiguous, paténteferring indifferently to
any direct result of the action, the consequence of thosétsesnd the reasons why those
consequences are desired. In order to clarify this pointtdVa goalG is divided in three
parts: a specific set of circumstancgshat the action will cause, the ga@lthat these new
circumstances will realise and finally, the reason for tltaldo be desired is captured by
the valueV it promotes. Thirdly, the CQs are significantly extended eafthed so as to
better capture all the possible lines of reasoning for agabout what to do.

It is this work that we take as our starting point for definiRgpCLAIM's argument
schemes. However, as we discus;é) we made extensive modifications to schedAté
and its CQs in order to accommodate the requirements of tileedstions for whichPro-
CLAIM s intended. These modifications address two main issl)eRBroCLAIM delibera-
tions are not intended for arguing abauitat to doin its broader sense, but only about the
safety of a proposed action a@yl ProCLAIMs deliberations are a means to elicit knowl-
edge from the participants, they are not intended for gji@atgialogues in which a better
choice of arguments may better serve the agents’ indivigoals. In addition, as discussed
in §9, ProCLAIMs schemes and CQ formalisation is also intended to fatdlitae Case-
Based Reasoning component’s task, which is to reuse piesgimilar deliberations in order
to evaluate arguments on an evidential basis.

Note that, while schemdtk helps structuring arguments, its instantiation is novigti
for laymen. Thatis, it is not obvious for participants in theiberation, not experts in argu-
mentation, which values should be givenRpA, S, G andV in order to effectively capture
what they may have to add to the deliberation. In our expeeigdiscussed i§ll, both
Atkinson et al.s proposed scheme [34] and Walton’s schemes [231] rendfezudli to use
in real time deliberation as they involved too much overheadhe participant (transplant
professionals). In our experience, while the participantthe task understood the basic
principles of the presented schemes, they initially guts#sich could be possible instan-
tiation for the proposed schemes and soon after they wesaghgied with the task at hand.
The experience with the specialised schemes was more iwitheur expectations, where
participants were only focused on the content of the dediiimm and were not particularly
interested in the actual structure of the given scheme,whigre presented as a template in
natural language using the participant’s particular jargeor this reason we initially pro-
posed in the transplant scenario the use of scenario spsdifeanes [17]. However, while
the results obtained with this formalisation were very pesi[11], as discussed above, the
ad-hocapproach made it difficult to apply in novel scenarios, irtipatar for developers
who are not familiar with Argumentation Theory, as it was tase in the environmental
scenario (which we discussed §t1.2). Through the realisation of the value of scenario-
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specifc schemes, jointly with the need for procedures tditite the production of these
specialised schemes that has led us to develop the curremlisation ofProCLAIM'S Ar-
gumentation, introduced i§6, and the procedures to further specialise these schemes fo
the particular application describedgm.

Whilst argument schemes provide us with a means to genaxaimants and question
them, we also need a mechanism that will enable us to autceligtevaluate the arguments
and challenges generated in order to determine the onearthaicceptable. For this we
make use of Dung’s abstract argumentation theory [80] whéshproven to be an influential
approach to conflict resolution and non-monotonic reagpairer the past decade. This we
discuss in the following section.

2.2 Argumentation Framework

As a result of the realisation that classical logic is notitasle tool to attempt to formalise
commonsense reasoning. Many recognised that rules usemimensense reasoning are
not universally valid but rather defeasible. This insighttied to the development of for-
malisms supporting various forms of non-monotonic reaspmihere the set of conclusions
does not monotonically increase with the set of premiseger@eof these non-monotonic
formalisms are based on a notionaxfceptable argumentwhere non-monotonicity arises
from the possibility that an argument may be defeated byamgar counterargument. Ex-
ponents of this approach are Pollock (1987) [174], Simatilaoui (1992) [208], Vreeswijk
(1993) [228], Dung (1995) [80] and Bondarenko, Dung, Kowkialand Toni (1997) [58].

Particularly relevant is Dung’s work [80] on argumentatsemantics for logic pro-
grams. In which, in an attempt to reconcile many of the no-obamic formalisms proposed
in the literature, he presents an abstract argumentatameiivork, where arguments are
characterised only by the arguments they attack and ackattdy, wherattackrelates to
the notion of disagreement, or conflict, between arguménisg’s work paved the way for
other formalisms, most of them based on different versidresi®nded logic programming,
such as [177, 92], among others. In the latest decade, Dabgtsact argumentation theory
has become the mainstream approach in argumentation, whed its great appeals is that
arguments are taken as primitive elements. That is, thigmal structure is left completely
unspecified, and the focus is exclusively on the argumentslict-based interaction. This
freedom to specify the arguments’ internal structure eegtlifferent argument-based for-
malisms make use of Dung’s argumentation framework. Orearjumentation framework
is defined, the justified status of its arguments is evalulasesgd on their interactions. This
evaluation is in turn based on the notion of an argument baicgptable with respect to a
set of arguments if it is not attacked by a member of that seltad its attackers are attacked
by a member of that set.

Definition 2.1 AnArgumentation Frameworks defined by apail F' =< AR, Attack >,
where AR is a set of arguments, andtack is a binary relation onAR. [80]

Where, ifA1, A2 € AR and(Al, A2) € Attack then, Al and A2 are arguments and
Al attacksA2. So if we take the framework {A1l, A2, A3},{(A2, A1), (A3, A2)} >,
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depicted in Figure 2.2a, we can intuitively see that the wigyjustified arguments arel1
andA2. Of course, in more complex framework®. graphs of interacting arguments, iden-
tifying the acceptable arguments is not straightforwarais hias motivated the definition of
various semantics of arguments acceptability. Thus, farmgte, in the graph of arguments
depicted in Figure 2.2d, under different semantics therasqis deemed acceptably vary.

Let us continue introducing some basic definitions of Durfgygumentation Frame-
work ([80]):

Definition 2.2 LetS C AR be a set of arguments, angb, c € AR:
e Sis conflict-freeif there are no arguments, b € S such thata attacksb.
e S attacks an argument if there exists an argumente S such thab attacksa.

e If an argument; is attacked by which itself is attacked by an argumentve say that
c defendsa from b. Thus, we say thai defends an argumentif for every argument
b attackinga there exist an argumeimte S such that attacksb.

OO Q) &)
® ® (R2) (R2)

HONOBNC s ORI C el

grounded semantics skeptical preferred semantics

@ Justified Argument @ Defeated Argument @ Defensible Argument
Argument A attacks argument B

Figure 2.2: a) A simple Dung framework with three argumeb)sThe mutual attack be-
tween argument2 and A3 prevents deciding which are the winning arguments. c) A sim-
ple argumentation framework where it is not so intuitive &éxide which are the winning
arguments. We obtain different results under differentagins: the grounded extension
is empty, the preferred extensions dré1,43} and{A1,44} and the skeptical preferred
extension i Al1}.

Thus in the above introduced framework (Figure 2.2841, A3} is conflict free set
that attacks argumem2 and defendsi1 from A2.
LetS C AR be a set of arguments then: ([80])

Admissible S is anadmissible seif and only if S is conflict-free andS defends all its
elements.
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Preferred Extension S is a preferred extensionf and only if S is maximal for the set
inclusion among the admissible sets of A.

Stable Extension S is astable extensioif and only if S is conflict-free ands defeats each
argument which does not belong %o

Complete Extension Sis acomplete extensiah Sis admissible, and each argument which
is defended byis in S

Grounded Extension S is agrounded extensioif it is the least (with respect to set in-
clusion) complete extension. Or equally,dfis the least fixed point of the charac-
teristic functionF’ of < AR, Attack > (F : 2<ARAttack> _, 9<AR,Attack> \yjth
F(S) = {A such thatA is defended by5'}

Skeptical Preferred Extension S is the skeptical preferred extension if and onlySifis
contained by all the preferred extensions. ([58])

Suppose we have the following framewotk{ A1, A2, A3, A4, A5}, {(A2, Al),
(A3, A2), (A2, A3), (A4, A3), (A5, A2), (A2, A5)} > conforming the tree of arguments
depicted in Figure 2.3. The admissible extensions of ttaméwork are:{ A1}, {A2},
{44}, {A5} {A1, A5}, {A2, A4} and{A1, A5, A4}. These could represent, for exam-
ple, defensible positions in a dialogue. The preferredresttm are the maximal sets of
the admissible extensions. Thus, they &rel, A4, A5} and {A2, A4}. Thus, there are
two defensible position in the dialogue. The stable extersscoincides with the preferred
extensions. While the grounded and the skeptical prefexxeshsions are bothA44}.

Al A1 Al
Transplant Transplant Transplant

A1: Transplant the donor’s 1ung to the recipient

A2: The donor's s_h will cause a graft_failure

A3: There will be no graft_failure because the
donor has no_copd

Q Justified Argument
(O Defeated Argument

O Defensible Argument

Figure 2.3: a) In this five-argument framework, argumdntis undecided andi5 is the
only argument of the grounded extension. b) If arguméhis preferred ta42, the argu-
mentsA1, A5 and A4 would be justified under the grounded semantics. dplfs preferred
to A5, then argumentd1 would be defeated and2 and A5 justified under the grounded
semantics.

In general, there may be more than one preferred and staielestons in an argumenta-
tion framework, and only one, possibly empty, grounded &eghtical preferred extension.
The different extensions of the preferred and stable exteasan represent options of ac-
ceptable positions in an argumentation. Thus a participaay either endorse arguments
{A1, A4, A5} or {A1, A4} and they will both be acceptable positions. In that sense, th
preferred and stable extensions are bot#dulous either position is acceptable. In that
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same sense the grounded and skeptical preferred extersmskeptical Of course, we
should seek for a skeptical approach for identifying theeptable arguments when decid-
ing whether or not a proposed action can safely be perforsiade we are not interested
in an admissiblesolution, but that which is most safe. For this reason we stdo take
to grounded semantic. One advantage of the grounded ses@that computing its ex-
tension is a linear problem and that the extension alwaystsxihough it may be empty
(for this reason the grounded semantic has been argued tmlskeptical which may be
a disadvantage in some contexts [81]). Now, it is importaridte the difference between
an argument44 in the grounded extension, argumet attacked by an argument in the
grounded extension and argumefit which is neither in the grounded extension nor it is
attacked by it. Thus, this suggests three notions of argtsreateptability, those that are
wining orjustifiedarguments, those which are loosingdefeatedarguments and those that
are simply undecided, which are sometimes catlefiénsible

Definition 2.3 Given an argumentation framewotk AR, Attack >, with G the grounded
extension. Then, if € AR:

e ¢ is said to bdustifiedif a € G.
e q is defeatedf there exist an argumerte G such that(b, a) € Attack.

o Otherwiseg is said to bedefensible

Thus, under the grounded semantics we can sayAHas justified, A1 is defensible
and A3 is defeated.

Suppose the above introduced framework, depicted in F@3eepresents the follow-
ing argumentation:

Al: Transplant the available kidney to the recipient.

A2: Because the donor cause of death is a streptococcus vigdocarditis, the recipient
will result having a streptococcus viridans infection , ehis a severe infection. And
thus, the transplant should not be performed.

A3: Treating the recipient with penicillin, can prevent theipégnt’s infection.
A4: The recipient is allergic to penicillin.

Ab5: Treating the recipient with teicoplanin, can prevent thepient’s infection.

Knowing that A4 is justified andAl is defensible (undecided), in this context, is of
little help. A desirable solution to the argumentation i® @mwhich Al is deemed either
justified or defeated. Note that what prevedts from being either justified or defeated is
the symmetrical attack between argumeasand A4. To address this situations numerous
works ([24, 48, 159] have extended Dung’s argumentatiomésaork so that an attack from
an argumentdrgl to an argumentdrg2 can be disregarded iflr¢2 is for some reason
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stronger than or preferred tdrgl. Then, the acceptable arguments are evaluated based
only on thesuccessful attack@hat are usually referred to akefeaty. This allows for
example to resolve local disputes between mutually (symaoadly) attacking arguments,

so that if Arg1 attacksArg2 and Arg2 attacksArg1, then a relative preference over these
arguments will determine that one asymmetrically defdatsother. In particular, ifA5 is
preferred toA2, indicating that teicoplanin can effectively prevent teeipient’s infection,
argumentA1 would be deemed justified, and so the transplant would be eéesafe. On

the other hand, ifA2 is preferred toA5, the action will be deemed unsafe. Namely,
would be deemed defeated.

The preference relation between arguments usually stesns d strength associated
to the rules and facts with which the arguments are constiuethere the strength usually
represent the degree of the agent’s belief in a fact or ruleglibe case [25, 181]. 1§8.2 we
describe howProCLAIM's preference assignment is derived from three indeperdentl-
edge resources, so that the final decision accounts for doguadlelines and regulations,
evidence collected from past deliberations and exertsiiops.

Although Dung’s theory has become the standard approachrfiument evaluation,
there are some works, though very few, that take alternapypeoaches to compute the sta-
tus acceptability of arguments. Most notably is the Carasadodel [101]. Underlying the
Carneades system we presented abovédih) is a formal model also called Cardenades.
This is mathematical model of argument structure and etialuavhich applieproof stan-
dardsto determine the acceptability of statements on an isstiedue basis. As opposed
to Dung’s argumentation framework where the only nativatieh between arguments is
the attack relation, the Cardenades model continues tti#éidraof Kunz and Rittel’s Issue
Based Information System [138] where arguments caprbeor con an issue, or a state-
ment. Gordoret al. argue in [101] that the Dung’s approach, where argumentdegmed
justified if they survive all attacks by counterargumengsiores that arguments are embed-
ded in a procedural context. They argue that different gretdindards should be applied to
different situations. For instance, in a brain stormingsehaf a dialogue a weak proof stan-
dard may be appropriate, such Seintilla of Evidencestandard where a statement meets
this standard if it is supported by at least one defenpbbeargument. Where a defensible
argument here is an argument which all its premises hold. different phase of the dia-
logue a different proof standard may be more appropriaieh as theDialectical Validity
standard where a statement meets this standard if it is giggoy at least one defensible
pro argument and none of its con arguments are defensible.

While it could be argued that the different proof standards be formalised under
Dung’s framework by shifting among different semantics aedommodating the argu-
ments’ notion of acceptability, the Cardenades model dyreanbeds this procedural mode
of argument evaluation in its formalisation, facilitatimgthis way its implementation. In
ProCLAIM deliberation there is no need to define different proof staa&l nor there is a
need to define pro arguments, for which we took the standardyBtheory approach.

Another important contribution of the Cardenades modedngfly related to a dialogical
context, is that it explicitly addresses the notiorbafden of proaf Namely, it models the
obligation the participants in the deliberation may havedébend a proposed argument
when one of its premisses is challenged, where a challengdmeegarded as a dialogical
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move requesting evidence in support of the challenged gemihe effect this has in
the argument evaluation is that an argument may effectibelgefeated by an unreplied
challenge depending on which party made the challenge amdiich is the challenged
premiss. That is, the argument may be deemed defeated ihtikerge is not met. For
instance, in the law of civil procedure the burden of proofha allocated to the party who
has the better access to the evidence. Hence, in this cpatelallenges to a premiss may
be deemed ineffective if it is made by the party that has batteess to the evidence for or
against the challenged premiss.

While ProCLAIM allows for arguments to be challenged, it does not accounthfo
notion of burden of proof. That is, while participants in tiheliberation can request for
evidence in support of a given premiss, no agent is under bligation, from the argu-
mentation point of view, to provide this evidence. That igrtigipant agents do share an
obligation to provide their knowledge about the problem atdy but not to defend any
particular position.

The approaches to argument modelling described abovedlgrepeaking: argument
schemes and Dung’s theory) form the basis for some of theegienin our system that are
used to generate and evaluate arguments. However, as mbsabear when discussing the
Carneades model, we also need to account for the contextiahwhe agents’ argumenta-
tion dialogue takes place and the purpose of this dialoge i@portant aspect that shapes
ProCLAIMs dialogues is that they are deliberative.

2.3 Deliberation Dialogues

As defined by Walton and Krabbe in their influential classtfara of human dialogues
[232], deliberation dialogues involve participants dewgdwhat action or course of actions
should be undertaken in a given situation. Typically pgéints in such a dialogue be-
lieve that they share a responsibility for deciding whatdpwlhich provides a collaborative
context to the dialogue. Besides deliberation other fiveary dialogue types are char-
acterised in [232], where the classification is based on ihlegle goal, the participants
individual goals and the information they have at the begimof the dialogue. Thus, in
Information-Seeking Dialoguesan agent seeks to answer a question made by its interlocu-
tor, who believes the former knows the answeinigquiry Dialogues agents collaboratively
seek to answer a question which is unknown to all of them kéfmd. InPersuasion Dia-
loguesan agent, typically characterised as the proponent of tileglie, seeks to persuade
his interlocutor, the opponent, to accept a statement he oieyet endorseNegotiation
Dialoguesinvolves dividing some scarce resource (including theigpents’ time) which
defines an adversarial situation where agents need to hargarder to maximise their
share of the resource. And finally Eristic Dialogues participants seek to vent perceived
grievances, and the dialogue may act as a substitute forgalhjighting.

While information-seeking and inquiry dialogues relatereto clarifying an issue, ne-
gotiation, persuasion and deliberation may be used forivagnt decision making. How-
ever, ifintending for providing an environment for a fullgaperative interaction, it is worth
taking into account that persuasion and negotiation agpesamay hinder this purpose. As
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discussed in [113]:

¢ In deliberation dialogues agents have no fixed initial cotmmant with respect to the
basic subject matter of the dialogue. As opposed to pemuasalogues typically
characterised by the figures of a proponent and an opponéhbugyh in deliberation
dialogues agents exchange proposal and express theilopssibout what is to be
done, the goal is to jointly reach the best or most sensilitgy tto do, rather than to
defend a particular position.

¢ In deliberation dialogues the agents’ individual intesastay influence their way of
viewing the problem and evaluating the exchanged argumEelaisever, focus is not
on reconciling competing interests as it is in negotiati@adues, where in the pur-
pose of reaching an individual goal a participant can hidlermation and individual
preferences. In a deliberation participants benefit froamialy all relevant infirmation
and personal interest as a way to reach the best collectivéoso

In collaboratively deciding whether a proposed action inairsafe it is paramount that
selfish interests do not guide the course of the dialoguenglidformation or any strategic
consideration should not preclude from exploring all tHewant facts to be considered. It
may, of course, be the case that within a deliberation ppaints find the need to divide
some scarce resource, for example decide who does whathgh@uarpose of the dialogue
changes and so agents may play a different game.

Deciding whether an action is safe or not may be rephraseerinst of a persuasion
dialogue. A proponent defends the statentletaction is saférom an opponent. In this
context participants may consider that it is only worth exiplg that which is disagreed
upon. Therefore, if all participants believe that an actsosafe (resp. unsafe), they may see
no need undertake a dialogue. In general, for any argumembmpuard during the dialogue
that all participants agree upon, it will not be questionedyure 2.4 illustrate cases where
agents agree upon a statement but each based on differsohsedf these reasons are not
unfolded the wrong decision may be taken. In that sensd)atalion dialogues is about
exploring all the relevant aspects with respect to the fieaigdon, since its goal is not to
persuade one another, but to collaboratively decide witaeidest thing to do, as a group.
And, in particular, this may result in collaboratively aing to a proposal deemed optimal
by the group that may have been considered suboptimal (@wbppate) by each of the
participants as illustrated in Figure 2.4.

In recent years several formal models of these dialoguestiipee been developed. For
instance [115] proposes a model for information-seekiraodues, in [152] a model for
inquiry dialogues is proposed, models for persuasion giss are proposed in [176, 36,
27, 234] and models for negotiation dialogues are propasézbi 149, 199]. Furthermore,
given that in most real-world dialogues these primary tygesintertwined, some models
have been proposed for complex combinations of primarpdiats, for example, iterated,
sequential, parallel and embedded dialogues [153, 188uf&nowledge, the only formal
models proposed for deliberation dialogues are McBurneyHitthcock’s Deliberation Di-
alogue Framework [150] and the recent adaptation of Préklgemsuasion dialogue game
[176] into a deliberation dialogue game [132]. Dialoguenialisation are usually based on
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Agent Ag1 Agent Ag2 Deliberation

A1 A1 A1
problem P1 problem P1 problem P1

A3
problem P2
of solution

A4
problem P3
of solution

problem P2\ (problem P3

of solution of solution

Solution S2
to problem
P2

Solution S2\ /Solution S3
to problem to problem

a)

@ Justified Argument @ Defeated Argument

Figure 2.4: Agentsdgl and Ag2 both believe that problen1 cannot be solved. So if
engaged in a persuasion dialogue, they would have no mdtvesfold the reasons for
which they believeP1 to be irresolvable. However, in a deliberation participagents
should provide these reasons and in so doing they may jdintdya way to solveP1.

the notion of a dialogue game which defines the agents’ icierain the dialogue. We thus
introduce the basic notions of a dialogue game in the foligvgection.

2.4 Dialogue Game

Dialogue games are interactions between two or more paatits whomoveby uttering
locutions, according to certain rules. They were first stddby Aristotle [28] and then
by argumentation theorists and logicians in the post-waiodge.g, [110, 144]). Over
the last decade they have been applied in various areas gb@entcience and Artificial
Intelligence, particularly for rule-governed interacisobetween software agehts

A dialogue game may be specified by listing the legal loc®jaagether with the rules
which govern the utterance of these locutions, the openmbtarmination of dialogues,
and the rules for manipulation of any dialogical commitnsenturred by the participants
during a dialogue [153]. Where the notion of commitment, enpdpular by Hamblin in
[110], is used as a way to ensure some degree of coherenceasidtency in the agents’
participation in the dialogue.

Dialogue games can be described in terms of thgitax semanticsand pragmatics

“For a recent and detailed review of dialogue games appiitstiparticularly addressing argumentation
dialogues, we refer the reader to [155].
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Thus, following the standard division proposed in lingigisheory where broadly speaking
[142]: syntax is concerned with the surface form and contbitel properties of utterances,
words and their components; semantics focuses on the trutdsity of utterances; and
pragmatics on those aspects of the meaning of utterances thén their truth or falsity

(e.g.the desire and intension of the speaker).

The syntax leveltakes care of the specification of the possible locutionsptmtici-
pant agents can make and the rules that govern the order ahwhese locutions can be
made. This specification may account for the agents disdbgiemmitments, which are
usually stored in a publicly-readable database, calledvatment store. This is because,
the agents’ incurred commitments may affect the locutibresé agents may make at the
different stages of the dialogue.

The locutions are typically defined in two layers [139], wdhan inner layer contains the
content, or topic, of the message, while the outer layergpea) express the illocutionary
force of the inner content. Classical example of this aretit® agent communication
languages KQML [85] and FIPA ACL [86].

The semantic levedf the dialogue game is usually concerpedth facilitating the de-
signers task in developing artificial agents that have aeshanderstanding of the meaning
of the messages they exchange during the dialogue. To tthia eamber of semantics have
been developed [221]. Most frequently used are the axiamsatnantics [158] and the op-
erational semantics [221]. The former defines each locutiagarms of the pre-conditions
that must exist before the locution can be submitted and diseqgonditions which apply
following its submission. These pre and post conditionsiplea set of rules to regulate
participation in rule-governed interactions. The operai semantics, on the other hand,
sees locutions as computational instructions which opevatthe states of some abstract
machine. The participant agents together with the dialaeeregarded conceptually as
parts of an abstract computer, where the overall state sfcitinputer is altered with the
submission of valid locutions or with the participant agémtternal decision processes.
Operational semantics may be used to study the more forrpacesof a dialoguee.qg.
whether there are non reachable states of a dialogue,artjcuseful to prove that imple-
menting certain interaction protocols the dialogue cacheatermination state.

Thepragmatics leveis strongly influenced by the speech act theory proposed Isyiiu
[41] and Searle [201], that classified utterances by théémied and actual effects on the
world, including the internal mental states of the recemgent. A classical example of
this is FIPA's axiomatic Semantic Language [86] defined imeof the participant agents’
beliefs, desires and intentions. For exampldrdarm locutions from an agenfigl to an
agentAg2 of a propertyp requiresl) Agl to believep to be true;2) Agl to have the
intention for Ag2 to believep to be true;3) Agl to believe thatdg2 does not have beliefs
aboutp.

In a similar fashion the FIPA ACL defines in total 22 differdatutions. McBurney
and Parsons extends this language, with tRatio protocol [154], in order to support ar-

5The semantics of the dialogue game may also focus on othersigsg. provide a means by which different
agent communications languages and protocols may be cethpath one another formally and with rigor
[155].
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gumentation by defining five additional locutions: assewgstion, challenge, justify and
retract. This extension is consistent with the FIPA axiagsm&emantic Language, thus, the
semantic of each such locution is defined in terms of the qpatit agent beliefs desires
and intentions.

Numerous dialogue games have been proposed for argunoenthéilogues, most of
which model persuasion [38, 52, 176] and negotiation dizdsg207, 156, 184] and very
few actually address deliberation dialogues [150, 132 st elaborated dialogue game
intended for deliberation is the framework for ideal Deiditeon Dialogues proposed by
McBurney, Hitchcock and Parsons in [150]. In that framewaldiberation dialogues may
proceed through eight successive stages:

Open Stage in which each dialogue participant explicitly enters thalaljue.

Inform Stage in which participants share information about the goaldefdialogue, the
constraints under which any decision must be made, theluavan criteria for deci-
sion options, and relevant facts about the world.

Propose Stagein which proposals for actions (or courses of actions areanad

Consider Stagein which preferences between action-proposals and jusiibics for such
preferences are expressed.

Revise Stagein which previously-uttered proposals are revised in thhtliof utterances
made in the Inform or the Consider stages.

Recommend Stagein which one action proposal is formally considered for gtaece or
rejection by all the participants, for example by means ofte v

Confirm Stage in which an accepted proposal is confirmed as the decisidmeadilogue
participants.

Close Stagein which dialogue participants withdraw from the dialogue.

The participants’s goal in these dialogues change acaptdithe stage of the dialogue.
It is for this reason that stages are marked explicitly, stodsetter enable participants to
know what is expected of them at each stage. In this framewlogke are some constraints
on the order of the stages, and some stages may be repeaaedténative fashion, before
the dialogue is completed. Nonetheless, the deliberatiquite liberal in the sense that very
few restrictions are imposed on the participant agents1®0]the axiomatic semantics of
the deliberation dialogue is presented, with pine andpostcondition for the locution, the
meaning of the locution, whether for each locution any respdrom any other participant
is required and the effect the locution has on the commitreteme.

As the deliberation progresses, the participants’ assert{which may be action pro-
posals, intended goals, constraints, perspectives byhwahpotential action may be eval-
uated, facts and evaluations) and their submitted prefeseare added to a commitment
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store capturing the agent’s expressed beliefs and intefiti&ach such submitted assertion
or preference may be retracted and thus removed from the dorent store. While the
dialogue game does account for the conflicts on beliefs ardests among the participant
agents, to a great degree their conflict interaction andutiso are left implicit.

ProCLAIM's dialogue game, introduce kb bears certain similarity with McBurney’s
et al. dialogue game in that it defines a number of stages and itindayers through
which the deliberation may move. However, we take theseestag conceptual, in the
sense that they only help organise the game’s definitionicgeant agents need not know
which locution corresponds to each stage and locutiondfefent stages may be submitted
in parallel. A great difference between the two approachekédt while McBurney'st al.
dialogue game is intended for an open deliberation about tetdo, ProCLAIM's dialogue
game is specialised for deliberating over the safety of @gsed action where great part
of the interaction is shaped (and constraint) by the argtisremes the participant agents
can instantiate at each stage of the deliberation. One inateedonsequence of this is
that the conflict between the agents’ positions is expliaithptured in a form of a Dung
argumentation graph and thus, the resolution of the delilmer involves identifying the
acceptability status of the argument proposing the safitigad argument.

Another deliberation dialogue game was proposed in [13Rjs Work is an adaptation
of Prakken'’s persuasion dialogue game [176]. The main drgastribution of this work is
to explicitly model the conflict interaction between the migesubmitted arguments so as to
have an account of the acceptability status of the agentshdted argument at each stage
of the deliberation. Both [132] and [176] assume the argurmt@raction to form a Dungs’
argumentation framework under the grounded semanticsotinthese game, each submit-
ted argument must defeat the argument they reply to. Thute Wiis enables to directly
identify the winning arguments, these games assume thaeldé/e strength of the argu-
ments are known a priory, which is not the casPiaCLAIM's argumentation. In [132], for
each action proposal there is an independent dialogue tneesvihe proposal is evaluated.
A choice is given among those proposals that survive thetagattacks ordered in terms
of the agents’ stated preferences. In [11] we have used En&kgersuasion dialogue game
to model the agents’ interaction ProCLAIM. However, besides the fact that this dialogue
game was intended for persuasion rather than deliberdtiath, [132] and [176], as well
as McBurney’set al. [150], fail to capture some d?roCLAIM's deliberation nuances. For
exampleProCLAIMdeliberation decouples the resolutionadiat is the casand the delib-
eration over the actions’ safety. Firstly, this gives gtioto the main questionis the action
safe in current circumstancesd that, for example, questioning the current circumsanc
is licensed only if this challenges the action’s safety. delty, as we show if§5, this de-
coupling allows one to address, in a relatively simple fashproblems such as incomplete
or uncertain information, at the time of constructing thguanents, when updating the new
available information and when evaluating the agents’ stibtharguments.

Similar argument can be given for the main difference betwe®CLAIM dialogue
game and the PARMA (for Persuasive ARgument for Multiple Atgg Action Persuasion

5The participant agents’ expressed beliefs may not be tiotilah internal, beliefs as in the case of FIPA
ACL [86].



2.5. ARGUMENTATION FOR HUMAN-COMPUTER INTERACTION a7

Protocol [38]. PARMA is the dialogue game proposed by At&mst al. in order to im-
plement their theory of persuasion over actions that wedhiced in 2.1. Nonetheless, to
a great degree this dialogue game is related to thRt@ELAIM because its argumentation
moves are defined in terms of the argument schdrtieand its associated CQs. And as
we have discussed in 2.1 it is on this scheme and CQ%tla@LAIM's circuit of schemes
and CQs are based on ($f). In a similar fashion as in [150], the participants’ bidiand
interests, potentially in conflict, are added into a commaitinstore and no explicit model
for the argument interaction and resolution is given. Haveas it can be seen in their later
work [34], a Dung’s argumentation framework can easily bestaicted from the dialogue
commitment store.

Furthermore, for the intended scenario a collaborativasaet making is required in
which the different stakeholders’ view points (possiblyconflict with each other) need
to account for. Traditional approaches based on numer@edigms may indeed help
in the process of argument construction, validation anduatian, as all these processes
require domain knowledge and are agnostic to where the letlgel comes from. What
ProCLAIM propose is the integration of any kind of knowledge by medrsdeliberation
dialogue so that different perspectives can be accountezhfbin particular so that domain
expert can effectively participate in the decision making.

Having described the foundation on whieroCLAIMis based on for the argument con-
struction, interchange and evaluation, we know briefly cemnon an additional aspect of
argumentation that has a great value for the intended uBeo@LAIM. That is, argumen-
tation as a tool to facilitate human-computer interaction.

2.5 Argumentation for Human-Computer Interaction

The use of Argumentation for Human-Computer interactios ingensively been explored

over the lasts 20 years. This came with the acknowledgerhanthe knowledge derived

from a computer is easier to understand and thus more pamsdas human users if pre-

sented in a structured, argumentative fashion [44, 241,,784], as opposed to, for instance,
if presented as a set of rules.

The progress made in argumentation theory in capturing camsense reasoning to-
gether with the diagrammatic nature of argumentation selsersuch Toulmin’s [220] de-
picted in Figure 2.1 or Kunz and Rittel's Issue Based InfdiamaSystem [138] depicted
in Figure 2.5 has motivated a number of argumentation-baselisation tools [213, 98,
191, 222, 83, 61, 206] particularly interested in addresgirdefined problems in collabo-
rative settings. Argument visualisation allows presantomplex reasoning in a clear and
unambiguous way facilitating communicative interactiam&l the development of shared
understandings among participants in the decision makiagess, which ultimately leads
to more coherent, focused and productive discussions [lI33],even in time pressure sit-
uation [145]. While no tool, to our knowledge, has based rtghical representation on
Dung’s argument graphs, their use in the academic litezatmirillustrate the interaction
among arguments is pervasive. Through the use of directgahgr as those used throughout
this Thesis, the argument interaction can easily and imilyt be grasped, and by colouring
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the nodes of the graph one can immediately identify whichtla@ewinning, loosing and
undecided arguments (under the chosen semantics). Thastisytarly the case when the
argument graphs have a relatively simple structure as thdd@CLAIM, which have a tree
structure.

[i] Prolactinoma case of patient X; What's the approriate treatment? by Dr. Brown

—{a] Surgical operation, by Dr. Brown
Complete removal of tumor, by Dr. Brown

(=] Danger of pituitary insufficiency, by Dr. Clark
Life-long icapability to produce certain hormones, by Dr. Clark

L—{a] Pharmacological treatment, by Dr. Clark
We avoid the risk of a surgical operation, by Dr. Clark
——{=] Such a treatment will last very long, by Dr. Brown

We don't completely remove the tumor with such treatment, by Dr. Brown
This is not true in the case of the new medicine we propose, by Dr. Clark
Figure 2.5: Classical visualisation of an argumentatiostesys based on the Issue Based
Information System. In the picturieis theissueor dominant questiana are alternatives
to resolve the issue, and the plus and minus signgas#ionsin favour or againstan

alternative or of another position. Example extracted fitbm Hermes System [120], an
argument-based collaborative decision support system.

In addition to the visual appeal of argumentation, anotheetmg point for the inter-
action between humans and computers resides in the facdrhainents can be built from
argument schemes represented in natural language. Ttsstethe idea of using argument
schemes as a means for a human and artificial agents interacting natural language.
In [17] we followed this idea and proposed a repository oliangnt schemes, tailored for
reasoning over the viability of an organ transplant, so tiwatugh the use of these schemes
heterogeneouse(g. human an artificial) agents can argue over a transplantyséfied later
work [11] we presented a prototype that supported this aemqtation process. Although
this idea has been envisioned elsewhere [194] and to sometés a present idea in other
approaches, such as in the Carneades Syspertkinson’set al. work [33], we know of
no other implementation that supports this kind of arguniBalogue among human and
artificial agents. Ir§7 we discuss this use of argument scheme§ll discuss the imple-
mented prototype we presented in [11]. Before we continweeker, it is worth noting that
the links between argumentation and natural language septation goes beyond this use
of argument schemes, see [189].

All this to say that the reasons for choosing argumentabadtress the intended prob-
lem not only includes its suitability for modelling commense reasoning and commu-
nication between reasoning agents but also, because vedelieady made artifacts for
human-computer interaction. As we just pointed out, arquat@sn has been shown to be
a good means for presenting information to laymen in a cledmersuasive fashion. With

"http://carneades.berlios.de/
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the use of argument schemes this information can be presentatural language without
the need for tools for natural language generation. Monedkis presentation can be fur-
ther improved with the use of visual support so as to provisEraiwith a global view of

the arguments’ interaction along with an intuitive undamsling of which are the winning,

loosing and undecided arguments.

2.6 Argumentation and Safety Critical Domains

Along the 90s numerous works in Artificial Intelligence posed alternatives to address
decision making under uncertainty (see [169] for a revieW)ese were mainly driven by
the practical difficulties of implementation of classicaktsion theory based on probabilis-
tic inference [227, 187], specially in practical situasowhere it is difficult or simply not
possible to quantify uncertainty. As an alternative to ¢hesmericalapproaches, many
works proposed the use of argumentation gsi@itative method to address decision mak-
ing under uncertainty [90, 136, 135, 141, 218], where mariiede works were particularly
concerned with risk assessment. One early result of thésarel line is the StAR System
[137, 118], a software application intended for identityithe risk of carcinogenicity as-
sociated with chemical compounds. Given the lack of envirental and epidemiological
impact statistics, the StAR System uses general scientiizsledge to construct arguments
for or against the carcinogenicity of the chemical in questiOn the basis of the presented
arguments the gravity of the risk may be estimated. Anotimgortant contribution in this
research line es Foat al's PROforma89, 87], a language and technology for designing,
implementing, testing and delivering software agentsdhatoperate in dynamic and uncer-
tain environments. With a similar approach of the StAR SystinePROformaapplication
RAGs [76] was designed to assist a family doctor in evalgatire genetic risk of breast
cancer for a given patient. Following this trend Glasspawl Eox proposed the REACT
application [96, 97], intended to assist medical doctothéncreation and enactment of care
plans, where arguments for and against possible clinitahvantions are presented so as to
facilitate the doctors’ decision making.

An important aspect shared by StART, RAGs and REACT is thehasip in commu-
nicating the rationale for the proposed solutions. Thesetesys where no longer conceived
asexpert systembut asdecision support system#\s stated in [88, 95], when computa-
tional applications are intended for a field which is notyulihnderstood €.g. medicine),
it should account for the fact that any knowledge base, evbased on state-of-the-art
in the filed, may contain no demonstrable errors or incoms@es. Hence, though this
knowledge base may operate as intended, its advice may bepsinial or even unsafe.
This suggests restricting these computational applicatio decision support rather than
decision-making. The interface then becomes central fajisng the reasoning by which
the program has arrived at its recommendations in an urahetable fashion, for which, as
discussed ir32.5, argumentation is particularly suitable. Providingl eiser with the rea-
sons for a recommendation not only makes the advice moreigmve when appropriate,
it may help experienced users not follow unsafe or sub-adtedvise when they disagree
with the given reasons or when they believe these fail touragtmportant aspects of the
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decision making.

Indeed, a structured and clear presentation of the arggn@nd proposed decision (or
solution to a problem) are particularly useful in safetifical domains, for they not only
provide the reasons behind the proposal, but they also kehifging that all relevant fac-
tors are taken into consideration. A good example of thissafety cases, where a safety
case consist of a structured collection of arguments artkage used to provide an assess-
ment of the potential risks in a projed.(.a software, technology or a facility, for instance
a nuclear power plant) and of the measures to be taken to msmitiese risks so that the
final product is acceptably safe to operate in a particulatexa over its lifetime. Since the
proposal of McDermid [157] to use of Toulmin’s argument soleg220] (see fig. 2.1) to
structure the arguments conforming a safety case, numeroks have elaborated on this
idea proposing extensions and variation to this schemabitédr suits the formulation of
their safety cases [53, 20, 127, 128, 83, 109]. These schamassed both to help elabo-
rating the safety cases in a structured fashion and to atditate the reviewing process by
supporting navigation across the argument structure (g cthe evidence in its support,
the warrant...) using tools such as hypertext.

The above mentioned proposals, while addressing varioogplexities of decision
making in safety critical domains, they do so by adoptingpgbespective of an impatrtial,
omniscient observer. That is, they do not address the fattifierent knowledge sources
(e.g.expertise, stakeholders,...) may be in disagreement. kMeBwand Parson address this
issue by proposing theRisk Agorag151], an inquiry dialogue game intended to formally
model and represent debates in the risk domain. Though tpesaf application may be
wider, their work focusses in modelling discussions ovedeptial health and environmen-
tal risks of new chemicals and substances, as well as theggte regulation required for
these substances. Thatis, their concern is to facilitatégpolicy debates about the risks of
new substances. Their work is inspirited by Habermas’ pgegdramework [108] intended
for consenting members of a community to engage in a civdalisse. In this framework,
and so in its computational version proposed by McBurneyRargof, participant agents
may not only advance arguments for or against a proposathbutmay also question the
participants’ given definitions or the modes of reasoningdus their arguments formula-
tion. That is, participants may discuss over which rulesn&érence or argument schemes
to use. In other words, thestisk Agorasadvocate for an ideal public debate, promoting
both transparency in public policy decision making and denawic participation in debates
about environmental and health risk.

A more recent work in multi-agent argumentation concermisl scenarios is Fort
al.’s guardian agent [160]. In this work a Guardian Agent is psga to supervise the dif-
ferent medical treatments prescribed for a patient by diffeSpecialised Medical Domain
Agents to jointly arrive at the most appropriate, safe tireat. The focus of this work is to
explore the use of hogic of Argumentatioil35] for agents’ decision making. However,
this work does not address the agents’ dialogical inteyacti

Another interesting work addressing agents’ interact®oBlack and Hunter’s inquiry

8We know of no implementation of this system.
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dialogue system [57]. Broadly speaking, they propose anigndialogue game as a proce-
dure to find thedeal outcome from the interaction between two agents. This idetmlome

is the solution that would arise from joining the two agemslief bases, which may them-
selves be inconsistent. Therefore, the outcome of suchgliak is predetermined. They
argue that this kind of dialogue would be suitable for safaftical scenarios where the
purpose of the argumentation would be arriving to this 'idealution. One very important
added value of this approach is that they can prove souné@messompleteness properties
of inquiry dialogues. The downside is that the dialogue ganig accepts two agents, it as-
sume they have the same knowledge representation and ¢irabetief base do not change
during a dialogue.

All the above works make use of important features of arguaiiem: dealing with
uncertainty, providing a clear understanding of complesoming (via informal argumen-
tation, in the example of safety cases), modelling agee@soning and dealing with dis-
agreement among rational agents. However none of the abemtéaned works addresses
the particularities oProCLAIM's deliberations which main purpose is to provide a setting
for an effective and efficient fdreterogeneouagents to deliberate over the safety of a pro-
posed action. As we will see 6 ProCLAIM' interaction protocol, defined on the basis of
schemes and CQs, imposes numerous restrictions on theemtation which are motivated
by the context of application. These restrictions are idéehto promote efficiency and af-
fectivity by focusing the deliberation only on the relevamdtters to be discussed. However,
ProCLAIM does not make any assumption nor imposition on the agenéshial reasoning
(as [57] or [160] do). As discussed 2.1, ProCLAIM uses argumentation as a meeting
point, via argument schemes, for the different knowledgeueces interactiore(g. human
and artificial agents or the Case-Based Reasoning compfaatnted byProCLAIM).

On the other side of the spectrum, approaches such as Riglag\Hdb1] or McBurney
et als Deliberation Dialogue Framework [150] assume ideal domas for the argumen-
tation, where for example, agents have no time constraiehffage in a deep discussion.
Furthermore, because the scope of the discussion is so padi&gipant agents are given
little support in the argument construction. These assiomgtare not realistic foPro-
CLAIM's deliberations. As pointed out in [131] and later confirnbgd145], the otherwise
quite intuitive fact, that in collaborative decision maficommunication decreases as par-
ticipant are more stressed, either with workload or bec#usie faced with an emergency
situations,e.g.a rapid deterioration of a patient [145].

ProCLAIM deliberation assume a context where most issues are beygputel €.9.
in the medical scenario questioning the morality or geneft@ctiveness of organ trans-
plantation is beyond dispute) in order to focus de delili@nabdnly on the relevant matters.
Furthermore, the idea is that in normal circumstances timealmuagents will only have to
validate the automatically generated proposal (preseagedree or interacting arguments),
and only when they disagree with the proposed decision tiegt @re directed in the sub-
mission of the arguments that better embody their undeditgrof the problem.

There are some recent works that may be useful for a futurensixin of thePro-
CLAIM model. In [237] an ontology-based argumentation framewsnroposed within
the medical domain. This work can be useful at the time of toosng the scenario spe-
cific argument schemes in medical domains. WRiteCLAIM does provide support in this
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process, it assumes a domain specific ontology. In a moratresmk [103] a language
for encoding clinical trials and an argumentation-basedhéwork for comparing the effi-
ciency of clinical treatments is proposed. CurrentlyPmoCLAIM different treatments are
not compared so as to choose the best treatment, ratherpempleanentary treatment to
the main proposal is considered either effective or notéffe in preventing an undesirable
side effect. That isProCLAIMis not intended for choosing the best treatment but rather,
whether or not the proposed treatment is safe. For this mefiswould be interesting to
explore this option in future work.

Having introduced the context in whi¢troCLAIMis defined, the grounds on which itis
built as well as a review of similar works, we proceed in thikofeing chapter to introduce
to two scenarios used to motivate tRCLAIM model, where the first and central use case
is the transplant scenario introduceds®l and the second, complementary use case, is
the environmental scenario discussed32. Later in§4 we start our presentation of the
ProCLAIMmodel. We would like to add at this point, that our goal with froposed model
is to facilitate argumentation based deliberation of thgetyhat occurs amongst human
users, as we aim to support deliberations among domaintexpet may have conflicting
opinions and judgements. Indeed as seen throughout thigechane of the acknowledged
strengths of argumentation as a paradigm for is that it niyt @aptures formal logic-based
models of reasoning in the presence of uncertainty, butsalpports human reasoning and
debate, and thus provides a bridge between formal modelewandn modes of reasoning,
so that the former can normatively guide the latter. In thesw quantitative theoretical
models that involve the use of probabilities and numericM values, do not reflect the
way discussion and debate takes place in human practicesaadd not lend themselves
to supporting human deliberation. Furthermore, as show@6iy there is evidence that
argumentation based qualitative approaches yield corhfgacaitcomes to numerical risk
based approaches in the medical risk assessment domain.



Chapter 3

Two Safety Critical Scenarios

In this chapter two safety critical scenarios are presented in the field of human or-
gan transplantation and the other addressing wastewateagament in river basins. In
both scenarios the implementation of an efficient delib@nahmong experts, of the type
proposed byProCLAIM, can be of great value. In the former scenafopCLAIM has
the potential to help reduce the increasing disparity betwdemand and supply of human
organs. While in the environmental scenario the implentemaof such model can help
reduce industrial wastewater discharge’s environmemnt@act in river basins. The two
scenarios serve to motivaRroCLAIMs value and illustrate its use.

The transplant scenario is the main case study of this Thasismber of prototypes
have been developed in this scenario addressing diffespeicés of the problem, and also
positive feedback have been received from domain expegssessing the proposal accep-
tance in the transplant community. The environmental stesataken as a complementary
case study which serves to test the scope of the model'scappity. A full research on the
environmental problem usingroCLAIM is in fact taken by the LEQUIA research grdup
that, as non-experts in argumentation, their experienceblean (and still is) very help-
ful in developing (and refining) a methodology for the insiaton of ProCLAIM in new
scenarios.

In the following two sections the safety critical scenar&e introduced and i§3.3
a discussion is given regarding the role these scenarigegla the development d?#ro-
CLAIM. After introducing theProCLAIMwe return ing11 to these two case study to discuss
our experience in implementing them.

3.1 Human Organ Transplantation

In the last 30 to 20 years human organ transplantation hasotdated as a common-
practice therapy for many life-threatening diseases. Hewavhile the increasing success
of transplants has led to increase in demand, the lack of eoooitant increase in donor
organ availability has led to a growing disparity betweeppdy and demand. This scarcity

http://www.lequia.udg.es/
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of donors has in turn led to the creation of national and nmatonal coalitions of trans-
plant organisations intended to make the best use of thanerlat are made available.
This has resulted in requirements for managing and proagssist and complex data, and
accommodation of a complex set of regulations in a disteithaiontext.

To facilitate the transplant professionals’ work in thigneasingly complex and de-
manding tasks a number of distributed (Multi-Agent) systeminere proposed for the effi-
cient management of the data to be processed. Each of suaaapps focused in different
Al paradigms (coordination [21], planning [224], norms 822 Currently transplant organ-
isations are modernising their software systems to supipigrtlistributed environment (for
example, the Sintra system in Argentina or in Argertinathe SUIL system in Spatih
Hence, sooner rather than latter, transplant professiomidl be able to interact efficiently
via a distributed software system.

A critical issue not addressed by any of the proposed dig&ibsystems (formal or im-
plemented) but of increasing concern in the transplant conityis the important number
of available organs for transplantation that are discaateteing deemed non-viable (not
suitable) for that purpose. The focus of this transplareaesh is to extend the donor and
organ acceptability criteria so that more organs are aedeg suitable for transplantation.
In other words, the propose is to prevent discarding orghasdlthough notdeal their
discard (unsuitability) cannot be justified. Transplamjamisations do revise these accept-
ability criteria and periodically updates and publish thedowever, these criteria rapidly
evolve because of the researchers’ effort in extending theeduce organ discards. Hence,
the more advanced transplant teams deviate from the bassected criteria. Put in other
words in [238]:

...strict adherence to those ‘standard donor criteriailted in a progrediefit
undersupply of available organs with the result of signiftbaextended wait-
ing times and increased mortality on the waiting list. [.Recent evidence
confirms that certain donor criteria can be liberalised twease the available
donor pool by accepting ‘Marginal Donors’ who would, undeneentional
guidelines, be declined as potential donors.

One of the obstacles for reducing the organ discards is thiegrt organ selection pro-
cesses do not account for the fact that transplant profeasionay disagree. Currently, the
decision to offer or not to offer an available organ for ty@agatation is based exclusively
on the assessment of experts located at the donor site, drasiseof whether they believe
it to be viable (suitable) for transplantation. Thus, it nb@the case that the transplant pro-
fessionals located at the donor site will not offer an orgacduse they believe it not to be
viable, while transplant professionals responsible oftemtial recipient may have deemed
the organ viable for their patient and, if given the chanoey imay have successfully defend
the organ’s viability. For that reason we intend to faciétaupport for a joint deliberation
between donor and recipient agents (respectively repiaggurofessionals responsible for

2http://sintra.incucai.gov.ar/
Shttp://www.ont.es
4progressive
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the donor and recipients) so that an organ that would ondlinae discarded (not offered),
because it was deemed non-viable by a donor agent, may nomarspkanted if a recipi-
ent agent can successfully argue that it is suitable for #ngqular recipient it represents.
When the outcome of a deliberation suggest the transplam &afe, the organ may then
be transplanted, otherwise agents have justified the @rgam-viability and thus the organ
should be discarded.

In §3.1.3 we propose an alternative organ selection processevatieorgans that are
made available for transplantation must be offered. Itisugh deliberation that their suit-
ability for transplantation is decided. This alternativegess is formalised as an extension
of the agent-based organisation CARREL [224], intendechtilifate the offer and allo-
cation of human organs for transplantation. Thus, in thiefohg subsection we briefly
introduce the CARREL system.

3.1.1 CARREL: An Agent based Institution

In line with other distributed systems, CARREL is propos284] to ease and partly au-
tomate the increasingly complex tasks assigned to thepiamtsprofessionals. In short,
CARREL is proposed for an efficient management of the datatprbcessed in carrying
out recipient selection, organ and tissue allocation, emgwdherence to legislation, fol-
lowing approved protocols and preparing delivery plansorater to perform these tasks
CARREL is required to manage and process vast and complex aatwell as to adhere
to complex, in some cases conflicting, sets of national atefriational regulations and
protocols governing exchange of organs and tissues. Thkisrudivated development of
CARREL as an electronic institution [224]. As such, CARRHiIcedes sets of legislation
and protocols based on two physical institutions reprasgmixamples of best practice: the
OCATT (Organitzacido CATalana de Trasplantameht)d ONT (Organizacion Nacional
de Transplante8)organ transplantation organisations for Catalonia aninSpapectively.
Spain has improved its organ transplant process by creatmgdel with two organisational
levels:

e At the intra-hospital level, a hospitals transplant cooeatlir coordinates everyone
involved in donor procurement, organ allocation, and fpéargation.

e At the inter-hospital level, an intermediary organisat{@CATT for just Catalonia
and ONT for all of Spain) monitors the communication and dowtion of all par-
ticipating health-care transplant organisations.

Figure 3.1 illustrates CARREL managing the inter-hosgéaél and shows the entities
with which it interacts. OCATT and ONT denote the organ tgastation organisations
that own the agent platform and act as observers (they haaas@ccess to the agent
platform). Each transplant coordination unit (UCT) reprgs a hospital associated with

Shttp://www10.gencat.net/catsalut/ocatt/en/htm/inben
Shttp://www.ont.es
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Figure 3.1: The CARREL agent-based institution. The ihiespital level.

CARREL. The UCTs manage the intra-hospital level; each Uisdo successfully co-
ordinate organ and tissue procurement, extraction, andamtgtion, and in turn each is
modelled as an agency [74]. CARREL must:

e ensure that all the agents entered into the system follownbetal norms,
e remain informed of all the recipients registered on the wgilists,

e check that all hospitals fulfill the requirements needeahteract with CARREL,

coordinate the organ or tissue delivery from one facilitatmther, and

register all incidents relating to a particular organ csus.

A hospital must join the CARREL system to use its servicesddimg so, the hospital
undertakes an obligation to respect the norms ruling CARRIEractions. For example,

e CARREL must process all organ offers and tissue requests,
e hospitals must accept the outcomes of the assignation ggpand

e hospitals must update CARREL with any relevant event rdltdeorgans and tissues
received through CARREL.

CARREL is formalised as a dialogical system in which all iatgions are compositions
of message exchanges, or illocutions, structured throgghtayroup meetings called scenes
orrooms. Each agent can have one or more roles, which de@medims the agent can enter
and the protocols it should follow. So, extending CARRELoives defining new roles or
illocutions, where the former might require defining newmm For example, the task of
offering an organ for transplantation and searching focgrent is fulfilled by having UCT
agents take on the hospifahder agentrole. Similarly when CARREL contacts a UCT to
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inform of an available organ suitable for a recipient on td&Ts waiting list, the UCT
agent takes on thieospital contactagent role. Another role defined by CARREL relevant
for the transplant scenario is that of thespital information agensent by hospitals to keep
the CARREL system updated about any event related to a preite atate of the waiting
lists. For a more detailed description of the roles and s&rerefer the reader to [224]
and [14].

In the following subsection we present the current humaaroeglection as it is defined
in Spain and so as it is modelled in CARREL. Once the problenesolve is highlighted,
we present ir$3.1.3 an alternative organ selection process that we leglias the potential
to increase human organ availability for transplantation.

3.1.2 Human Organ Selection

In Spain, the human-organ selection process begins whemsplant coordinator, repre-
sented by a UCTs donor agéiiD A), detects a potential donor. After analysing the relevant
donors characteristics, the A informs OCATT (assuming th& A is in Catalonia) of the
organs it considers viable for transplantation. Any orgaarded non-viable is simply dis-
carded (in other words, surgeons will not extract it from do@or). If a recipient is found
the allocation starts and OCATT offers the organ to a Catedaipient agentRA. This
agent might or might not accept the organ. It is worth memtigrihat, at this stage, the
offered organ has not yet been extracted. IfEhérefuses the organ, OCATT will offer the
organ to otherR As until either one accepts it or all have refused it. THw# that accepts
the organ can discard it during or after extraction, in whiele it is likely that the organ
will not be transplanted. If n&® A on Catalonias waiting list accepts the organ, OCATT will
offer it to the ONT, and a similar process takes place, thigetembracing all of Spain. If
all RAs refuse the organ, ONT will offer it to transplant orgarimatin Europe. If every
organisation fails to allocate the organ, the organ will Isearded.

In 2005, OCATT reported that Catalonia, a leader in organspkantations, discarded
approximately 20 percent of livers and kidneys, 60 percétiearts, 85 percent of lungs,
and 95 percent of pancreases [166].1t has been acknowlgilg8pthat these discard rates
can be reduced if one accounts for two factors that are diyneot taken into account in the
current organ selection proceds.doctors often disagree as to whether an organ is viable;
2) organs are rarely viable or non-viahper se but rather assessment of viability should
depend on both the donor and potential recipient charatiteyj as well as for courses of
action to be undertaken during transplantation.

3.1.3 Alternative Human Organ Selection

Human-organ selection illustrates the ubiquity of disagrent and conflict of opinion in the
medical domain. What might be sufficient reason for discay@in organ for some qualified
professionals might not be for others. Consider a donor av#timoking history of more than
20 to 30 packs of cigarettes per year and no history of chiawétructive pulmonary disease

"Here agent may be artificial or human. For readability reagba names of the agents are changed from
those defined in the UCTSs [74].
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(COPD). Some would cite the donor’'s smoking history as sufficiesgson for deeming
the lung non-viable, but others would disagree given theeistory of COPD [143].
Similarly, some would discard the kidney of a donor who diexhfstreptococcus viridans
endocarditis Others would reason that by administrating penicillintie tecipient, they
could safely transplant the kidney [143]. So, althougbh4; (DA of UCT,) might argue
that an organ is non-viable, @A; (RA of UCT;) might provide a stronger argument for
considering the organ as viable. On the other hdnd; might argue that an organ is viable,
and this argument might be stronger thanfaf;s argument for non-viability, thus making
the RA; reconsider. By enabling supervised and validated deliioeraver a human organs
viability, the number of discarded organs cfelybe reduced.

UCTH
e . ONT
UCT2 o i <—:r TR
' '
| __|Transplant Organization Room, OCATT
e -
UCT3
| A |
|
I .
... Evaluation Room,
: CARREL
UCTn

Donor Agent Recipient Agent

Mediator Agent OCATT Agent (or another Transplant Organization Agent)

Figure 3.2: CARREL

For CARREL to implemenProCLAIMand thus support the new selection process some
changes are required. The main of which is the definition @f\thA role for managing the
D As andR As deliberation dialogue over the safety of the availablewsgransplant. The
deliberation takes place in two new rooms: thenor evaluation roonandrecipient eval-
uation roomas depicted in figure 3.3. For simplicity, we refer to thesehaevaluation
room Other extensions are required to accommodate the newtisal@cocess, for exam-
ple, introducing the transplant organisation ag&md (@) andtransplant organisation room
which distribute organ offers to the appropriate recip@gents (see figure 3.2). THeA
and RA extend the roles of a UCTsospital finder agenand hospital contact agente-
spectively, to facilitate the submission of argumentsvaahé to assessing an offered organ’s
viability in the evaluation room. To report on the outcometlud transplant operation the
RA takes the role of thhospital information agentOther changes are required that are not
described here as they bring no insight to the implememaifdroCLAIM, we refer the
reader to [14] for a detailed description of CARREL

In the new selection process, having identified a potentialod D A; will enter the
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Figure 3.3: CARREL’s Evaluation Room and Update Room

transplant organisation room and communicate basic orgtn(tbr example, organ type)
and donor’s data (such as the donors clinical history) toTtheA representing OCATT
or ONT. TheTOA may delegate the offer to another transplant organisatiquass the
offer to the evaluation room, in which case thé&) A contacts eactiRA; identified as a
potential recipient on the basis of basic organ and dona. delhe M A in the evaluation
room then mediates the exchangegdd; and D A; arguments for and against the transplant
safety, possibly submitting additional arguments (seadi@u3). Finally, for each patient
represented by the contactétd; the M/ A evaluates the submitted arguments to detide
whether it is safe or not to transplant the offered organt ihawhether the organs are
deemed viable or non-viable for transplantation for a pafdir potential recipiertt. Figure
3.4 illustrates the proposed human organ selection prodagzarticular we can see how
organs deemed non-viable by’®4; may nonetheless be transplanted by 4;.

If the transplant is deemed safe (the organ is labelled &dejifor aRA; and assigned
to its potential recipient, the surgeons of the U@l proceed to extract the organ from the
donor, at this stage new evidence may indicate the organfa&imot suitable. Otherwise,
the surgeons may proceed to transplant it to their patiemthwmay turn to be a successful
operation, or not. Feedback on the outcome of the operatiesi be reported to CARREL,
even in the case where the organ was deemed unsuitable festta extraction. This
feedback will later allow reusing previous deliberationsmlve new cases on evidential
basis.

The idea is that in normal circumstances little intervemtrall be require from trans-

81t should be clear that final decisions are always given ceagtlsupervised by human agents.

®This selection process should not be confused with the @aistm process, in which an available organ
is assigned to the most appropriate recipient. An extensidhis selection process so that it covers organ
assignation is proposed in [8].
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plant professionals in a deliberation. Most of the argunemhange can be automated,
and in so far decisions are compliant with guidelines (don@insented knowledge) the
professionals intervention may consist in validating teeisions which are given in a form
a a tree of arguments and so providing a justification (extlan) for the proposed solu-
tion. However, when any of the professionals disagree wighdiven justification further
arguments can be submitted to express this disagreemeot) aftcourse can motivate the
submission of additional arguments by the interlocutarsthroceeding with the delibera-
tion which outcome may deviate from standards. Nonethglesounting for guidelines,
evidence and expert opinion.

The transplant scenario, which consist in formalising theraative organ selection
process, has been developed under supervision of trahgplEfessionals of the Sant Pau
Hospital and has been presented in a number of conferencetarsplantation events
[9, 10, 15] receiving positive feedback from professionalghe field. Throughout this
document we will be using this scenario to describe the detdithe ProCLAIM model.

In the following subsection we introduce our second scenased to tesProCLAIM's
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generality.

3.2 Wastewater Management in River Basins

Fast demographic growth, together with an increase of indliactivity, historically placed
near the riversides to use water as a resource, has creat¥d seological imbalances in
fluvial ecosystems. These imbalances have been also inflddaydhe idiosyncrasy of each
river basin (altitude, latitude, geology, rainfall reginigdrological netetc).

According to the European Union Water Framework Directi¥#-0D) [71] a river basin
comprises the area of land from which all surface run-off #alwrough a sequence of
streams, rivers and, possibly, lakes into the sea at a siivgle mouth, estuary or delta.
Thus, river basins are multi-dimensional units and theinagggment surpasses administra-
tive boundaries; their scale of problems increase [2111%38] since the state of rivers in a
given point depends on what happens on its surroundings el stretches of the river.
Hence, the WFD introduces the holistic approach to reveairthjor pressures, the impact
on the receiving waters and the water resources managetmar@raasin level.

The case study on which this work is based is located in Qatglovhere the major-
ity of river basins have sewer infrastructures and Wastwhteatment Plants (WWTPs).
It is important to highlight that almost all sewer systems anitary which means pluvial,
domestic and even several industrial wastewater streagnsoflected together, adding an-
other challenge to wastewater management [217]. Pedigdsmof Mediterranean rainfall
regimes (short duration but intensive rains) [179, 165¢thgr with a high diversification
of industries and little integrated wastewater managenmreies it difficult to reach into a
good ecological status of rivers defined by WFD [71]. All taefements (sanitation infras-
tructures and industries) form a complex system in whiclkeish\agents come together with
different goals and interests difficult to manage as a whalkomt special methodologies
[107].

This has recently motivated exploring multi-agent apphoacformalise an integrated
management of wastewater in a river basin [39]. This rebdangndertaken by the Labora-
tory of Chemical and Environmental Engineering at Uniwgrsi Girona. In this research
the ProCLAIM model is used to support a collaborative decision makirgnisk:d to reduce
the environmental impact of industrial discharges in emecy situation. The problem is
particularly challenging for the variety of actors invalven the process (industries, sewer
systems, wastewater treatment plants, storing tanksith diwverse interests and knowl-
edge about problem. Also challenging because of the vawiegyternal factors relevant for
the decision makinge(g. meteorological context, mechanical failure in an infrasture,
concurrent wastewater produced by other sources, induatrd non-industrial, etc...).

In normal situation the multi-agent system is intended t¢difate information exchange
for planningnormal (expected) industrial discharges, and so addressing glihggrob-
lems while ensuring guidelines and legislation enactméfawever, in emergency situa-
tions, for example, when an industry has an abnormal digeh@egarding content of the
spill, timing or amount of wastewater), rescheduling may lo® enough. It may not be
possible to keep the punctual abnormal industrial dis&harhin legal thresholds. More-
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over, although guidelines may provide some indications batvio do in order to reduce
the discharge’s environmental impact, the special circant®s may motivate alternative

decisions justified as safer.

3.2.1 Towards a Multi-Agent System for Integrated Managemst of Urban
Wastewater Systems

A simplified version of the wastewater system under studyesaled in figure 3.5 iden-
tifying the main actors involved in an industrial spill. lhis figure we can see that the
normal course of a spill, highlighted with a thicker linegbes with industry that produces
a discharge and spills it into the sewer system, the sew&raysonducts the discharge to
the closest WWTP that, after properly treating the wasteryalischarges it into the final
receiving media, in this case the river. The figure alsotilates different alternative courses
for the discharges. For example, temporally storing a wastr in a tank may help reg-
ulating the timing and amount of wastewater to be dischargdsb a WWTP that cannot
treat a wastewater may bypass the discharge to anotheryndAASTP for it to deal with
discharge.
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Figure 3.5: The Wastewater System.

The multi-agent system proposed in [39], defines a numbegefita which main pur-
pose is to jointly cooperate in order to optimise infrastmue operations while minimising
the environmental impact of industrial discharges in emecy situation. Among the de-
fined agents we find:

e Industry Agent (InA): represents individual industries and/or groups of indest
that need to manage their produced wastewater as a resodtioptoduction process.
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In A discharge their produced wastewater into the sewer systaerg it is collected
together with other inflows and transported to the WWTP.

e Industrial Tank Agent (IT A): represents the infrastructure available to store indus-
trial wastewater, with the function to contain and laminat&stewater towards the
sewer net.

e Sewer Agent G A): represents the sewer infrastructure that is mainly resiptm
of collecting and distributing wastewater (domestic araustrial), together with the
collected rainfall, to the WWTP.

e Wastewater Treatment Agent (V'T'A): represents the manager of WWTP. Its main
function is to keep track of wastewater flow arriving at WWTERAzll as to supervise
and control the treatment process. It gives the convenlanina when necessary and
the orders to change the operational set points. This resiplity is shared between
the managers of WWTBX T A,,) and the operatord(T Ap).

e River Consortium Agent (RC'A): represents the maximum authority in the catch-
ment, whose main objective is to preserve the river quality.main functions are
to manage and coordinate a group of WWTPs in the river catohiae well as to
monitor river quality and to prevent possible hazardousaromation by supervising
InAandWTA.

e Household Agent ({ A):represents a simple information carrying agent that seppl
the domestic wastewater discharge data (domestic wastepratduction).

e Meteorologist Agent (MetA): represents weather conditions and holds data from
rainfalls events when occurring (intensity and duratiothef event).

When an emergency situation is presented, these agentscoiladiorate in order to
prevent undertaking actions that may cause severe unblessigle effects. This decision
making process is formalised using tAReCLAIM model.

3.2.2 Reasoning About Safety of an Industrial Discharge

In industrialised areas where industrial discharges anaected to the sewer system and fi-
nally treated by the WWTP (together with domestic wasteneatel rainfall), industrial dis-
charges represent an important load contribution to thekastewater System (UWS).
Several types of industrial discharges with different elateristics €.9. content of organic
matter, nutrients and/or presence of pollutants) can affexgrowth of micro-organisms
into the WWTP and so the WWTP treatment operation and ther@sailt. For that reason,
there exists an important body of research intended to ivgpand increase the knowledge
on WWTP operational problems related to influent dischafges[69, 70, 117, 235, 112]).
Typically, the representation of this knowledge, based mfire and off-line data as well
as the experts’ heuristics, is organised and formalised &gn® of decision trees and/or
knowledge-based flow diagrame.q. [203, 197, 72]). That is, the knowledge is organised



64 CHAPTER 3. TWO SAFETY CRITICAL SCENARIOS

hierarchically by means of top-down descriptions of thernattions between the different
parameters and factors used to solve a problem. This repegion allows an easy interpre-
tation of the available knowledge, mostly, in terms of caeffect relations for a concrete
problem.

These approaches typically develop their knowledge ekmgocommon benchmark
problems with the result of an increasing understandinguch sstereotypical scenarios.
However, because of the high diversification of industrieg.(long and short-term vari-
ations), it is difficult to definetypical industrial operating conditionsnd abstract from
external factors such as weather conditions and/or othmEmuwastewater discharges. As
a result, WWTP managers are left with little decision suppdren confronting situation
that deviate from these benchmark problems. In particitlarnot easy to alter, on the fly,
decision trees in order to adapt them to alternative sdoatg.g.to express a cause-effect
relation among diverse factors commonly treated indepathde

Guidelines and regulations do exists to protect WWTP fromahdous industrial dis-
charges that can cause operational problems to the WWTR.r8galations are currently
based on the application of discharge standards to pointasdefining the permitted qual-
ity of wastewater discharged. The description of thesedstas is made by means of nu-
merical limits {.e. thresholds) for a set of polluting parameters indicatingacentration
and/or load. Such numerical limits are defined with indepaice from the particular situ-
ation in which the industrial spill is intended, thus igmayithe WWTP particular state and
characteristics as well as any external factor that mayéher the spill or the WWTP.
However, the fact is that, special circumstances may samestimotivate either to reject
discharges that are under legal limiesd. the WWTP is overloaded) in order to prevent
potential complications; or to accept discharges thatlaogealegal thresholds since, for ex-
ample, weather conditiore(g.rain may dilute the concentration of a toxic) permits WWTP
to safely deal with the industrial spill and, in so doing, tise of the infrastructure is opti-
mised.

This situation suggests the need for a more flexible decsimport mechanism in or-
der to successfully adapt WWTP operation to influent valitsgtand avoid and/or mitigate
operational problems into WWTP. This flexible decision supgs provided by thePro-
CLAIM model. Where, in the same spirit as in the transplant scergmeat part of the deci-
sion making can be automated by the artificial agents thabexthe alternative options for
dealing with the industrial discharge. If a course of act®accepted by all affected agents
as being safej.e. it is validated by the experts and compliant with guidel)nése wastew-
ater can safely be discharged. However, if no safe coursetiminais found, experts must
then take a more active role in the deliberation, possibbppsing solutions that deviate
from guidelines and that may disagree with other expert¢e Mt the industrial wastewa-
ter must be treated eventually, even all alternatives wilise some undesirable side effect.
The question will then behow which is the course of action less harmful for the WWTP
and, more importantly, for the fluvial ecosystem.

To illustrate a possible situation where the participatidra number of agents of the
system is required for a collaborative decision makingpsgp an industry arrives to an
emergency situation and proposes discharging an abnorasiéwater into WWTP1 (see
figure 3.5). We can think of this action proposal formalisega argumentl1, as depicted
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Al
Spill
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Figure 3.6: Tree of interacting arguments which result faeiding the safety of an indus-
trial spill.

in figure 3.6. Suppose the sewer system can cope with theadgetbut not the WWTP1.
So theWT A1 (the Wastewater Treatment Agent of WWTP1) may argue agdihsndi-
cating, with argument?2 that the discharge may cause a critical situation to thet fjé&ag.

an overflow, bulking or foaming). ThB/T A1 himself may propose to either bypass the
discharge to WWTP2 (argumeurit3) or to only make a primary (partial) treatment to the
wastewater44). Now, theW AT'2 (the Wastewater Treatment Agent of WWTP2) may then
attack argumenti3 with argumentA5 indicating that it is expecting another wastewater dis-
charge, incompatible with the spll'T"A ;1 proposed to bypass to WWTP2. On the other
hand theRC'A may argue againsi4, with argumentA6 deeming that the primary treat-
ment is not enough for mitigating the impact of the dischangéne river. Suppose as well
that theM et A informs of the proximity of a hard rainfall, thB’T'A,;1 may then use this
information to argue A7) that given that hard rainfall is expected, the harmful satses in
the industrial discharge will be sufficiently diluted so asrtinimise the discharge’s impact
on the river.

Thus ProCLAIM is used to provide a setting where these agents can effigctinel
efficiently deliberate over the spill's safety. Furthermothese arguments, arranged as a
tree of arguments (as depicted in Fig. 3.6), are evaluat&id@LAIM's defined knowledge
resources so as to suggest a possible solution. Thus, forpdeaif argumentsd3 and A4
are taken as preferred td2, namely, the operational problems on the WWTP1 can be
prevented by either bypassing the spill or by performingyabprimary treatment to the
spill, then, argumen#1 will be justified if and only if A7 is deemed preferred td6. That
is, the spill will be deemed safe if it is believed that thenfall, together with the WWTP1's
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primary treatment, will effectively reduces the enviromta impact of the industrial spill.

3.3 Discussion

In this chapter two safety critical scenarios were preskirtevhich, supported by a dis-
tributed (multi-agent) system, a deliberation among espierof great value. In the trans-
plant scenario it may help combating the scarcity of humagams and in the environmental
scenario it may help mitigating the environmental impadhdiistrial discharges. For their
critical nature, the requirements for the addressed siwenare very strong: deliberations
must be: highly efficient, focused, non-disruptive, unagabus, provide a clear represen-
tation of the problem and must promote safe decisions, ieratiords, final decisions must
account for all the relevant factors for the decision makamy the proposal must be eval-
uated on the basis of reliable knowledge sources.

Within the transplant scenario a number of prototypes wekeldped by the author in
order to address the many aspectBaCLAIM, the most developed prototype was success-
fully presented as the large scale demonstrator of de FPBiBjéct ASPIC(Argumentation
Service Platform with Integrated Components) in which threcfionality of argument-based
components (inference and dialogue) were tested. Thistype presented in [11] will be
described in detail i§10.1. As with respect to acceptance of the proposal form thé-m
ical community, the gathered feedback is very promising. utnber of our papers were
presented in transplant conferences [9, 10, 15] and werattaiositive response from the
interaction with transplant professionals, particulaslith transplant professionals of the
Sant Pau Hospital and members of the Argentinean transpiganisation (INCUCAW).

While the transplant scenario resulted in a very fruitfidt tease for the use d#ro-
CLAIM, the environmental scenario is yet in a premature resedrabep Nonetheless, it
has thrown light on a number of issues worth addressifyoLAIMthat were undetected
when applied to the transplant scenario, we discuss thesetasingll. Furthermore, as
mentioned above, the environmental scenario is being dpedlby members of the Labo-
ratory of Chemical and Environmental Engineering of thevdrsity of Girona, as chemi-
cal engineers they are not experts in argumentation, hésedeféedback in applyingro-
CLAIM is very useful for a identifying possible difficulties in ingonentingProCLAIM in
a new scenario.

To conclude, it is worth explaining another important diéfiece between the two case
studies. The transplant case addressed a relatively wadlratood problem in thatt) the
proposal extends an already defined multi-agent sys2gpgpers in the transplant domain
provides different arguments for deeming organs as viableog hence while the delib-
eration approach is not proposed, the type of argumenteargiéor such deliberation can
be, in part, derived from those used in the academical pdprdslater contrasted with ex-
pert opinions). In the environmental scenario howevdgmo mature, multi-agent approach
exists for an integrated management of urban wastewattensysoProCLAIM has been
adapted to the many stages of the multi-agent system fotimlaAnd 2) nowhere could

Ohttp://www.argumentation.org/carrel.htm
Uhttp:/fincucai.gov.ar/
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we find well organised arguments addressing the problemrn¥ieoemental scenario aims
to solve. The main reason for this, is that the environmesttahario is addressing a com-
pletely novel situation. As in practice, there is no hotisthature, view nor implementation
of the management of a wastewater systenEach actor is taken as independent and so,
their task is to perform individually within legal limitsk{tesholds). This has a clear prob-
lem when one of the actor can not comply arriving to an emexgsituation, the problem
can propagate with no control.

Therefore, while the transplant scenario was used to ddimenany features dPro-
CLAIM, in the environmental scenario tiRroCLAIM model is used to better understand
an ill-defined problem. In so doing important feedback ishgdifor better definingPro-
CLAIM and understating its scope of applicability. These aspeetsliscussed ifl1.

We now proceed to introduce tiRgoCLAIM model.

12n the transplant scenario this holistic view is given by tiagional and international transplant organisa-
tions.
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Chapter 4

ProCLAIM's Framework

The ProCLAIM model is intended to assist developers in extending mgéntsystens

so that they support deliberation dialogues among agentdefiiding whether a proposed
action is safe. Therefore, witroCLAIM we intend to provide an abstract model for delib-
eration dialogues that can be instantiated in a family oblams; and procedures to facili-
tate its application in new scenarios. In this chapter wegmean overview oProCLAIM's
framework. Subsequent chapters will focus on differeneatpof this framework§5 in-
troduces the model’s dialogue game that governs the agardgall interaction§7 focuses
on the agents’ argumentation process on the more représeatdevel, while in§7 we put
the agents’ argumentation into practice; ang8rwe discuss the arguments’ evaluation and
ProCLAIM's solution proposal.

ProCLAIM can be regarded as defining a centralised medium throughwkieroge-
neous agents can effectively deliberate. This mediumlréal for the deliberation purpose
and is intended to focus the deliberation on the relevantarsgato be discussed keeping
track of the participants’ submitted arguments and evaltiz¢m to propose a solution to
the addressed problem. This centralised medium is embdagi@dMediator Agent 7 A)
which role ensure the success of the deliberation proceabjed by thell A’s access to a
number of knowledge resources, that all together confoefPtbCLAIM's architecture.

A deliberation inProCLAIM starts with the submission of an argument proposing an
action, then participants of the deliberation, taken agdzpn the domain, submit further
arguments that attack or defend the appropriateness oftipesal on the basis of whether
they believe the action is safe or not. What defines to graand®roCLAIM s the role of
the M A in managing the deliberation. Thd A can be regarded aspgoactive blackboard
where agents submit their arguments, Mel organises them as a tree of interacting argu-
ments, accepting those which are relevant and rejectirgetiuich are not. Furthermore,
the M A guides the participants indicating them which argumengug@ent schemes) they
can use to attack or defend other arguments in the tree ofamgis. Moreover, théd/ A
may also submit additional arguments and when all partitgohave submitted their argu-
ments thell A proposes a solution to the deliberation.

!By multi-agent system we understand any distributed sysibere entities interact. Thus, the distributed
system can be implemented in alternative wayg, using web services.

69
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In the following section thé/ A’s role is defined as a way to introduceRooCLAIM's
components which define its architecture. The§4r2 the model’s architecture is instan-
tiated in the transplant and environmental scenario as asnaillustrate the use of the
model’'s components.

4.1

ProCLAIM's Mediator Agent

The settingProCLAIM provides for participant agents to efficiently deliberatebést de-
scribed by defining the mediator agent’s tasks:

Direct participants on what argument-based moves (argument schemes or critical
guestions) they can submit at each stage of the deliberakimms, for each argument

a participant wants to reply to, she is given a set of schehssshe can instantiate
and submit as a valid attack, in so far as the instantiatiapsopriate. A participant
may also challenge some of the submitted arguments and;ninayparticipant may
answer to these challenges with the instantiation of theopate argument scheme.

Validate the incoming argumentsin order to exclude arguments that may jeopardise
or disrupt the course of the deliberation. While agents arengthe schemes to in-
stantiate, there is no guarantee that the instantiatidrbe/ilelevant for the discussion.
Thus, one ofM A’s tasks is to discern between relevant and non-relevatdriha-
tions, so as to keep the deliberation highly focused on dmyitportant matters.
Each validated argument and challenge is added to a tredeshating arguments
whose root is the argument proposing the initial action.

Submit additional arguments that introduce new factors not taken into account by
the participants but that either guidelines and/or evidemgsociated with previous
similar cases indicate as relevant. Thus, for example, i taken as a fact, and
guidelines indicate thak is a contraindication for performing the proposed action,
but, for some reason no participant highlights this, Atiel will submit an argument
against the action proposal indicating that there is a aomdicationa for its perfor-
mance. This argument will be added to the tree of interaciiggments.

Evaluate the tree of interacting argumentsso as to propose a solution to whether
the proposed action is safe or not. A solution is proposed s of assigning a
preference between conflicting (mutually attacking) argote and then evaluating
the justified arguments as defined by Dung’s theory.

In order to perform the above introduced tasks, el references four knowledge
resources, as shown diagrammatically in Figure 4.1 anddascoribed below:

Argument Scheme Repository (ASR):In order to direct the participant agents in the sub-

mission and exchange of arguments, fed references a repository of argument
schemes and their associated critical questions. The sshand critical questions
are instantiated by agents to construct arguments, andtieffly encode the full
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‘space of argumentationi,e., all possible lines of reasoning that should be pursued
w.r.t a given issue. The repository is structured in such @ that it defines the
protocol-based exchange of arguments. Thus, given an amufhat instantiates a
scheme in ASR) the repository returns the schemes thatsagantinstantiate in its
reply (as well as the critical questions used to challenge it

Domain Consented Knowledge (DCK): This component enables tii¢ A to check
whether the arguments comply with the established knovelglolg checking what the
valid instantiations of the schemes in ASR are (the ASR cas be regarded as an
abstraction of the DCK). This is of particular importancesafety critical domains
wherel) one is under extra obligation to ensure that spurious itisteons of argu-
ment schemes should not bear on the outcome of any deliberaid2) guidelines
usually existin such domains and so should be taken intauatechen evaluating the
submitted arguments. Th& A also references the DCK in order to check whether
any known factor is not being addressed by the participaxjse(fts) in spite of being
deemed relevant from the view point of the guidelines. Irhsaicase, thé/ A uses
the DCK in order to submit additional arguments, which actdar these neglected,
but relevant, factors. In this last sense, Miel can be regarded as a participant expert
in guidelines.

Case-Based Reasoning Component (CBRcY his component enables thid A to assign
a preference relation between mutually attacking argusnémt resolve conflicts
amongst pairs of arguments) on the basis of their assootaiddnce gathered from
past deliberations. The CBRc may also provide additiorgalraents that were deemed
relevant in previous similar situations and are applicétbtbe current target problem.
Again, in this last sense, thd A plays the role of an expert or specialist in collecting
evidence from previous deliberations.

Argument Endorsement Manager (AEM): Depending on who endorses an argument, the
strengths of arguments may be readjusted byihé& Thus, this component manages
the knowledge related to, for example, the agents’ rolegoameputations.

A deliberation dialogue begins with one of the agémsisbmitting an argument propos-
ing an action, thel/ A will then guide the proponent agents in the submission dahéir
arguments that will attack or defend the justification gifenthe proposed action. Each
submitted argument (or challenge) instantiates a schem&ifcal question) of the ASR.
Hence theM A references the ASR in order to indicate which are the schemestical
questions they can instantiate in replay to each of the dtgminarguments or challenges.
These schemes and critical questions are specific to theeaiph at hand€.g. the trans-
plant or environmental scenario). Thus, for example, intthasplant scenario, if the Re-
cipient Agent RA) were to argue against the safety of an organ transplandAiewill
provide him with a series of schemes and critical questioto@ed in the ASR, among
which may be the scheme:

2This agent may well be th&f A if the action is a default one.
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Figure 4.1:ProCLAIM's architecture.

—The donor'sCwill cause a graft failure-

And so, by replacing the variab(@ with the appropriate valueg.@.snoki nh_hi st ory,

if the transplanted organ is a lung, which should be knowmftbe context) thek A may
submit the desired argument. Although this scheme is fdymvalong (e.g. the donor’s
conditionC does natause but it is the reason why the transplant will cause a graliifa)

it successfully convey the right reasoning in a succinct mairal way. Furthermore, it
does not identify the donor, the recipient and the organ &stijon which are necesary for
the argument but can clearly be known by the participant muaggent by the context, this
is further discussed i§i7.

Each submitted argument, if legal (instantiates an ap@tgscheme), is evaluated by
the M A in order to determine whether the instantiation of the sah&na valid one. This is
done by theM A referencing the DCK, CBRc and AEM. If an argument is comtliaith
guidelines,i.e. validated by the DCK, the argument is accepted and addecetiveh of
interacting argument, which we denote &8. If the incoming argument is not validated by
the DCK it may still be accepted if either the CBRc indicates argument has previously
been accepted or the AEM indicates that the submitter iscsiifly reliable so as to excep-
tionably accept this argument. In either case the argurseadded to the tree of arguments
T and theM A broadcasts this new argument to all participants togetlithr thve schemes
they can instantiate in reply. If the argument is not acakie the knowledge resources,
the M A informs the submitter of the reasons for it being rejectetheDapproaches have
considered the relevance of an argument in terms of its impa@otential impact, on the
dialectical status of acceptability of the already posegiarents [176, 170, 148]. Broadly
speaking, if an argument to submit will have little or no effen the acceptability status
of the existing arguments, it may be deemed irrelevant amdagonot be submitted This

8Also interesting is the work presented in [67], where a prgrof which arguments to account for is made
in order to compute dialectical trees efficiently.
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approach to the relevance of an argument could be usBd@LAIM for example to stop
the deliberation once it is clear that there are enough aegtsrio deem the proposed action
unsafe.

The agents’ interaction is governed by a dialogue game whieklescribe in detail in
§5. This dialogue game is defined in three interaction levEl€©n the deepest level there
is the content of the messageg, the submitted argument&) Each of these messages is
wrapped in the appropriate deliberation locution definedhgydialogue games(g. an ar-
gument is wrapped in aarguelocution); and finally3) each of these deliberation locutions
is wrapped in either aimform or requestlocution. This is because all agents’ interaction
is mediated by thé\/ A throughi nf or mr equest messages. For instance, arguments
are submitted by’ As throughr equest locutions and with ain nf or mlocution thei A
informs of their acceptance or rejection. At the intermeligvel the dialogue game is
organised in six dialogue stage®pen Stageén which the dialogue is opened and agents
can enter into the dialogu€ontexts Stagi which agents submit all the facts and actions
they believe to be potentially relevant for the decision mgkArgumentation Stagerhere
agents submit their arguments and challenges for or agdiesiction’s safetyEndorse-
ment Stagén which the agents inform of the argumentslithey endorse; and finally at the
Resolution Stagthe deliberation is resolved. Anform Stages defined for theél/ A to pro-
vide, upon request, information to tti&As on the deliberation stage.§.which arguments
or set of facts were submitted so far in the deliberation).

Figure 4.1 depicts different dialogue stages as differay¢rl The first and most im-
portant inProCLAIM is the argumentation stage in which the tree of interactmggraents
is constructed. Below is the context layer in whietds submit the available knowledge
they believe to be potentially relevant. In so doing, thegstrnuct the context in which the
decision is undertaken.

Once all participants have submitted their arguments they move to theResolution
Stage whereT is evaluated by thé/ A. Firstly, theM A may submit additional arguments
to T deemed relevant from the viewpoint of guidelines and pasirteed cases. To do so,
the M A references the DCK and the CBRc. And thus, we could condidettA as play-
ing the role of two additionaP As: an expert or specialist in domain consented knowledge,
and another specialist in reusing evidence collected frast geliberations. Secondly, re-
call thatT may contain arguments that mutually attack each other ptenga definitive
solution. Hence, in order to evaludfeM A has to assign a preference relation between the
mutually attacking arguments, and so change the symmetaicks into asymmetric ones
(recall that these surviving successful attacks are ofiladtdefeats in the literature). Once
this is done M A applies Dung’s evaluation of the justified arguments (uridergrounded
semantics) to propose a solution (see Figure 4.2). In omlassign this preference be-
tween mutually attacking arguments théA again references the DCK, the CBRc and the
AEM. From each resource the A derives a preference assignment. These may all be in
agreementd.g. A3 preferred toA2) or not,i.e. some prefer one argument while another
knowledge resource prefers the other argument. Whé's task, is to provide a solution
that accounts for each of the knowledge resources’ preferassignment. So a solution
in which not all resources agree could be of the type: -Whilelglines indicate that?2
is not a solution to problen#2, trustworthy experts argue thae is a solution toP2 and
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Figure 4.2: Resolving a tree of interacting arguments ireotd decide whether or not to
perform X. In figurea) no solution can be proposed since it is still undecided ashiethner
the respective solutions address the respective problasnsdicate by the symmetric at-
tacks between A2 and A3, and A4 and A5. In figupgandc) the solutions are, respectively,
to perform action X and not to, depending on the argumentfepence assignment.
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this position is weakly backed up by evidence. On the badikisfinformation, the person
responsible for the final decision will decide whether ortogberform actionX.

Eventually a decision has to be taken on whether or not tmparthe safety critical
action. If the action is deemed safe the action would be padd, unless new information
is made available that suggest otherwise. If the actiontimately undertaken, it may
indeed turn out to be safe, or else it may cause undesiratdesffiects. IlProCLAIM, P As
involved in the execution of the safety critical actions musdateT to capture the actual
outcome of the performed actions. If an action is satisfdgtperformedT may require no
further update. However, if the performed action brougltialindesirable side effects this
information should be fed back in® by the appropriaté® As. In this way, al' associated
with a performed action encodes the reasons why the actmmissnot safe. Once a tree of
arguments is updated, and thus encoding the evidence fehuie action is safe or not, it
is retained in the Case-Base. As discuusegithe CBRc will reuse these updatéd to
resolve future similar cases on an evidential basis.

It should be noted that due to the critical nature of the idéehscenariof2roCLAIM as-
sumes a rather regulated environment. In particleoCLAIM does not address any of the
normative aspects that would naturally be associated wihfety critical environment.
It also assumes that issues such as information privacyrergh attacks from malicious
agents are also resolved. A good example of the context inh#ioCLAIM can be used
is the transplant scenario within the CARREL system [224]imduced in the previous
chapter. Before we dive into the details PfoCLAIM formalisation we outline in the fol-
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lowing section the instantiation ¢tfroCLAIM in the transplant§4.2.1) the environmental
scenario {4.2.2).

4.2 Applying the ProCLAIM model

Form the viewpoint of the framework presented above, apgliAiroCLAIM in a new sce-
nario involves:

e Defining which are the dominant questions, what is to be atgiout.

Defining which are the participant agents;

¢ Implementing the DCK, that is, a knowledge base that enctieledomain consented
knowledge: guidelines, regulations and legislation gowey the domain;

o |dentifying the reasoning patterns typical of the domaincltwill help construct the
ASR;

¢ Instantiating the CBRc, which in great part is done when tansng the ASR, this
is we will discuss in the detail §9.

e Instantiating the AEM. This involves identifying which dlaateristics of the par-
ticipant agents motivates increasing or decreasing th&dmmte in their endorsed
arguments. This confidence may vary depending on the domeénthe arguments
address.

The following two subsections outline the instantiationPedCLAIM in our two case
studies.

4.2.1 Applying ProCLAIMin the transplant scenario

The dominant question in the transplant scenario is whetheavailable organ for trans-
plantation can safely be transplanted to a given poterg@pient. To address this question
an argument proposing the transplant (arguméntin fig. 4.4) is submitted to initiate
the deliberation, as illustrated in figure 4.4. As discusse$B.1.3 the agents involved in
the deliberation over the transplant safety are a donortdden), representing the trans-
plant unit responsible for the potential donor, and a recipagent RA), representing the
transplant unit responsible for the potential recipieeg &igure 4.3. The final decision
in this deliberation is primarily evaluated by the DCK. Instlscenario the DCK encodes
the donor and organ acceptability criteria together withd¢bnsented complementary pro-
cedures proposed for a successful transplant. For exaifhple&ondition of the potential
donor is believed to be a contraindication for being a doeay. (Hepatitis Cargument42

of Figure 4.4) then the DCK would validate an argument agaimestransplant safety on the
basis of such condition. Currently, while some profesdofid3] believe that if the poten-
tial recipient also hasklepatitis Cthe organ can safely be transplanted, other professionals
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Figure 4.3:ProCLAIM's architecture in the transplant scenario.

disagree [238]. Thus, while the DCK will validate argumet®, as it is relevant argument
(it makes sense), it is not so clear whether it should ddéras preferred toi2.

The ASR encodes the schemes and critical question that ligting from the D A and
RA, step by step, the relevant factors for the decision makifigese factors involve in
great part the relevant donor and recipient properties dsagéhe complementary courses
of actions that can be performed to ensure a safe transpbenation. Also these factors
may involve logistical information required to ensure ttig organ can arrive to destination
within a safe time span.

All deliberations in the transplant scenario begin withitisantiation of the following
scheme:

Given an available orga® of a donorD and potential recipienR, O should be trans-
planted toR.

Note that as soon as an organ is made available for a potegttiplent, variable®, DandR

can be instantiated, and so the deliberation can begin./IRéed the most basic matching
requirements (the organ being of the type needed by thenpesiee addressed in the Trans-
plant Organisation Room (s€8.1.3). To this scheme are associated CQs that question the
transplant safety. For example, whether the donor has amtyatadication. A scheme that
embodies this CQ is:

—The donor’sC'1 will causeC?2 to the recipient, which is aevere in fection—

And so, if bothC1 andC2 are instantiated dsepat i t i s_c we would obtain argument2

of figure 4.4. In reply to this argument CQs will guid®As to explore possible reasons for
reconsidering the action safetyg. whether there is a course of action that can prevent the
viral infection, or whether for this recipient Hepatitis €not an undesirable side effect of
the transplant. This would indeed be the case if the redipienld already have Hepatitis

C as argued with43. In §7 we describe the construction of the ASR and iiel’s role in
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guiding theP As throughout the deliberation.
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Figure 4.4: Tree of interacting arguments for deciding thfety of a transplant of an organ
of a donor with Hepatitis C.

The remaining components to be instantiated are the CBRth@ndEM. The former
will help deciding the safety of a transplant operation hysiag similar previous delibera-
tion, while the latter will enable assigning a preferencenveen arguments on the basis of
the agents that endorse them. The CBRc, describg®l is mostly instantiated when build-
ing the ASR. This is because the Case-Base is organisedms t@&rthe ASR’s structure,
which allows a broad comparison between cases, where dagassed the same schemes
in the argumentation (they have used the same scenaridfispeeisoning patterns) are
broadly similar.

In §9 we show how the CBRc requires the definition of an ontology tiganises the
terms and concepts used in the scenario application. ThisNaw a more fine grained
comparison between cases, where cases that used the samesand were instantiated
with similar terms of the defined ontology can then be deenmadss. The instantiation
of the AEM, on the other hand, involves valuating the diffgrgansplant units’ prestige,
based on their rate of success and also favouring thoselaamsinit that promote the use of
marginal organs. Thus the AEM will positively bias the arguns endorsed by prestigious
transplant units as their assessment is deemed more ecliabl

4.2.2 Applying ProCLAIMin the environmental scenario

The dominant question in the environmental scenario is Hvdnean industrial spill is en-
vironmentally safe?— where the answer is not intrinsic todhbstances and amount of the
wastewater discharge, but to whether the wastewater syadeanwhole can assimilate the
spill without deteriorating the ecosystem. The deliberathus require the participation of
all the agents that represent the infrastructure or mediantiay affect or be affected by the
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industrial spill. Therefore, depending on each particaiEmumstances different agents may
be required in the deliberation. §3.2.1 we have introduced potential participants, such as
the Industry Agent {n A), the Wastewater Treatment Ageft’ (" A) or the River Consor-
tium Agent (RC'A). Some deliberations may require the participation of sevastances
of the same agent type. For example, two or more Industry #sg&hen concurrent spills
need to be addressed, or as illustrated3r2.2 twoWT A when it is proposed to bypass a
spill from one WWTP to another. Hence, one special requirdrirethis scenario is that
agents should be able to enter and leave the deliberatidregsite needed. As we will see
in §5 ProCLAIM allows for this flexibility. Note as well that, as illustratén Figure 4.5,
some agents may only take part in the decision making pmayidotentially useful infor-
mation €.g.weather forecast), and so they do not actively participathé argumentation
process itself (see figure4.5).

Encode stereotypical patterns of rea- :
: soning of the environmental domain  :

ARGUVENT SCHENE Ensdes e swabisned

DOMAIN CONCENTED | _ _ _: guidelines and legislation ~:

KNOWLEDGE : of the evironmental domain :
i Encodes previous spill 1
spill? CASE-BASER ] ) . :

m REASONING ENGINE |~~~ experiences and the given :

.......... i arguments t
> oy e B ——
MANAGEMENT - 9 g '

Industry Agent Wastewater System Agent WWTP1 Agent WWTP2 Agent
River Agent Sewer System Agent

Figure 4.5:ProCLAIM's architecture in the environmental scenario.

The DCK will primarily encode the guidelines and regulai@overning the wastewater
system, where the discharge standards to point sourcegfimedlindicating the permitted
quality of wastewater discharged. This is defined throughpitovision of thresholds that
set the permitted polluting parameters in terms of conaéintr and load. The safety of
an industrial spill depends on a wide variety of factorspfrthe spills’ composition and
quantity, to the characteristics and circumstances of iffierent actors of the wastewater
system, including the courses of actions these actors cdarme Hence, in so far as
the DCK will not account for all these factors, the particitg opinion and the CBRc's
assessment would play a more predominant role.

The schemes and CQs of the ASR should guideRtHes in addressing this wide range
of potentially relevant factors. However, provisionaluks on this scenario suggest a lack
of preexisting reasoning patterns suitable for an effeatigliberation. We believe, this is
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principally due to the novelty of the proposed scenario. tiolkmowledge little work as
being done addressing decision-making in wastewatermyitan an holistic viewpoint.
For that reason, current state of research on this scer29i i focused on gaining a
better understanding of the wide range of factors involvedhe decision making, their
interrelations and the reasons why they are relevant, shdtaw these factors affect the
spill's ecological impact. All this information is requit¢o adequately construct the ASR.

In our case study, when an industry has some wastewaterctwedige, if connected to a
WWTP, the standard course of action to follow is to spill tiectargevia the sewer system
to the WWTP which, after treatment, discharges it to the firakiving media, the river.
Thus in the environmental scenario, a scheme with which ginbthe argumentation is of
the form:

Industryl nd will discharge the wastewatéhvia the sewer syste®S to be treated by
the WWTPRANA p and discharged to the riveR.

In this context, once an industry connected to a sewer sybsnsome wastewater
to discharge, this scheme can be instantiated. Subseqctemtnes and CQs will guide
agents to consider the safety of the spill based on the drepaf the wastewater and the
particularities of the wastewater systems, either cird¢amnigl .g. weather conditions) or
intrinsical €.g.each WWTP particular characteristics).

Regarding the instantiation of the CBRc, as discussed alibieemostly instantiated
when building the ASR, of course there are other aspects tmtessed, such as the dif-
ferent evidential support associated to each resolvedasadiscussed igo.

Regarding the AEM, the approach taken so far is to class&gtimfidence in the agents’
arguments on the basis of the roles they enact. Thus, forgramrguments addressing
the WWTPs operations will be deemed more reliable if endbizeal’’ T A than if only
endorsed by afn A.

4.3 Discussion

In this chapter we give a high level description of tRemCLAIM model focusing on its
architecture and introducing its different components. NM¢lighted how, following an
argumentative process shaped by the schemes in the A®RLAIM is intended to elicit
the relevant knowledge from the participant agents, asasdilom the DCK and the CBRc,
organise this knowledge in a tree of interacting argumeleisoted a¥'. In addition to these
arguments,T may contain other information such as the preferences leetaeguments
given by the different knowledge resources. This extendeel of arguments conform a
solution proposal for the problem at hand. If at the end ofiléeration the main proposed
action is deemed safe and eventually perfornigdis adequately updated to encode any
safety-related complication that may occur during, orrafperforming this action. For
instance, if the action caused some severe undesirablefiédts, these side effects and the
reasons for them being caused, should be add&d his updated tree of arguments will

“Undertaken by members of the Laboratory of Chemical andrBnmiental Engineering at University of
Girona, as discussed §3.2.
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then represent this particular caseg organ transplant or industrial spill). These updated
Ts which contain deliberation solutions backed by evidemeaetained by the CBRc and
used to resolve future similar cases on an evidential basis.

The use of a mediator agent is certainly not new. Many workkess$ing cooperative
environments €.g. production and logistics [91, 205]) feature an agent, oro$etgents,
dedicated to coordinate the tasks performed by the difteverking components or agents,
in occasions these agents are referred to as mediator agenssgumentation, the role
of the mediator agent is usually associated with negotiadialogues [214, 64, 209, 167],
where the main objective of the mediator agent is to helpreit® the competing agents’
positions, for which the mediator agent usually relies omt@lemodels of the participants.
In the chapter dedicated to the CBRc we describe other agipesahat also make use of
Case-Based Reasoning for that purpcseg.([214]). Notably relevant to our work is the
recently proposed SANA [167] framework (Supporting Artifa for Negotiation with Ar-
gumentation), presented as a conceptual framework fortia¢ign dialogues. This frame-
work proposes a number of so called artifacts, such as al $di@l@gue Artifact, that acts
as a mediator which regulates the agents dialogue interaatid a social Argumentation
Artifact that can be regarded as a sophisticated commitstergé, where the agents’ sub-
mitted arguments, as well as other arguments that may béclyulvailable, are organised
and theirsocialacceptability status can be evaluated following differdgbrithms. Similar
to our approach, the SANA framework defines, as part of theakbdalogue Artifact, an
Argumentation Store (AS) that stores a collectionsotially acceptablarguments. The
main difference being, that while a central parRsbCLAIM is the definition of the struc-
ture and relation of the schemes in ASR tailored for the $jgepurpose of deliberating
over safety critical actions, the SANA's AS is presented ptaaeholder for any argument
scheme, that is, developers are given little guidance omrlwaigument schemes the AS
should encode. In a broather view, the SANA approach is ambd that proposed in the
FP6-European project ASPIOwhere a set of generic components where developed: (In-
ference Engine, Dialogue Manager, Learning Componentjsiz@eMaking component)
that can be plugged into an agent in order to add argumemntagipabilities. In [11] we
presented an implementation of CARREL instantiating RineCLAIM model making use
of the Inference Engine as well as the Dialogue Manager; weuds this implementation
in §10.1.

Having introduced thé&roCLAIM's architecture, in the next chapters we describe the
different components of the model in detail. In the follogrinhapter we introduce the
model’s deliberation dialogue game, which defines the dvietaraction between the dif-
ferent components.

Shttp://www.argumentation.org



Chapter 5

ProCLAIM's Deliberation Dialogue

In this chapter we describe the interaction protocol thatgumsProCLAIMs dialogue. In
each exchanged locution we distinguish three interactoals:

1. Onthe deepest level there is the content of the messageahe submitted arguments.

2. Each of these messages is wrapped in the appropriateeddidn locution defined
by the dialogue gamed.g.an argument is wrapped in anguelocution).

3. Inturn, each of these deliberation locutions is wrappegither arinform or request
locution. This is because the Participant Ageritsi§) always interact with tha/ A,
never with otherPAs. They submit a request to, for example, enter the dialogue,
submit a new argument or add new information. THel then decides whether to
accept or reject their request. Thus, thed acts as a proxy for thé&’ As (see Figure
5.1a.)

In the following section we describe the inform-requeseiattion which we call the
proxy dialogue game. And ig§5.2, we introducéProCLAIM's deliberation dialogue game
where we define the locutions that can be submitted at eagé atad layer of the delibera-
tion. We then introduce the dialogue game’s axiomatic s¢icgdefining thepre andpost
conditions for each dialogue move.

5.1 ProxyDialogue Game

Agents participate in the deliberation via tlié A, which decides whether an incoming
message should be accepted or rejected. Messages areshpvigjacted if syntactically
ill-formed, but also if the content is not appropriate. Frample, a submitted argument
may be rejected if thé/ A deems it non relevant for the deliberation. For that reason,
each participant message is wrapped ineuest locution to which theM A replies
with ani nf or mlocution, either to inform of its rejection (anghyit is rejected) or to act
upon the request. For example, if the request is to enterithegdie, M A will inform of

the participant’'s acceptance, along with the extra infdimmarequired for the appropriate
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participation. TheM A may also send annf or mlocution without prior request®.g. to
inform of atime-outconstraint which forces the deliberation to conclude.
The messages’ structure is as follows:

request (paid, ma, conv.d,neg.id, target_id, R): wherepa.i disthe
sender’s id (aPA), ma is the receiver agent (th&/ A), conv_i d is the conver-
sation id,nsg_i d is the message identifier,ar get _i d is the message to which
this locution is directed (when the message is not direaeshy specific message,
t ar get i d should be sette1). Ris a variable denoting the content being commu-
nicated in the request locution. The possible valudgare discussed in the following
subsection.

i nform(ma, PA conv. d, neg.id,target_.d, |): Here,thelocution may be ad-
dressed to a single receiver, in which c&geis pa_i d, or it may be broadcast to all
the participants, in which cageAis al | , or to a subgroup oPAs. | is a variable
denoting the content being communicated in the inform looutwhich may be in
reply to a request of £A’s request.

While the conversation is open, tliéds can submit their request at any time and Atiel
must reply to their request with the appropriatef or mmessage. In the following subsec-
tion we define the messages’ contard, theR and thel .

DELIBERAION .
timeout

PA, | opPen l/
: RESOLUTION __5, (g)
request : 'ARGUMENTATION (T)
- > broadcast y /
PA, - MA PA, CONTEXT (c. C )
reject validation E £ J
PA,
b)

ENDORSEMENT (i)

INFORMATION

Figure 5.1:a) lllustrating the proxy dialogue gamb) Depiction of ProCLAIM's delibera-
tion dialogue game with its stages and interaction layers.

5.2 The Deliberation Dialogue Game

In this subsection we introduderoCLAIM's deliberation dialogue game. That is, we in-
troduce the legal locutions, together with the rules whiokiegn their use as well as the
commencement and termination of the deliberation dialogése illustrated in 5.1a the
deliberation dialogue game can be subdivided in three st&y@en DeliberationandRes-
olutions The Deliberation Stage can in turn be subdivided in thrgerka Argumentation
Context Endorsemenlayers. The moves in these three layers may happen in gaaate
the moves at one layer may have an effect on another layerepistdd in 5.1b we define
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yet another interaction layer, callédformation layerin which PAs can request th&/ A
for updates on ongoing deliberation. It is worth noting tetse distinct layers and stages
are conceptual and are used as metaphors to better orgamdi@albgue game.e. the P As
need not know of these distraction in order to effectiveltipgate.

meliberationmove

. ALL
open_dialogue enter_dialogue no_more_moves

— slOpen Deliberation Resolution

deliberation_move™”

time_out time_out accepthrt
time_out

Figure 5.2: Deliberation dialogue, stage transition. We disl i ber at i on_nove to
indicate any dialogue move defined in tBeliberation Stagegle.g. assert, ar gue,
endor se...). Note that to move from thBeliberation Stagdnto the Resolution Stage
all PA must have submitted theo_nor e_noves move. Similarly, to conclude the de-
liberation all PA must have submitted treeccept move, unless thei me_out has been
triggered. If anyP A submits a deliberation move, while being a fResolution Stagehe
dialogue moves back to tHeeliberation Stage

5.2.1 Open Stage:

The first stage i©penin which the proposal is made, the participants are intreduend
basic available information is provided to all participgnt

open_di al ogue( proposal ) : proposal is an argument proposing the main action
(e.g. transplant an available orga)r oposal also contains the preconditions for
the action’s performancee(g. an available organ and a potential recipient). As we
see ing6, pr oposal is an instantiation of an argument scheme.

If the proposal is made by BA (and not by theM A), this message is wrapped in a
r equest locution that thel A would have to validate. If the request is validated, Alhel
will submit theopen_di al ogue locution and contact the potential participants in order
to enter the dialogue.

ent er _di al ogue( proposal, rol e, basi c_. nfo): Each agent willing to partic-
ipate in a deliberation ovesr oposal will enter herr ol e in the deliberation€.g.
donor or recipientagent) and the informatiofbési c_i nf 0) she deems potentially
relevant for the decision making.@. the patient’s clinical record). This message is
wrapped in @ equest locution.
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If the ent er _di al ogue is accepted, the introduced facts, biasi c_i nf o, will be
stored in a set of facts, which we dendie.Similarly, we define a second set denoted as
C 4 which contains the agents’ proposed actions. Initi@lly contains only the facts intro-
duced in theent er _di al ogue locution and the preconditions introduced in the argument
proposing the main action. When the deliberation stdrtsontains only the initially pro-
posed actiond.g.transplant the available organ to the potential recipient)

For simplicity, let us denot€r andC4 together afCrr4. During the deliberation
Crpa may be updated, this happens at @entext Layel(§5.2.2).

The proposapr oposal made inopen_di al ogue( pr oposal ) is an argument for
the main action. Thus, this is the first argument added tordeedf argument¥. Further
submitted arguments at thegumentation Laye¢s5.2.3) will updateT.

A PA may request to enter the dialogue at the beginning of théelaliion, or later,
when bothCrx 4 andT may have more information than the minimal information kldée
at the beginning. Thus if at any stage an agent’s requestrticipate is accepted, thil A
will reply by broadcasting the following message.

ent er ed_di al ogue(proposal, role, basic.nfo, pas, Cgpaa, T,
| egal replies): The MA informs all the participants that an agent enacting
the roler ol e just entered in the deliberation and has introduced therimditon
basi c_ nf o. The M A also informs, of theP As already in the deliberatiopas,
as well as of the updated values®f, » andT. Within this message thi/ A attaches
the legal repliesl(egal _r epl i es) to the arguments iff. This set of legal replies
(argument schemes and critical questions) will guide e on which argument
moves they can submit as a reply to thos&in(This is further discussed Kv.2).

Thus, for example, if an agent with&lj_i d enacting the role ol e_i d wishes to enter
the deliberation over the propogad oposal she will send a request locution:

request (agd d, ma, convid, O, -1, ent er di al ogue( proposal ,rol edid,
basi c_i nf0))

If the M A accepts the request it will broadcast to all bgti d that an agent playing the
roler ol e_i d has entered the dialogue and reply to agemti d that her request was ac-
cepted:

inform(ma, all-{ag.d}, convid,1,-1, enter _dial ogue(proposal,
rolelid, basic.info, pas, Cpaa, T, legal replies))

inform(ma, ag.id, conv.id,1,0,entereddi al ogue(proposal, role.d,
basic_info, pas, Cpaa, T, legal _replies))

If the request is rejected th&e/ A informs theP A with id ag_i d why her request was re-
jected.

inform(ma, ag.id, conv.d, 1, 0, rejected(reason)).
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Once aP A enters the dialogue it moves into the deliberation stagatamash interact in
its three layers:

5.2.2 Context Layer:

Once an agent enters the dialogue it can inform of facts itlndegotentially relevant for
the decision making, as well as propose complementary eswfsactions that may prevent
undesirable side effects that may be caused by the maimactio

assert (fact): aPA asserts that the fattact is the case. If acceptefiact is added
toCp.

propose(action): aPAproposes to perform the actiact i on. If acceptedact i on
is added taC 4.

retract (fact): aPA retracts an assertion that a fdcct is the case. If accepted,
f act is removed fronCp.

retract (action): aPA retracts the proposal to perform the actaet i on. If ac-
ceptedact i on is removed fronC 4.

Each of the above messages, when sent BAdais wrapped in a request locution. If
they are accepted, they will be broadcasted to all partitgphy theM A.

Participants may assert and retract facts as well as prapuseetract actions, at any
time, as long as the deliberation is open. The only resbricts that facts and actions
asserted or proposed cannot be inconsiSteence, given a consequence relatioand
a background theor¥, thenCr andC 4 must be such thatz#r L andC ¥ L. For
instance Cr cannot contain botha) the donor does not have cancer dndhe donor has
a malignant tumou. In other words, the state of affairs defineddp, 4 , though may be
uncertain and may evolve throughout the deliberation, cabe inconsistent.

At the current state of development®foCLAIM does not support a conflict resolution
amongP As that disagree over the described contexts of facts. Frorexplored scenarios
(transplant and environmental) we have learned to be oddrferP A to dispute another
PA'’s state of affairs description. This is because, eBeh provides information on that
she has a privileged access to. Hence, it is odd fordato dispute the information about a
potential recipient given by 8 A; similarly for an agent representing an industry to dispute
information regarding the status of the wastewater treatmpknt. For this reason, and in
order to keep the deliberation focused, conflicts regargdihgther or not a fack is the
case is either resolved outsiBeoCLAIM (e.g. by facilitating a persuasion dialogue or via
a phone call) or should takeas uncertain. Nonetheless, as we will segdr2.3,PAs can
still challenge an argument requesting evidence in supggfasbme fact and my highlight

"Where by inconsistent actions we mean actions that cannpeliermed simultaneoushe(g. heat and
cool, stay and go, etc...).

2Note however that » may contaira) clinical records indicate the donor does not have cancebjtite
donor has cancer
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the weakness of that evidence, which may motivate the teiraof the disagreed upon fact
(e.g. the retraction ofr, which leaves room to the submission-af ). In future work we
intend to further develop this intuition, which may leadending ProCLAIM to support
such conflict resolution.

In line with the above discussion, we currently assume tmatinformation given by
the PAs when entering the dialogueg the set of basic informatiobasi c_i nf 0) are
mutually consistent. This assumption should indeed beeaddd in future work, either to
allow these information to be inconsistent or to better waté the reasons that license this
assumption. For the time being, we will assume in the tramtpicenario that #A;’s
submittedbasi c_i nf 0, containing data of the potential donor, is consistent wWithdata
given by aRA; of the potential recipient. Same assumption applies foetivronmental
scenario.

We should also note that we deem outskRi®@CLAIM's scope to define policies for
deciding which facts or action can be asserted (resp. peapax retracted by each par-
ticipant. Namely, we believe these decisions are apptinatiependent. Possibly, good
practice would be to allow participants asserting (respppsing) only those facts which
they have some knowledge about (resp. action that they aéorpg, thus preventing, for
example, akR A to add information about the donor. In the same way it wouldgasonable
to allow participants to retract only those facts (respioas) that they have asserted (resp.
proposed). All such decisions should be made bylMhé at the proxy layer.

Note that the facts and actions introduced at this stageeofi¢iberationi(e. Cpnp4)
do not themselves indicate whether or not the main propostanas safe.Cra 4 is the
context in which the main action is intended to be perform@&articipants should thus
decide whether the proposed action is safe given this conirereCrn4 may change
during the course of the deliberation. This decision makingurs at theArgumentation
Layer. Although clearly, if the main proposed action or the pretittons for such an action
are retracted, the deliberation concludes.

5.2.3 Argumentation Layer:

At the argumentation layer there are only two locutioms:gue andchal | enge. A

P A uses these locutions tequestsubmitting an argument or a challenge. A challenge
made on an argument questions the validity of the argumeruim Ehe perspective of an
argumentation framework challenges can be representedalar arguments that attack the
argument under challenge. If thieA’s request for submitting an argument or a challenge is
accepted, thé/ A broadcasts this move to all participants using its versioih@ar gue
andchal | enge locutions. When this request is rejected, thed’s reply occurs at the
proxy layer. Let us mark the locutions made Byls with anR for request, and tha@/ A’s
broadcasting message with kfor inform:

R: argue(argumnent, target): anargumenar gurment is submitted by aPA in
reply (as an attack) to thergumentor challengein T, whose id ist ar get . If the
argument is accepted it will be broadcasted to all partitipa
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I: argue(id, argunent, target, |egal replies): anargumenar gunent
submitted in reply (as an attack) to taegumentor challengewhose id ist ar get
has been accepted by théA who broadcasts it to all participants indicating that the
argument’s id is d. Within the same message, thié A attaches the legal replies
(I egal _replies)toar gunent . This set of legal replies (argument schemes and
critical questions) will guide thé’A on which argument moves they can submit at
each stage of the deliberation (this is further discuss€d .ip). ar gunent is also
added tdTl, attacking the argument or challenge witht idr get .

R: chal | enge(chal | enge, target): achallengehal | engeis made by &P A
on an argument iff with id t ar get . In reply to a challenge participants can submit
an argument that meets the challenge (&e2.3).

I: challenge(id,challenge, target, |egal replies): achallenge
chal | enge made on an argument with tdar get has been accepted by thé A
who broadcasts it to all participants, indicating that thellenge’s id ig d. Within
the same message, théA attaches the legal repliekd€gal repl i es)to
chal | enge. The challenge is added ® as an argument attacking the argument
withid t ar get .

All participants, including thé/ A, can submit arguments and challenges at any time as
long as the deliberation is open and the target argumentadiecige is inT. However, the
M A can reject a submitted argument or challenge because it & redevant move. That
is, the M A’s validation task introduced g4 is performed at the proxy layer.

The fact that a participant submits an argument does notyirsipé endorses it. A
participant may attack her own submitted arguments witkerothoves. This is because
it is a collaborative setting, as opposed to a competitive. oRarticipants introduce the
knowledge they have of the problem in the form of argumenksisT for example, the same
agent can highlight a contraindication for performing thaimmaction (attacking the initial
argument) but then propose a complementary action thamitijate its undesirable side
effects and thus reinstate the main action proposal. Inghwesspirit, once a challenge or
argument is added @ participants cannot retract ite. delete it fromT. As discussed in
§4.1, if an argument is added it is because thé/ A deemed the argument to be relevant
for the deliberation. An argument may of course be defediatljt should remain in the
tree of arguments.

5.2.4 Endorsement Layer:

As arguments are added to the tree of arguments, partisigantdecide which arguments
they endorse. This endorsement will affé¢td’s argument evaluation. For example, argu-
ments endorsed by participants with a good reputation wilbemed stronger. Nonethe-
less, this argument may still be weak because, for instaheeg is strong empirical evi-
dence against it. The locutions at tBadorsement Layeare:

endor se(pad d, arg. d) : The participanpa_i d endorses argument or challenge with
idarg. d.
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retract _endor senent (pad d, arg.i d) : The participanpa_i d retracts her endorse-
ment of argument or challenge withéd g_i d.

These moves can be submitted at any time while the dialogojgeis and on any argu-
ment or challenge offf. If an agent endorses two conflicting arguments, the latéose-
ment prevails and the earlier is automatically retracted.

When an endorsement (resp. its retraction) of an argumeattadienge iril' is made by
a P A (via arequest locution), thi/ A adds (resp. subtracts) this endorsement (represented
as the predicatendor se( agent i d, ar g_i d) ) from theendorsement setwhich we
denote a¥.

5.2.5 Resolution Stage:

Once participants have constructed the context of factsaatidnsCr, 4, the tree of argu-
mentsT, and have informed of their endorsements, iel proceeds to evaluatg. The
deliberation moves into thResolution Stageither because all the participants have in-
formed that they have no further moves to submit that may ghaithertCr 4, T, or E; or
because imeoutwas triggered. In either case, théA proposes a solution for the deliber-
ation, based on the evaluation®f If a timeouthas been triggered; As will not have the
chance to revise the proposed solution3&we discuss the nature of such evaluation and
how a recommended solution is not merelyadgunsafeanswer.

no_nor e_moves(): The participant informs that she has no further moves to gubm
(moves that may change eith€r-, 4, T, or E), for consistency she does so via a
request move. Once all participants submitted this mowweMm proceeds to eval-
uateT. This move, however, does not prevent participants frormsiting further
moves, overriding her own move 0b_nor e_noves. This is important to allow be-
cause new relevant information may be available at any tmdes&ould be included
in the deliberation. If the moveo_nor e_noves is overridden, the deliberation
moves again the deliberation stage.

| eave_di al ogue(reason): The participant request that to leave the deliberation and
may provide a reasoneason for that. If this move is accepted by the A all
P As will be informed that the participant has left the delibera Of course, if
all participants leave the deliberation the deliberationatudes and thé/Z A will
propose a solution (via thel ose_del i ber at i on locution) on the basis of the
available knowledg€ g 4, T, andE.

ti me_out (reason): The M A informs that a timeout has been triggered. In general
terms this means that too much time has been spent in theedslidn and so a new
resolution policy should be applied. For instance, pickipgthe telephone. How to
proceed with a timeout is application dependent. Providlgrwe formalise it as a
trigger for theM A to evaluateT with the available knowledgeFx 4, T, andE) and
propose a solution while disabling any further moves fromghrticipants. Tha/ A
may provide a reasoneason for the timeout.
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sol ution(sol ution, sol id): Once all participants have submitted the

no_nor e_noves (and did not override it with any other move) tiié A proposes
a solutionsol uti on whose id issol _i d. The proposed solution may motivate
participants to submit further moves or to simply acceptsiblation. If a participant
submits a move in theontext argumentatioror endorsemenstage, she should again
submit theno_nor e _nmoves locution for theM A to propose the new solution. How-
ever, if the timeout is triggered, the deliberation will chrde with the given solution
providing no chance for the participants to submit furtheves.

accept (sol J d): Once a solution with iGol _i d is given, if all agents accept it, the
deliberation concludes.

cl ose_del i beration(sol ution): The deliberation is closed with the proposed so-
lution sol ut i on. This locution is submitted either after all participants/é sub-
mitted theaccept ( sol _i d) move or the timeout has been triggered andthd
has proposed a solution.

We are working under the assumption that the CBRc (case bassdning compo-
nent) istime consumingnd requires the fulll for argument evaluation. However, if we
manage to develop a CBRc whose performance can be adjustedl{itime deliberation,
a proposal for resolution of th& will always be visible for the participants and the cycle
sol ution(solution,idsol),accept(idsol) will not be necessary. It would
be enough to submit theo_nor e_noves locution.

5.2.6 Inform Layer:

Throughout the deliberation dialogue, participants cauest from thel/ A an update of
the argument tree, in which facts have been introduced,qures for the legal replies to a
given argument or challenge Th Thus, if for whatever reason a participant misses a piece
of information she can recover it upon request.

R: get _argtree(): A PArequests thél A for the updatedr.

I: arg_tree(T): TheMA informs aP A of the updatedr.

R: get _context (): A PArequests thé/ A for the updatedC gy 4.

I: context(Cp, C4): TheM A informs aPA of the updatedCpp 4.
R: get _endor senent () : A PA requests thé/ A for the updatedE.
I: endorsenent (E): The M A informs aP A of the updatedt.

R: get I egal replies(arg.ld): A PArequests thél A for the legal replies to an
argument or challenge i with id ar g_i d.

3In that case, the decision making process may indeed centin following a different policy.
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I: legal replies(argid, |egal replies): TheMA informs aPA of the le-
gal replies to an argument or challengelinvith id ar g_i d.

Having introduced all the locutions in the dialogue gamenaw list theirpre andpost
conditions.

5.3 Dialogue Game’s Axiomatic Semantics:

Let us now introduce the axiomatic semanticPodCLAIM's dialogue game. Let us first
however, recall that we defined the dialogue game in thregldewhere the deepest level
addresses the content of the messagas (he exchanged arguments), the locutions that
wrap the messages content and finally, on the shallowedtievdefined the Proxy level in
which the P As interact viar equest - i nf or mcycles through thél/ A. The axiomatic
semantics will only cover the second level. At the Proxy ldtiere is not much to say.
There are no preconditions to submitiamf or mor ar equest locution, other than that
defined on at the second level of interaction. The only postition is associated to the
PAsrequest locutions to which thel A has to respond accordingly. In the following
description we will obviate theequest - i nf or minteraction and assume all locutions
at the second level arenf or m The deepest level, that of the content is related more
with the argument validation process described7r8. Most moves share the same set of
preconditions, for simplicity let us refer to these predtinds asstandard preconditions
These arel) Dialogue is open2) thet i me_out locution has not been triggered aBpa
solution to the deliberation has not been accepted hiy A8.



5.3. DIALOGUE GAME'S AXIOMATIC SEMANTICS:

91

open_di al ogue( proposal)

Pre Conditions:
The dialogue is not open

Post Conditions:

The dialogue is opemr oposal is set as the root df the preconditions gbr oposal
are added t& » and the proposed action is added1gq.

ent er ed_di al ogue( proposal, role, basic.nfo, pas, Cppga, T,
| egal replies)

Pre Conditions:
standard preconditionand P A is not already in the dialogue.

Post Conditions:
The P A enters the dialogue armhsi c_i nf o is added taCp.

assert(fact)

Pre Conditions:
standard preconditions

Post Conditions:
If fact is consistent wittC thenf act is added taCp. If the deliberation
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propose(action)

Pre Conditions:
standard preconditions

Post Conditions:
If acti onis consistent witlC 4 thenact i on is added taC 4.

retract(facts)

Pre Conditions:
standard preconditions

Post Conditions:
f act is removed fronCp.

retract (action)

Pre Conditions:
standard preconditions

Post Conditions:
acti onis removed fronC 4.

argue(id, argunent, target, legal replies)

Pre Conditions:
standard preconditions

Post Conditions:

ar gunent is appropriately added t& as an attacker to argument with icar get ,
provided the argument is accepted by fi1ed.

chal | enge(id, chal l enge, target, |egal replies)

Pre Conditions:
standard preconditions

Post Conditions:
chal | enge is appropriately added @ as an attacker to argument withtiér get .

CHAPTER 5. PROCLAIMS DELIBERATION DIALOGUE
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endor se(pad d, arg. d)

Pre Conditions:
standard preconditions

Post Conditions:
If arg.i disinT thenendor se(agent i d, arg.i d) is added t. If it is the case

thatendor se(agent i d, arg.i d2) € [E with ar g_i d2 an attacker of argumer
ar g_i d thenendor se(agent . d, ar g_i d2) is removed froni.

retract endorsenent (padd, argd d)

Pre Conditions:
standard preconditions

Post Conditions:
If endorse(agent i d, arg. d) isinE itis removed.

no_nmor e_noves()

Pre Conditions:
standard preconditions

Post Conditions:
When all APs have uttered this message, fied will proceed to evaluaté'.

ti me_out (reason)

Pre Conditions:
standard preconditions

Post Conditions:
P As cannot perform any other move.

| eave_di al ogue(reason)

Pre Conditions:
The dialogue is open.

Post Conditions:
The PA is no longer in the dialogue.

sol ution(sol ution,sol id)

Pre Conditions:

The dialogue is open and either theme_out locution has been uttered or d@lAs
have uttered th@o_nor e_noves() locution and have not uttered any other mg
afterwards.

Post Conditions:

A solution is proposed.

—

ve
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accept (sol id)

Pre Conditions:
The dialogue is open, thei me_out locution has not yet been uttered and a solution
with id sol _i d has been proposed

Post Conditions:

When all P As accept a a solution, the dialogue can be closed.

cl ose_del i beration(sol ution)

Pre Conditions:
The dialogue is open and either thene_out locution has been uttered and a solution
proposed, or a solution proposed andfalls have accepted it
Post Conditions:

The dialogue is closed.

5.4 Discussion:

The above described dialogue game is rather libdfads can submit almost any locutions
at any time during the deliberation. Even at theolution stage® As can submit aar gue
locution of theDeliberation Stageprovided the dialogue is still open and the timeout has
not been triggered. At the proxy level, thig A does have the obligation to reply to the
PA’s requests. Of course, the deliberation dialogue can amlydened oncd? As can only
request to enter the dialogue if they are not already in itthegl cannot participate once
the deliberation is either closed or they have left it (vialteave_di al ogue locutions).
Furthermore,P As can submit any fact (resp. complementary action) at ang tifrthe
deliberation, as long as this fact (resp. action) is notaalyeasserted (resp. proposed) or
it is inconsistent withCr (resp. C4). Similarly, PAs can retract any facts and actions in
Crpa. Finally, as in theeontext layer P As can submit thar gue orchal | enge locution

at any time of the deliberation, in what we termed stendard preconditionsT he target of
their argument or challenge must be an elemefit ahd, in particular, they can attack their
own arguments and they do not have any obligation to defegid &ihguments from other
arguments or challenges. What is at stake is not who is rightrong, but whether or not
the main action can safely be performed.

Another important feature of this dialogue game, partidylanportant for the purposes
of ProCLAIMs deliberations, is the explicit separation of tBentextand Argumentation
layers. This facilitates the decoupling of the resolutiérwbat is the casand the delib-
eration over the actions’ safety. While both questions emgoirtant for deciding the safety
of the proposed action, prioritising the later helps fodwes deliberation on the problem at
hand. For example, by giving priority to the main questiééthe action safe in current
circumstances?we can impose that questioning the current circumstanastfe facts
in Cr) is licensed only if this challenges the action’s safetys(thecomes clearer once we
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define the argument’s structuregf.1 ). Another important consequence of this decoupling
is that it allows one to address, in a relatively simple fashproblems such as incomplete
or uncertain information, at the time of constructing thguanents, when updating the new
available information and when evaluating the argumentss Will be discussed in more
detail in the following chapter.

As discussed ir§2.4, the description of the dialogue game in terms of stagaes
resemblance with McBurnest al’s deliberation dialogue game [150], which defines eight
stages Qpen Inform, Propose Consider Revise RecommendConfirmandClose Staggs
through which the goals of participants change accordingly noted in this chapter, we
make a more lose use of the defined stages and layers, in the g&t they only help
organise the game’s definition, participant agents neekinmt which locution corresponds
to each stage and locutions of different stages may be stdshiit parallel.

However, the main difference between the two approachdsaisvthile McBurney’s
et al. dialogue game is intended for an open deliberation about whdo, ProCLAIM's
dialogue game is specialised BroCLAIM's deliberations over the safety of a proposed ac-
tion, where great part of the interaction is shaped (andtcaing by the argument schemes
the participant agents can instantiate at each stage ofdii#erhtion. Indeed, it is at the
Argumentation Layethat the deliberation is kept highly focused on the subjeatten,
through definition of the arguments and challengesitides can submit throughout the de-
liberation. That is, the set of legal replies (argument s and CQs) made available to
the participants. In the following chapter we describe itadl¢he Argumentation Layer
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Chapter 6

ProCLAIM's Argumentation Layer

One of the pillars oProCLAIM s the definition of the deliberation dialoguesgumenta-
tion Layer, namely, what types of arguments participants can exchandéollowing what
rules. As a way to keep deliberations focused as well as negltice participants’ overhead
in terms of argument constructioRfoCLAIM is quite specific in what can be argued about
and how. To this end, the model definepratocol-based exchange of argumetitat can
be regarded as an argumentative process for eliciting latiyel from the participants, as
opposed to defining a strategic dialogue in which a betteicehaf arguments may better
serve the agents’ individual goals. This argumentatiartgmol is defined in terms of a
structured set (aircuit) of schemes and their associated CQs (to a scheme are &sdocia
a set of CQs which are themselves defined in terms of scheraehate associated CQs,
and so on...).ProCLAIM defines an application-independent protocol-based egehah
arguments specialised for arguing over safety criticabast Then, for each target appli-
cation €.g.transplant or environmental scenario) this applicatimhependent protocol has
to be further specialised in order to construct the scersp@zific ASR. This is discussed
in§7.1.

In this chapter we present the application-independenuitiof AS and CQs. We start
by introducing in the following section the internal stnuet of ProCLAIM's arguments and
in §6.2, we present the protocol-based exchange of arguments.

6.1 The Structure of an Argument

Action proposals are typically motivated by the goals agevish to realise. Many formal
accounts ([202, 94, 231, 225]) of action proposal assunoeigth sometimes implicitly, the
following three dimensions:

R.: Domain of facts in circumstances where the action is praghose
A: Domain of actions.

G: Domain of goals.

1Argument Scheme Repository

97
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Based on these domains the following argument can be cotetdr@an actionA is proposed

in circumstancesk (a set of facts) because it is expected to realise a desirgbé G'.
The problem with such an argument structure is that the natfoa goal is ambiguous,
potentially referring indifferently to any direct resukthe action, the consequence of those
results and the reasons why those consequences are dexltedTp account for these
distinctions, Atkinsoret al. considered two additional domains:

S: Domain of facts arrived after performing the action.

V: Domain of Values where the values represent the socialestepromoted through
achieving the goal.

in order to propose the following argument scheme for aghi@mposals:

AtkSch:

In the circumstance®

we should perform actiod

to achieve new circumstancés
which will realise some goakh?
which will promote some valu®

This argument scheme is presented along with sixteen assddCQs which can be classi-
fied into three categorie¥Vhat is true( e.g.—Questioning the description of the current cir-
cumstances), what is bes(e.g.—Questioning whether the consequences can be realised by
some alternative actiof) andrepresentational inconsistenciés.g. —Questioning whether
the desired features can be realis@din [34] AtkSch along with its sixteen CQs are used
to define a persuasion dialogue game for reasoning abouahamtposal.

Atkinson’s persuasion dialogue is primarily addressedeablving a choice amongst
competing action proposals, choosing which action is thst, be. which action will bring
about the best situation, whebestis relative to an agent and consideration is given to
subjective value-based judgements, as well as more olgemties. In arguing about action
proposals, participants may undermine an action propgsaiestioning whether the action
will bring about any undesirable effeéts This is just one possibility in the persuasion
dialogue; one can also argue as to which goals are desiralolet.oln short, participants
can argue about whatever is reasonable when decidiag to doin general terms. This
generality is indeed a desirable feature of Atkinson’s pesgn dialogue and for that reason
this work is taken as a starting point for the definitiorPod CLAIM's Argumentation Layer
However, precisely because of this openness, it is inofeefabour intended applications.
In §11 we discuss two experiences in which we used both Atkiesah's proposed scheme

2Where a goal is some particular subsetSahat the action is intended to realised in order to promate th
desired value.

3We cannot assume that because the effect is undesirablstibmaside effecof the action. It may actually
be a state of affairs that, from the perspective of one ppait, is a desirable outcome of the action, but not
for all participants.
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and Walton’s schemes [231] in order1dguide end users in the argument construction in
real time deliberations (particularly in the transplanerszrio, discussed ifl1.1) and2)
guide developers in the construction of scenario specitiermes that will build a new
application’s ASR (in the environmental scena§idl.2). While in both cases the general
principles were understood, the actual instantiation éotigl instantiation in the later case)
involved too much overhead and inconsistent results. Wadehthat deciding on the fly
which are thegoalsandeffectsof a given action, deciding what among all the current facts
indicate ascurrent circumstancesnd furthermore, deciding what makes the action safe
or unsafe based on these abstract terms was not an easy tagkisieason we initially
proposed in the transplant scenario the use of scenaridfispgchemes [17], while the
results obtained with this formalisation were very positjt1], itsad-hocapproach made

it difficult to apply in novel scenarios, in particular fornagopers who are not familiar with
Argumentation Theory. It is the realisation of the value @drsgario-specifc schemes, jointly
with the need for procedures to facilitate the productionhefke specialised schemes that
has led us to develop the current formalisatioPodCLAIM's Argumentation Layethat

we now introduce.

In ProCLAIM, the desirable and undesirable goals are assumed to bel $lyaadl par-
ticipants. Furthermore, the main proposed action itgetj.¢ransplant an organ or spill the
industrial wastewater) is, in default circumstances, tiakebe the right thing to do, requir-
ing no further motivation in its proposal. Moreover, deois inProCLAIM are taken with
respect to a single social valsafety(or patient’s quality of life, in the transplant scenario).
Therefore, the value dimension can be ign6redl particular consequence of this defined
context is thatP A’s individual goals and values, while may affect which argunts they
submit and endorse, in theme selves do not constitute arrdasor against a proposed
action. What becomes a matter of debate then, is whetherutihent circumstances are
such that the proposed action can safely be performed. Nawmiedther or not the context
of factsCp, constructed at th€ontext Layeris such that the main action will bring about
severe undesirable side effects. The deliberation canttbusgarded as an argumentative
process for eliciting from the participants (experts) waeg therelevantfacts € o,..f ,, €
Cr) for assessing the action’s safety, accounting for the ¢ementary courses of actions
(those actions added ©4). A formal definition of the relevance of a set of facts is give
later in this section (Definition 6.1).

To illustrate the relevance of facts in the medical scendgious suppose a donor of a
lung is infected with the Hepatitis C viruB€v). Now, it can be argued that the transplant is
unsafe (argumend2 in fig. 6.1) because the recipient of the transplanted ludig@gult in
havinghcv, which is a severe infection. Thus, the donor being infeetéd hcv is a rele-
vant fact, given that, because of this fact the transplalhicaiise an undesirable side effect.
Suppose now that the potential recipient also heg. And so, it cannot be claimed that,
for this recipient, havindncv is an undesirable side effect of the lung transplant (argiime
A3infig. 6.1). Therefore, the potential recipientisv is a relevant fact. It is because that

“It may be interesting to bring into the deliberation tustvalue. Some proposed actions although deemed
safe, cannot be taken because the system cannot affordgbes®s incurred by the actions. We leave such an
extension for future work.
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Figure 6.1: As arguments are submitted facts are highkijhke relevant. Note that for
example, it has not been deemed relevant that the recigiéit years old or the donor is a
male. Moreover, if the donor would not have had HCV (Hepativirus), the recipient’s
HCV may have not been highlighted either.

fact holds that the action does not cause an undesirableffabd. Note however, that if the
donor would not have hadcv, whether the recipient hdscv or not, is irrelevant. That is,
relevance icontext dependenfAn attack on argument3 will assume acontextin which

the donor and recipient both halrev. Let us suppose that there are other contraindications
for the transplantation that, at leastpriori, are independent of the donor and recipient’'s
hcv. For example, that the available lung is too big for the riecips thoracic cavity. Such

an argument will directly attack argumeat, where the context, or to be more precise, the
local context is that an available organ is proposed for transplantatitima given patient.

To capture this notion, we explicitly associate to each gt alocal contextof facts and

of actions.

We denote thdocal context of actionsof an argument agl, and thelocal context of
facts asC. Upon submission of the first argumept, andC are empty. These are updated
so that for any subsequent submitted arguméntontains the proposed action itsedf.d.
the transplant proposal) art the minimum set of facts where the proposed action can
be performed€.g. an available organ and a potential recipient). In geneealh submitted
argument updates its and.A to account for the particularities of each casg(the donor’s
and recipient’s particularities). In the previous exampéesaw how argumemt2 extended
C to include the donordicv. ArgumentA3 then extended by adding the recipient’s
hcv. Note that while these facts were already in the (globalYedrC z, it's through their
use in the argumentation that they are highlighted as neteVidous, for a set of facts (resp.
actions) to be added ®© (resp. toA) it must berelevant Meaning that, within theilocal
context these facts or complementary actions make the roonasafe or unsafe.

To continue with the identification of the elements and retet of ProCLAIM's argu-
ments, let us recall thatRroCLAIM argument expresses a relation among the four domains:
current stateR), actions QA), arrived statesy) and goals G). We can further constrain
S andG so thatS contains onlyside effect®f the actions inA , andG contains only
undesirable goalsvhich such side effects may realise.
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Let us formalise these domains in terms of finite sets of giledrpredicates which will
be written int el et ype, e.g.av_or g(d, o) € R meaning that an orgam of a donord
is available.

ProCLAIM arguments express relations between elements of the albovains. Specifi-
cally, the following elements:

C: The local context of facts assumed to be the case, whereR.
A: The local contexts of proposed actions, whdre& A.

R: A set of facts, wherd? C R. For more than one set of facts we wrid, R2,... We
denote byR, the set of facts introduced as preconditions for the perdmoca of a
proposed action.

A: A set of actions, wherel C A. We write 4,,, to denote themain set of actionand
A, the complementary courses of actions argued to preventctiievement of an
undesirable side effect. For more than one set of complemnemictions we write
Al A2,

S: The set of side effects caused by the proposed action, wher&. For more than one
set of side effects we writ81, S2,...

g: The undesirable goal realised By whereg € G. For more than one goal we writd,
g2,...

Different argument schemes defined ByoCLAIM correspond to different relations
amongst these elements, where these relations are expiiessms of special second
order predicates, and a defeasible consequence relativom which conclusions follow
defeasibly or non-monotonically from the set of premises.tifis assume:

¢ A defeasible consequence relatien
e A background theory

e The special predicatei de_ef f ect on subsets 08. Wheresi de ef f ect (.5),
with S C S, denotes thab' are side effects given a background contexts of féacts
and actions4 .

e The special predicatend _goal onG. Whereund_goal ( g) ,withg € G, denotes
that g is an undesirable goal realised given a background contéxXiactsC and
actionsA ;

e The special predicatent ended® on subsets oA. Wherei nt ended( A.) , with
A. C A, denotes that the set of actiods is intended.

®In the deliberation presented in this work we do not distisigietweerintendingand onlyproposingto
perform an action. This is discussedsiL2.5.



102 CHAPTER 6. PROCLAIMS ARGUMENTATION LAYER

Given a set of facts or actions, we assume its conjunctioretihé case, respectively pro-
posed. And, ifA and B are two sets of either facts or actions, to say that all theefds in
A and of B hold, are respectively intended, we wriden B.

Thus, for example, we can writd2 A C Ai nt ended(A) A T~ si de_ef f ect (5).
Meaning that ifR andC are the case, the proposed actichswill result in the set of side
effectsS. The rationale as to whyl will cause S is in the background theorly. Each
agent and knowledge resource defines its own versidn, @fhich may contain different
rules and reasoning techniques. For example, a basic iaftdigent may contain a fixed
table with precodified 4-tuples relating the four dimensiftix A x S x G. A slightly
more sophisticated artificial agent will define an interrtalicture to each of the four di-
mensions with a number of transition rules. A human agentherother hand, will use
her own reasoning (her own versionlofnd|~) to reason about the exchanged arguments.
However, all thesdeterogeneouagents will have to agree on the syntax and semantics of
the exchange®roCLAIM arguments. This is further discussed;ihand in§10.

Typically the background theory is written as a subscriptfenconsequence relations:
r~r. To emphasise that and. A are assumed to be the case, that they are contextual
information, they are also written as subscripts on the eguence relations: r, 4.r-
We also take the liberty of omitting thent ended predicate wrapping the actions.

With these elements and relations the relevance of a setisfdad actions (w.r.t. real-
ising an undesirable goal) can be defined as follows:

Definition 6.1 Within the context of facts and of proposed actiond a set of factR C R
is said to berelevantif one of the following two situations holds:

e In circumstance®’, if R holds the actions4 will cause an undesirable side effect.
Otherwise, ifR does not hold, the undesirable side effect is no longer ézgeo be
caused byA4 (in circumstanceg ):

— Rpvopanr Side_ef fect (9);
— side_ef fect (S)r g car Und_goal (g) and
— peaanr Si de_ef fect (9).

Or

¢ In circumstanceg actions.A will cause an undesirable side effect. Bufitolds,
then either the side effect is not expected to be caused, loy the side effect can-
not be deemed as undesirabiee( the degree to which the side effect realises the
undesirable goal is too weak):

— Pepanr Si deeffect (S) and
— si de_ef fect (S)pe,p und_goal (g)

but either:
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— Rpeppanr Si de_ef fect (S) or;
— RA sideeffect (S)pp .0 und_goal (g)

Note that when it is said that an undesirable side effect isrpected it is strictly in the
local context defined b¢ and.A. This undesirable side effect may well occur for other
reasonse.g, due to other facts not i@ butinCg.

The definition of a relevant complementary course of actisres follows:

Definition 6.2 Within the context of fact§ and of proposed actiongl a set of actions
A, C Ais said to berelevantif the preconditionsiz,, for its performance holdR, CCr )
and A, either prevents an undesirable side effect or it causes one.

That is:

® reaanr Sideeffect(S) and
e si de_effect (S)pr,pund_goal (9) and

o R, Nintended(A.)peen4nr S1 de_ef fect (S)
Or;

e R, ANintended(A.)penqnr Sideeffect (S) and
e si de_effect (S)pre,pund_goal (9) and

® eaanr Sideeffect (5).

In what follows we will use the above introduced concepts aéfirg the arguments
schemes and their associated critical questions to be ndadArgumentation LayerUs-
ing these schemes and critical questions participantswllmit their arguments, highlight-
ing with each argument the relevant facts and complemermtauyses of actions. These
relevant factors (facts or actions) are the ones that cardtedato the arguments’ local
contexts. Once”As have submitted all their arguments, and so all the reldeatd and
actions have been introduced, the tree of argum@nsevaluated to resolve whether the
main action can safely be performed.

6.2 Protocol-Based Exchange of Arguments

In this section we introduce the argument schemes and tsocated critical questions tai-
lored for deliberating over safety critical actions. Eaélthese argument schemes encodes
a particular relation among elementsiy A, S and G. Arguments instantiating these
schemes represent instances of these relations, whileatbsaciated CQs question them.
Thus, with the exchange of arguments, participants buildbsgace oR x A x S x G
tailored to the particular problem at hand. Hence, the dedition process can be regarded
as a mechanism for exploring the relevant factRinaccounting for the complementary
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courses of actions i, guided by the (undesirable) side effects which are higitdid inS
andG . The relevant elements R and A are those that have an impactSnandG .

The schemes and critical questions will be introducedrirodular fashion. We start by
introducing a set of assumptions that will help in consingct basic circuit of six schemes
and their associated CQs:

e Assuml: R, A, S andG have no internal structure.Qg. no taxonomy). These are
Assumla, Assumlb, Assumlc and Assunild respectively.

e Assum2: All introduced factsR are inCr. Arguments must use facts that are in the
context of factsCp.

e Assum.3: a) All the proposed actiond are inC 4 , b) they can be performedy, C
Cr), c¢) and they do not conflict with other proposed actions. (no two or more
action are such that if jointly performed they cause an unalgle side effect).

e Assum4: Eachg € G is such that if the main action will realisgthe action is
deemed unsafe.

As we relax some of these assumptions we will be extendirgydintuit of AS and CQs.
In §6.2.2 we enriclR with a taxonomy by introducing a specificity relation. §&.2.3 we
add a defeasible entailment By to allow the inherent uncertainty of the facts@y to be
accounted for. I86.2.4 we permit the use of facts not@y-, in order to account for incom-
plete information. Finally, ir$6.2.5 we discuss other extensions that we are formalising.

6.2.1 Basic Argument Schemes

In this subsection we present the basic protocol-basedaagehof arguments consisting of
six argument schemes and their associated critical qusdbiyp which players participate in
the deliberation, introducing new relevant facts and cemmgntary courses of actions.

Each scheme is presented as a four part composite: A pegainditionsthe scheme’s
body; its associatedritical questionsand the schemeisontext updating ruléy which the
arguments’ local contextg’ (and.4 ) are updated. The body of the scheme is itself presented
in three complementary representationsiaarative version written in natural language; a
formalversion; and the deliberation’s dialogue locutions, the content of thar gue and
chal | enge locutions introduced i1§5.2.3. Let us start by introducing the first argument
scheme, AS1, that sets the deliberation’s topic. In fad$, $hheme is instantiated at the
deliberation’sOpen Stagés5.2.1) as th@roposal This first argument is the root @f.

Let us just introduce some notation, argument schdisie proposes the main action un-
der the assumption thatm will cause no undesirable side effest:undSi deEf f ect (4,,),
where~ denotes the weak negation. Subsequent arguments wilkdttescassumption by
highlighting an undesirable goal or defend this assumpdi@uing against the realisation
of the highlighted an undesirable goal.
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AS1

Preconditions: R, C Cr , A, CCyu,C ={}andA ={}

In circumstancesd,
The proposed course of actieh,, can safely be performed.

Body: R, ~undSi deEf f ect (A4,,)ppr opose(Am)

argue(C, A, propose( Ry, A4y));

Critical Questions:

CQ1: Are current circumstances such that an undesirable sidet &fill be
achieved?

Context Updating Rule: C :=R,; A = A,,.

To illustrate the use of this scheme, let us introduce an gl@from the transplant sce-
nario. To start with, let us supposé ang of a donord is available 4v_or g(d, | ung))
for a potential recipient (p_r eci p(r, | ung)). And so the intention is to transplant the
lung to this recipientt(r ansp(r, | ung) ). Henceav_or g(d, | ung),
p_reci p(r,lung) eCgandtransp(r, | ung) € C4. Therefore the initial argument,
say A, can be submitted instantiatingS1 as follows:

A:argue({}, {}, propose({avorg(d,lung), precip(r,!lung)},
{transp(r,lung)}));®

Typically, critical questions associated with a schemdknagents to attack the validity
of the various elements of the scheme and the connectiom&éetthem. Also, there may
be alternative possible actions and side effects of thegsexgbaction [34]. In the particular
case of arguments instantiatingS1 what can be questioned is whether there is a fact,
or set of factsR, in the current circumstance® (C Cr) that makes the proposed action
unsafe. Hence, what can be questioned is the assumpticihéhnatare no contraindications
for performing the proposed action. That is, critical qiestCQ1, which we denote as
AS1_CQ1, can be used.

An answemno to this question, implicitly encoded in the assumption & thitial ar-
gument, would imply little progress in the deliberation. Answeryesto this question

It is worth noting that an artificial agent may represent rnimadly this argument in
many forms, for instance in a more standard support-clainguraent structure like <
{av_org(d,lung) A precip(r,lung)A ~ undSideEffect(transp(r,lung)) =
propose(transp(r,lung)),av_org(d,lung),p-recip(r,lung)},
propose(transp(r,lung)) >
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constitutes an attack on the argument. Thus, for the deliioer to effectively progress,
AS1_CQ1 can only be addressed by introducing a contraindicatien,a set of factsk
that will result in the action causing an undesirable sidecef This use ofAS1_CQ1 is
effected by an argument instantiatingthe schet®®, and that attacks the argument instan-
tiating AS1.

Finally, to illustrate the scheme’s context updating rulete that any reply to argu-
ment A will assume as contextual information that there is an afééll ung of a donor
d, a potential recipient for that organ and that the transplant is intended. That is;
{av_org(d, lung), precip(r,lung)}andA = {transp(r,lung)}. Needles
to say, if the assertion of any of these facts or actions ract#d at the Context Stage, the
deliberation concludes.

AS2

Preconditions: RC Cr,S CS,S #0, g€ G,and
C and.A the context of facts and actions of the target argument.

In circumstance§
BecauseR holds, actions4 will cause a side effecs
which will realise some undesirable gaal

Body:| o R reaanr Side_ef fect (S); and

o sideeffect(S) g und_goal (9);

argue(C, A, contra(R S,9));

Critical Questions:

CQL1: Are current circumstances such that the stated side efi#éatot occur?

CQ2: Are current circumstances such that the side effect wilraalise the
stated goal?

CQ3: Is there a complementary course of action that preventachivement of
the stated effect?

Context Updating Rule: C :=CUR; A = A.

That is, an argument instantiatir®S2 identifies contraindication for performing the
proposed actiongl, in circumstances.

Continuing with the above example, let us suppose that therdaf the offered lung has
smoking history( d_p(d, s_h): donord has propertys _h). Let us suppose, as well, that
the donor agent) A, that offers the lung for transplantation, beliegeh to be a contraindi-
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cation because the lung may be rejected by the recipierd réalising the undesirable goal
grft fail (r).HenceDA believesAS1_C@Q1 to be the case, and so may want to attack
argument4. This can be done by submitting an argumBnt(see fig. 6.2), that instantiates
AS?2 as follows:

Bl:argue(C, A, contra({dp(d, s_h)}, {reject(r,lung)},
grftfail(r)));

Let us now identify AS2’s critical questions. That is, which lines of attack can be
pursued in order to, for example, attack argumBnt For that purpose, let us highlight
what is being asserted by an argument instantiatis, taking into account thaf has
been updatede(g.in argumentB1, C ={av_org(d, | ung), precip(r,lung),

d_p(d, s_h) }) while A remains the same and thAtoCLAIM arguments only assert a
relation among the seRR, A, S andG :

1. CAN A sideeffect (5); and
2. si de_ef fect (S) AC v und_goal (g);

Firstly, whether these two relations hold is evaluated &itsheProxy Level§5.1) where
the M A validates the incoming arguments and latter atRleolution Stagé5.2.5) where
a relative strength of the accepted arguments is assigreshn8ly, under the assumptions
presented at the beginning of this section, the local céstase such thaf CCr and
A CC4(Assum?2 and Assuma resp) and thus they are taken to be the cagpif argu-
ment B1 d_p(d, s_h) holds). And with Assum¥4 we have that iund_goal ( ¢g) holds
as consequence of the action this should be deemed unsafat ¢Afnbe done to attack
an argument instantiating scherd&?2 is an update to eithet or .4 so that either of the
two relations does not holdi¢ si de_ef f ect (S) or p« und_goal (g)). Since each fact
in C and each action irl has to be inCr andC 4 respectively, and_r andC 4 do not
allow for inconsistencies, any update on the local conteatsto be truth preserving. Re-
tracting or negating an element 6f- or C 4 is done at the&Context Stagand the effect of
such moves is discussed §6.2.4. Since neitheR. or A have an internal structure (we
discuss relaxation of Assirhh in §6.2.2), truth preserving updates 6nor A can only be
done by adding a new sets of (relevant) faBtto C or complementary courses of actions
A, to A. Therefore, what can be questioned on arguments insfagtiathemeAS?2 is
whether there exists a sft CCr such that in the new contegtU R the side effectS is
no longer expected4S2_C'@Q1); or in which the undesirable goalwould not be realised
(AS2_.CQ2)’. Note thatA only appears in the first assertion. Thus, change$ (MU A.)
can only be proposed in order to argue that the complemestamnse of actiond. can
prevent the side effect (A52_.C@3). These three critical questions have only practical
use if the appropriate relevaiit or A. are provided. The critical question$S2_C'Q1,
AS2_CQ2and AS2_CQ3 are therefore addressed as attacking arguments respeative
stantiating schemedS3, AS4 and AS5, and so introducing the relevaRis andA.s.

"That is, given the new contegtU R the degree by whicl§ realises is too weak.
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AS3

Preconditions: R C Cp, S the side effect of the target argument
C andA the updated context of facts and actions of the target argume

In circumstances
BecauseR holds, the side effect is not expected as caused Hdy

Body: Rpeenqnr Si de_effect (9)

argue(C, A, nosideeffect(R S));

Critical Questions:

CQ1: Are current circumstances such that an undesirable sieet &fill occur?

Context Updating Rule: C :=CUR; A = A.

AS4

Preconditions: R C Cp, S andg of the target argument replied to
C and.A the updated context of facts and actions of the target argume

In circumstance€
And assuming4 will be performed
It is becaus&r holds, thatS does not realiseg

Body:
si de_ef f ect (S) A Rp¢,,pund_goal (g)

argue(C, A, not real i sedgoal (R S,Qg));

Critical Questions:

v

CQ1: Are current circumstances such that the side effect walise the undesirable
goal?

Context Updating Rule: C :=CUR; A = A.
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AS5

Preconditions: A. C C4, R, C Cr preconditions to perform., S of the target
argumentC and.A the updated context of facts and actions of the replied aggtim

In circumstances U R,
The complementary course of actidn
Prevents actiongl from causing the side effeét.

Body:
Ac N Rpbeonanr Side_ef fect (5)

argue(C, A, preventiveaction(A;, R, S));

Critical Questions:

CQ1: Are current circumstances such that an undesirable sidet&fill be achieved?

Context Updating Rule: C :=CUR,; A := AU A..

Figure 6.2 illustrates the use of these three argument sehefmgument32, instantiat-
ing AS3, attacksB1, indicating that because the donor does not have a Chrorstr@@tive
pulmonary diseaseR = {d_p(d, no_copd) }) the donor's smoking history is no longer
a contraindication. Argumenit'2, instantiatingA.S4, attacks argument'l, indicating that
because the potential recipient already has HIM (p( r, hi v) ), the infection cannot be
deemed as a severe infection caused by the lung tran®plgimally, argumentD?2 illus-
trates an instantiation of schend&'’5 proposing to administratgenicillin to the recipient
(treat(r, penicillin))ofalung of a donor whose cause of death wasreptococ-
cus viridans endocarditi&d _p( d, sve) ) so as to prevent an infection of that same bacteria
(r_p(r, svi)). The set of preconditiong,, in argumentD2 is empty. Itis assumed in this
scenario that there is an availability of penicillin and me# administrate the antibiotic.
Otherwise such facts should be added in the set of preconsliti

Note that the attacks made on arguménby B1, C'1 and D1 are asymmetric (one
way attacks), whereas the attacks B, C'1 and D1 made respectively by32, C2 and
D2 are symmetric. The reason for these differing attack iatatis that in the former case,
argumentsn favour of the proposed action are always based on an assumptiomctican-
traindication exists; an assumption that is underminedbattacking arguments. (e.@]
undermines A's default assumption of no contraindicatigndentifying a contraindication
(d_p(d, svi)). In the second case, complementary course of action apoged to prevent
undesirable side effects, where whether or not such preventll be realised may still
be a matter of debate. Hende? attacksD1 by proposingtreat(r, penicillin) to prevent

8Given that p_r _p(r, hiv), the degree by whichsi de_effect(r_p(r,hiv)) realises a
sev._i nf (r) istoo weak.
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ID |Type Argument
A |AS1 |argue({},{}, propose({av_org(d,lung), p_recip(r,lung)}, {transp(r,lung)}) ) o

B1 [AS2 |argue(C,A, contra({d_p(d,s_h)}, {reject(r,lung)}, graft_failure) )

B2 [AS3 |argue(C,A, no_side_effect({~d_p(d,copd)}, {reject(r,lung)}) ) @ @ @
C1 [AS2 |argue(C,A, contra({d_p(d,hiv)}, {r_p(r,hiv)}, sever_infect) )

C3 |AS6 |argue(C,A, contra({r_p(r,superinf)}, sever_infect) ) @ @

C2 [AS4 |argue(C,A, not_realised_goal({p_r_p(r,hiv)}, {r_p(r,hiv)}, sever_infect) )

D1 |AS2 |argue(C,A, contra({d_p(d,sve)}, {r_p(r,svi)}, sever_infect) )

Attack relation: —p
D2 |AS5 |argue(C,A, preventive_action({treat(r,penicillin)}, {r_p(r,svi)}) )

D3 |AS2 |argue(C,A, contra({p_r_p(r,pen_allergy)}, {r_p(r,anaphylaxis)}, sever_infect) )

a) b)

Figure 6.2: Example of three lines of argumentation stmgctueasoning: th& arguments
which address the donor’'s smoking histodyg( d, s_h) ), theC arguments addressing the
donor's HIV d_p( d, hi v)); and theD arguments which address the fact that the donor’s
cause of death wastreptococcus viridans endocrdit{sl_p( d, sve)) which may result

in the recipient of the lung contractings&reptococcus viridans infecticin _p(r, svi)).
Each argument’€ and.A is updated according to the schemes’ context updating.rules

reject(r,lung), where the efficacy of this preventative measure may stitidigatable (im-
plicitly then, D2 and D1 disagree on whethet p(d, svi) is or not a contraindication). This
disagreement is made explicit with a symmetric attack. Bolke whether the transplant
is safe or not will require a decision as too whether ordip{d, svi) is a contraindication,
that is, whetherD?2 is preferred taD1 or vice versa (this is further discussedsi). Note
however, that if a fourth argume?3 is submitted attacking argumeni2, by indicating
for instance that the potential recipient is allergic toip#lim, such an attack will again be
asymmetrically directed on an assumption of argumeftthat no other contraindication
exists. And so argumerP2 does not defend itself against (i.e attaék} as would be the
case with a symmetric attack.

Let us return to schemedS3, AS4 and AS5 in order to identify their CQs. An
argument instantiating schemesS3 or AS4 introduces a new set of relevant fadis
An argument instantiatingl.S5 introduces a complementary course of actiohswith
a possibly empty set of preconditiors,. At this stageR, R, and A, are taken to be
the case (resp. intended), under assumptions Assand AssunBa. As with argu-
ments instantiatingd.S2, whether R and A, are relevantis decided first at the Proxy
Level (e.g. should argumenf32 be acceptedi.e., does {d_p(d, nocopd) }p¢cr anr
si de_ef f ect ({reject(r,lung)}) make sense) and latter at the Resolution Stegg (
does argumenB2 defeats argumen®1, i.e., would {reject(r,lung} be prevented).
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AS1
&:={}; :={}; A:= proposed action; R:= minimum context
argue(&, <z, propose(R,A))
AS1_cQ1 =R, o/=A
AS2
R:= set of relevan facts; S:= side effect; g:= an undesirable goal
AS3_CQ1
argue(&, .« contra(R,S,g))
AS2_CQ1 _
I WS | C=CUR; A=
4 x|z
R:= set of relevant facts; S of the replied argument |M - %
8 gl
) . '~ o Q
argue(&;, .« no_side_effect(R,S)) 5 o 2
s} (2]
rES C=CUR; e | o <
I(£ (g A:= set of relevant actions; S of the replied argument
o A
Q | Ri= set of relevant facts; S and g of the replied argument argue(f), A preventive_action(A,S))
argue(&, . not_realised_goal(R,S,g)) é Alo=C pmru 4
|
AS4 CQ1 C=CUR; A= 8
S AS6 AS6_CQ2 -
S v
8' N S:= gide effect (different form that of the replied argument) g:= an undesirable goall
< = <
argue(¢&, .« contra(s,g)) AS6_CQ3

Figure 6.3: Argument Schemes connected via their assddiziiical Questions

An argument, saydrg, that instantiates schem&S3, AS4 or AS5, assumes (as in
the case of the first submitted argument) that no (other)raimtication exists for per-
forming the main action. This assumption is questionedA®8 CQ1, AS4 CQ1 and
AS5.CQ1. Asin AS1, such critical questions can only be addressed as attaehksifid
ing the contraindications and the associated undesiraddecffects. Such attacks can thus
be embodied by arguments instantiating scheme sch&si?e analogous to attacks on the
first submitted argument by arguments instantiatihg2. However, this time, as a way
to defend the main action’s safety, g introduces a new set of factors (facts or actions)
which themselves may warrant, respectively cause, somesimatlle side effect. That is,
this time, an attack can be made V&3 _CQ1, AS4. CQ1 and AS5_CQ1 without having
to introduce a new set of facts. Such attacks are embodiethbyn@nt schemd S6 which
differs from AS2 in that it does not require introducing an additional setedévant facts
R:
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AS6

Preconditions: S C S, non-empty andlifferent from the replied
argument’s stated effeg}, € G;
C andA the updated context of facts and actions of the replied aegiim

In circumstances
The actions4 will cause a side effect
which will realise some undesirable gaal

Body:| o reaanr Si de_ef fect (S); and

o sideeffect(S)peaarundgoal (g);

argue(C, A, contra(sS, g));

Critical Questions:

CQL1: Are current circumstances such that the stated side effiéatot be achieved?

CQ2: Are current circumstances such that the achieved sidetefi#l not realise
the stated goal?

CQ3: Is there a complementary course of action that preventachievement of
the stated effect?

Context Updating Rule: C :=C; A = A.

We can continue with our medical example to illustrate treeafschemest.S2 and AS6 in
order to attack arguments instantiating schem88, AS4 or AS5 (see fig. 6.2). Suppose,
for instance, that the recipient to whom the lung is intendeadlergic to penicillin Thus,

if as a way to prevent the recipient’s bacterial infectiomip#lin is administered D2),
the allergic reaction may be quite severangphylaxi}. Such an argument against the
action’s safety is embodied 93 which instantiates schem&S2. To illustrate the use of
schemeAS6, let us continue with the argumentation lide C'1 andC?2, where it has been
argued that the lung may safely be transplanted despiteaher dhavingHIV because the
potential recipient already has the same viral infectioms turrently believed that in most
cases such transplants will caussugperinfection[242], which is an uncontrolled, severe
infection. Note that no new factors were introduced in otdexttack argument’2. Thus,
such an attack can be embodied by an argunighthat instantiatesdS6. In this basic
circuit of schemes and critical questions56’s critical questions are the same as those for
AS2.

Figure 6.3 depicts the circuit of argument schemes condagtetheir associated crit-
ical questions presented in this section. In the followingsgctions we relax some of the
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assumptions introduced in this subsection so as to addrqaged extensions to this basic
circuit.

6.2.2 Accounting for Specificity

Let us suppose now that/aA offers for transplantation the lung of a donor with a histofy
cancer _p(d, h_cancer) ). The DA herself may argue that with such record the recip-
ient will result having as a side effect cancer. As depictefigure 6.4 this argumeni{l)
can be instantiated using schem&2. Let us suppose as well that tiheA have added to
Crpthe factd_p(d, h_nonnel _ski n_c) meaning that the donor had a nonmelanoma skin
cancer. A history of cancer is in general an excluding detéor being a donor. However,
for some kind of past malignancies, such as nonmelanomacakicer, the risk of transmit-
ting the malignhancy to the recipient is believed to be maiqih?6]. Let us suppose theA
believes that to be the case and would wish to argue that ip#rticular type of cancer
the transplant is safe. At first sight it may seam that thisiiewgnt could be constructed by
instantiating schemeé .S3 with R = {d_p( h_nonnel _ski n_c) } being the new relevant
set of facts. And so updating the local context of facts to be:

C ={av.org(d,lung), precip(r,lung),dp(d, hcancer),
d_p(d, h.nonnel skinc)}

Although clearlyC holds C C Cp), there is a bit of information that despite being impor-
tant is not captured 1S3 is to be used. That isl_p(d, h_.cancer) and

d_p(d, h_nonrrel ski n_c) are not independent facts, the latter is a subclass of the for
mer. Furthermore, there is an implicit assumption that ddvaal a history nonmelanoma
skin cancer and no other type of cancer.

In order to account for this we need first to relax Asslianby associating tR a relation
of specificity< so as to account for the fact that, for instance,
{d_p(d, h_nonnel skinc)} <{d_p(d, hcancer) }.

Having defined a taxonomy R the circuit of schemes and CQs is extended. The CQs
of the kind —Are the current circumstances such that.=?i.e. AS2_.CQ1, AS2_.CQ2,
AS3.CQ1, AS4.CQ1, AS5.CQ1, AS6_.CQ1 and AS6_C@Q2) can now be embodied as
an attack not only by schemetss2, AS3 and A.S4 but also by theispecificversionsA.52s,
AS3s and AS4s. Below we introduce only schem&S3s, schemesdS2s and AS4s are
defined analogously:
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AS3s

Preconditions: R, C C, R, CCp, S of the replied argument
C andA the context of facts and actions of the replied argument.

Becausef,, a particular case ak,, holds
in circumstance$C — R,)
the side effectS is not expected as caused Hy

Body:| o R, R,

o Rsbec_pranr Si deef fect (5)

argue(C, A, nosideeffect(replaces(Ry Rs),S5)),;

Critical Questions: Same asA.53

Context Updating Rule: C :=(C — Ry) U Rs; A = A.

The main change in these new schemes is the way the locakkt@fitactsC is updated.
Instead of introducing an additional set of fadts(as it is the case witt.S2, AS3 and
AS4) a subsetR, C C is replaced by a more specific set of faéts (R; < R,). In this
way, itis made explicit thaR, does not holds by itself, independentff. Rather,R, is the
case only becausk, holds, sinceR, entailsk,. Thus, for exampled_p(d, h_.cancer)
would hold only becausé_p( d, h_nonmel _ski n_c) isthe case.

To continue with our example, argumeht can now be attacked by an argumésit
instantiating schemd S3s as follows:

E2: ar gue(
{av_org(d, lung), precip(r,lung),dp(d, h.cancer)},

{transp(r,lung)},
no_si de_effect (

repl aces({d_p(d, hcancer)}, {d_p(d, hononnel skinc)}),
{r _p(r, cancer)}));

With its updated local context of facts being:

C ={av_org(d, lung), precip(r,lung),dp(d, h.-nonmel skinc)}

6.2.3 Accounting for Uncertainty

In §5.2.2 we have said that any dispute regarding whether arfdctiholds or not should
be resolved outsid®roCLAIM. However, it is still important for the decision making to
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E1 E2
donor has cancer history of nonmelanoma
skin cancer
C5
C1 c4
donor has hiv evidence for HIV?

Clinical records
ID |Type Argument

Cc6
blood test

A AS1 argue({},{}, propose({av_org(d,lung), p_recip(r,lung)}, {transp(r,lung)}) )

E1 AS2 argue(C,A, contra({d_p(d,cancer)}, {r_p(r,cancer)}, cancer) )

E2 AS3s [argue(C,A, no_side_effect(replace_s({d_p(d,cancer)},{d_p(d,h_nonmel_skin_c)}), {reject(r,lung)}) )

C1 AS2 argue(C,A, contra({d_p(d,hiv)}, {r_p(r,hiv)}, sever_infect) )

C4 |AS2_CQ1| challenge(evidence(d_p(d,hiv)))

C5 | AS2ev |argue(C,A, contra(replace_ev(d_p(d,hiv),{clin_rec(d,hiv)}), {r_p(r,hiv)}, sever_infect))

C6 | AS2ev |argue(C,A, contra(replace_ev(d_p(d,hiv),{test(d,blood,hiv)}), {r_p(r,hiv)}, sever_infect))

Figure 6.4: Example illustrating the use of argument schA®&s and of a challenge.

account for the evidence that supports facts assertednwtitbiArgumentation LayerThus
participants should be able to request for and provide suiclerece. For example, thR A
may want to know the evidence that supports the fact thatdherchas HIV.

To enable this Assuma has to be relaxed by associatingRoa defeasible conse-
quence relatiort~,, where Evj~_ Fact indicates that a set of factsv C R is evi-
dence in support of the fadtact € R . And so, for example {cl i norec(d, hiv)}
r.,d-p(d, hiv) indicating that donor’s clinical records support the fawittthe donor
has HIV.

Secondly, the circuit of schemes and CQs has to be extendddtsargument schemes
that introduce relevant set of facks, for each asserted faet € R, there is an associated
CQ of the form s there evidence to believe is the case?-. Now, this CQ is indeed in-
tended to question; so that participants have to provide evidence in its supptotvever,
it is not intended for participants to argue thats false, for this should be resolved outside
ProCLAIM, and if resolved thatr; is the case(r should be updated. Hence, these CQs
are not formalised as attacking arguments assertirig but only as challenge locutions
guestioning the evidence foy:

chal | enge( evi dence(r;))

In reply of these challenges is expected an argument thathpoavide the evidence, a set
of facts in support of;, that is a seffv C Cp, such thatEvi~,, ;. Therefore, if a challenge

%These are schemekS2, AS2s, AS3, AS3s, AS4 and AS4s.



116 CHAPTER 6. PROCLAIMS ARGUMENTATION LAYER

is directed on argumerdi1 as:

chal | enge(evi dence(dp(d, hiv)))

The supporting set of facts that may meet the challenge mipe/écl i n_rec(d, hi v) }.

The purpose of these CQs is to allow bringing in the evidemcelaich the introduced
facts are based. In so doing the inherent uncertainty ofatis tonforming to the circum-
stances in which the decision making takes place is madécéxph this way, decisions
are made accounting for this uncertainty, which may, of seumotivate further enquiries
in order to make more informed decisions. For example, dsctmy proceed to perform a
serological (blood) test on the donor in order to have moreksive evidence on whether
the donor does actually havé V. However, while the results of any such enquiry can be
fed into ProCLAIM's deliberation by updating », the actual enquiry is not formalised by
ProCLAIM.

As stated above these CQs are associated to any argumentestited defines the in-
troduction of a new set of factge. to schemesi 52, AS52s, AS3, AS3s, AS4 and AS4s.
Here we present only schemig2ev which should be instantiated to construct an argument
in reply to a challenge made on an argument instantiatifg or AS2s. The other schemes
(AS3ev linked to AS3 and AS3s and schemel S4ev linked to AS4 and AS4s) are defined
analogously:

AS2ev

Preconditions: r; the questioned facfz., C Cr , S andg of the argument being
challenged, and and.A its updated context of facts and actions.

R., is evidence for; being the case, and such that
in circumstance$C — {r;}) U Re,

actions.A will cause a side effect

which will realise some undesirable gaal

Body:| © Rev e, Ti
o Rey P —(rpaanr Si deef fect (S); and

o sideeffect(S)ppg  Ac.arundgoal (Q)

argue(C, A, contra(repl aceev(r;, Rey), S, 9));
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Critical Questions: Same asAS2 and AS2s to which we now add the CQs

CQ4;: Is there evidence to believgis the case?r{ € R,
R the new introduced set of facts)

Context Updating Rule: C = (C — {ri}) U Re; A = A.

Note that an argument instantiating scheAt2ev not only provides the evidenc&(,)
supporting the challenged fact, but its claim is that if teseated fact is replaced by the
evidence on which it is based on the same undesirable sielgt®ffill be caused (see figure
6.4.). Analogously arguments instantiating sche#itt8ev will claim that the side effect is
not expected and; arguments instantiating schdifi¢ev will claim that the side effect are
not undesirable in this updated circumstances.

The lack of evidence to support a challenged fact may meti/a@rticipants to get
the required evidence during the deliberatierg(perform a serological test on the donor:
test (d, bl ood, hi v)). However, it may well be the case that such evidence caraot b
acquired, so leaving a challenge weakly replied, or eveepligd. This may lead® As to
retract the challenged fact and so subtract it flGm, in which case, the challenged argu-
ment becomebypothetical and the challenge is removed frdi Of course if an unknown
fact eventually becomes known to be false, the argumentsaed. We discuss all this in
the next subsection.

Note that because of the collaborative settindPmCLAIM, the fact that an argument
is challenged does not imposes any commitmeriusdenon the agents that submitted
or endorsed the challenged argument. As discusséd.htypically when an argument is
challenged and left unreplied it is deemed defe¥teth ProCLAIM, having an unreplied
challenge only highlights the uncertainty under which aiglen has to be taken. Whether
T is left with uncertain or unknown facts, decision makerd wiill have to decide what
to do. Having resolved which the preferred arguments af®, iif the safety of the action
amounts to deciding whether some uncertain and/or unknaets fare the case or not,
such resolution would plausibly aim to assess the likelihobthese facts being the case,
accounting for the risk involved in them being or not the cadtile ProCLAIM aims to
identify the relevant facts and the risk involved in themnigeor not the case, by indicating
the possible undesirable side effects, it is not intendedddressing the resolution process
of weighting likelihood versus risk. We continue this dission in§8, where we describe
the model’'s argument evaluation process.

6.2.4 Accounting for Incomplete Information

Players may start the deliberation with a set of facts betige be the cas€; -, and during
the argumentation process realise that some potentiddlyanet information, say, is miss-

19 [101] a more detailed study of the effect of a challengeasienidentifying in which condition a challenge
has the effect of shifting the burden of proof, $@e?
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ing. Thatis,—r,r ¢ Cp. But still, even if some facts are unknown, a decision needset
made on whether or not to perform the proposed action. ecisiakers should be made
aware that potentially relevant information is missing. akzount for this situation, the
argumentation circuit is extended so that participantsstdmmit arguments that introduce
a set of factR as relevant, despit& ,@CF. That is, while it is argued thak is relevant, it
is unknown whether it holds or not. In that way, participacds make explicit that some
data, presumed to be relevant, is missing. And so, they damishypotheticalarguments.
Arguments of the form ¥ R were the case, then-..

These hypothetical arguments are formalised in exactlysdmee manner as those pre-
sented above, the only difference is that we now have reléxegrecondition that facts
used in an argument must be@h.. That is, we relax the assumption Assi2n In gen-
eral, updates at th&rgumentation Layecan be made independently from to those at the
Context Stage, and vice versa. This independence resuhs uefinition of three types of
arguments:

Definition 6.3 Supposé& is the updated local context of facts of an argumény, then:

e If C CCp, Arg is afactual argument
e If 3r € C s.t.—r €Cp, Argis aoverruled argument

e Otherwise,Arg is ahypothetical argument

The arguments presented thus far are all factual, as a plitioonwe required that their
local contexts” would be inCr. We have now added the possibility of hypothetical and
overruled arguments. Broadly speaking, hypothetical rmants allowsP As to stress the
need to check whether or not a relevant facts holds. Overarguments indicate that these
highlighted facts were contemplated but deemed false. Ofsep overruled arguments do
not change the acceptability status of the arguments thagkat

To illustrate the requirement for hypothetical argumetgsus introduce a new organ
acceptability criterion from [143]: For pancreas transplantation, guidelines suggest that
donor age should be less than 45 yr; nonetheless, using paserith good appearance on
inspection after retrieval from donors aged 45-62 yr; cahiage the same graft survival as
pancreas from donors aged under 45’yddence, if a donor is elderly (over 45 years, for
the pancreas case) and her pancreas is transplanted glistliat it will be rejected, and
so realising a graft failure. Unless, the pancreasduasl appearanceHowever, in order
to check the pancreas’ appearance, the organ must firstrimveet Hence, the transplant
should have been deemed safe, at least provisionally.

Let us suppose that a pancreas of a 60 year old donor is deailéth the donor having
hcv. Suppose thé A offers the pancreas (argumefif see figure 6.5) and argues thaj:
because the donor is elderly, the recipient will reject tigan (argumené:1, instantiating
schemeAS2), and2) that the donor'sicv is a contraindication (argumeif1, instantiat-
ing AS2), unless the recipient already has this same infectiondgtical argument 2,
instantiatingA.54). Suppose that, in response/f’s submitted arguments theA adds to
Cp the factp_r p(r, hcv) (the recipient haticv) and so making argumet 2 factual.
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ID [Type Argument

A | AS1 |argue({},{}, propose({av_org(d,pancreas), p_recip(r,pancreas)}, {transp(r,pancreas)}) )

G1 | AS2 | argue(C,A, contra({d_p(d,elderly)}, {reject(r,pancreas)}, graft_failure) )

G2 | AS3 [argue(C,A, no_side_effect({o_p(d,pancreas,good_app)}, {reject(r,lung)}) )

H1 [ AS2 | argue(C,A, contra({d_p(d,hcv)},{r_p(r,hcv)}, sever_infect) )

a) | H2 | AS4 | argue(C,A, not_realised_goal({p_r_p(r,hcv)}, {r_p(r,hcv)}, sever_infect) )

) () )
N N N
()

) ()
L |

@ Factual Argument- {' X .': Hypothetical Argument X | Overruled Argument

Figure 6.5: Example illustrating the use of hypotheticgluanents.

Also, let us suppose thR A submits the hypothetical argumef® that instantiatesl.S3 as
follows:

G2=argue(C, A, nosideeffect({op(d, pancreas, good.app)},
{reject(r, pancreas)}) )

with o_p(d, pancr eas, good_app) indicating that the donor’s pancreas has good ap-
pearance. Argument:2 can only become factual once the organ is retrieved. Taking
this into account, and supposing argume@sand H2 are deemed preferred &1 and
H1 respectively (fig. 6.%.), the pancreas will be deemed suitable for this recipieautt; s
ject to the organ’s appearance on retrieval. That is, ifrai&gievalo_p(d, pancr eas,
good_app) holds, the organ can be transplanted, otherwise the tamtsghould not be
performed, argumen®2 would become overruled.

Note that, if the potential recipient does not hdnev (—p_r p(r, hcv) €Cp), the
transplant should be deemed unsafe, irrespective of thergasi appearance (fig. 6.
Or similarly, if H1 would have been submitted as a hypothetical (it is unknowstkdr the
donor hashcv or not) andH 2 as factual, what becomes irrelevant, for deciding the astio
safety, is whether the donor has or ta@tv. Namely, hypothetical and factual arguments
together indicate which of the unknown facts are worth chrecto see whether they hold.

The independence between the elementS andC makes each argument potentially
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factual, overruled or hypothetical. To allow for such indegence we have relaxed the
precondition that each additional set of faétamust be inCr. Because we have defined
Cpr such that it has to be a consistent set of faCts{r L) this precondition enforced that
each argument’s context has to be, in turn, consistent. §ggpve such a property with the
hypothetical arguments, we must ensure that each addienaf factsR is consistent with
the elements of the argument’s local contéxfTo do so, to scheme4S52, AS2s, AS2ev,
AS3, AS3s, AS3ev, AS4, AS4s, AS4ev, we add the precondition:

The introduced set of relevant fad&must be such thatR U C F¥r L

Hypothetical arguments have mainly been studied in thd tgaain, where the argu-
mentation may involve sophisticated reasoning intendedemwtify inconstancies in one of
the parties’ hypothetical arguments [30, 84, 42]. The apgndaken here is of course much
more humble. It is only intended to make visible facts notwndo be the case but which
should still be taken into account as being potentiallyvahé for the decision making. In
a somewhat similar way, in [163] hypothetical argumentslmaimcluded in an argumenta-
tion intended for a classical decision making. In this wdhle more hypothetical elements
the arguments contains the weaker their relative strendtihev

6.2.5 Discussing Further Extension

There are a number of extensions that can be propose to thist@f schemes and CQs.
Any extension involveg) identify the motivating set of examples that needs to beesiud,;

2) relax the appropriate assumptions and finadlydefine the procedure through schemes
and CQs for capturing the right relation among the Beta\, S andG while appropriately
updating the set§ and.A. Each such procedure, argument scheme, must be motivated by
a change in the assessment on the main action’s safetyrjwhthilocal contexts of facts an
actions). In this subsection we describe a few extensionareveurrently formalising.

The first required extension is intended to allé®As to point at actions that are in-
compatible across different local contexts of actions.eTak example two complementary
actionsA.; andA., that are proposed each to mitigate or prevent differentefféets high-
lighted in a different branch ¢f. Each action corresponds to a different local contexts: say
< C1, A1 > and< (C9,A5 >. Suppose thatl.; and A., are such that when performed
together they cause an undesirable side effect. Firstlyldoess this example assumption
Assum3c has to be relaxed, so that complementary actions can beedeim conflict.
Secondly a procedure must be defined by which an undesiraldesffect is caused when
the A,y and A, are jointly performed. This suggest that the update of ticalloontexts
< C1, A1 > and< (9,45 > is for them to be merged, capturing the fact that these local
context are no longandependent

Another extension related with actions involves makingséiiction betweeintending
and merelyproposingsuggesting an action. For example, it may seam reasortaile/hile
a RA can argue that hintendsto treat the recipient with antibiotics to prevent a certain
infection, the DA can onlysuggestireatments on the recipient. This can be formalised
in a similar fashion as we did i§6.2.4 to address the problem of incomplete information.
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Relaxing Assuma, so that an argument instantiating scheh% can use complementary
actions that are not it 4, redefine appropriately tha.S5’'s preconditions and identifying
which are the factual, hypothetical and overruled argusient

The last extension we discuss here is intended to allow aslidige the fact that in some
circumstances any alternative to performing the main ppegaction will derive in more
undesirable consequences than the side effects caused pyofosed action. Thus, PAs
should be able to question the degree of undesirability afsgdQuestioning, for example,
whethercancer is undesirable enough as a side effect of a organ transplaen any al-
ternative to the organ transplant will result in the deatthefpotential recipient. To address
this example Assunid must be relaxed by associating@ a relation of undesirability,
next Assum4 needs to be relaxed so that not any realigedG is reason enough so as to
abort the proposed action. Finall the appropriate pro@tias to be defined.

6.3 Discussion

In this chapter we have developed a circuit of argument selBarannected via their critical
questions, which aim to capture reasoning patterns usefaigue over whether or not a
given action can safely performed. We tailor this reasonmgircumstances where the
action’s desirability indeal circumstances is beyond dispute. The question is thenhehet
the circumstances in which the action is to be performedratedd ideal or there exist some
contraindications. That is, whether there are facts becatig/hich the proposed action is
believed to cause severe undesirable side effects thatatestinot performing it.

We start by introducing the structure of argument®mCLAIM, which formalisation
is motivated by the scheme for action proposal of Atkinevral. [34]. We arrange the
arguments’ internal structure so that each introduced fsketcts or actions must be rele-
vant (it must shift the action’s safety assessment, at kedbkin the local contexts) and it
is highlighted as such, which is important for the case cormapa at the CBRc reasoning
cycle. Nonetheless, in defining the arguments’ internalkcsiire we leave implicit much of
the rational as tevhysome consequences of the main action will or will not be aedito in
certain circumstance®.g. why a lung transplant may end up in a graft failure if the donor
has smoking history). We belief this is well motivated foe ttieliberationd?roCLAIM is
intended (which are time constraint, possibly under steegkwhere participants are do-
main experts), where the dominant question that needs tesoéved is whether or not the
proposed action will bring about undesire side effects éndirrent circumstancEs Thus,
we believe that the underlying rationale of the cause-efigations used in a deliberation
can be left outside the argumentation. This is mainly bezaudile participant agents
may disagree about any stated cause-effect relationuagrdted in this chapter, as domain
experts they require no explanations to understand therlyimde consequence relations,
which on the other hand are manyfold. For instance, the gapea® smoking history and
graft failure, can be filled by referencing past cageg.@ significant number of lung trans-
plants from donors with smoking history have ended up in & dméure); by referencing
guidelines and regulations, or by providing a domain exgti@m, e.g. smoking history is

1of course, accounting for the perspectives of the diffekentvledge resources
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a risk factor for structural damages in the lungs, which mmtunay affect their function,
which, if implanted, may hinder the chances for a correcttg@f course, the domain ex-
planation can be more or less fine grained, introducing tranis according to the experts’
interpretations.

The choice to limit the deliberation to a cause-effect refais only a practical one, that
is to keep the deliberation focused and not divert it by idclg other kinds of reasonings
(e.g. other argument schemes that might be more appropriate fofflame deliberation).
The choice to define a rather shallow internal structure Hergrguments is motivated to
promote the participation of heterogeneous agents. Patljor any other knowledge re-
source) may have its own way to fill the gap between cause dact étheir own version
of I'). It is worth emphasising that there are only tow basic i@tet (and their negation)
defined inProCLAIM's arguments structure. Thus, i, A andS are respectively sets of
facts, actions and effectg,a goal,= a defeasible rule and the negation, then the two
basic relations with their negations are:

1. RNA=S and—-(RANA=Y5)
2. RANS=g and=(RAS=yg)

The constructs introduced in the schemes’ definition, béybase basic relations among
the four dimensions.g. facts,actions, effects and goals), are intended as a medesdm-
pose Atikinson’set al. [34] scheme for practical reasoning, into the specialisges
tailored for reasoning over safety critical actions. As we kter, irg7, these schemes then
become the basis from which the scenario specific schemeaastructed. Namely, the
introduced constructs are required for later providingegupto developers in constructing
the ASR. It is worth noting that other approaches, such asidsida [192] or Carneades
[100] also provide users support in constructing argumemesies. However, their support
is formal, in the sense that they help users build well formgltemes with their associated
CQs following the frameworks’ specification. Namely, thegstems provide no particular
support in identifying the appropriate reasoning pattéons given application. This is ex-
actly whatProCLAIM does, for the type of application it is intended for. Furthere, the
produced scenario specific scheme developed wRnxCLAIM enables the automation of
deliberation dialogues between agents (human or softwraeejnanner which is structured
and orderly. Once the scenario specific schemes are produeeahticipate no difficulty
in coding them in any of the above systems’ specificationso Paints should be added
here, in§11.2 we discuss how, from our experience in assisting dpeesonot familiar with
argumentation, we learned that the creation of scenaricifspechemes is difficult, even
when a number of indications are given and providing Atikims et al. [34] scheme for
practical reasoning as a starting point. Secondly, scerspecific schemes can indeed be
produced in arad-hocfashion, as we did in [17], however, the structured procedue
propose in the following chapter, based on the schemesatmetlin this chapter, helped
us construct the medical ASR in more organised fashion amslitlentify more reasoning
lines not contemplated before. Furthermore, as we shoyt@l.3, the scenario-specific
schemes developed with the proposed procedure are moogivaffen capturing the sce-
nario reasoning patterns than th@-hocschemes we developed earlier. What required the
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exchange of four arguments in thd-hocversion, requires only two in the current version
(see§10.1.3).

We wish to further emphasise that the argumentation-baskedative model that we
propose is tailored to safety critical domains. As suchdli®an obligation to ensure users
are guided to exhaustively pursue paths of reasoning. hus trucial that specialised
domain specific guidance is provided. Walton’s more absgelsemes are essentially do-
main independent patterns of reasoning, and thus neededspdgialised to provide more
fine-grained domain specific guidance.

Argument schemes have been envisioned some years ago gsataim tool for build-
ing practical applications in a wide set of fields [194], magproaches either address case
modelling in the legal domain [102, 230, 42], or they are altyuintended for relatively
open scenarios [101, 34, 182]. Both cases thus, have stempgrements on expressiv-
ity and generality. Thus most works using argument scherddeeas an almost opposite
problematic as that dProCLAIM . Broadly speaking, whil&®roCLAIM aims to constrain
deliberations to make them efficient, most approaches agerarality.

Our hypothesis is that while the more abstract argumentsebé.g. those of Walton
[231] or of Atkinsonet al. [34]) help structuring the argumentation, the specialsgtemes
help participants in the submission and exchange of argten&he large scale demonstra-
tor we describe i§10.1, the CBR system presentedi®.4 and the environmental scenario
(see§11.2.1) illustrate the added value of scenario specificraelse In this chapter we pro-
vided the basis to address the questibowto identify the right set of reasoning patterns
appropriate for any giveRroCLAIM-based application.
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Chapter 7

Argumentation into Practice

The main focus of this chapter is to provide a clear view of Hbe/AM/ A can guide the
participant (human or artificial) agents at each stage ofdéléeration on what can be
argued and how, and so, providing a setting for an efficiedtedfective deliberation among
heterogeneous agents. Thus, in this chapter we put intdiggabe deliberation dialogue
game introduced i5 and the circuit of argument schemes and critical questefiged in
§6. This circuit of schemes and CQs is tailored for delibetativer safety-critical actions
and so, it provides a good basis for guiding the argumemtgirocess identifying which
are potentially relevant argumentation moves. Howeveemgut into practice, the scheme
instantiation at this stage is not yet a transparent process

Toillustrate this point let us suppose a deliberation dversiafety of an organ transplant
is in progress. Suppose then that the participabtd,and R A, are guided to reconsider the
transplant safety via schem&s2, thus they are questioned:

Is there a set of fact such that the transplant will cause a side efféctvhich will
realise the undesirable go&l?

Indeed, as we saw throughotf, such schemes structure de argumentation process.
However, as we can see in this case, it is not at all obviouls wiftich valuesRk, S and
G can be instantiated. In consequence, the argument comsirucay involve too much
overhead for the? As and so disrupting the deliberation and providing no gusrérat
P As will succeed in constructing the desired arguments witlentime constraints of the
particular application. Consider this time, however, thkofving scheme specialised for
the transplant scenario:

The donor'sC'1 will causeC2 to the recipient, which is acvere in fection

To construct an argument using this scheme requires ortgnniatingC'1 andC'2 with the
appropriate donor and recipient conditions respectivety.example, both taking the value
Hepatitis C In other words, instantiating this scheme involves lititteno overhead at all.

It is scenario-specific schemes like this one that¥hd uses for guiding thé” As on what

is to be argued about and how in the deliberation. That isetlaee the schemes and CQs
encoded irProCLAIM's Argument Scheme Repository (ASR).

125
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In the following section we describe a step by step procefturthe ASR construction,
by way of illustrating with the transplant scenario. §n.2 we show how thé{ A, using
ProCLAIMs dialogue game and referencing the ASR, performs his ggithsk both on
artificial and human agents. In order to further focus thébdehtion on the subject matter,
ProCLAIMdefines a validation process in which edeH submitted arguments is evaluated
by the M A before it is added to the tree of arguments and broadcastaitl garticipants.
In this way spurious arguments or arguments that are too bk accounted for in the
deliberation are rejected. The validation process is destin§7.3.

7.1 Constructing an ASR

Once the circuit of schemes and CQs is defined, and tailoreti¢dode stereotypical rea-
soning patterns for deliberating over safety-criticali@td, we can further specialise this
circuit to a particular applicatiore.g. the transplant or environmental scenario in order to
construct the ASR.

To illustrate this process, let us consider the argumerdgreeid .S1 in which, given the
preconditionsk,, an actionA,, is proposed. In the transplant scenario the proposed action
is always the sametransplant an organand the preconditions are: to have armailable
organ for the potential recipient Of course, in each instance the donor, the recipient and
the organ are different. Thus, tailoringS1 to the transplant scenario involves capturing
this recurrent pattern while allowing for different donorgan and recipient instantiation.
This can be done by ungrounding the predicaesor g( donor, or gan) ,
p_reci p(recipient,organ) andtransp(recipient,organ). So denoting
variables with upper-case letters we can define the tailoeesion ofAS1 as:

AS1p :argue({}, {}, propose({avorg(D O, precip(R O},
{transp(R O }))

The M A references the ASR in order to provide the legal replies targament. In so
doing, ProCLAIM facilitates a highly focused deliberation, paramount fstimtended ap-
plications. This is not only because participants are tiicka their argument submission
to a degree where they only need to fill in some blanks (a9m), but also, in referenc-
ing the ASR theM A can easily identify the arguments that though logicallyidsainake
little sense in the application scenario. Furthermore,stecialisation of the ASR plays
an important role in the CBRc retrieval process, helpingiidye potentially similar cases
(broadly speaking, cases in which the same reasoning pattespecialised schemes — were
used). We will discuss this in detail in the final Thesis vansivhen we describe the CBRc.

Firstly, the ASR developetsmust identify the type of information to be used in the
deliberation. This information is encoded in the RtsA, S andG, which respectively de-
note the ungrounded versionsRf A, S andG. Thatis, if for exampleav_or g( d, | ung)
€ R then,av_or g( D, O € R. Table 7.1 collects a sample of these sets.

IMost naturally, the construction of the ASR will be carrieat enainly by computer science developers
under the supervision of domain experts.
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Set| Ungrounded Predicate | Description
av_org(b, O The organO of the donorD is available for
transplantation
preci p(R O Ris a potential recipient for an org&h
R | dp(D, P) The donoD has the propert?
orgp(D, O P) The orgarOof donorD has the propert
p_r_p(R, P) The potential recipier® has property?
bl ood_type(Pt, Bt) | The patienPt has blood typét
test(Pt, Tst, Res) | TestTst on patientt has resulRes
clinrec(Pt,P) Clinical records indicate that patieRt has prop-
ertyP
transp(R O Transplant orga@to the potential recipier
A [treat (Pt, T Treat patienPt with treatmenfl
r p(R P) The recipienR will have propertyP
S [ eject(R O The recipienR will reject the orgarD
deat h( R) The recipienR will die
sev.inf(R) The recipienR will have a severe infection
__|orftfail (R The recipienR will have a graft failure
G [cancer (R The recipienR will have cancer
t oxi c.shock(R) The recipienR will have a toxic shock
deat h(R) The recipienR will die

Table 7.1: A subset of the elementsRf A, S andG
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The next step is to choose the (type of) safety-criticaloactd be argued aboué.Q.
{transp(R, O }C A) and identify a set of preconditions required for the acsiqrer-
formance €.g. {av_org(D, O, preci p(R, O }C R). For each chosen set of actions
A; C A and their set of precondition8,, ; C R developers can define the specialised ver-
sions of AS1:

AS1; :argue({}, {}, propose(R,.;,4;))

To each suchdS1; there is associated the CAS1; CQ1: s there any contraindi-
cation for performing action4;?—, which can be embodied as an attack by a specialised
version of AS2. Thus, given a specialisation @fS1 developers must produce specialised
versions ofAS2. Any specialised version od 52 that replies to an argument instantiating
AS1p is of the form:

AS2p: argue({avorg(bD, O, precip(R O}, {transp(R O },
contra( R,S,Q))?

Now, for each undesirable goal (see Table 7.1) that theractio bring aboutg(g.sev _i nf ,
cancer,grft fail,hdeath,..) there is a partially specialised versionA$2, e. g. :

AS27 44 argue({av.org(D O, precip(R O },{transp(R O },
contra( R, S,grftfail (R)))

Developers must now identify the type of side effeft¢S C S) that realise each of
these undesirable goals, and in turn, identify which aretyppe of contraindications?
(R C R) that may lead the main action to cause these side effectss, Tor example, a
graft failure occurs when a recipient rejects the orgare{ ect (R, O }) which may be
because of a donor propertyd_p( D, P) }, e.g.d_p(d, s_h)), due to a blood mismatch
({bl ood_type(D, Bt ypD), bl ood_t ype(R, Bt ypR) }) or because of a combination
of the organ property and recipient properfpfg_p(D, O, Po), pr _p(R Pr)} e.qg.
the lung is too big for the recipient’s thoracic cavitgic.. Each of these combinations
constitutes a specialised versionA§2:

AS27 441 argue({avorg(b, O, preci p(R O },{transp(R O },
contra({dp(D,P)}, {reject(R O}, grftfail(R))

AS27 452 argue({avorg(b, O, precip(R O },{transp(R O },
contra({bl oodtype(D, BtypD), bl oodtype(R BtypR)},
{reject(R O },grft fail(R)))

AS27 43 argue({avorg(b, O, precip(R O }{transp(R O },
contra({orgp(D, O Po), pr p(R Pr)}, {reject(R O},
grft fail(R)))

Note thatR is a set of facts anRis a variable bounded ky.r eci p(R, O andt ransp(R, O).
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Now, to each such specialised schemes there are in turniassbthe CQs of the
schemeAS2, which should direct developers in further constructing ASR. For exam-
ple, respectively embodying the Critical Questioh§27 ;¢ CQ1, AS27 44 CQ2 and
AS27 411-CQ3, AS27_411-CQ4, are the specialised schemes and challenge:

AS37 4n1a:argue({av.org(b, O, preci p(R O,dp(D P)} {transp(R O },
no_si de_ef fect ({dp(D, P2) }, {reject(R O}))

AS4r 4p11:argue({avoorg(b, O, preci p(R O,dp(D P)} {transp(R O },
not real i sed_goal ({pr p(R Pr)}, {reject(R O}, grft fail(R)))

AS57 411 argue({av_org(b, O, preci p(R O,dp(D P)}{transp(R O },
preventiveaction({treat(R T)}, {}, {reject(RO})))

AS27 411.004,- Chal | enge(evi dence(dp(D, P)))

The process continues in a similar way with each of theselassr schemes. Devel-
opers are thus directed in the construction of the ASR by ifoeiit of schemes and CQs
described irk6. To continue with the example, we know frdj@.2.3 that in reply to chal-
lenge AS27 471 -CQ41, we can submit an argument instantiating schet@ev:

argue({av-org(b, O, precip(R O },{transp(R O}, contra(
replaceev(dp(D, P),R)reject(R O, grftfail(R));

Just as we did before, to specialise this scheme is to sestaintiate the elements of the
scheme that are not yet scenario-specific, in this case ttud fsets R. As defined for the
schemeAS2ev, the set of factsk has to be such that it provides evidencedop( D, P) ,
thatis Rf~,, d_p(D, P).From the predicates iR collected in table 7.12 may be either
{test (D, Tst, Res) } or {cl i nrec(D, P) }. Therefore, the specialised versions of
the argument schem&S2ev in reply to AS27 ;71 -C'Q44, are:

AS2evr g51.0Q4,1: @rgue({avorg(b, O, preci p(R O },{transp(R O },
contra(replaceev(dp(D, P), {test(D, Tst,Res) }),reject (R O,
grft fail(R)));

AS2evr_g51.0q4, 2- @argue({avorg(b, O, preci p(R O },{transp(R O },
contra(replaceev(dp(D, P), {clinrec(D Inf)}),reject(R O,
grft fail(R)));

The schemes we have developed thus far are intendeattféicial agents. However,
as mentioned in previous chapters, the ASR also encodeslibengs in Natural Language
(NL) representation intended for themanagents. Before we present these NL schemes, it
is important to note that when a specialised scheme is pebemaP’ A as a legal move itis
almost completely instantiated (or even completely insted). Hence, in order to submit
an argument thé’ A needs only to instantiate a few variables. To illustrate,tbuppose
P As are guided to reply to the challenge:
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chal | enge(evi dence(dp(d,s_h)))

Thus, requesting for evidence for the fact that the donorahermoking history. Thus sup-
posing that ung is the offered organ andthe potential recipient then the two legal replies
facilitated to theP As are:

argue({av.org(d,lung), precip(r,lung)}{transp(r,lung)},
contra(repl aceev(dp(d, s_h), {test(d, Tst, Res)}),reject(r,lung),
grftfail(r)));

argue({av-org(d, lung), precip(r,lung)}{transp(r,lung)},
contra(replaceev(dp(d,sh),{clinrec(d,Inf)}), reject(r,lung),
grftfail(r)));

The former legal reply requires instantiating the variafilet andRes in order to con-
struct a legal argument. That is, indicate a st which resultRes shows that the donor
has a smoking history. The latter legal reply requires tmghice only the informatiohnf
that appears on the donor’s clinical records justifying tha donor has smoking history.
Therefore, when constructing the schemes in a NL reprasemtanuch of the schemes’
contextual information can be omitted in order to focus anféw variables that need to be
instantiated. That isTst andRes in the former legal move andnf in the latter. Thus,
the NL representation of these two schemes may be:

AS2evr_411.0cq4,.1:The donor ha® since teslst gaveRes as a result

AS2evr_g11.cQ4, 2: The donor ha® since clinical records indicate thatnf

In a similar fashion we can define the above presented sch&sS®s ;1 andAS37 4711
as:

AS27 411 The donor’sP causes a graft failure.

AS3r_4r1.1: There wont be a graft failure because the donor Ras

The main purpose of these NL schemes is to elicit from therexpiee relevant factors
throughout the deliberation. Hence it should be clear aatsparent for the end users what
is expected from them to feed in. Itis important to recalt twa take theP As to be experts
in the problem domain, namely, these human agents have auyutsistating of the prob-
lem at hand. Therefore, the role of argumentation as a eduehtrtifact, very important in
other works, as we have seergih5, plays a minor part here in contrast to that of a tool in-
tended for problem solving. In other words, efficiency isrpoded sometimes in detriment
of well formed NL arguments. An example of this is schef&2r ;. Strictly speaking,
‘the donor'sP’ does notcausethe graft failure. However, the scheme effectively conveys
the idea that the donor has a conditiBtecause of which, if the organ is transplanted, the
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organ may be rejected by the recipient.

The reason we can take the liberty of defining the NL schemsadh informal way is
because these schemes are only informal at the surface)yinge¢hese informal schemes
a formal definition is given. It is the formal schemes thatmkethe rules for the exchange
of arguments. And so, the informal schemes are only usedtéoface with the human
agents in order to effectively obtain the relevant factanstfie decision making. Another
important aspect of these informal schemes is that theytarges than their full formal
version. This is because we omit much of the contextual mé&tion, that though useful
and sometimes necessary for artificial agents, it is rechtrfdahuman agents and at times
may be disruptive.

ARGUMENT SCHEME REPOSITORY EDITOR

home action proposal ontology editor contact

back

infection The donor will transmit an infection to the recipient
CONTEXT (set_default)
: FACTS {edit)
Given that donar{Denor,Organ) ] and

: donor_property(Donor,D_property)
potential_recipient{Recipient, Organ)  [¥]

ACTIONS {sel_default) EFFECTS (eait)

will resul in

the action state

transplant(Recipient, Organ) ¥ recipient_property(Recipient. Rproperty)

Thus realizing: severe_infection L4

The donor has [f,1,2] thus, if the organ is transplanted the recipient will
result having [e,1,2] which is a severe infection

| save | | refresh | ‘ delete_scheme

AS2 CQ1 Are the current circumstances such that the stated effect will be achieved?

Description

Figure 7.1: ASR builder.

The construction of an ASR is a structured process in whidegdhe setR, A, S
and G are defined, developers are guided by the circuit of schemeg<C®s defined in
6.2 step by step in the construction of the specialised,ast®apecific, schemes. For each
defined scenario specific scheme, developers must also dledindNL counterpart. These
NL schemes are not only important for the deliberation fifdmlt they are highly important
for the validation process, where the domain experts cheakthe ASR does contain the
appropriate schemes. In so doing, the end users should elisaévelopers to refine the
NL schemes so that they encode the right reasoning patterclear and succinct way.

To facilitate these tasks we have developed two online tdhks first one intended to
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assist developers in the step by step ASR construtiisee figure 7.1) and another tbol
which allows domain experts to navigate ASR’s schemes ands€@figure 7.2) using the
NL schemes. These tools are currently in a prototype phadew@lopment and provides
a useful proof of concept illustrating the potential valdi®@or approach. We discuss these
tools in more detail irg10.

/add

#“-. comment

The donor has hepaiiis C which is a contraindication for donating a heart | .

Is hepatitis C a contrainclication for donating a heart 2z /
Infection [Intexicatio i . T ’

Yes Eﬁyﬁw [GraftEalluts | No: No Disease Associated | Urgency-0

Does the donor have |hepatitis C 7 /

Yes: Tests|Clinical Records Mo

Figure 7.2: ASR Browser.

In this subsection we have seen how the full space of arguatientcan be codified in
the ASR in a form useful for artificial and human agents. Inftiilowing subsection we
show how this effort enables a highly focused deliberaticocess among heterogeneous
agents.

7.2 M A’s guiding task

In this section we show how th&f A can perform his guiding task by following the rules
of the dialogue game presenteds and referencing the ASR. Facilitating in this way the
agents’ participation.

A ProCLAIM deliberation begins with an argument proposing the maiomcthrough
instantiation of a specialised version 4651 in the ASR. The basic idea is that an action
(e.g.{transp(R,0)) can only be proposed if the preconditiand. {av_org(D,0),
p-recip(R,0O}) are met. In the transplant scenario, as soon as there isadlaldg organ
(e.g.l'i ver) of adonor €.g.d) for a potential recipientd.g.r ) AS1¢ can be instantiated
automatically and the a deliberation triggered with ¢pen_di al ogue locution at the
Open Stage:

inform(ma, all,convid, -1, 0, opendi al ogue( propose(
{av_org(d, liver),precip(r,liver)}, {transp(r,liver)})))

Shttp://www.lsi.upc.eduttolchinsky/newASR
4http://www.lsi.upc.eduttolchinsky/ASR
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Agent

Submitted Facts

Description

av.oorg(d,liver)

There is ana available liver from dondr

p_gender (d, nal e)

The donor is a male

DA p_age(d, 65) The donor is 65 year old
bl ood_t ype(d, AT) The donor’s blood type is A
bd_cause(d, ba) The donor’s cause of brain deathbisain anoxia
d_p(d, hbv) The donor has Hepatitis B
| oct n(d, hospl) The donor is located in hospitabsp1
p_recip(r,liver) r is a potential recipient for the available liver

4 p_gender (r, nal e) The recipient is a male
R

p_age(r, 43)

The recipient is 43 year old

bl ood_type(r, AT)

The recipient’s blood type is A

p_r _pri mpat(r,cirrhosis)

The recipient’s primary pathology for the live
transplant is cirrhosis

| oct n(r, hosp2)

The recipient is located in hospitabsp2

Table 7.2: Information made available by thed and theR A of the potential donor and
the potential recipient

The D A that offers the organ and thieA responsible for the potential recipient may then
enter the dialogue, for which they must first submit the felley requests:

request (dad d, ma, conv.id, O, 1,
ent er _di al ogue( proposal , DA, d_basic.info))

request (radd, ma, convid, 0, 2,

ent er _di al ogue( proposal , RA,

r _basi c. nfo))

With theser equest locutions theD A and RA request thell A to enter the deliber-
ation over the stated proposal. The participant agentsatlithe role they intent to play,
thatisDA and RA, and they also provide a list of facts they believed to beveglefor the
deliberation:d_basi c_i nf o andr _basi c_i nf o, which respectively are the donor’s and
recipient’s information. Table 7.2 shows the content oséhsets for this example.

Supposing thé/ A accepts the two requests theA must inform all participants of the
incorporation of eacl? A into the deliberation indicating the role they will enactahe
information they have introduced:

inform(ma, all,convid,1, 3,

ent er _di al ogue( pr oposal ,

| egal replies))

inform(ma, all, convid, 2,4,

da, dbasicinfo, {ma}, Cpaa, T,

=
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ent er _di al ogue(proposal, ra, r_basic.nfo, {ma,da} Cppa, T,
| egal replies))

The M A also providesP As with updated information on the contextual information
Cra4 and state of the deliberatidh Hence, if aP A enters the deliberation long after it has
began, thisP A is provided with the required information for an effectivarficipation. At
this stage, the set of factsy is updated to contaid_basi c_i nf o andr _basi c_i nf o.
The set of action& 4 contains only action r ansp(r, | i ver) andT contains only the
initial proposal.

Note that in these broadcasted messages\iht already informs the participants of
the possible lines of attack on each argumenfinin this example these are the replies
to the initial proposal, say argumendtl with id 1. To obtain these legal replies, tlié A
references the ASR and can retrieve the legal replies bathdalike representation, useful
for artificial agents, or in NL, intended for human agents. dhg these legal replies are the
specialised schemes:

AS27 inp1iargue(C, A, contra({d_p(d, Pd)}, {r p(r,Pr)},sevinf(r)))

| The donor'sPd will causePr to the recipient, which is acvere infection

AS27 4p1argue(C, A, contra({orgp(liver,Pd)}, {reject(r,liver)},
grftfail(r)))
| The donor’'sPd will cause agraft failure

AS27 4¢3 argue(C, A, contra({orgp(liver, Po),prx_p(r,Pr)},
{reject(r,liver)},grftfail(r)))

| The organ propertyPo and the recipient'r will jointly cause agraft failure

AS27 cners: @argue(C, A, contra({op(liver,Po)}, {rp(r,cancer)},
cancer(r)))

| The organ propertyPo will cause cancer to the recipient

WhereC ={av_org(d,liver),precip(r,liver)}andA =
{transp(r,liver)}.

Once theP A are given the legal replies they can move into the Argumiemisgtage.
Let us suppose, for instance, that thed wishes to highlight a contraindications for do-
nating the liver based on the donor’s Hepatitis B, for whioh D A will select the scheme
AS27 in 1 10 cONstruct argument:

A2: The donor'sHepatitis Bwill cause aHepatiti s Bto the recipient, which is a
severe infection
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DA MA RA

inf(0,-1,0pen_dialgue) inf(0,-1,open_dialgue)
AY

C+ = {av_org(d,liver),p_recip(r,liver)}
req(1,0,enter_dialogue)

Ca ={transp(r,liver)}
T=<{A1}{> E={

req(2,0,enter_dialogue)

inf(3,1,enter_dialgue)

inf(4,2,enter_dialgue) inf(4,2,enter_dialgue) Cr = Cr U d_basic_info
€ Cr = Cr U r_basic_info

req(5,4,argue(A2))

inf(6,5,argue(2,A2)) inf(6,5,argue(2,A2)) T = <{A1,A2},{(A2,A1)}>
req(7,6,argue(A3)) req(8,6,argue(A4))
T = <{A1,A2,A3},{(A2,A1),(A3,A2),(A2,A3)}>
inf(9,7,argue(3,A3)) inf(9,7,argue(3,A3))
inf(10,8,argue(4,A4)) inf(10,8,argue(4,A4)) T=<{A1.A2,A3 A1{(A2,A1),(A3,A2),(A2,A3),

(A4,A2)>

req(11,-1,assert(not_vaccin))

inf(12,11,assert(not_vaccin))(inf(12,11,assert(not_vaccin))| ¢ = Cr U {~p_r_p(r,vaccinate_hbv)}

req(13,-1,assert(test(hbsAg+))

Cr = Cr U {test(d,serology,hBsAg+)}
inf(14,13,assert(test(hbsAg+)))|inf(14,13,assert(test(hbsAg+)))

req(15,10,argue(A5))

inf(16,15,argue(5,A5)) | inf(16,15,argue(5,A5)) T = <{A1,A2,A3,A4 A5} {(A2,A1),(A3,A2),(A2,A3),
(A4,A2),(A5,A4)}>

req(17,-1,propose(lamivudine))

inf(18,17,propose(lamivudine))| inf(18,17,propose(lamivudine)),

Ca = Ca U {treat(r,Jamivudine)}
,req(19,16,argue(A6))

inf(20,19,argue(6,A6)) | inf(20,19,argue(6,A6)) T=<{A1,A2,A3,A4,A5,A6}{(A2,A1),(A3,A2),(A2,A3),
(A4,A2),(A5,A4),(A6,A5),(A5,AB)}>

req(21,-1,endorse(ra_id,6))

inf(22,21,endorse(ra_id,6)) E = {endorse(ra_id,6)}

)| i b

Figure 7.3: Figure illustrating the agents exchanged ngessand how the setsr, C4, T,
andE are accordingly updated.
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To submit this argument thB A sends it to thé\/ A asr equest locutions:

request (dad d, ma, conv.d, 4, 5, ar gue(
argue(C, A, contra({dp(d, hbv)}, {rp(r,hbv)} sevinf(r))),
1))).

Assuming this argument is accepted by theA it will be added toT with id 2 and
broadcasted to all participants:

inform(ma, all, convid,?5, 6, argue( 2,
argue(C, A, contra({dp(d, hbv)}, {rp(r,hbv)} sevinf(r))),
1,1l eqgal replies))).

M A attaches the appropriate legal replies to argurdgtamong which are:

AS37.ins11: argue(C, A, nosi deeffect ({d_p(d, Pd)}, {r p(r, hbv) }))

| The recipient will not be infected because the donorPds

AS37.ins12: argue(C, A, nosideeffect ({pr_p(r,Pr)}, {r_p(r,hbv)}))

| The recipient will not be infected because he Ras

AS4r inpa:argue(C, A, not realisedgoal ({pr_p(r,Pr)}, {r p(r,hbv)},
sev_inf(r)))

| The infection is not sever taking into account that the rieciphasPr

AS57. g1 argue(C, A, preventiveaction({treat(r,T)}, {},
{rp(r,svi)}))

| The infection can be prevented by treating the recipierth Wit

AS27 inr1.cqQa,- chal | enge(evi dence(dp(d, hbv)))

| Provide evidence for the donor’s Hepatitis B

WhereC ={av_org(d,liver),precip(r,liver), dp(d,hbv)}andA =
{transp(r,liver)}.

Suppose now, thé A wishes to indicate that if the potential recipient has beao v
cinated for HBV p_r _p(r, i mmuni sed_hbv) ), the transplant can safely be performed.
And at the same time th& A wants to request the evidence for the donor's HBV. Hence,
while DA will instantiate schemelS3r ;1 2 to construct the argument3, the RA will
submit the CQAS27t i, r1.c4, as the challengel4.
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A3:argue(C, A, noside_effect ({pr_p(r,vaccinatedhbv)}, {r p(r,hbv)}))

| The recipient will not be infected because heaci nat ed_hbv

A4: chal | enge(evi dence(dp(d, hbv)))

| Provide evidence for the donor’s Hepatitis B

Since—-p_r _p(r, vacci nat ed_hbv) ,p_r p(r, vacci nat ed_hbv) ¢Cp, argu-
mentA3, if accepted, would be hypothetical. Supposing it is acegpind that the recipient
is not immunised against HBV, thRA should add-p_r p(r, vacci nat ed_hbv) to
Cr making argumenti3 overruled:

request(radid, nm,convid, 11, -1,
assert (—-pr _p(r,vacci natedhbv))).

If challenge A4 is accepted, thé/ A will facilitate the following schemes for its reply:

AS2evr inf1.cqa, 1- argue(C, A,
contra(repl aceev(d_p(d, hbv), {test(d, Tst, Res)}),rp(r, hbv),
sevinf(r))));

ASQEUT_infl_CQ41_21 ar gue( C, ./4,
contra(replaceev(dp(d, hbv), {clinrec(d, hbv)}),r p(r, hbv),
sevinf(r))));

@@ ®
) & &

0 ® ® G

A1
transplant

A3
vaccinated

b) d) 'y

a) c)
\ 4
justified defeated / overruled defensible A6
e lamivudine

Figure 7.4: The tree of argumerifsas the deliberation progresses.

The DA may then reply to challengd4, firstly at the context level, by requesting to
addt est (d, ser ol ogy, hBsAg+) to the set of fact€ i, indicating that a blood test on
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the donor gave positive to HBsAgnd later at the argumentation level, by requesting to
submit argumentl5 instantiating schemé.S2evr ;, r1.cQ4, 1-

request (dad d, ma, convid, 13, - 1,
assert (test(d, serol ogy, hBsAg+))).

request (dad d, ma, convi d, 10, 15, ar gue(
argue(C, A, contra(repl aceev(d.p(d, hbv),
test (d, serol ogy, hBsAg+)), r_p(r,hbv),sevinf(r)),2))).

In a similar fashion, if argumer5 is accepted, thé/ A will direct the P As to consider
the schemes to instantiate, which are similar to those [gepm reply of argumerd2, but
this timeC ={av_org(d, |l i ver), precip(r,liver),

t est (d, serol ogy, hBsAg+) }. Among which is again the scheme:

AS57 g1 1p: @rgue(C, A, preventiveaction({treat(r,T)}, {},
{rp(r, hbv) })))

| The infection can be prevented by treating the recipiert Wit

Following these schemes, tli#d may then propose treating the recipient with lamivu-
dine which may prevent the recipients infection [68], priorwhich the RA has to add
treat (r, | am vudi ne) to C,(because of Assur3a, se€6.2):

request (daid, ma,conv.d,-1,17, propose(treat(r,|am vudine))).

request (dad d, ma, convid, 16, 19, ar gue(
argue(C, A, preventiveaction({treat(r,|am vudine)}, {},

{rp(r,hbv)})), 2)).

Assuming these moves are accepted byXhd, t reat (r, | am vudi ne) will be
added tdC 4 and the argument, sa¥6, will be added tdT with id 6:

inform(ma, all, convid, 17, 18 propose(treat(r,lam vudine))).

inform(ma, all, convid, 19, 20, ar gue( 6,
argue(C, A, preventiveaction({treat(r,!|am vudine)}, {},
{r_p(r,hbv)})), 3,legal replies)).

At this stageT contains the six argumentsl, A2, A3, A4, A5 and A6 organised as de-
picted in Figure 7.4e. Th&/ A has provided the legal replies to each of these arguments to
the P As to further argudor or againstthe transplant safety. ConcurrentiyAs may check
whether there are new facts they may want to addto For instance, th& A should check

SHBsAg is the surface antigen of the Hepatitis-B-Virus, isftive it indicates current Hepatitis B infection.
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for any contraindications for administrating lamivudirethe recipient (such as allergy to
lamivudine, a kidney disease or an incompatibility withesthoncurrent treatments), if that
is the case, th& A may add this fact t@€  at the Context Stage and argue agaifétat
the Argumentation Stage instantiating the appropriatallegply facilitated by thell A.
At this stage, the safety of the liver transplant dependsherefficacy of the lamivudine
treatment, that is on deciding whether argumaftis preferred taA5, as depicted Figure
7.4e. This will be addressed at the Resolution StagéB.ifNote that in Figure 7.3, thR A
has endorsed argumeAb, thus, if RA is deemed as representing a prestigious transplant
unit, this move will bias the final decision favouring argurhel6 over A5. This we dis-
cus ing8 and in§11.2.1 we illustrate a completeroCLAIM deliberation, this time in the
environmental scenario.

The purpose of this section was to show how the deliberatonbe put into practice
led by ProCLAIM's dialogue game and the ASR. While a critical point of thistem was
to show theP As are guided at each stage of the deliberation on what cargbedabout
and how, thus making the deliberation highly focused on tiigest matter, another im-
portant aspect worth highlighting is the provision of sclesrtailored both for human and
artificial agents. I510.1 we present a prototype application that makes use ofSi ta
facilitate the deliberation among a human agent and ancatifaigent. In this prototype
the human agent is assisted by an artificial agent that ginelesh the argument submis-
sion, proposing alternative argument instantiation adid@iéng them against the artificial
agent’s knowledge base (see fig.7.5), where the human agerdverride any of artificial
agent suggestions. While the human agent is presentedheiirguments in NL, the assist-
ing agent uses the schemes formatted in PROLOG code. Atlibe end, an artificial agent
was guided by thé/ A with the provision of the ASR schemes also formatted in PRGLO
code. This work has been presented in [11].

While the provision of specialised schemes defining thel legaes at the Argumenta-
tion Stage ensures, to some degree, that the agents’ sethaigfuments are relevant for the
deliberation, there is still a risk of constructing spus@rguments if a legal reply is instan-
tiated with unappropriate values. To prevent this from leayimg, theProCLAIM model de-
fines a validation process in which tii¢ A checks the argument submission before adding
them toT and broadcast them to dilAs. We present this validation process in this follow-
ing section.
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|5} Sy d izt Ediiy JJLS

svi can be prevented since treating the recipient with :FL:TE:iatrr]enE\

can prevent the donor's sve from causing svi to the recipient

i Submit 1! Cancel i\ Inference Engine |1 Next H Suggestion |

Figure 7.5: The argument editor of the application preskimd11]. This panel provides
a human user with a legal replyA657 4, 1) to an argument. Thinference Engindutton
will validate the argument according to the knowledge bdsanaartificial agent that aids
the user in the deliberation. Théextbutton provides the user with another legal reply
(another schemes.g. AS47,r1) and buttonSuggestiorproposes a scheme instantiation
suggested by the artificial agent’s knowledge base.

7.3 Argument Validation

As a way to focus the argumentation process on the problerarat tve have seen how
the M A guides theP As on what can be argued at each stage of the deliberation. With
each broadcasted argumentation movelthd attaches the semi-instantiated schemes and
challenges thé® As may use in order to reply the broadcasted move. Howevaen, with
this guidance the deliberation may still be disrupted whit submission of spurious argu-
ments or arguments that are too week to be accounted for ifety-saitical deliberation.
In order to prevent this from happenifyoCLAIM defines a validation process in which
each submitted argument must be evaluated before it is @ddéénd broadcasted to all
participants. To perform this validation process thed references the three knowledge
resources: DCK, AEM and CBRc. Broadly speaking, for an argnuinto be accepted it
must comply with guidelines and regulations, that is, it tabe validated by the DCK.
However, if the argument is not validated by the DCK it mai} b8 accepted if theé” A that
submitted the argument is trustworthy (validated by the AtMd/or if similar arguments
where successfully used in previous deliberations (vaditidy CBRc).

In this section we outline a formalisation that organiseswlidation process in order
to facilitate its implementation, which is application @apent as it ultimately depends on
how each of these knowledge resources is implemented. Litstisntroduce the three
following mappings:

Definition 7.1 Let A be the set of instantiated schemes of the ASR of a particular P
CLAIM instantiation andP the set of all the participant agents, then:

e 1} is a mapping associated to the DCK such that A — (—1,1) where for
arg € Aif Vi(arg) is close to -1 the argument is spuriowsd. the term instantiation
is ontologically wrong) and if close to, it is certainly valid.

e 1} is amapping associated to AEM such tat A x P — [0,1] where forarg € A
andp € P if Vi(arg,p) = 0 the player is untrustworthy w.r.t. to the argument’s
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domain area and i¥;(arg, p) = 1 this agent is empowered to submit any (sensible)
argument w.r.t. to the argument’s domain area.

e V. is a mapping associated to the CBRc such tiat A — [0,1) where given an
argumentarg, if there is no case stored in the CBRc where argumsintdar to arg
were used and were undefeated thé&Klarg) = 0. The more incidences of justified
uses of argumentsimilar to arg the closerV. (arg) gets to 1. We will describe the
notion of argument similarity in with more detail in the firthlesis when describing
the CBRc.

ThusV,, V; andV, provides an assessment on whether to validate an arguméms basis

of three independent perspectives. Those respectiveindiy the DCK, the AEM and the
CBRc. Though this may differ from scenario to scenario, fegsonable to take the DCK’s
assessment as the dominant perspective. That is, an argisraacepted if validated by
guidelines or else, it is onlgxceptionablyaccepted if the agent submitting the argument is
trustworthy and/or the argument was successfully usedewviqus deliberations. In order to
capture this let us introduce the following two thresholtueat, andt,. Lett, be such that

if Vi.(arg) > t, then argumentrg is validated by DCK, irrespective of the assessments
given by AEM and CBRc. Most naturall;, would be set to take a value between zero
and one @ < t, < 1). Now, telt, be such that iV}, (arg) < t, the argument is rejected
irrespective of AEM and CBRc’s valuation. Thatds.g is deemed spurious. Most naturally,
t, would be set to take a value between minus one and zero( ¢, < 0).

Arguments that fall between the two thresholds, thdt isc Vi (arg) < t, are neither
rejected nor validated by the DCK. These arguments maybsilkxceptionally accepted
if validated by AEM and/or the CBRc. Nonetheless, given taety-critical nature of the
deliberation, each such exceptional decision requirestéirse validated by a responsible
(human) agent.

Let us then introduce the mappinglid from (¢,,t,) x [0,1] x [0,1) into (—1,1) such
that if arg is an argument between the two thresholgds< Vi (arg) < t,, andp a player
then, ifvalid(Vi(arg), Vi(arg, p), Ve(arg)) > 0 the argument is deemed valid, otherwise
it is rejected.

Therefore, to recapitulate, for an argumeny submitted by a playep the validation
process goes as follows:

if Vi(arg) > t, then the argument is accepted and addé€l; telse,

if Vi(arg) < t, then the argument is rejected as being spurious; else

if valid(Vi(arg), Vi(arg,p), Ve(arg)) > 0 thenarg is proposed for acceptance by
the M A and if validated by the responsible (human) agent,is added tdT'; else

the argumentirg is rejected as being too week.

Submitted arguments should be accepted if they make seosenly from a logical
point of view, but also from the context in which the deliiéra takes place. Of course,
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the argument:
Argl: The donor'sbl ack hai r will cause agraft failure

Is logically sound, but would be spurious in a safety critaliberation. Identify the
boundaries for which argument should be accepted and whjehted is not a trivial task.
Take for instance the argument;

Arg2: There will be egra ft failure because the recipientisyppung af r o- aneri can

Although nowhere in the literature we have found argumeunggyssting that being a
young Afro-American is a contraindication for being a réeiy, there are ongoing research
studies €.g. [65]) which highlight the low graft survival rates among AfAmerican pa-
tients who are transplanted a kidney, particularly amordigtec recipients. Hence, while
it is clear that argumentirg1 should be rejected right from the outset, Vj.(Argl) < t,,
argumentArg2, though would most probably be rejected, serves to illtstitaat there are
no clear boundaries, that is, some arguments will fall imeent, andt,. By defining
a flexible account for validating the submitted argumerasnfmultiple perspectivefro-
CLAIM aims to prevent, on the one hand, the inclusion of arguméaitscan disrupt the
deliberation process, while on the other hand, ensure tigateents that are potentially
useful for the decision making are not rejected becausedbayt comply with standard
guidelines.

7.4 Discussion

In this chapter we brought the first insight of h&wCLAIM can take argumentation into
practice. We first illustrate how an ASR can be constructed fyiven application, and how
these defined application-specific reasoning patterns gale ¢ As in an argumentation
where the argument submission becomes a transparent précpsocess where transplant
professionals are requested for medical informateg.& donor condition or a prophylactic
treatment) as opposed to abstract conceptiacts actions effectsand goals which as
discussed in this chapter, they indeed help structure thansentation, but as we discuss
in §11, their instantiation is not immediately obvious and meydisruptive in a real-time
deliberation.

An important aspect of the schemes definedRigCLAIM is that they are defined
both in NL and formally, which bridges the human-computéeriaction. Both in assisting
users in the argument instantiation, evaluation and suomsnd in the actual deliberation
among human and artificial agents, we continue this disonsgi§10.1.

To the best of our knowledge, all existing systems that pge@orepository of schemes
as a source for the argument construction, and actuallyige®uch repository, are not de-
signed for real-time dialogues. Examples of this are theuéasa system [193] intended
for analysing textual arguments, the Carneades systeni, [ll@énded to assist users in
construct a wide variety of arguments in order to improver thkility to protect their inter-
ests in dialogues, or Rahwa al's ArgDF [186] andAvicenna[182], which final aim is
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to facilitate the exchange of semi-structured argumentsngndifferent argument analysis

and argumentation-support tools. Thus, while these systm to direct users to analyse
the arguments’ structure and relatioPspCLAIM is intended to focus users on the actual
problem at hand.

Another approach is taken in the Magtalo system [195],incila repository of fully
instantiated arguments is used to help users express wtion regarding a subject of
public debate (in particular, wheth&tentity cards are a bad idga The user can direct a
dialogue among different artificial agents which allowsnthexplore the system’s knowl-
edge base following the natural flow of a dialogue. In this Wayuser can view different
arguments for and against each point made (where these engsiare already precoded in
the system knowledge base). The user may then agree witlffdrent exposed arguments
shaping in this way her position. Furthermore, the user nedgct an argument from the
argument store if it better matches her position and as adastirce, the user can type her
own arguments in natural language (though with no suppdhémm of how the argument
should be structured). The user interaction proposed bytdltags presented as non intru-
sive mode for eliciting knowledge from the players, in partar, their position with regard
to a particular topic. This claim is based on what Walton analdke call themaieutic func-
tion of dialogue [232]. That is, because users are immerse inlagdia they do not feel
being interrogated. It should be noted that Magtalo is nigtnded for decision making. In
particular, it does not provide any argument evaluationlmaaism. As just pointed out its,
focuses in eliciting the user’s position with regard to aegivopic by reusing preexisting
arguments.

We have concluded this chapter by anticipating uses of toevlatige resources DCK,
CBRc and AEM, which play an important role in validating tRels’ submitted arguments.
We propose a flexible account for deciding when an argumentidibe deemed as relevant
for the deliberation and when it should be discarded. Thislaton process prevents the
inclusion inT of arguments that are spurious or too weak to be consideredsiafety-
critical decision making, thus promoting a focused and iefficdeliberation. At the same
time, it is flexible enough so as to exceptionally accept mgnts that while deemed too
weak by guidelines, they have shown to be relevant in previaises, or were submitted by
a sufficiently trusted agent.

Once the tree of interacting argument is build, il has to propose a solution which
accounts to each of the parties submitted arguments (whiattteal, hypothetical or chal-
lenged and weakly replied) thBAs’ endorsements, and to the assessments of the DCK,
CBRc and AEM. This we discuss in the next chapter.
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Chapter 8

ProCLAIM's Argument Evaluation

Once theP As have submitted all their arguments, introduced all thesfidaey believe to be
relevant and have endorsed the arguments they believedsbegreferred, the deliberation
enters into the Resolution Stage. At this stage,thd has to propose a solution, on the
basis ofT, Cr, C4 andE, on whether or not the main action can safely be performed.
Broadly speaking, this involves applying Dung’s theory mder to identify which are the
rejected and justified arguments’ih If the argument at the root df is evaluated to be
justified, the action is deemed safe, whereas if rejected, tie lines of arguments that lead
to the rejection identify the contraindications that watrdeeming the action to be unsafe.

However, prior to computing the arguments’ stafdsA has to:1) reference the DCK
and the CBRc as these component may submit additional argamelevant for the deci-
sion making;2) assign a preference relation between arguments that riyuaitgck each
other, since symmetric attacks may prevent a definitivaistavaluation of the main pro-
posed argument; and finalB) appropriately deal with arguments that are hypothetical or
that are not well defended from a challenge made on them.

Once these three tasks are performed Mhé returns a solution proposal for the delib-
eration. Where a solution is a justification to deem the actiafe or unsafe. Nonetheless,
when there is not enough knowledge about the particuladg@moht hand so as to provide a
conclusive assessment over the action safety, a partisti@olis presented to the decision
makers (human) ultimately responsible for deciding theastsafety. This partial solution
can be presented iii's graphical representation with additional features Wttt together
facilitates the decision makers to see what makes the pabposertain and what are the
risks involved in performing the safety critical action hetgive circumstances. Once the
decision makers resolVg, it is returned to the® As asProCLAIM's solution.

In the following section we discuss thd A’s task of submitting additional arguments
intended to ensure that all the factors relevant for thesttatimaking are taken into account,
not only from the view point of thé® As but also from domain guidelines and regulations
and from similar past deliberations. §8.2 we describe the argument preference assignment
indented to disambiguate the symmetrical attacks that mesture deciding which are the
winning arguments. Again, the preference assignment psosederived from theP As,
DCK and CBRc'’s assessments. That is, it accounts for exgitsion, domain consented
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knowledge and past collected evidence{83 we describe a labelling process by which to
identify whether the final decision is dependent upon anyawk or uncertain fact. 168.4
we discuss how the final solution is presented to the end gsetisat they can ultimately
take the best decision with the available knowledge andrnimftion. In§8.4 we give a short
discussion over the main issues introduced in this chapter.

8.1 M A’s Additional Arguments Submission

Throughout the deliberatio®? As submit the arguments they believe are relevant for the
decision making. As experts in the domain their views arecoff®e important. However,
given the nature of the decision to be taken it is importardrisure, in as far as possible,
that no potentially relevant factor is overlooked. To thislgtheM A is assigned the task to
submit any additional argument not accounted byFRiks but deemed relevant from the per-
spectives of the DCK and/or the CBRc. In other words,thd is assigned the role of two
additional PAs: an expert or specialist in domain consented knowledge aanther spe-
cialist in reusing evidence collected from past deliberati TheM A will perform this task
as soon as the timeout is triggered, or when allRs submitted th@o_nor e_noves()
locution at the Resolution Stage. That is, when they infdraythave no further moves to
submit that may change eith€rz, C4, T, or E.

Let us first discuss how th&/ A references the DCK to submit additional arguments,
which in its basic approach is a fairly simple process. Latebriefly discuss how the CBRc
can propose additional arguments for submission. Thier]attightly more sophisticated
task is addressed §®.

Any additional argument submitted by tiié A must instantiate a legal reply provided
by the ASR. Thus, when playing the role of the specialist imdim consented knowledge,
the M A has to check whether there are possible instantiationsgaf leplies that while
validated by the DCK are not ifi. Thus, for each argumentg in T, M A obtains its legal
replies, that is, a list of specialised schemek;,....sch,, if the DCK is able to instantiate
any such schemes into a valid argument, that is, an argument. such that/, (argger) >
t, and such thadrg, is not inT, thenar gy, sShould be added t6.

For an additional argument-g,., to be added td it has to be applicable to the partic-
ular circumstances. That is, any introduced relevant facttrhe inC . Hence, additional
arguments not only have to conform to the legal repliesifatéid by theM A, but their
instantiation is bounded b§ z.

In its basic implementation the DCK can codify the guidddim@d regulation of a given
domain (relevant for the argumentation process) in the fafrasemi-instantiated schemes of
the ASR, where the only ungrounded variables are the ider#tifif the particular instances
in the deliberation. For instance, tdenor and therecipient In fact, one could regard the
ASR as an abstraction of the DCK. Thus, for example, if gungsl indicate that a condition
x of the donor is a contraindication for a heart transplanabse the transplant may cayse
to the recipient which is a severe infection. This can be dadon the DCK as the scheme:

ASg.: argue({av_org(D, heart), preci p(R heart) },
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{transp(R, heart)}, contra({dp(D x)}, {rp(RYy)} sevinf(R)))

It is thus, easy to see that if during a deliberation over atheansplant,P As have
addedd_p( d, x) to Cr but ignored it as a contraindication, by referencing the Di8&
M A can instantiate schem&S,.;,, to submit the additional argument and add ifltoThis
of course opens the possibility to add hypothetical argushus recommending’ As to
check if a given property holds or not. In a similar fashioa IXCK can propose comple-
mentary courses of actions by instantiating specialisedises of schemelS5, the only
requirement is that the preconditions for the complemgrdations are not negated @.

While a DCK submitted argument represents guidelines revemndations, arguments
submitted by the CBRc derive from previous recorded deditiens. Hence, the process
to obtain the additional arguments is slightly more sojpdased. As we will discus when
presenting the CBRc, there are two aspects of the schentdadhitate the CBRc taskl)
the specificity of the schemes in the ASR (as described@)rmnd2) thatrelevantfacts and
complementary courses of actions are introduced in a stegttfashion, each singled out
and introduced step by step. The schemes’ specificity alidargifying potentially similar
cases with little computational cost. The idea is that caseghich the same specialised
schemes (reasoning patterns) were used, may be similas, Bwrganising the case-base
in terms of the ASR, a set of broadly similar cases can effelgtibe retrieved. The latter
aspect of the schemes facilitates a more detailed compapistwveen cases on the basis of
the similarity between the cases’ introduaetevantfacts and actions. We illustrate this
with a simple example from the medical scenario.

Suppose the deliberation consisted only of the arguméifsd2, A3 and A4 where a
| ung of a donor whose cause of death veaigptococcus viridans endocarditis
(d_p(d, sve))is offered for transplantation, and the dona’ge is believed to be a con-
traindication (42) because the recipient may be infected by this bacteria.uremnt A3
indicates that the infection can be prevented by admitistrgenicillin to the recipient
and argumentA4 indicates that the recipient is allergic to such treatmeAtguments
Al, A2, A3 and A4 respectively instantiate schemdsily, AS27p 1, AS57.n 1 and
AS27 inf1_airgy €ncoding the following reasoning pattern:

An organO was intended for transplantation. The donor had some cimmdR which
would bring about a severe infection in the recipient. TreantT for the recipient was
proposed to prevent this infection. However, the recipigallergic toT

Thus by retrieving from the case-base all the deliberatishih consisted of these
four schemes we obtain cases that are already quite similaurttarget case. So now, if
we take from these past cases those where the @gsual ung, the conditionP is simi-
lar to sve (e.g. streptococcus bovis endocarditid where the treatmeiftis similar to
peni ci | I'i n, we obtain the desired set of cases from which to evaluatatbet case on
an evidential basis. Thus, while the argument schemes ackassa heuristics for a first,
broad case retrieval, the similarity between cases is atgiy derived from a similarity
between the facts and actions highlighted as relevant fod#ctision making. The simi-
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larity between facts and between actions can be derived &aiistance measure between
terms in an ontology. So, for instance, if the distance in dioad ontology between the
termsstr ept ococcus bovi s andst rept ococcus viri dans is below a given
threshold, it can be derived that these two bacteria typesimilar. And thus, if two argu-
ments instantiate the same scheme of the ASR, and the usssiftartheir instantiation are
similar, we can then say that these two arguments are similaggbg

Now, the similar cases retrieved by the CBRc may containtamadil arguments that
though applicable to the target application were not sulechiby theP As nor the DCK.
Thus, for example, if in similar deliberatiod3As have successfully argued that an alterna-
tive treatment to prevent the recipient’s infectiont si copl ani n, this argument will be
proposed by the CBRc as an additional argument to be sulohiiyt¢he M A (as discussed
in §9).

It is worth mentioning that as soon as tRels facilitate the contextual informatidiiz,
the M A can already construct a provisioriaby referencing first the DCK so as to add the
arguments that represent the guidelines recommendatimhthan the CBRc to submit the
additional arguments deemed relevant by the CBRc. Thusy@s a&s theP As enter the
deliberation they are presented a tentative solution. Argddnly when they disagree with
the proposed solution, or they believe they have additipn&ntially relevant information
to submit, that the experts opinion comes to play an importda. ProCLAIM can account
for this possibility simply by advancing the Resolution gia

Once all the arguments have been submitted, the followinggss in the arguments’
evaluation involves assigning a preference relation betwibe mutually attacking argu-
ments

8.2 Preference Assignment

While the tree of arguments map out all the relevant factarghie decision, arranging them
in a convenient way, symmetrical attacks between argunmmanaispreclude any definitive
resolution. Thell A’s task at this stage is to resolve these symmetrical attagkssigning
a preference between mutually attacking arguments. Bedaespreference assignment is
derived from thee independent knowledge resources (DCIR&Bid AEM), an important
part in this process is to provide a clear account of the peafae assignment, specially when
the symmetrical attacks cannot be resolved immacontroversialway, that is, following the
scenario’s defined guidelines. In this section we will asstimatT contains no hypothetical
arguments and all challenges are successfully replied theifollowing section we address
these cases.

ProCLAIM derive the preference assignment between arguments fronmet three
knowledge resources DCK, CBRc and AEM:

1. TheDCK provides a preference assignment on the basis of the dornaseited
knowledge, that is guidelines, standard criteria, stathd#@ervention plansgtc For

! Argument Endorsement Manager, define@4nl
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example, if penicillin is a recommended treatment for pnéwig the bacterial infec-
tion that a recipient may develop from a lung transplant obacd who died because
of streptococcus viridans endocarditis, th& will be deemed preferred td2. If on
the other hand is deemed inappropriad@,will be deemed as preferred 3.

2. TheCBRc provides a preference assignment based on evidence ghftmreprevi-
ous similar cases. Thus, if evidence exists in the CBRc megfioorassigningA3 as
preferred toA2, the CBRc will propose the transplant as safe based on thersse
that penicillin is an effective treatment for preventing tiecipient’s infection.

3. TheAEM provides a preference assignment based on the trust in pleetexendors-
ing one or another argument. Thus if the agent endorsingragtid3 is trustworthy
(e.g. of a prestigious hospital) the AEM will propose deeming ttamsplant as safe
based on expert opinion.

Each of these three preference assignment embodies diffard independent perspec-
tive from which a proposal can be evaluated (that is, coeskekhowledge, evidence and
expert opinion). Hence the preference assignments mag all igreementg(g.that A2 is
preferred toA3) or not, for example, the DCK may prefd2 to A3 deeming the treatment
ineffective, CBRc may have no evidence for any (mutual &ttetweenA2 and A3), while
the AEM may indicate that the agent endorsiag is highly trustworthy @3 preferred to
A2). Furthermore, not only may the different knowledge resesityield conflicting prefer-
ences, but their preference assignments may vary in degfeesfidence.

To address these issues, we maintain the independence mriefieeence assignments,
rather than aggregate them, since we believe that mergsmthtbe preference assignment
would reduce the solution’s quality. To this end, we defire fheference assignment as a

mapping:
pref: (Ax A)— ([-1,1] x [-1,1] x [-1,1])

Thus,pr ef (Argl,Arg2) = (a,b, c), wherea is the preference assignment of the DCK,
of the CBRc ana of the AEM, and where positive values express a preferenciaédfirst
argument over the latetdf g1 preferred toArg2) and negative values the opposite. Zero
means there is no preference at all. The bigger the absdlue wf the number, the more
the confidence in the preference assignment. Thps &f (Argl,Arg2) = (—1,—-1,-1)
then Arg2 is deemed preferred tdrg1 with full confidence. When the preference assign-
ments are not all in agreement, say for instapcef (Argl,Arg2) = (0.2,—0.6, —0.5),
then decision makers must decide whether or not to overnidgefines @1 preferred to
A2 with confidence 0.2), and trust tHeA’s assessment knowing that she is a reliable ex-
pert (Arg2 preferred toArgl with confidence 0.5) and her opinion is backed by evidence
(Arg2 preferred taArgl with confidence 0.6). It is worth noting that symmetric dteare
only important to resolve when they preclude definitive eaibn of the status of the root
argument proposing the main action. For example, in figutb.&etermining the direction

of an asymmetric attack (based on a preference) betweand A3 is not relevant, as
irrespective of such a determinatias] is justified, sinced2 is defeated by arguments.
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Figure 8.1:a) Because argumemt3 is defeated by argumem4, the only symmetrical
attack we must resolve is that betwed and A5. b) ArgumentA1 will be justified irre-
spective of the preference relation betweg&hand A3. c) The final solution depends on
whether or not the recipient is allergic to teicoplanine.

Present decision makers with a graph filled with tuples offem (0.2, —0.6, —0.5),
(—0.4,0.2,—-0.1) or (0.8, —0.1,0.3) may not be the most clear way to present the proposed
solution. To begin with, it is natural to take the DCK assesshas central to de decision
making. Where, broadly speaking, argumdnty1 preferred toArg2 if DCK deems it so.
Other knowledge resources assessments can be regardggpadiag or contradicting the
DCK assessment. In particular, it should be regarded apgzoal to override guidelines.
This suggest a threefold partition pfef’s range:

e P=(0,1] x [-1,1] x [-1,1];
o Z={0} x [~1,1] x [-1,1];
o N=[-1,0) x [-1,1] x [-1,1];

Where, ifArgl and Arg2 are two mutually attacking arguments, themit f (Argl, Arg2)
falls in P the DCK deemsArgl preferred toArg2, if it falls in Z no preference is given
by the DCK, and finally, if it falls inV it is Arg2 that is preferred todrgl. We can
now propose another partition di so that ifpref(Argl, Arg2) falls in one of following
subsets then:

e PT: DCK'’s assessment is supported by the other knowledge messau
E.g.(0.8,0.5,0.6) € P

e PY: DCK’s assessment is not in significant conflict with the otkeowledge re-
sourcesE.g. (0.5,0, —0.1) € P°

e P7: DCK’s assessment is in conflict with the other knowledgeueses.
E.g.(0.6,-0.4,-0.3) € P~
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e P~7: DCK'’s assessment is strongly contradicted by other kndgderesources.
E.g.(0.3,-0.7,—0.6) € P~

So, if pref(Argl, Arg2) € PT then decision makers can deetmngl preferred toArg2
with full confidence, whereas if it falls i®~ the symmetric attack is presented as unre-
solved and decision makers should take a position. Howivere f (Argl, Arg2) € P~~
ProCLAIMs recommendation is to override guidelines and de4rg2 as preferred to
Argl. Defining the actual partition, that is, which elementsfotorresponds to each of
the four subsets is application dependent.

In a similar fashion we can define the partitionsnas follows, where if
pref(Argl, Arg2) falls in one of these sets then:

e 7 No knowledge resource provides a preference assignment,
E.g.(0,0.1,-0.1) € 2°

e +7: Knowledge resources are in confligLg. (0,0.5, —0.6) € +7

e +7: knowledge resources suggestgl should be deemed preferredAe g2,
E.g.(0,0.1,0.2) € +Z

e +Z7: knowledge resources strongly suggésty1 should be deemed preferred to
Arg2,E.g9.(0,0.7,0.5) € +Z*

e —7: knowledge resources suggestg2 should be deemed preferredAe g1,
E.g.(0,-0.2,-0.1) € —Z

e —ZT: knowledge resources strongly suggésty2 should be deemed preferred to
Argl,E.g.(0,-0.6,—-0.7) € —Z*

And finally the partition onV (N*, N°, N~ andN~ ") can be defined in a symmetrical
way as that ofP.

In this way, we can say that a symmetrical attack betweenviioeargumentsArgl
and Arg2 is resolved uncontroversially jfref(Argl, Arg2) € PT U P’ U N°U N+,
If pref(Argl, Arg2) € +Z* U —Z* decision makers are positively advised to resolve
the symmetrical attack in one way or another, despite the PfeKided no assessment. If
pref(Argl, Arg2) € P~— U N, decision makers would be strongly advice to resolve
the symmetrical attack overriding guidelinespife f (Argl, Arg2) € +Z U —Z decision
makers are merely suggested how to resolve the symmetttagkahowever it would be
deemed as unresolved. And finallypife f(Argl, Arg2) € P~ UN~ U Z°U+Z decision
makers are given no advice at all.

Another step forward in assisting end users is to provideod slescription of the actual
preference assignment valuation. This is because, notitasldifferent for
pref(Argl, Arg2) to fall into P—, N—, Z" or +Z, though in all four cases the sym-
metrical attack is deemed unresolved (at least providignahe situation is different if
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pref(Argl, Arg2)is (0.1,—0.5,0.6), (0.1,0.6,—0.5) or even(0.1, —0.9,0.8), though all
three values may belong 10~.

The idea is to divide the intervals [-1,0] and [0,1] into subrvals with a qualitative
description of the confidence with which the assessmentengiFor example, using the
following labels{t op, st r ong, weak, none} and thus, in this way the preference as-
signmentg0.1, 0.6, —0.5) and (0.1, —0.6, 0.5) can respectively be presented as:

A weakassessment from guidelinessisongly supported by evidence bsirongly contra-
dicted by experts’ opinion

A weak assessment from guidelinessisongly support by experts’ opinion bugtrongly
contradicted by evidence

At this stage the confidence the final decision makers haveaoh ef the knowledges
resource may balance their decision in one side or anotlighey strongly rely on the
CBRc assessment, evidence will be weighted as being mo@iamt. Though, it may also
be the case that the experts’ opinion will be deemed as mbable Of course, the deci-
sion makers themselves may have their own opinions regatdanpreference between the
mutually attacking arguments, which may clearly play a@@ltpart in the final decisich
At this point it is worth emphasising theroCLAIMis not intended for providing a the final
decision to which stakeholders should stick to. Rathes,ititended to first gather and later
present the available information and knowledge, relatvilae problem at hand, in a clear
fashion so as to facilitate the final decision making task.deus howProCLAIM presents
a final decision ir§8.4.

Before we continue, it is important to note that, if all symrizal attacks are resolved,
even if it is overriding guidelines, it is a trivial task to ropute the acceptability status
(defeated or justified) of all the argumentsTih using Dung’s theory. Furthermore, as
we have seen in figure 8.1b, even if not all symmetric attacksesolved a solution can
be proposed, since what is important is to determine thepéaioidity status of the root
argument ofT. Nonetheless, even if some unresolved symmetrical attstdkpreclude
computing the root argument’s acceptability status, aglassolution ofT (labelling the
defeated, justified and defensible arguments) is of grépf because, as illustrated in figure
8.1a, it enables to easily identify which are the symmeéitatiacks that need to be resolved.
We continue this discussion #8.4 where we discuss hal A presents a solution proposal
for a deliberation.

Let us now recall thall may contain hypothetical arguments and challenges that are
either weakly replied or even unreplied. So even if the rogtiment is deemed a winning
argument, the final decision may still depend on partial eoimplete information. We
address this issue in the following section where we asstaeaT is partially, if not
completely, resolved,e. the arguments are labelled as defeated, justified or délensi

2All this suggests some learning-by-reinforcement meamrso as to improve the initial classification of
pref(Argl, Arg2) into the setsP™, P°,..., N~ andN~~. This is beyond the scope of this study.
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8.3 Accounting for Incomplete and Uncertain Information

As discussed both i§6.2.3 ands6.2.4, the purpose dProCLAIM's deliberation is not
to decide whether or not uncertain or unknown facts are tke,daut whether these are
relevant for the actions’ safety, and if so, what is the rslolved in these facts being or not
the case. The risk involved in a fact being or not the caseglslighted by the arguments
when indicating what undesirable side effects may or mayraxpected, so let us discus
now howProCLAIM identify the uncertain or unknown facts that decision msalsrould
be ware of.

Once the preference assignment process has taken placa edgthplete or partial res-
olutions of T, where hypothetical arguments and weakly replied chadleraye taken as
regular elements df, the following labelling process takes place:

e Arguments whose updated local context of facts contaiuimownfact, f (i.e.
f,—f ¢Cp ) are labelled ag-unknown

e Arguments whose updated local context of facts contaimraertainfact f, i.e. while
f €Cp, f has been challenged but not well defended. These argunreneballed
f-uncertain

e Arguments and challenges which acceptability status édefeor justified, or defen-
sible in presence of unresolved symmetrical attacks) dkpenarguments labelled
either asf-unknownor f-uncertainare labelled ag-dependent That is, if their
acceptability status change depending on whefhsolds or not.

Let us continue with above example, where now, as depicte®llio the hypotheti-
cal argument46 has been submitted requiring to check whether or not thepiesti is
allergic to teicoplanine ¢_r _p(r, tei copall ergy)) before deciding on the trans-
plant safety. Hence, argumedt is p_r p(r, tei cop.al | er gy) -unknownand both
argumentsAl and A5 arep.r p(r,tei copall ergy)-dependentThis is because, if
p_r _p(r,teicopallergy) istaken to be the case, batts and A1 become defeated,
whereas if it is taken to be falsel6 would be overruled, and botH5 and A1 would be
justified. Namely, bot1 and A51’s acceptability status depends on
p_r p(r,teicopallergy) being or not the case.

8.4 Proposing a Solution

Once the additional arguments have been submitted, therprefe between arguments as-
signed andl' has been labelled with thgdependencies th&/ A has to present a solution
proposal. Of course, if all symmetrical attacks are satisfdy resolved and the root argu-
ment is not dependent on any unknown or uncertain fact, teere question about whether
or not to perform the safety critical action and thus, thelkesd tree of arguments can be
used as a solution to be sent to tAhels. However, if that is not the case, the decision mak-
ers empowered to validate exceptional choices shouldvieerto make a final decision,
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for which they should be presented with the available infatiomal and knowledge about
the problem at hand in clear fashion so as to facilitate thedision making.

Firstly it is worth emphasising again the explanatory poaferrgumentation, especially
when presented in its graphical mode as we showed throughisytaper (seé2.5). Pre-
senting the trees of argument, with the labelled nodes agiddttack relations enables end
users (experts in the domain) to easily grasp the full cardkthe deliberation. By colour-
ing the nodes to indicate their acceptability status (jiestj defeated and undecided) if the
root argument is coloured as defeated (resp. justifiededsy to understand why the action
was deemed unsafe (resp. safe), if coloured undecidedyasisto identify the symmetrical
attacks that precludes selecting a final decision. Whatiresrta be presented to the end
users is a clear account of the unresolved symmetricakattaduation in order to facilitate
their decision making and the dependencies the final decmeigy have on incomplete or
uncertain information.

ProCLAIM extends the tree of arguments’ graphical representatitim additional in-
formation. The initial classification of the symmetricalaaks in one of the sets defined in
§8.2 enables a first classification in five categories:

1. The symmetrical attack is uncontroversially resohiggl P+, P°, N+ or N°)

2. Aresolution is well supported, though no assessmenténdiy guidelinesi(e. +2 ™
and—Z7)

3. A resolution, though conflicting with guidelines, is wsllipportedi(fe. P~— and
NT)

4. There is a tame recommendation on how to resolve the synicaledttack {.e. +2
and—2).

5. No recommendation can be givére(P~, Z° +7 or N7).

If the preference assignment falls in the first, second adtbategory, the symmetri-
cal attack can be deemed as resolved, though it may reqdidatian from final decision
makers when it falls in the latter two categofied=or the fourth and fifth categories, de-
cision makers can benefit from viewing the descriptive didiniof preference assignment
and thus see the three independent assessmeRts ©LAIM's knowledge resources. It is
worth noting, again, that if no definitive status of accepitgbcan be assigned to the root
argument, not all symmetrical attacks need to be resolted,decision makers should only
focus on those that preclude computing the root argumetatsss of acceptability, which
are easy to identify thanks to the nodes colouring. At theestamme, decision makers would
be advised to resolve those symmetrical attacks that fallthre fourth category before ad-
dressing those in the fifth category.

In addition to resolving symmetrical attacks, which cop@sd to deciding whether or
not an undesirable side effect will be caused in certairuoistances, decision makers may

3Any preference assignment that falls in the second or thitegory should trigger a revision on DCK. This
is beyond the scope of this research.
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need to decide what to do when part of these circumstancesertain or unknown. As
we have discussed earlier (§#6.2.3 ands6.2.4), while it is beyondProCLAIM's scope to
valuate the certainty of the facts put forward in the arguiat@mn process, decision makers
should have a clear account of the presence of the uncendimirgknown facts and their
impact in the action’s safety. To this end, as we discusse{8.iB, ProCLAIM defines a
labelling process to identify the arguments which defigitacceptability status depend on
unknown or uncertain facts. Therefoles graphical representation can be extended so that
it highlights the nodes that agedependent, for somg € R (see figure 8.2). Presented in
this way, decision makers can easily identify whitllependenciethey should address, as
the only relevanif-dependencieare those of the root argument.

To address arf-dependency is to make a choice to take the uncertain or wrkifect
as either the case, or as false. Where, as staté8l.ththe risk involved in such decision
(the undesirable side effect that may be caused) is higklighy the argument introducing
the f-dependencyThat is, an argument either labelled asinknownand so hypothetical,
or labelled asf-uncertain namely an argument not well defended from a challenge made
on the introduced fact. Needless to say that an argument may be dependent on more tha
one fact.

IgA-deficiency-dependent

A1

transplant 1gG anti-HBcAg-dependent

A3

vaccinated

W1

A7
HBIg and lamivudine

A9
I IgA-deficiency

1gG anti-HBcAg-unknown

A6 : A8 —:
lamivudine | 1gG anti-HBcAg+ :

Lo e e e e — —

—-————n
: IgA-deficiency IgA-unknown
W1: A7 > A5: Though there is no assesment from Gudelines, this is Strongly supported by evidence.

W2: A6 > A5: Only weakly supported by Gudelines, weakly supported by evidence and weakly support from
expert opinion.

="
justified defensible defeated / overruled I Arg | hypothetical
__1

Figure 8.2: AProCLAIM solution proposal

Figure 8.2 illustrates a possible presentation of parthiten given byProCLAIMof
the example case given in this chapter, while Figure 8.2tilie a possible solution to the
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example case developed in the previous chapter, where/thdnave added three additional
arguments,A7 as an alternative treatment believed to be more effectia thmivudine
to prevent HBV on the recipient, which involves combining tamivudine treatment with
hepatitis B immunoglobulin (HBIg) [124]. However, to safglerform such treatment the
RA should first check that the recipient does not have Immurgjlo A deficiency (IgA-
deficiency) which may lead to an adverse reaction to the inuglatoulin treatment, this is
embodied by the hypothetical argumeffd. The third, also hypothetical argumentAsS
that indicates that if the potential recipient happens tdg anti-HBcAg-positivé, then
the transplant can safely be performed [143].

For a patrtially resolvedr, finale decision makers must disambiguate, in one way or
another, the symmetrical attacks and the possibtiependencies. Such solution is then
returned to theP As using thesol ut i on locution at the Resolution Stage. This given
solution is the resolved’, where the root argument is either justified or defeated. ,Now
if PAs accept the proposed solution they should submiatheept locution, otherwise,
they can simply submit an additional move which may chanteeel’, Cr or E and that
may subsequently changd A’s proposed solution. In the hepatitis B example, depicted
in Figure 8.2, if theRA adds toCp either—p_r p(r, i gAdef), overruling argument
A9,orpr _p(r,igGAnti HBc+) making arguments factual, the transplant would be
deemed safe. Otherwise, decision makers would have toeledidther or not lamivudine
alone is effective in preventing the infection to the reeijii Once a solution is proposed
which all P As accept the deliberation concludes.

8.5 Discussion

In this chapter we have described the natur@@CLAIM proposed solutions, which ulti-
mately involves the integration of the knowledge derivearfthe diverse and heterogenous
knowledge resources that take part in the decision makmthd two previous chapters we
have focused on the submission and exchange of argumerts &gainst the safety of a
proposed action. In the previous chapter we have describedhe M A can elicit knowl-
edge from theP? As about the problem at hand by providing them scenario-Specgument
schemes which can be instantiated with little overhead fisthuman and artificial agents.
In this chapter we continued this story by discussing how/thé itself can submit addi-
tional arguments by referencing the DCK and the CBRc. Wechttat while the DCK
argument submission may be implemented in a somewhat sifagdhion as of an artificial
P A5, the CBRc implementation is rather more sophisticated atidevdescribed ir§9.

We then discuss the preference assignment derived from @€ &hd CBRc. Deal-
ing with preferences is a known difficult problem in decisimaking [79, 59] and while
argumentation has developed frameworks for arguing abeafer@nces [159], the prob-
lem clearly remains there: where do preferences come fromthalt respect we believe
that regulated environment, as the ones addressd®fd@LAIM are more likely to have

4The potential recipient has the 1gG antibodies for HBV and/ ib@ immune to this virus. This may be
caused from a previous HBV infection that has spontaneduesiy cured.
5We give some insight on thB As implementation i10
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intrinsic motivations to organise and prioritise their dglines and regulations from were
these preferences may stem. In the transplant domain, fongle, guidelines are com-
monly classified in terms of the evidence level that suppgwtt. Standards are elaborated
to express these levels, for example the Oxford Centre faiebee-based Medicifigro-
poses nine levels of evidential support (1a, 1b, 1c, 2a, p3&, 3b, 4 and 3)and four
recommendation grades (A,B,C and D), which relate to thdesde level supporting the
recommendation. A more succinct classification (thouglofdhg very similar criteria)
can be find the transplantation guidelines published by tme@ean Dialysis and Trans-
plant Associatiof or the International Society for Heart and Lung Transpltaona:

Evidence Level A . Guidelines are supported by at least by one large published
domised control trial or more.

Evidence Level B : Guidelines are supported by large open trials or smalialstiwvith
consensus results.

Evidence Level C : Guidelines are derived from small or controversial stad repre-
sent the opinion of a group of experts.

So, to each criterion or recommendation in these guidetmesvidence level or grade
of recommendation is associatexy:

¢ Kidneys from HBV-infected living or cardiac donors may bé&oéd to already HBsSAg-
positive recipients or HBV well protected recipients (egtor passive immunisation)
with their consent and when permitted by the national law.

(Evidence Level £t
e Intravenous ganciclovir may be administered to intermtediand high-risk patients,

whereas patients at low-risk for Cytomegalovirus infettroay only receive anti-
herpes simplex virus prophylaxis with acyclovir.

(Evidence Level A75]

e In kidney transplantation Anti-CD20 (rituximab) may be editious to treat acute
humoral rejection. However, firm evidence on efficacy and-gflects are lacking.

(Grade of Recommendatior) &

Shttp://www.cebm.net/

"http://www.cebm.net/index.aspx?0=1025e

8http://www.uktransplant.org.uk

®http://www.ishlt.org/

Ohttp://ndt.oupjournals.org/cgi/reprint/15/suppl. pdf

Uhttp://ndt.oupjournals.org/cgilreprint/15/suppB. pdf

12From the European Association of Urology:
http://www.uroweb.org/gls/pdf/RerfaR0Transplantatid#202010.pdf
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While this does not imply that obtaining the preferencegassient for the DCK will be
a trivial task, it certainly is a very good starting point. tdhat artificial P As can derive
their argument preferences (which are manifested whenrsimgoan argument) following
the same idea. In the transplant case, the artifididland RA can derive their arguments
and preferences from the guidelines specifics of their talspi The humarP A can then
modify any stated preference by endorsing the argumengsosieeve should be stronger at
that time €.9.by mouse clicking on the appropriate noddlin That is,P As do not have to
assign a strength but only indicate which of the competiggiaents they endorse/prefer.
The AEM will then convert these endorsements into a prefarerssignment, on the basis
of some trust measure which accounts to the confidendeAfrs judgement. Note that
this process bypasses two problems of the preference assiggn First, users do not have
to choose among a scale of options (either qualitative oremizal) and we do not face a
normalisation problem inherent to the subjectivity in fRds perceived certainty on their
assessment.

We should note that each of the perspectives by which thensegts are evaluated:
guidelines evidenceand expert opinioncan in turn be formalised as Walton’s proposed
schemes [231]: argument from established rules, from acEl@nd argument from expert
witness testimony, respectively. However, we believe tidening theProCLAIM delib-
erations to explicitly include a discussion over the guited, the evidence or the experts
themselves would be impractical within a real-time delitien over the safety of a criti-
cal action. That is, questioning whetheahe applied guideline is the right one, or should
some other guideline be the right one? Could there be mone ¢ime guidelines involved,
with some doubt on which is the more appropriate ene?impractical when deciding in
real-time the safety of an organ transplant or the safetytoxkia spill. Similarly, including
into the deliberation questions over tRels’ bias honestyor conscientiousnessay not be
desirable. To a great degree these questions are impkatgunted for byProCLAIMin
allowing for a deliberation and assigning different wegtd each knowledge resource as-
sessment based on its reputation. It might be interestinfufare work to map out how
exactly the CQs of these schemes are actually addressedjdeeit is clear that these CQs
are relevant.

Once we described how thd A can submit additional arguments and assign the prefer-
ence relations between mutually attacking arguments, feyenecing the DCK, CBRc and
the AEM, we discussed how to organise all the available kadgé about the problem at
hand in order to present it in a comprehensible way to the fieaision makers. The objec-
tive is to limit the presentation to only the relevant aspelcat need to be addressed. When
the proposed action falls in a situation where guidelineslke it with full confidence and
the acceptability status of the root argument is not depsnole any uncertain or unknown
facts, T is presented as a justification to why the main action is safssafe. Otherwise,
each aspect that prevents a definitive resolution is higtday Whether it is an unresolved
symmetrical attack or an uncertain or unknown fact or faitso, symmetrical attacks that
are not resolved following the DCK assessment are higldjiid indicate proposals that
deviate from the guidelines.

We would like to emphasise thBroCLAIM results are always presented as proposed
solutions. The purpose &froCLAIMis to lay out the available information and knowledge
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at hand so as to support the decision makers in their taskfifddelecision is of course that
of the human user. Thus, the role PfoCLAIM is to support informed decisions. Hence,
we assume there is a gap, which we do not intend to fill, betwleegiven support and the
final decision-making.

It is worth noting thatProCLAIM allows for the inclusion of any other Knowledge Re-
source (KR) which assessment on the safety of the criti¢alraat stake is deemed relevant.
The only requirement for any KR to partake in the deliberatgto be able to judge whether
or not, given a state of affairs, the intended course of actitl or will not cause an unde-
sirable effects. The strength of the KR’s endorsed argusnenuld then be based on the
associated trust on the KR’s judgement. Thus, in particitesCLAIM allows including
KRs that are based on any form of reasonieg(probabilistic methods) in so far the above
mentioned requirement is fulfilled. In that serB®CLAIM is best viewed as a meeting
point where the different views of the heterogeneous KRénegrated in a structured and
orderly fashion by means of a deliberation dialogue. In psipg a solution the model
accounts for the independence assessment derived froniffgrent KRs. The quality of
the proposed solution will then depend on the quality of tiiksKnvolved in the decision
making and the associated trust in their assessment. Wedshote that in some sense
this approach is shared with Carneades’ [101] view of themt@! of argument schemes
along with argumentation framework to provide an open a&echire for integrating multi-
ple forms of reasoning. Carneades identifies each form ebréag with a differed kind of
scheme, thus, an argument from practical reasoning is erelift form of reasoning form
that of argument from evidence. From this persped@@CLAIM defines only one mode of
reasoning which is that from practical reasoning. The mldtinstances of this particular
scheme, those which conform the ASR, endti@CLAIM elicit form the different KRs the
relevant knowledge always in the form of a cause-effectimrla Other forms of reasoning
(i.e. argument from established rules, from evidence and argufren expert witness tes-
timony) are accounted for BgroCLAIM, but are used to evaluate the submitted arguments
(all instantiating the scheme for practical reasoning).

While we obtained positive feedback from transplant prsitesals and the environmen-
tal engineers regardingroCLAIM's solution proposals as a comprehensible presentation to
end users two important tasks are required for future wanfarove the quality of the KRs
involved in the argument evaluation (particularly of the K)Go that solution proposals
are more realistic and deliver a more evolved GUI that williliftate the readability and
interaction with the proposed solution.
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Chapter 9

ProCLAIM's Case-Based Reasoning
Component

In this chapter we preseffroCLAIM's Case-Based Reasoning component, which allows
reusing past stored deliberation in order to provide ansassent over the safety of an
action on an evidential basis. In the following section wedduce the basic background of
Case-Based Reasoning and Argumentation and discusgirelatks. 1n§9.2 we sketch out
the general principles on which the CBRc operates andrifitesthese ideas by means of
a simple example. Then, in the following sections we proadeore detailed description
of the CBRc. We begin by defining, &9.3 how the CBRc represents eardse In §9.4

we describe the CBRc memory organisation. That is, we shawthe stored cases are
organised in the case-base so as to facilitate their ratriglien solving a new case, and
the storage of a new resolved cases. Once we define how casgpeesented and how
they are organised, we presenttth5 the CBRc'’s reasoning cycle. That is, how the CBRc
proposes solutions to a target deliberation on an eviddrdisis, as well as, how resolved
deliberations (cases) are then retained by the CBRc to leslpive future similar cases.
In §9.6 we describe the CBRc validation process and finall9iT we conclude with a
discussion regarding the CBRc.

9.1 Background

Case-Based Reasoning [133], broadly construed, is theegsoaf solving new problems
based on the solutions of similar past problems. For a coen@yistem to carry out this
reasoning, CBR has been formalised as a four-step procassnaenly known as the four
Rs (Retrieve, Reuse, Revise and Retain) [19].

Retrieve: Given a target problem, retrieve cases from memory thatedegant to solving
it. A case consists of a problem, its solution, and, typicalhnotations about how
the solution was derived.

Reuse: Map the solution from the retrieved case to the target probl€his may involve
adapting the solution as needed to fit the new situation.

161
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Revise: Having mapped the retrieved solution to the target sitnatiest the new solution
in the real world (or a simulation) and, if necessary, revise

Retain: After the solution has been successfully adapted to thetgngpblem, store the
resulting experience as a new case in memory.

CBR traces its roots to the work of Schank in the early 198@hak’s model of dy-
namic memory [200] was the basis for the earliest CBR systrols as Kolodner€ YRUS
[134] or Lebowitz'sIPP [140]. During the 1990s CBR has consolidated as a mainstream
search area in Al. CBR technology has produced a number oéssful deployed systems,
the earliest bein@ LAVIER[147], a system for laying out composite parts to be bakeain a
industrial convection oven.

Concurrently other closely allied fields to CBR emerged. Ssdhe case of memory-
based reasoning or, more relevant here, the exploratioagal Feasoning through formal
models of reasoning with cases, particularly in the contéxthe Common law system
a legal system based on unwritten laws developed throughiglidiecisions that create
binding precedent.

The inherent argumentative nature of the legal domain aeadCimmon law system
particularity, has provided the scenario for developingdaie and systems for reasoning
and arguing with precedenisg. past cases.

Broadly, the legal reasoning which these models and syséémgo capture involve
a number of stages. First, identifying the relevant featdioe resolving a new case. This
features are callef@ctors Defendant and plaintiff most commonly identify differdattors
in a case, more in line with their positions. Secondly, parihay argue over the factors that
should be used to describe the case. Once this is done thén@asenumber of reasons
to resolve it in one way and a number of reasons to resolvethaérother way. Thirdly,
precedent cases are introduced. Precedents represesityasbns where these competing
factors were weighed against one another and a decisionakag.t At this stage, if a
precedent is found by one of the parties (defendant or fixistich that it has the same
factors as the current case and such that it support theégppasition, this party may justify
its position by using this precedent. If no precedents éxacatch or subsume the current
case, parties may argue about the importance of the diffegen

Despite the great synergy between legal reasoning, as gsstided, and CBR, both
the theoretical workse(g. [45, 198, 37]) and the developed systeragy([29, 210, 22])
that addresses reasoning with legal precedents focusdtieirtion in integrating cases,
precedents, within the reasoning process, rather thaalpcproposing CBR applications.
Although in this kind of legal reasoning, past cases infleetie final decisions, the de-
gree of interpretation to which cases are subjected makiegeareent such aselving new
problems based on the solutions of similar past problemnsuitable to capture what past
cases represent in reasoning with legal precedents. Thiisisalone in [45] we believe it
is more appropriate to regard these works as formalisafamm®asoning with casesather
than CBR, as they are more communally referred to.

More in line with our approach is Sycara’s PERSUADER Syst2b]. This seminal
work combines concepts of negotiation and CBR. PERSUADERgses a mediated sys-
tem in which twohumanagents, one representingampanyand another th&rade union
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can negotiate over a contract intended to resolve labouagement disputes, where a con-
tract consists of a number of attributes such as salariesjg®es and holidays. The negotia-
tion begins by a contract proposed by PERSUADER based it gegon the participants’
submitted individual objectives. If the participants guictihe proposed contract the nego-
tiation ends. Otherwise, PERSUADER may either issue a newract or try to persuade
the agents to accept a proposed contract. To address thisag@n problem, the mediator
builds models of the two participants, this will help seldiferent persuasion strategies
intended to promote the agents’ perceived value of the tigscrealised by the contract
and demote the perceived value of the agent's objectivesnebtby proposed contract.
These persuasion strategies are realised through the ssibmbof arguments. Therefore,
for a given contract, the task of the mediator is to find thetrefiective argument that will
increase the agent’s perceived payoff for that contract.

These strategies not only involve choosing which issuesdtiess but also, how to
address them. Based on persuasion psychology [123] PER&ERBAd3sociates different
convincing poweto different kinds of arguments. In particular, argumentthittle or
non logical appeal may be selected because they are deefeetilyeffrom a psychological
point of view. For instance, arguments of the kitgpeal to a themsuch as The offer is
intended to help all of us, in AT&T to work together to buile thuture. Let's get on with
it!” are deemed very effective.

Arguments may be constructed from scratch (using objectie@h search and multi-
attribute utility) or extracted from a case-base, that iangi€BR. To use arguments from
the case-based, PERSUADER’s memory is organised so thatsimament are associated:
the addressed contract issue, the agent to which is intglndethe union or the company
agent) and which argumentation goal and strategy it fulfdlg. increase the importance
of an objective). Also is associated the kind of argumentribedies €.9. Appeal to a
themeor Appeal to universal principleas well as information about the effectiveness of the
argument depending on various external economic condition

Therefore, the idea is that given a new negotiation conRBXRSUADER can retrieve
from the case-based a list of arguments that have been upeglious similar negotiations,
indicating the target contract issue, the agent the argumaénmtended to persuade and the
intended strategy. That is, the CBR is used as a library afigusly used arguments at the
mediator agent’s disposal.

While valuable, PERSUADER’s approach deviates substnfiarm our purpose by
addressing primarily on strategies and the psychologiophct of the arguments in a com-
petitive environment. Furthermore, being a very early peap (ten years before influential
works in argumentation such as Dung’s argumentation fraorey80] or Walton’s argu-
ment schemes [231]), PERSUADER’s underlying argumemtatiodel is rather weak.

A somewhat similar use of CBR is proposed in [122] within tbatext of the HERMES
system [121] intended for collaborative deliberations agltumanagents. HERMES pro-
poses a structured forum, following the IBIS [138] traditi(see§2.2). Hence, arguments
can bepro or conan issue, or a statement, where arguments are written itexeéeHER-
MES’ CBR is intended to provide support to the users in expipprevious deliberations
(stored as structured discussion forums) and with a numbavailable filters, help the
user identify potentially useful arguments for their tardeliberation. One important is-
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sue of this proposal is that the CBR presented in [122] leavest of the reasoning cycle
unspecified.

Other works proposing CBR and some form of argumentatioricarexample [212] or
[168]. The former proposes the use of CBR to support automsnagents to negotiate the
use of their resources (sensors that track several molgitts)j In this work one agent may
require occasionally some resources (sensors) from adgedt for which she will have to
persuade her to share her resources. The CBR will help shkeeippropriate information
that will persuade that particular agent to collaboratee [Hber work proposes a collabora-
tive decision making among software agents framed as afatasisn problem. A solution
to a target problem is arrived to by properly classifying pineblem at hand into a solution
class, a set of similar cases that share the same solutich. dg&nt has its own case base,
containing different cases and thus yielding differenssification of the target problem.
Given a problem, the decision making begins with one of thentggproposing a classifi-
cation based on its stored cases. Other agents may thensprdffterent classifications
(counter-argue) or share cases which contradict a givessitization (counter-example).
Through thisargumentativeprocess agents help improve the quality of the initially-pro
posed classification.

Case Based Reasoning (CBR) has proven to be an appropi@atnmeg and learning
approach for ill-structured domains, where capturing esp&nowledge is difficult and/or
the domain theory is weak or incomplete. However, CBR d@atestill have to face prob-
lems such as having to decit®w to represent a cashat are the relevant factors for
comparing them antiow to retain new cases that encode, in a useful way, both the suc-
cess and failure of the cases’ proposed solutions. On trex bdnd, argumentation has
proven to be a suitable approach for reasoning under uitgrtavith inconsistent knowl-
edge sources, and in dialog based communication. Howemrerjroportant problem in
argumentation is©iow to reuse the knowledge encoded in the arguments used iropsevi
dialogs in a somewhat automated fashion. Applications fifteerlegal domain require high
degree of sophistication in human interpretation regardientifying what are the relevant
factors, in particular, cases are not added or updated afiwatty. Systems such as PER-
SUADER or HERMES rely on human agents to asses the relevdme&ieved arguments.

In the following sections we introduce the models CBRc, inchiprevious store®ro-
CLAIM deliberations can be reused to help resolve target defibesa where the full rea-
soning cycle can be automatised.

9.2 Introducing the CBRc

Once a deliberation regarding the safety of proposed abtsrconcluded, the tree of argu-
mentsT containsall the facts and actions deemedevantfor assessing the main proposed
action’s safety, from the view point of domain experts, @liites, regulations and past
collected evidence. Furthermore, if the proposed actiae#&mned safe and eventually per-
formed, T can then be updated by the appropri&tds so as to record the actual outcome
of the action’s performance. For instance, if the recipiefa lung of a donor with smok-
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ing history and no chronic obstructive pulmonary diseaseR0O) rejects the transplanted
organ, theR A updatesT so that argument? is preferred toA3 as depicted in figure 9.1.
That is, theRA changesT from that in figure 9.1b to that in figure 9.1c. Note that after
this update the argumentsThare no longepresumptiveout explanatoryin nature. These
arguments describe the actual outcome of the performeghadind so, the updatefi can

be reused as evidence for resolving future similar deliimrs, which is the CBRc's role.
Indeed as we discuss §9.3 the produced tree of arguméhts what best represents a case

in the CBRc.
A1 A1 A1
Transplant Transplant Transplant

A1: Transplant the donor’s 1ung to the recipient

A2:The donor’'s s_h will cause a graft failure

A3: There will be no graft_failure because the
donor has no_copd

QO Justified Argument
A3 A3 (O Defeated Argument
b) No COPD c) No COPD O Defensible Argument
Figure 9.1: The tree of argumerifsencoding the reasoning regarding the safety of a lung
transplant when the donor has a smoking history but no COPD

There are two aspects of the schemes defined here thatafieciiBRc'’s task:1) the
specificity of the schemes in the ASR (as describe@7inand?2) that relevantfacts and
actions are introduced in a structured fashion, each gsirgli¢and introduced step by step.
The schemes’ specificity allows to efficiently identify pati@lly similar cases. The idea
is that cases in which the same specialised schemes (regguatiterns) were used, may
be similar. Thus, by organising the case-base in terms ohipement schemes, a set of
broadly similar cases can effectively be retrieved. Thetaspect of the schemes facilitates
a more detailed comparison between cases on the basis afitegity between the cases’
introducedelevantfacts and actions. We illustrate with the above example tftmmmedical
scenario.

Suppose the deliberation consisted only of the argumamisA2 and A3 depicted in
figure 9.1. All three arguments instantiate the schem&%$;, AS27 ,r1 and AS37 511
(see§7.1) encoding the following reasoning pattern:

—An organO was intended for transplantation, and while the donor'sdition P1was
considered as a risk factor for causing a graft failure, tlendr's conditionP2 was thought
to minimise this risk

Thus by retrieving all the deliberations which consistedhaise three schemes we ob-
tain cases that are already quite similar to our target c8senow, if we take from these
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past cases those where the orgais al ung, the conditionP1 is similar! to s_h and
where the treatmerm2 is similar to ~COPD, we obtain the desired set of cases from which
to evaluate the target case on an evidential basis. Thuse td schemes are used as a
heuristics for a first, broad case retrieval, the similabiggween cases is ultimately derived
from a similarity between the facts highlighted as releviantthe decision making. This
process, which is part of the CBRc reasoning cycle, is dasdrin detail in§9.5. In this
same section, we also describe how, having retrieved ttaf sihilar cases, represented by
trees of arguments, the CBRc can derive its preferenceramssigt on mutually attacking
arguments. The retrieved trees of arguments represers edme the action was already
performed, and thus it only contains asymmetric attackshénexample this may results
in two types of retrieved trees of argumeriis’t, where the argumentsmilar to A3 asym-
metrically attacks and so defeat thasmilar to A2, i.e. the action was successful; afid,
where the argumentsmilar to A2 defeat thosesimilar to A3, i.e. the lung was rejected
despite the donor not having have had a COPD. If the incideh@&" casessignificantly
outnumber thél'~ cases then argument3 would be deemed preferred #2, otherwise
either argument2 would be deemed preferred #3 or, if there is not enough evidence so
as to prefer one argument over the other, their conflict withain unresolved. In this same
process, where past cases m@gsedto resolve a target deliberation, the CBRc may propose
the submission of additional arguments, this is furthecused ir$9.5.2.

Assuming the proposed action is performed, the CBRc reagayicle concludes when
the outcome of the action is fed back into the ca%gand then, thisevisedtree of argument
is retainedin the CBRc’ memory. Then this resolved case can lateetr@vedandreused
to help solving similar target cases.

Having sketched out the basic ideas on how the CBRc opelates, now describe each
of these aspects in more detail. Let us begin by introdudiegXBRc’s case description.

9.3 Case Description

A case inProCLAIMis mainly defined by the tree of arguméhand the set of fact€ » con-
structed during the deliberation, which may be updated atea ktaged.g. after the pro-
posed action is performed). So to recdlljs a tree of interacting arguments (a Dung-like
graph) where each argument instantiate a scheme of the A8k @/ is the set of facts
the P As have submitted during the deliberation. The broad ideaaisTt indicates which
are the relevant factors for the decision making (and sodardse comparison) aridk is
attached to the case description to provide additionalextmél information when adapta-
tions are required as we discus$t5.2.

We would also like to add a notion of evidential weight to tlesctiption of a case. Note
that once a deliberation concludes, the proposed actiothisreleemed safe or unsafe. If
deemed safe, the action may then be performed. Once an &performed, the outcome
counts as evidence for the action’s safety. As we will seg9is.3, theP As directly in-
volved in the action performance, will feedback the relévauicomes of the performed
action intoT. This time, howeverP As’ submitted arguments are no longeesumptiven

"We discuss the similarity between facts, actions and argtstie§9.4.
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nature but theexplainthe reasons why the action turned out to be safe or unsafeéhén o
words, arguments submitted after the action is performedbased on evidence, andBs
associated with performed actions carry an evidential iteig/e can thus denote &sthe
phaseat which the action assessment is made, where pghdsaotes assessments made at
deliberation time and so carrying no evidential weight, ahgre assessments made at later
phases ¥ > 0) will have associated more evidence.

At the transplant scenario we define three phases: 0 for the initial, on deliberation,
assessmentf’ = 1 for assessments made after the organ is extracted from tier tat
before it is implanted into the recipient aitl= 2 for assessments made after the organ is
implanted into the recipient. Hence, cases with= 2 carry more evidential weight than
cases with?" = 1, while cases withF" = 0 do not provide any evidence. In future work we
intend to define a more fine grained distinction among caspbasgel’ = 2 distinguishing,
in particular, between long and short term survival success

Therefore, a case descriptionPmoCLAIM s defined by the tuplexT, Cg, F' >.

9.4 The CBRc’ Memory Organisation

The case base is organised as a hierarchical structure bagbd cases’ associated trees
of arguments. This hierarchical relation accounts onhtlierstructure trees of arguments,
ignoring both the schemes instantiation and the directichevattack relation. In order to
define the case base organisation we must introduce thevintadefinitions.

Definition 9.1 Let T be a tree of arguments, each argument instantiating scherihtse
ASR. Let us defings as the canonical projection df which removes frorfl' the schemes
instantiation and the attack relations. Thatis;(T) is an undirected tree labelled only with
the schemes’ and CQs’ ids.

Let us now considei’; and Ty be two trees of arguments, we can define the partial
ordering <g such that:

T, <sTy ifand only if pgs(T;) is a subtree ops(T2).

In the above section we have described a case as the&pl€r, F' >. To refer to a
case’sC' associated tree of arguments we writee(C'). Let C'1 andC2 be two cases such
that ps(tree(C1)) = ps(tree(C2)), then we say that in both cases the same reasoning
lines were used. Returning to the example illustrated inréidul, let us takeéree(C'1)
andtree(C2) to include only the chain of schemésS1r — AS27 4y — AS37r g1.1. Any
caseC'3 such thatree(C1) <g tree(C3), would contain the chaidlS1y — AS2p 441 —
AS3r 4711 and at least one more argument, in reply to either the inatant of AS1r,
ASQT_gfl or AS3T_gf1_1.

This structural relation among cases allows the CBRc osgaraises based only on the
used chain or reasoning.
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Definition 9.2 LetC' B be the set of all cases in CBRc. [Jebe the set of all tree structures.
Thatis7T = {T | T = ps(tree(C)),C € CB}. LetF afunction such that, fof" € T,
F(T)={C | C € CB,ps(tree(C)) = T'}. Then, we organise the case base as a tuple:
< M,=>, whereM = {<T,F(T)> | T €T} and =< isa partial ordering such
that< T'1, F(T1) >=<< T2, F(T2) > if and only ifT'1 is a subtree of 2.

Hence, for any given cage we can obtain the set of all cases, that share the same negsoni
lines withC' be retrieving the tuple< pg(tree(C)), S > M. Through the partial ordering

< we can retrieve all cases which subsume the reasoning IsskinC', which is the first
step in the CBRc reasoning cycle.

9.5 The CBRc’ Reasoning Cycle

9.5.1 Retrieve

The reasoning cycle begins with the retrieval process, iithyhgiven a target problem

the relevant cases for solving it are retrieved from the Eesse. Before we describe the
retrieval process we must first provide some definitions.altigular, we introduce a notion

of cases similarity, which is based on a distance measurvecbetthe terms instantiating
the schemes and CQs.

Definition 9.3 LetO be the ontology whose terms instantiate the argument schef#SR.
We assum@ to have a tree structure, with its nodes being the terms obtitelogy and

with weighted edges representing the distance betweers t&kfm take the children of node,
to bemore specific thaits parent.

a—S Viridans, S. Mitis,....

3 Streptococcu ) )
2 _1_ S.Iniae, S. agalactiae, S. pyogenes,...
— Actlnobacterla
|
| H
Bacteria—| Lactobacillale: —— Streptococcus bovis
——————— Bacili 2

5 BaC|IIaIe

Enterococcus— Enterococcus faecalis

‘—Thermotogae

Figure 9.2: Fragment of a medical Ontology

Figuré 9.2, depicts a fragment of a medical ontology. For convergen refer to a term of
the ontology we will writet € O.

2Extracted from the Bacterial Bioinformatics Resource @e(PATRIC): http://patricbrc.org/. The numer-
ical values are only for illustrative purposes.
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Definition 9.4 Lett1,t2 € O, we denoteLC'A(t1,¢2), thelower common ancestaf ¢1
and¢2. Letpath,(t1,t2) be the sum of the weights of the edges connecting the two nodes
t1 andt2. Then, distance between two tertiist2 € O is defined as:

do(t1,12) = max(path,,(LC A(t1,12),t1), path, (LC A(t1,t2),t2))

According to figure 9.2 the distance between the two typesofdriasstreptococcus viri-
dansand enterococcus faecalis 6. The lower common ancestor of these two terms is
lactobacillalesand the maximum value qfath,(s_vi ri dans,| act obaci || al es)
andpath,(l act obaci | | al es,ent er oc_faecal i s)is 6. Similarly, we can derive
from figure 9.2 thabp(s_vi ri dans,s_bovi s) =3.

For terms that need not be compared because they are patieslof each case. Such
as the donor and recipient in the transplant scenario, ttardie between two instances
would always be zero. That is, for any two dondtsandd?2 or two recipients 1 andd2,
thendp(d1,d2) =0 andip(r 1,r 2) =0.

In order to define the distance between arguments, let usseptrargument instatiation
in a more convenient way. The arguments instantiating seBahthe ASR, can be written
as:AS.id(C, A, R, A, S, g), whereAS_id is the scenario specific scheme’s id &hd4, R,

A, S andg are respectively the local context of facts, the local canéactions, the intro-
duced set of facts, the introduced set of actions, the satlefeffects and the undesirable
goal. ThusC, A, R, A, S andg are the scheme’alS_id instantiation. For convenience,

let us rewrite this instantiated arguments &S _id(z1, ..., z,) wherez; (i € [1,n]) are

the terms that instantiate the scheme. Similarly, we der@g_id(r) as the instantiation

of the CQCQ_id, wherer is the challenged fact. The distance between two arguments
instantiating the same argument scheme is defined as follows

Definition 9.5 Let A1 and A2 be two arguments instantiating schem#8. That is,
AS(z1,...,xzy) and AS(y1, ...ym) Where thex; (i=1,..,n) andy; (j=1,..,m) are the terms
of O with which the schemd.S is instantiated. Becausdl and A2 instantiate the same
schemep = m. The distance between the two arguments is defined as:

Sarg(AS(z1, ..., xp), AS(y1, .--yn)) = mazl_, (o (xi, vi))
darg a@lso applies for CQsd,o(CQ-id(rl), CQ-id(r2)) = do(rl,r2)).

The distance between two trees of arguments, sharing the salnemes, can now be
computed, and thus a notion of similarity between cases eatebned.

Definition 9.6 Let Ty and Ty be two trees of arguments such tiat=¢ T>. Thus both

ps(Ty) andpg(Ty) are equal, with their nodes being-go, . .., arg,. Then, the distance
betweeril'; and T is defined as:

3(T1,T2) = max}_(Oarg(argi(z1, ..., Tm,), argi(Y1, ... Ym,)))-
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Given a real numbek > 0 we can say that two trees of argumerils, and T, are
k-similar if and only if T1=gT, andd(T;,Ty) < k.

We say that two cas&sl and C2 arek-similar if tree(C'1) = tree(C2) are k-similar.

It is worth noting that when two arguments, sdy and A2, are compared it is within

the context of the trees of arguments they belong to. Here@mly terms that must be
compared betweed1 and A2 are the introduced set of facts and actions4 and the set

of side effectsS. In other words, the local context of fagfsand actions4 can be ignored

as their content is compared when comparing the argumenthitth A1 and A2 reply

to. The undesirable goalg can also be ignored since they are embedded in the scheme
the arguments instantiate. In what follows, we will writeetechemes’ instantiation as
AS;d(zq, ..., zp) With x4, ..., x,, the free variables of the schemes, which are the only terms
that need to be compared.

Note that thek-similarity between trees of arguments is independent fitwerdirection
of the attack relations. Thus, for simplicity we will assumehis section that the trees of
arguments are non directed. The direction of the attackioal®becomes important at the
reuse process, which we describe in the following section.

To illustrate the notion ofc-similarity, let us take four case§;, Cy, Cs, Cy, de-
picted in figure 9.3, in which a kidney has been transplantétle four cases are such
thatpg(tree(C;)) = AS1p — AS27 inf1 — AS57.np fOri =1, ..,4 and so share the same
reasoning line (se&7):

—An organO was intended for transplantation. The donor had some cimmd®1 which
would bring about a severe infectid?? in the recipient. Treatmerit for the recipient was
proposed to prevent this infectien

In C; the donor had atreptococcus viridans endocardiiedpenicillin was used to prevent
thestreptococcus viridans infectian the recipient. Cas@; is identical with the exception
that the infecting bacteria wasstreptococcus bovigistead of aviridans In the third case
Cj3 the donor had a more resistant bacteeaterococcus faecalisvhich required a more
intensive antibiotic, which igeicoplanin In the final cas€”, the donor hadspergillosis a
fungal infection caused baspergillus The proposed treatment in this case wascona-
zole[226].

With the distances illustrated in figure 9.3 we can derive ftaandC, are 3-similar,
sinced(tree(Cy),tree(Cy)) = 3. Cy andCs are6-similar, while C, andCy are only55-
similar. Thus, if we take for instance a threshséldthen whileC, Cy and C3 would be
deemed similar whil€'4 would not.

The use of existing ontologies for arguments comparisomoa starting point. Terms
that are neighbors in an ontology are likely to share impgaoperties. However, in future
work we intend to address this assumption with more care.

Besides the notion of-similarity which will allow to retrieve those cases whidhase
similar arguments, we have to introduce further notation and digfivstfor the retrieval



9.5. THE CBRc’ REASONING CYCLE 171

C1 D1
AS1.(kidney) AS1;(kidney) AS1(kidney) AS1 (kidney)

A1 B1

A2 B2
ASZT_inf1 (sve,svi) ASZT_inf1 (sbe, sbi)

A3 B3 C3 D3
AS5T_inf1 (penici) ASST_inf1 (penici) AS5T_inf1 (teicop) AS5T_inf1 (voricon)

Case C1 Case C2 Case C3 Case C 4

C2 D2

AS2 AS2

T_in”(efe ,efi) T infl (esperg, esperq)

d,(sve,sbe)=3 § (sve,efe)=6 § (penicil,teicop)=5

d,(svi,sbi)=3 § (svi,efi)=6 J (sve, esperg)=55

Figure 9.3: Four cases sharing the same reasoning line veowsth different instantia-
tions.

of cases that may contain additional arguments, potentielevant for the target problem.
Suppose for example that the associated tree of argumentanfet case”, depicted in
figure 9.4 is such that it contain only the two argumeafsl (ki dney) and

AS27 np1(sve,svi ). Despite the fact that casé€g, C, andCs are relevant for solving
the target cas€’, only with the notion of case similarity introduced so farsgbeases would
not be retrieved. This is becaugg(tree(C,)) # ps(tree(C;)) fori =1,..,3

Definition 9.7 LetT; and T, be two trees of arguments such tHat <¢Ts. Let, Ty, the
subtree ofT, such thatT; =gT9..s, then:

T, jDkTg if T; andTay,, are k — similar.

Figure 9.4 depicts thee trees of arguments associated tadex",, C;, andC. such that
tree(C,) =p, tree(Cy) =<p, tree(C.), k > 0. Let us suppos€’, is the target problem
and(C, andC,. are two retrieved cases. It is clear th@f is relevant as it highlights the
same facts as relevant. However, the retrieved €ase only relevant in so far the donor at
the target problem has Hepatitis C. If indeed the donor hgsmtites C, then argumerit'4
should be reusedapplied on the target problem. Otherwis€, should be discardéd To
capture this notion let us introduce the notion of applitigbi

Definition 9.8 Let T be a tree of arguments, and Igtcts(T) be the set of all facts intro-
duced inT. Then, forK > 0, we say thafl' k-appliesto a caseC = <Ty,Cr, F' > if and

We discuss ir§9.7 whethelC.. could still be reused with some adaptations.
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A1
AS1;(kidney)
A2 B2 Cc2
ASZUn”(sve ,svi) ASZUn”(sve ,svi) ASZUnﬂ (sve,svi)
B3 C3
ASSUnf1 (penici) AS5Unf1 (penici)

Case C Case C Case C
a b Cc

C1
AS1;(kidney)

B1
AS1;(kidney)

Figure 9.4: Three trees of arguments witlhe(C,,) <p, tree(Cy) =p, tree(C.)

only if Vrl € facts(T) 3r2 eCp such thatdp(rl,r2) < k, and we write it asl apply;
C.

As discussed aboveee(Cy) is k-applicable orC,, for £ > 0. On the other hanti-ee(C,)

is k-applicable onC, only if the context of facts associated €%, there is a fact similar
tod_p(d, hcv). Another example is depicted in figure 9.5. In this examplecasm see
that, while Ty apply, Cr, for k > 6; T, does not apply t@'r because there is no fact in
Cp similar tod_p(d, nmet ast asi s).

With the above introduced notation and definition we can noveged to describe re-
trieval process. Let us suppose the target casgris <Tr, Cr,, 0 >. The retrieval pro-
cess mostly takes into account the target case’ tree of amisfi. In particular, it takes
into account a subtree afy in which all the chain of schemes starting from an argument
introducing a complementary action proposal are removédt iE, arguments instantiating
schemeAS5 and their children are removed. The reason for this is thatctire aspect
that makes two cases similar is that they share the sameantlacts. The complemen-
tary courses of actions may be ignored at an early stage efaasparison. Figure 9.5,
illustrates the tree of a target cdBe and its trimmed versioff’;.

Let C'B be the set of all case€;r = <T7, Cr,, 0 > the target case arifj, the subtree
of T to which the branches starting with arguments instantiatithemeA.S5 have been
removed. Then the retrieval process involves these thegps:st

1. Retrieve a seRk1 containing all cases that include the chains of reasonieg us
the target deliberation up to the introduction of completagnaction proposals. It
should be noted that this first process is a basic query to dise Base memory:

Rl ={c | ce CB, T; <g tree(c)}
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Target case C, tree of arguments T, Target case C, context of facts

r— - - - —_ = — — — 1 C

- = {d(av_org(d,kidney),p_recip(r,kidney)),d_p(d,sve),
| d_p(d,cancer_hist),d_p(d,basal_c),p_r_p(r,pen_allergy)}

Transplant
| Arguments description

| A1, B1,C1: Transplant the donor’s kidney to the recipient

A2

History of Cancer [ -AS1 (kidney)

2T A2, B2,C2: The donor’s cancer history will cause the recipient
to have cancer

-AS2

T onort (cancer_hist, cancer)

History of basal cell
skin cancer

penicillin A3: The recipient will not have cancer because the donor’s

specific cancer was a basal cell skin cancer

—ASSSTJmr1 (basal_skin _c)

A6
allergy to
penicillin

B3: The recipient will not have cancer because the donor’s
specific cancer was a nonmelanoma skin cancer

—ASSSTJmr1 (h_nonmel skin c)

C3: The recipient will not have cancer because the donor’s
specific cancer was a squamous cell skin cancer

-AS3s

B1
Transplant
T_cnm(squam_skin_c)

A4: The donor’s streptococcus viridans endocarditis will cause a
streptococcus viridans infection to the recipient

-AS2

B2

History of Cancer, )

T_inﬂ(sve ,svi)

B4: The donor’s streptococcus bovis endocarditis will cause a
streptococcus bovis infection to the recipient

-AS2 sbe, sbi)

B3

History of nonmelanoma
skin cancer

B5

penicillin TJnﬁ(

C4: The donor’s enterococcus faecalis endocarditis will cause a
enterococcus faecalis infection to the recipient

-ASZT_inf1 (efe,efi)

B7
metastasis

A5,B5: The recipient infection can be prevented with penicillin

b) Tree of argument T, -AS5

T oy (Penici)

C5: The recipient infection can be prevented with teicoplanin
-AS5.

7 iniy (te1COP)

A6: The recipient is allergic to penicillin which may cause the
recipient to have anaphylaxis

-AS2. . . (pen_allergy, anaphylaxis)
C2 -
History of Cancer, B7: The donor’s metastasis will caus the recipient to have cancer
—ASZUnfLZ(metastasis, cancer)
C3 c5 Distance between terms

History of squamous
cell skin cancer.

teicoplanin

3. (sve,sbe)=3 5 (sve, efe)=6 § (svi, sbi)=3 § (svi,efi)=6

o, (penicil, teicop)=5 § (basal_skin_c,squam_skin_c)=3
) Tree of argument T,
Cc

o (basal_skin_c,h_nonmel_skin_c)=3

Figure 9.5: An example of a target caSe and two potentially relevant trees of arguments
T, andT,. Note that whileTr Zp,T;, fori = 1,2, for anyk, T; <p,T; , fori = 1,2,

for k > 6. On the other hand, whil&;y apply, Cr, T1 does not apply ta@’; because
d_p(d, net ast asi s) is not similar to any fact itC »



174 CHAPTER 9. PROCLAIMS CASE-BASED REASONING COMPONENT

2. Given a threshol& > 0, retrieve fromR1 the subseiR2 which contain only those
cases which have highlightédsimilar facts to those iff;:

R2={c | c€ R1, T, <p tree(c)}

3. FromR2, retrieve only those cases which associated trees of argarapply to the
target case:

R3 ={c | c€ R2, tree(c) applyy, Cr}

The setR3, contains all the cases 6fB relevant for resolving the target caSg. All
cases inR3 contain the reasoning lines usedTi. All the facts deemed as relevant in
T, have also bee deemed relevant in the case’3pfor facts which are similar enough.
Furthermore, all the arguments used by the caseR3irare all applicablein the target
situation.

9.5.2 Reuse

The reasoning cycle continues with reuse process, in whtiwgion is proposed based
on the retrieved cases. Each cas&8fencodes a possible solution to the target problem.
In this section we show how these cases can be used to proposgeasolution proposal.
In particular, how additional arguments may be proposechbyGBRc based on past sim-
ilar cases, and equally how a preference relation betwednathy attacking arguments is
derived from the retrieved cases.

In the above section we have introduced the notion ofapplicability of a tree of
argument on a case. Let us napplythe retrieved trees of arguments on the target case.

Definition 9.9 LetT be a tree of arguments ard = <T, Cg, F' >, such thafl k-applies

to a caseC for a givenk > 0. Theapplicationof T over Cr, denoted asipply(T, Cr),
results in a tree of arguments equal Tobut which instantiating facts are replaced by the
facts inCr. Thatis, each fact; € facts(T) is replaced by the corresponding fagtcCr,
with 6o (r1,72) < k% Wherefacts(T) is the set of all facts introduced Ih.

By applying the trees of arguments B8 to the target case, the CBRc adapts those retrieved
cases to accommodate to the target situation. Namely, ddtie drees of arguments in
{apply(tree(c),Cr) | ¢ € R3} encode a possible outcome of the target deliberation. The
idea now is to merge all these proposals into a single treegof@ents. But, we want to do
this taking into account the evidential support of each psagl solution. Broadly speaking,
trees of arguments shared by many cases would have a strevigential support than

“We are assuming that for the givénthere do not exist,, , € facts(T) such thato (re,rs) < k, nor
re,rq €ECpsuch thabo (re,rq) < k
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those trees shared by only a few cases. It would seem nalatadhis distinction should
have an effect on how these trees of arguments are put tegethe

Let us consider the target ca6g and let us denote &g, the set of all potential solu-
tions derived fromR3. That is7; = {apply(tree(c),Cr) | ¢ € R3}. Let us also consider
F to be the set of all defined phases (efFg= {0, 1,2}). And finally let f(T, F') = {<T\,
Cp,F > | <Ty, Cp, F >€ R3,apply(Ty, Cr) =T}, for Te T;. Then we can group
all cases into a set of provisional solution proposals:

SPy={<T,S,F> | Te T;,F € F,S = f(T,F)}.

Therefore, an element &5, is a tuple<Ty, Sy, Fo > wheresSy is a set of cases that share
a similar tree of argumerity, and all cases it%y have been resolved in the same phage

In particular, not only all cases ifly arek-similar, but they all had the same outcome. The
attack relations of their associated trees of argumentalbegual. Note that we can obtain
a notion of evidential support for a givély by taking into account the number of cases in
Sy and the associatek.

We will assume that there is an application specific functidnch, given the tuple
<T, S, F >, it gives theevidential support associated to the solutidh. We will denote
this function a=V (T, S, F') and we wil assume as well th&Y/ (T, S, F') € [0, 1). Broadly
speaking, the idea is that the largét and F' are, the closeEV (T, S, F') would get tol,
indicating a greater evidential support.

While the values ofS| and F' provide some notion of evidence, there are also other
aspects that should also be taken into account when congpiénevidential support. For
example, the actual distance between the casésand the target case. If all cases in
S are identical to the target case, the evidential suppomtldhme higher than if all cases
are exactlyk-simialr but not(k — 1)-similar, for anyk > 1. Another aspect to take into
account is the actual outcome of the proposed action, ifdhgarformed. For an action to
be deemed safe the successful outcomes should outhnumbfarltines, particularly when
dealing with safety critical actions.

Once we assume a functidiV' (T, S, F') € [0,1) we can consider a threshold value
Sufey € [0,1) such that ifES(T, N, F) > Suf., then we say thal' hassufficient evi-
dential support.

With the notion ofsufficient evidential suppomve can filter out from the sef P, all
the T which have not gathered sufficient evidential suppaety if F = 0, or |S| < 5).
Namely, if we takeSP,, ES(T, S, F') andSuf., as described above, we can then consider
the set of solution proposals as:

SP={<T,S,F > | <T,S,F >€ SPy,ES(T,S,F) > Sufe,}

Each element of the sétP is not only a solution proposal but has sufficient evidential
support. Figure 9.6 illustrates the seP of target case. In this example, we can see that
the attack direction of each proposed solution may be in iobnfibr instance, argumeni4
is preferred taA5 in T1 but not inT2. There may be arguments KP not accounted for
in the target casee(g. argumentsA6 and A7 in T3) but there may also be the case that
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arguments in the target case are nafif, such as argument5 of the target case.

In order to ensure that all the arguments of the target tas€C'r) will be at the pro-
posed solution, we defing€P* = SPU < tree(Cr),{Cr},0 >. Each tree of arguments in
SP* is by definition an argument framework Arg, Attack > with Arg being the argu-
ments anddttack the attack relation. The solution proposal will be definedraargument
frameworkSol 4 = < Argg, Attackg > together with a preference function between argu-
ments. Let us now define the solution’s argument framewsailk » = < Argg, Attacks >

Let {< Argo, Attacky >, ..., < Arg,, Attack,, >} be the set of all trees of arguments
of SP*. ThenSol4r =< UiE[O,...,n] Arg;, Uie[o,...,n} Attack; >

The target case’s tree of arguments Sol .= <Arg,, Attack.> Sol= <Arg,, Attack,, Pref>

A1 A1 A1
Transplant Transplant Transplant

History of Cancer,

pref(A7, A4)=0.6

A6
History of basal cell
skin cancer

A6
History of basal cell
skin cancer

A5
allergy to
penicillin

A5
allergy to
penicillin

A6
allergy to
penicillin

The target case’s context of facts: €, = {d(av_org(d,kidney), p_recip(r,kidney)), d_p(d,sve), d_p(d,cancer_hist),
d_p(d,basal_c_hist), p_r_p(r,pen_allergy)}

d)

A6
History of basal cell
skin cancer

History of basal cell
skin cancer

History of basal cell
skin cancer

A5 A5 A7 A5
penicillin penicillin teicoplanin penicillin

<T1,51,2> with |S1|=56 <T2,52,2> with |S2|=6 <T3,53,2> with |S3|=16 <T4,54,2> with |S4| =183

Figure 9.6: Construction of the proposed solution for agapgoblem.

Note that all arguments in the target casee(Cr) are in Argg and potentiallyArgg
may contain additional arguments. Figure 9.6 depicts thmdéworkSol 4 for the target
case in the transplant scenario. In the depicted examplathet case refers to a kidney
transplant of a donor with a streptococcus viridans endiiitsirand a history of basal cell
skin cancer. Theé® As have concluded the deliberation deeming the organ as abfevior



9.5. THE CBRc’ REASONING CYCLE 177

transplantation believing on the one hand that the histbigancer was a contraindication
and that the infection caused by the bacteria could not bigatéd because the recipient
is allergic to the proposed treatment. From the retrievesbsalepicted in figure 9.6d as
grouped inS P, two additional arguments are proposed. The additionalraemt are con-
tained inSol 4 (see figure 9.6b). These are argumdftindicating that for this particular
case of cancer the disease should not be transmitted, amehe@ngA7, proposing an alter-
native prophylactic treatment to prevent the bacteriadgtibn. The final step is to assign a
preference relation between the mutually attacking arguisne

Definition 9.10 Let<T, S, F' >€ SP then, for any two argumentd1 and A2 of Solar
we can define the function:

ES(T,S,F) if A1 asymmetrically attackg2, in T

ESarg(T, AL, A2) = { 0 Otherwise

Note that, in particular, if eitheA1 or A2 are not inT, thenES,,.,(T, A1, A2) = 0.

Definition 9.11 LetSolar = < Argg, Attacks >, (Al, A2) € Attacks and{Ty,...,T,}
the set of all trees of arguments §P, then we define the preference function between ar-
guments as:

pref(Al, A2) = Yicpr,. ) ESarg(Ti, AL, A2) - Yy, ) ESarg(Ti, Al, A2)

WhereX. is an application specific aggregation function frgf1]™ into [0, 1]. (e.9. Max)
Hencepref(Al, A2) € [-1,1]

The closerpref(Al, A2) is to 1 (respectively to 1), the more evidence there is that
should be deemed preferred A2 (resp. A2 preferredA1l). Whereas, ifpref(Al, A2) is
close to0 there is not enough evidence so as to deem one argument es@adb the other.

To conclude, a solution to the target c@sgis a tree of arguments associated with the
preference function between the attacking argumentsjghat

Sol = < Argg, Attacks,{< Al, A2, pref(Al, A2) > | (Al, A2) € Attacks} >

Figure 9.6c illustrates the solution for the target casdéutling the additional arguments
and the preference between arguments. This tuple is retloyéhe CBRc as the solution
to the evaluation of the target caSg, and it is integrated into the argument evaluation as
described irg8.

Typically, to a case description there is attached a notfosuocess or failure of the
applied solution [19]. This enables to select those sufdesslutions and prevent those
which have failed. In our case, the success or failure of pgsed action is embedded in the
cases’ associated tree of arguments. In particular, theess@nd failure of a cases proposed
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solution is given by the dialectical status of the argumeptresenting the decision. If a
proposed solution turned out to be unsuccessful, shiftieglirection of the attack relation
may be enough to capture the actual outcome. This we diseuiss following subsection.

9.5.3 Revise

Once a solution is proposed, it must be tested in the reabwaéitstly, the solutionSol is
integrated into the ongoing deliberation, both in the forfna preference relation between
arguments and possibly with the submission of additiorgliaents. The sole deliberation
process my further alter the case descriptioa. the tree of arguments and the context of
facts). Eventually, the deliberation concludes with a sieci to either perform the proposed
action or not. If the decision is not to perform the actiorertlthe tree of arguments will
suffer no more changes and will be retained in the Case Babelivi= 0. Otherwise, if
the action is eventually performed, tlieds responsible for the action enactment will have
to updateT to account for the actual outcome. This is done, following same rules of
the deliberation dialogue defined i, however in this occasion thBAs’ endorsements
are conclusive. This is because tRels are explaining what the outcome really was. De-
pending on the stage of the action performance thafltlie revised theF' will take the
appropriate value, and eventually the case will be includdte case base memory.

A6

History of basal cell
skin cancer

A6

History of basal cell
skin cancer

A7
teicoplanin

A6
allergy to
penicillin

A6
allergy to
penicillin

Figure 9.7: Two possible outcomes of the intended transpnMetastasis was found on
the donor at phase F=1, b) Teicoplanin was not effectiveemgmting the bacterial infection
on the recipient.

If we assume the solution proposed in figure 9.6c was accdytdide P A, and so the
transplant was deemed safe, the transplant unit resperfsitithe potential recipient would
eventually proceed to extract the kidneys from the donaguife 9.7 depicts two negative
outcomes of the transplant process. In the first case, @gbint9.7a the transplant unit
discovered during the extraction phase that the donor hadstasis. This substantially in-
creases the risk of cancer transmission to the recipienttarg] the transplant is aborted.
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In the second case, depicted in 9.7b the transplant unitrhplamted the kidney into the
recipient but was unable to prevent the bacterial infectmthe recipient. Another possi-
bility is, of course, that the transplant had a positive oote and was successful, requiring
no edition of the tree of arguments. In any of the three cdbesevised target case would
then be retained by the CBRc. In the first case with- 1 whereas in the two other cases
the phase would be set f0 = 2.

9.5.4 Retain

The goal of this process is to store the resolved case in tiieomyeso that it can be reused
to solve future similar problems. Let us suppose now thatdiget case’r is has been
solved and revised. Thetain process is rather simple, if the tuptepgs (tree(Cr)), S > is

in the case base memoryy is added teS. Otherwise, the tuple pg(tree(Cr)), {Cr} >

is added to the memory.

While the reuse of previous cases to resolve target detibagais the main functionality
intended for the CBRc, in addition, it is also to help decige an evidential basis, whether
a submitted argument properly instantiates the argumémensa it uses. This we describe
in the following section.

9.6 Argument Validation

The argument validation process definedAsgCLAIM is intended to prevent the inclusion
of spurious arguments into the deliberation. To perforrs thdlidation process th&/ A
references the three knowledge resources: DCK, AEM and CBRsubmitted argument
Al is accepted if it complies with the guidelines and regufaio That is, it has to be
validated by the DCK. Exceptionally, if the argument is natidated by the DCK it may
still be accepted if theP A that submitted the argument is trustworthy (validated kg th
AEM) and/or if similar arguments have been used in the past is, validated by the
CBRc.

Definition 9.12 Let T be the deliberation’s tree of arguments. L&t the submitted argu-
ment. Lefl 41 the path of arguments connecting argumdrtwith the root argument df.
Now, given two threshol& > 0 andV > 0 then:

ArgumentAl is validated by the CBRc if and only|i#al| > v for Val = {¢ | ¢ €
CB,T a1 <p, tree(c)}.

That is, if arguments similar tell have been used sufficiently many times in the past in
similar context, then the CBRc will validate the argument.

9.7 Discussion

In this chapter we have presentBdoCLAIMs Case-Based Reasoning component. In so
doing, we have shown how past stored deliberation can bedeéaoorder to resolve similar
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target problems. A fundamental aspect for the definitiorhef €BRc is the fact that the
trees of arguments produced ilPeoCLAIM deliberation encode most of what is relevant
for the decision making. When a deliberation concludes ptiogluced tree of arguments

T contains all the factors deemed relevant by domain expguidelines and regulations.
WhenT is evaluated by the CBRc it will also account for those faxteemed relevant in
previous similar cases. Furthermofemay embeds the actual outcome, whether successful
or not, of the proposed action, if eventually performed. dmtigular, this allows to define
the case description as the tupt&,Cr, F' >.

When introducing the case-base memor{9m as well as the case-based reasoning cy-
cle in§9.5 we have highlighted two important featuresPodCLAIM's specialised schemes
that are also central for the CBRc: these &y¢he specificity of the schemes in the ASR
and2) thatrelevantfacts and actions are introduced in a structured fashicaeh) sengled
out and introduced step by step. The former allows to effilyiedentify potentially similar
cases. The idea is that cases in which the same specialisethes (reasoning patterns)
were used, may be similar. Thus, by organising the casedibasems of the argument
schemes, a set of broadly similar cases can effectivelytbewved. The latter aspect of the
schemes facilitates a more detailed comparison betwees casthe basis of the similarity
between the cases’ introducealevantfacts.

We should also highlight the convenience of Dung’s [80] angat graphs for the defini-
tion of the CBRc. The attack relation between argumentsigesva natural way to encode
the final decisions of the deliberation and the outcomes @fatttions, if eventually per-
formed. Thus, the solution is naturally embeddedl'jrrequiring no additional feature to
represent the solution in the case representation. As shogih5.2 this aspect is particu-
larly useful for grouping the retrieved cases by their ootedn order to latter merge these
groups into a single tree of arguments.

In §10.4 we present a prototype application intended as a pfawineept of the CBRC's
formalisation, where the main purpose was to show how thieeargasoning cycle can be
automated. As we discus §10.4, the results obtained with this prototype were very pos
itive, both in terms of the performance and acceptance bgnpiel end users. In general
terms the behaviour of the prototype was as expected, thpmoding the concepts devel-
oped in this chapter. One interesting outcome of this wotkésrealisation that the CBRc
may be used not only for the evaluation of a given tree of agnis) but to actually generate
a full tree of arguments from a given set of fa€tg. This we intend to further explore in
future work.

To the best of our knowledge, there is no other approach ttmtsafor the reuse of
past deliberation to help solve a target deliberation why¢he retrieval of similar cases
relevant for the solving the target case is a fully automatextess;2) the adaptation of
the retrieved cases and final solution proposal is a fullpraated process; arR) storing
resolved cases for future reuse, is also a fully automateckgs.

While we have made important progress both in the formaisand implementation
of the CBRc, there are a number of limitations that need toduFessed in future work.
Three important aspects that need to be addresseyg previde further indications for how
to compute the evidential support associated to the solgioposal;2) better understand
the relation between the distance between terms in an @ytelod the similarity between
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arguments; and3) analyse the computational complexity of the proposed reaggoro-
cesses and study the CBRc's scalability.

In §6.2.4 we have introduced the notion of hypothetical argumas arguments which
instantiating facts are not i@z, nor their negation. In this chapter we have seen however
that any additional argument submitted by the CBRc must beidh (not hypothetical).
This is because, in the last step of the retrieval proces€Biec requires for all extracted
cases to bapplicableto the target case (s€6.5.1). In other words, any retrieved argument
must be such that its instantiating facts ar€&ign (or in distancet from another fact irCg,
for k > 0). While hypothetical arguments are undoubtedly valuabiee liberalise this last
retrieval filter and allow for cases which are not applicabléhe target case to be retrieved
we might overpopulate the solution tree of arguments wibottlyetical arguments. In future
work we intend to find a compromise between these two options.

If we observe the above examples, we can note that each negdoe is somewhat
independent from the other. For example, the resolutiomefcbntraindication given by
the history of cancer and that of the streptococcus endiisaaile treated independently
(see figure 9.6). However, on the case retrieval, the CBRginex)cases to share both
reasoning lines. In future work we want to investigate to idxdent each reasoning line
can be treated as independent. This has an important impalee iretrieval process, as
the number of relevant cases should increase substantiakyng a better use of the stored
cases.
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Chapter 10

Software Implementations

In this chapter we discuss four pieces of software that weeel s a proof of concept to
motivate theProCLAIM model, as well as a way to better understand the model'sadimit
tions and aspects that need to be improved. Some of thesetagpémprove are already
addressed in this research. The first and more importantt,resgardingProCLAIM's
implementation, is the large scale demonstrator for theicagttansplant scenario which
illustrates the model at work. This demonstrator was deaowithin the FP6-European
Project Argumentation Service Platform with Integratedr@onents (ASPICG)and pre-
sented in [11]. Ig10.2 we discuss a web-based application intended to helglajmrs
construct an Argument Scheme Repository510.3 we present a simple web application
that allow end users (experts in the domain) navigate achesASR in order to validate
its content. INg10.4 we discuss the implementationRIDCLAIM's Case-Based Reasoning
component. Finally, irg10.5 we provide our conclusions on the basis of our expegienc
based mainly, but not only, on these three implementations.

10.1 The Medical Large Scale Demonstrator

Back in 2004, in a context of emerging theoretical and pecattivorks in the field of Argu-
mentation Theory in Al, the EU Framework Programme 6 founaedllaboration project
(ASPIC?) set out to first organise the diverse theoretical and mralctiorks in the field,
propose common theoretical grounds to th&éhadvance the theory of Argumentation to
a more principled and mature field upon which to build pradtapplications.2) Provide
a set of standard software components based on the devdlmamg so as to demonstrate
that argumentation is ready to extend from an abstract amdaldevel to a level where it
has immediate and wide-ranging application potential. ,A8)dn order to test these com-
ponents develop two large scale demonstrators. The mage $male demonstrator for this
project implements the transplant scenario, usin¢Pitm€LAIM model.

The ASPIC's software components embody four standardhéoatgumentation-based
technology:inference decision-makingdialogueandlearning The two developed demon-

http://www.argumentation.org
2Argumentation Services Platform with Integrated ComptseRP6-1ST-002307
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strators were set to test different aspect of these compan&he medical demonstrator was
set to test the use of thieferenceanddialoguecomponents in a complex and rich scenario
as the human organ transplantation, so to evaluate the ¢mns adaptability and scope
of application. The second, business demonstrator, wase sett the use of thmference
decision making@ndlearningcomponents in a somewhat simpler scenario but using larger
data sets. Broadly speaking, this demonstrator considtadcentral business that had to
decide whether clients’ requests to increase their créditlsl be accepted, where the rules
for the credit acceptance or rejection were defeasible hi;mdcenario the argumentation
processes themselves were simpler, however, the componerg tested against large data
sets (a large database of clients), which allowed testimfppeance characteristics of the
components.

The medical large scale component was conceived as thesiteof the CARREL
institution introduced irg3.1.1. For this reason it was referred to as CARRELThis
software application focuses only on the agents’ arguntienta That is, in a mediated
deliberation between & A that offers an organ for transplantation andd that has to
decide whether the organ is viable for a potential recipire represents, as described
in §3.1.3. While a detailed description of the four ASPIC comgas can be found in
[31]%, we now introduce those components used in the medical denator. In§10.1.2 we
describe CARREL.

It is important to note that a number of changes were ma&edGLAIM formalisation,
from the time this demonstrator was developed. The mainds®ment is in the formali-
sation of the argument schemes of the ASR. At the moment deimgnting CARREL,
schemes were developed in a somevdthhocfashion. In particular, the exchanged argu-
ments in CARREL" had to accommodate to the ASPIC components’ formalisatidrish
we outline in the following section. Another important difénce is the dialogue protocol
defined by the dialogueomponent This dialogue game is based on Prakken’s persuasion
dialogue game defined in [176] for this reason we had to acauate the transplant sce-
nario into a persuasion setting, as opposed to a delibaerdigdogue, as we have discussed
in §2.3 and§5. An additional minor change is that the DCK (Domain Conséri{nowl-
edge) was called Guidelines Knowledge (GK). Later, in tleewdssion sectior§10.1.3 we
comment on these changes.

10.1.1 The ASPIC Argumentation Engine and Dialogue Manager
Inference using the Argumentation Engine

Inference is the core element of argumentation which in t@m support other important

computational capabilities such as decision-making aatbgile. The ASPIC inference

engine constructs and evaluates the status (justified eat#sf) of arguments from a defea-
sible knowledge base for any claim that matches an inputyqiiéie ASPIC argumentation

framework uses a defeasible model of argument-based nfereonsisting of 4 steps:

1. Argument ConstructianFor any claim, arguments are organised into a tree-steictu

3Also see http://aspic.cossac.org/components.html
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intervention(patientl, tamoxifen) 1.0.

attribute(patientl, diagnosis, stage_ii_breast_cancer) 1.0.

Figure 10.1: A proof network associated with the query,
out cone(patient,increaserisk_of _stroke)

based on a knowledge bakeof facts, a seb of strict rules of the formy, ..., o, —
B, and a set R of defeasible rules of the form, ..., «,, = (. The facts are ex-
pressed in a language consisting of first order literals hei hegations. The ASPIC
argumentation framework uses strict and defeasible modinsrs.

2. Argument ValuationArguments can be assigned a weight. No commitment is made
to any particular valuation because the choice of the piadb be used will depend
on the application domain.

3. Argument Interaction Once arguments are constructed, binary conflict relatains
attack and defeat are defined on this set of arguments. Thetidefiof interactions
between arguments depends on the specific logic that is bejpiged.

4. Argument Status EvaluatiorBased on the graph of interacting arguments, Dung’s
calculus of oppositiorn80] is used to determine the status of arguments, spedyfical
those that are justified.

At the end of this process, the Argumentation Engine alltwveaiser to view a graphical
visualisation of the proof argument network associated hie claim and examine the
status, justified or defeated, for each argument. Thoughisialisation was not as intuitive
as it could be, it served as a proof of concept (see Figurg.1UHe engine also provides
a machine readable version of the proof and results via AIEXah XML implementation
of the Argument Interchange Format’s abstract model [66].
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The inferences derivable from a knowledge base can be ¢besad in terms of the
claims of the justified arguments. The key contribution & &5PIC model is that, in con-
trast with other approaches to argument-based infereneenodel has been demonstrated
to satisfy a number of quality postulates [60] which repnéseset of minimal requirements
that one would require to be satisfied by any rational modargfiment based inference.
In the ASPIC model, arguments have at least a claim and narsepport (a real number
in the range (0,1]). The support is used to resolve attacks.athmic argument can be
developed from every atomic fact with the fact as the claih the fact's Degree of Belief
(DOB) as the argument’s support. Further arguments cany&ated through the applica-
tion of rules. These tree arguments can be valuated withiaebbstrategies: weakest link
or last link. Weakest link valuation assigns the supportliermain argument as the mini-
mum support over all of its sub-arguments. Last link vatuatssigns the degree of belief
of the highest defeasible rule in the argument tree to thp@upf the main argument. If
there are multiple highest level defeasible rules at theedanel in the tree, then it assigns
the support of the argument to be the minimum DOB of thosesrufes in the underlying
knowledge, arguments can be separated into strict andgiletfe@arguments where a strict
argument has a support of 1.0 and a defeasible argument dbes n

To define the acceptability of an argument we use defeatortabetween all avail-
able arguments, and to do that we must define the conflict kats&ck relation between
arguments. Three different types of attack are defined:ttiau restricted rebutting and
undercutting. Literalsva 0. 3. anda 0. 5. are both valid and their associated argu-
ments rebut each other, wheredenotes the weak negation. Similarly, an argument formed
from the facta. and the ruleb<-a 0. 9. rebuts (and is rebutted) by an argument formed
from the fact~b 0. 4. . Strict arguments cannot be rebutted. Under restrictibatting,
an argument whose top rule is strict cannot be rebutted byqament whose top rule is
defeasible.

Every rule in the inference engine knowledge base is auioallgt associated with a
fact, which is the rule’s name. The name forms a hidden prifoisthe rule. A knowledge
engineer can explicitly provide that name when the rule igtevr and then undercut the
rule by writing a fact or rule whose head is the contradictibthat name. If argument A
undercuts argument B, then A claims that some rule in B is pplicable.

A = ((~ rule_-name) ~ rule_name) ; B = ((a, [rule_-namela = b)b)

Whererule_name is the name of the rule = b. Note that argument A does not clainms
false, rather, that it cannot be derived fram

Figure 10.1 shows a proof network associated with the qoatycome( pati ent,
i ncrease_ri sk_of _stroke) . The diagram shows one argument (whose main claim is
filled in red, defeated) that is developed for the query'snclaut then undercut by another
argument (whose main claim is filled in green, justified). Theck arrows in the graph
show how sub-arguments are linked together to form a sirrglenaent tree. The blue and
red arrows in the graph indicate undercut and defeat retietween the two argument
trees.
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attack
(A defeats A)'
argue A W]
Pro/Opp surrender "|  opp/sPro

(0 ¢ prem(A) or p = conc(A))

attack

(conc(A) = ) attack
(p = prem(A))
Pro | Opp/Pro Pro/Opp
surrender

surrender

Figure 10.2: Persuasion protocol implemented in the DiaBmmponent, based on
Prakken’s persuasion dialogue game [176]

Dialogue Using the Dialogue Manager

The ASPIC Dialogue Manager provides a common API for infgating the state and
progress of an argumentation based dialogue. An argunmntadised dialogue is charac-
terised by moves whose content consists of claims or argiatieat provide an explanation
for a particular claim. The API is defined as a series of iatse$ that must be imple-
mented by a dialogue component implementation. The ASP|fleimentation consists of
two parts — a protocol that controls the enactment of thevdigd and a container that acts
as an adapter between the protocol and the API. The role girtitecol is to control the
initial conditions and the effect of a particular move on s$tete of a dialoguee.g.the legal
moves, the commitments and the status of the main claim.&Aths envisaged that many
protocols can be implemented in this framework at the timEARREL™’s implementa-
tion the available dialogue protocol was based Prakkem'suasion dialogue game [176],
depicted in Figure 10.2.

The dialogue component expects moves that are construdtadihve following at-
tributes:

e agent
move number

locution

— speech act (claim/why/argue/concede/retract)
— content — a literal or an argument

e target move

In some argumentation based deliberation dialogues tlgettanove is unneeded. In
this case it can remain null.
The API consists of interfaces that enable consuming sodtiwaestablish:
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¢ the dialogue protocol

¢ the dialogue participants

¢ the dialogue topic

¢ the dialogue statusn(tialising, in progress terminatedor abandonejl
e the moves that have been previously made

e the commitments of each agent

o the legal moves

e the illegal moves and

¢ the status of the main clainuidefeatedr defeatedl

Each dialogue is represented by an instance of a dialogeetobyhen it is first created
it has statusnitialising. In this status, no moves can be made and the protocol, ipariis
and topic must be set. The protocol has built in constraintdhe number and role of
participants and the topic content. If the protocol/pgraats and topic are set, and the
protocol validates these properties then the dialoguasstan be progresseditoprogress
After the dialogue has moved to progress the protocol, participants and topic cannot be
changed and the dialogue will proceed as a series of movidatea by the protocol, and
rejected if they are invalid) until either there are no legalves left to make or another
condition, such as a participant leaving the dialogue, is me

ASPIC has implemented three persuasion protocols. Thesecpis expect two partic-
ipants, a proponent and an opponent, to build a dialoguet @aleacceptability of a partic-
ular claim (the topic). The claim must be represented as d@Pl@ference engine literal.
The protocol defines a set of five speech aclaiifh, argue why, retract andconcedg The
relationship between locutions with these speech actisrsin Figure 10.2.

It is anticipated that in these persuasion dialogues tlgatldim of the first move is the
same as the dialogue topic and that the dialogue termindten there are no moves left or
when one of the agents leaves the dialogue.

The dialogue model of CARRELextends the ASPIC dialogue in the following ways:

e It uses a scheme repository to further restrict and elabdhn&t possible attacks on an
argument and thus the legal moves.

e It evaluates the defeat relations between argument’s ubimghree knowledge re-
sources: DCK, AEM. The evaluation made by the CBRc will becused in the
final version on this Thesis.

In architectural terms, the CARREL Mediator agent expokessame interface as the
ASPIC dialogue component but must expose interfaces foagiag the scheme repository
and the evaluation component. The CARREgvaluation components are seen as a sepa-
rate entity to the interaction evaluation module withinitiference engine that is consumed
by the dialogue component.
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10.1.2 CARREL"

Figure 10.3, depicts CARRELimplementing theProCLAIM model making use of the
ASPIC components. The Argumentation Engine is use byRbes for their reasoning
(argument construction and evaluation) and the Dialoguadder is used by th&/ A as a
support for the dialogue mediation, in particular, to kaaph of the exchange of arguments
and evaluate the tree of arguments, once the relative #irefthe arguments are given by
the DCK and the AEM.

While the main purpose of CARRELwas to test the ASPIC components, another
central aspect to evaluate was fP@CLAIM model, focusing on the mediated interaction
between theP As guided by the ASR. More in particular, we wanted to test turetn
fact, both artificial and human agents can effectively pgdite in the argumentation. For
that reason, in the following sections we outline the impatation of the three agents:
MA, DA and RA, where theD A is a fully autonomous agent whilRA is a human user
assisted by a DSS (Decision Support System). This DSS ictrafa artificial agent that
acts as a proxy between the user andthd. Both DA and RA use the Argumentation
Engine, the former to reason and take decisions, and thettataake suggestions to the
end user. Thé/ A has integrated the dialogue component to guide the deliberdut it
also references the ASR in order to narrows the scope of angiation to what is relevant
for the decision making. Tha/ A also references the DCK and the AEM, both being
shallow implementations. The former has listed the prefes between a set of possible
arguments and the later assign to each participating ageptigation degree (between 0 and
1). Later in this subsection we describe the agents’ arguowrstruction and we comment
on the implementation of the ASR, DCK and AEM.Jh0.1.3 we provide our conclusions
regarding CARREL" implementation. Before we continue, just to note that allREEL"
agents are implemented in JABENd thus interact in a JADE platform (see Figure 10.4).

The Mediator Agent

The M A is implemented as a semi-autonomous agent where only fdw, thsat we now
describe, are delegated to a human usen¥id’s GUI (Graphical User Interface).

Figure 10.5 shows théf A’s GUI, where a user can see at each time the exchanged
messages (top panel), the available legal moves (mid pandlthe argument-based dia-
logue moves (below panel). Note that moves in blue are jedtdirguments, moves in red
are defeated arguments and moves in black are moves thaitarsyomentswhy, concede
or retract moves).

We can also see that the user can load a Guideline Knowleduggt (e now call the
DCK), an ASR and a knowledge base of agents’ reputation. éiwgistency in the dialogue,
this can only be done before the dialogue starts. Finallyuder can terminate a running
dialogue at anytime.

The M A has two main taskst) inform the participants of their available moves at each
stage of the dialogue; arft) check whether the participants submitted arguments shiuld
accepted.

“http://jade.tilab.com/
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Defines the protocol based
exchange of arguments

Inferen : i
erence Argument Scheme Er)coldes the estapllshed ,
Component R it — criteria for accepting a donor’s
RSO0 : organ for transplantation

Guideline Knowledge
Encodes previous transplant

Casg—Based_ experiences and the given
Reasoning Engine [ Base arguments

Dialog
Component

>

Deliberation

Inference
Component

Argumentation

Argument Source Manager

Aarguments gi

evaluation

Manages the Transplant
Units’ reputations

u (©) Decision
Donor Agent Recipient Agent Mediator Agent

D ASPIC Component D ProCLAIM Component D Components’ specialization for the Transplant Scenario

Figure 10.3: Argument-Based Framework for DeliberatingeQhe Viability of a Human
Organ using the ASPIC components and BieCLAIM model.

The first task involves querying the dialogue manager foldlgal moves with respect
to the persuasion protocol introduced§it0.1.1 and then reference the ASR to filter these
moves to only those that are relevant for arguing over tharowgbility. For example, while
the dialogue component allows the proponent agent to sitirany claim or argue locution
(the legal moves are representeccasi m( X) andar gue( si nce( X, Y)) beingX and
Y ungrounded variables representing the claim and suppdheofrgument respectively)
the ASR will filter these moves to only arguments that inséd@tthe argument scheme for
the organ viability:

Claim wviable(Donor, Organ, Recipient)

Support [vs(Donor, Organ, Recipient)| viable( Donor, Organ, Recipient)
< available_organ(Donor, Organ), potential _recipient(Recipient, Organ).
available_organ(Donor, Organ). potential recipient(Recipient, Organ).

Wherevs(Donor, Organ, Recipient) is the name of the defeasible rule
viable(Donor, Organ, Recipient) < available_organ(Donor, Organ),
potential_recipient(Recipient, Organ).

That is, if there is an available organ for a potential remipiit is presumably vi-
able. Note that argumentation in CARREIlis about organ viability. In the curremro-
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Figure 10.4: JADE’s Remote Agent Management GUI showingatient's messages inter-
action

CLAIM formalisation we have rephrased this into arguing over #fietg of an organ trans-
plantation.

The second task, checking whether the participants sumrditguments should be ac-
cepted, involves first checking that the submitted movegallwith respect to the dialogue’s
protocol and the ASR. If it is accepted and the move is not garaent, it is added to the
dialogue graph. If the move is an argument further checksngequired. The\/ A has to
check that the argument is compliant with the DCK. If it ise Hirgument is accepted (added
to the dialogue graph). If it is not accepted by the DCK, betshbmitter of the argument
has sufficiently good reputation, the argument may still dmepted, provided the user val-
idates this decision, as illustrated in figure 10.6. In fguot, M A delegates most decisions
to ProCLAIM's components, which we describe§h0.1.2

The Donor Agent

The DA is conceived as an autonomous agent able to reason abouttming dialogue
moves, as well as construct and submit new moves in a logigranoming language for
which it uses the ASPIC inference component. Thé’'s KB is formed with a set of rules
and facts expressed in a form compliant with ithierencecomponent.
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AEE
D
Legal Moves -
->9 concede harmful(recipientiD, hcv) 0.5. kel
-> 1 action_contraindication(il ipi Action), lung), lung, recipit Action) =
-> 8l ipi R_T lung, recipientlD, sve, svi, R_Treatment)
->8 concede [exp_recip_prop_s(donorID, lung, recipientiD, sve, svi)] expected_recip_property_due_donor_p(recipientiD, svi, donorID, lung, sve) <- ii il d...
-> 10 concede [ lung, ipi D, sve, svi, treat_wi i in))] _recip_property_due_donor_p(recipientiD, svi, donorlD, lung, sve) <- intended(recipientiD, treat...
-> 11 concede [rcps(recipi ID, hev)] ~harmful(recipis hcv) <- potential_recipient_property(recipientiD, hcv) 0.501.
-> 9 concede expected_recip_property_due_donor_p(recipientiD, hcv, donoriD, lung, hev) 0.5.
-> 3 concede Juna. recipientiD, sve)] ~ luna. recipi | <- donor_contrai i 8 1D. sve). luna. recini donor_pr D. sve) 0.5, |

N Dialogue Moves
[=11->0 :: RecipientAgent - argue : Argd72 : viable(donoriD, lung, recipientiD) : 0.5 (Undefeated)
¢ CJ2->1 :: DonorAgent - argue : Arg789 : ~vs(donoriD, lung, recipientiD) : 0.5 (Defeated)
¢ [C16->2 :: RecipientAgent - why : donor_contraindication(donor_property(donoriD, hev), lung, recipientiD) 0.5.
¢ [CJ9->6 :: DonorAgent - argue : Arg5644 : donor_contraindication(donor_property(donoriD, hev), lung, recipientiD) : 0.5 (Defeated)
¢ 1119 :: RecipientAgent - argue : Arg9190 : ~harmful(recipientiD, hcv) : 0.501 (Undefeated)
[ 13->11 :: DonorAgent - concede : potential_recipient_property(recipientiD, hcv) 0.501.
[ 12->6 :: DonorAgent - retract_: donor_contraindication(donor_property(donoriD, hcv), lung, recipientiD) 0.5.
[} 72 :: RecipientAgent - concede : donor_property(donoriD, hcv) 0.5.
¢ CJ3->1 :: DonorAgent - argue : Arg1251 : ~vs(donoriD, lung, recipientiD) : 0.5 (Defeated)
¢ [14->3 :: RecipientAgent - why : donor_contraindication(donor_property(donoriD, sve), lung, recipientiD) 0.5.
¢ [C18->4 :: DonorAgent - argue : Argd725 : donor_contraindication(donor_property(donoriD, sve), lung, recipientiD) : 0.5 (Defeated)
¢ [110->8 :: RecipientAgent - argue : Arg8019 : ~expected_recip_property_due_donor_p(recipientiD, svi, donorID, lung, sve) :0.5 (Undefeated)

D

[) 14->10 :: DonorAgent - concede : intended(recipientID, treat_with(teicoplanin)) 0.5.
[ 154 :: DonorAgent - retract_: donor_contraindication(donor_property(donoriD, sve), lung, recipientiD) 0.5.
g - i _prop g P!
[[) 5->3 :: RecipientAgent - concede : donor_property(donoriD, sve) 0.5.
P g _prop

utations Load Repository [ End Dialogue

4|

Figure 10.5: Mediator Agent’'s GUI

The DA has a GUI (see figure 10.7) where the user can view the agemtseged
messages, the argument-based dialogue moves) #wintended moves, th® A’s moves
that where sent, accepted and rejected byMhé. The D A’s strategy to propose any such
moves is very simple. As depicted in Figure 10.14, when vaogian argument from the
M A, the D A will test each element of the argument against her own KBgutia inference
component. If all elements are deemed justified, fhé concedes to the submitted argu-
ment. Otherwise she requests theAd for the schemes that attack this argument. Ones she
receives these schemes she try to instantiates each el@awtrar rule) of the scheme by
matching the variables with her knowledge. If she succeadsali elements of the scheme
are deemed justified, the instantiated scheme is submitteth match is found, theD A
will challenge the terms of the argument she does not agrée (ly submitting anhy
locution).

The agent’s GUI also allows the user to load at anytime anratize knowledge base,
or to load new knowledge (fact or rule) as depicted in figure81@\s we will see in the
example introduced in sectigi10.1.2 new knowledge can change the agent’s beliefs so as
to, for exampleretract from previously made dialogue moves.

The DA does not implement a method for deciding when to withdrawnfaialogue.
Hence this is done by the user (if no other agent has terndrthedialogue previously).
With the sole purpose of controlling the demo’s timing, ithe D A’s user that decides
when each of the agent’s intended moves is to be submitteds dides not affect any
relevant aspect of thB A’s reasoning.
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[ Lo d’

[—?_‘ ideli indi (with e. 0.3) that the submitted argument

*{svi} can be prevented since treating the recipient with {treat_with(teicoplanin)} can prevent the donor’s {sve} from causing {swi} to the recipient *
is not strong enough so as to defeat

‘the donor’s {sve} is a contraindication for donating the {lung}. since the recipient is expected to have {svi} which is harmful'

However, the submitter agent was deemed trustworthy (trust value: 0.8)

Do you want to accept the submitted argument as strong enough?

(5] [ ]

Figure 10.6: Dialogue window that the A’s user has to confirm for exceptionally accept-
ing an argument not validated by the guidelines but whichmstibr has good reputation

Finally, the DA’s GUI allows offering a new organ introducing the donor amgam
characteristics as displayed in Figure 10.9.

The Recipient Agent

As illustrated in figure 10.3, th& A is conceived as a user (medical doctor) interacting with
a decision support system (DSS) that beneath has a proxy #g@g@rcommunicates with
the M A. The DSS assists the user in retrieving the submitted mdimsiag the user to
make only moves that are legal from the viewpoint of the prot@nd the ASR (i.e., the
legal moves facilitated by th&/ A). The DSS is integrated with the ASPIC inference com-
ponent that enables the DSS recommend dialogue moves with whreply to previously
submitted move. While th& A construct arguments in logic programming language, the
user does so in pseudo-natural language. In particulahasrsin figure 10.11, arguments
are constructed by filling in the blanks in a template and ti&San suggest possible
instantiations compliant with the DSS’s knowledge base.

For every selected argument-based move or suggestedtiastanthe user can call
the inference component to display the argument tree (seeefiy.12) which allows the
user to see the rational behind each DSS’s recommendatigrh iS also the case when a
match between organ and potential recipient is found an@&théas to inform CARREL
on whether the he believes the offered organ is viable or see ig 10.13). The DSS
recommends an assessment on the organ viability basedlamitdedge base and the user
can view the argument graph for such recommendation.

As in the case with thé A, the user can at anytime load an alternative knowledge base
or add new knowledge. Finally the DSS allows the user to wpobrmation of potential
recipients as shown in figure 10.9. Of course, any such clsafaigher inD A or in RA’s
DSS) may affect the course of the argumentation, as wergiigsin the running example
later in this section.
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{B Do Aeznts EEX),
General Exchanged M g
MediatorAgent->DonorAgent:: org.aspic.dialogue.jade. Movelnform@ 1cdfcd4 =
DonorAgent->MediatorAgent:: org.aspic.dialogue.jade.MoveRequest@14742ee ;
Mediator Agent->DonorAgent:: org.aspic.dialogue.jade.Movelnform@520758 T
DonorAgemt->MediatorAgent:: org.aspic.dialogue.jade.MoveRequest@ 1ca0 110
(IMediator Agent->DonorAcent:: oraasbic.dialoaue.jade Movelnform@ 17ebdf8 =
'Argument based Dialog Moves
11->9 :: RecipientAgent - argue : Arg9190 : ~harmful(recipientiD, hcv) : 0.501 beod

10->8 :: RecipientAgent - argue : Arg8019 : ~expected_recip_property_due_donor_p(recipientiD, svi, donoriD, lung, sve) : 0.5 i
9->6 :: DonorAgent - argue : Arg5644 : donor_contraindication(donor_property(donorID, hcv), lung, recipientiD) : 0.5
8->4 :: DonorAgent - argue : Arg4725 : donor_contraindication(d _property(d ID, sve), lung, recipientiD) : 0.5
7->2 :: RecipientAgent - concede : donor_property(donoriD, hcv) 0.5.

6->2 :: RecipientAgent - why : donor contraindication(donor property(donorID, hcv), lung, recipientiD) 0.5. 2
]Donor Agent's Intended Moves

'?->10 :: DonorAgent - concede : intended(recipientiD, treat_with(teicoplanin))
?2->6 :: DonorAgent - retract_: donor_contraindication(donor_property(donoriD, hcv), lung, recipientiD)
2->11:: DonorAgent - concede : potential_recipient_property(recipientiD, hcv)

Arguments Sent by the Donor Agent

?->6 :: DonorAgent - argue : Arg4031 : donor_contraindication(d _property(d ID, hev), lung, recipientiD)
7->4 :: DonorAgent - argue : Arg2384 : donor_contraindication(donor_property(donoriD, sve), lung, recipientiD)
?->1:: DonorAgent - argue : Arg674 : ~vs(donorlD, lung, recipientiD)

2->1:: DonorAgent - argue : Arg670 : ~vs(donorID, lung, recipientiD)

)

;Accepled Arguments

‘9->6 :: DonorAgent - argue : Arg5644 : donor_contraindication(d _property(d ID, hev), lung, recipientiD) : 0.5
8->4 :: DonorAgent - argue : Arg4725 : donor_contraindication(d _property(d ID, sve), lung, recipientiD) : 0.5
3->1:: DonorAgent - argue : Arg1251 : ~vs(donoriD, lung, recipientID) : 0.5
2->1:: DonorAgent - argue : Arg789 : ~vs(donoriD, lung, recipientiD) : 0.5

Rejected Arguments

Organ Offer Load KB l Add knowledge ’ ‘ Inference Engine I Submit move J \ Withdraw

Figure 10.7: Donor Agent's GUI

Argument Construction

The agents reason using the ASPIC inference component eigeguon their knowledge
bases, where the result of a query is a list of arguments Wéh status of acceptability:
defeated or justified.

The dialogue strategy of th2 As consist of attacking that which they disagree with
and concede that with which they agree. The attack may takéotim of anar gue move
if the PA is able to produce a legal argument that is accepted by/keor a challenge,
that is awhy locution, as depicted in Figure 10.14. The difference is fitocess between
the artificial and human agent is that while the artificialragmonsults its knowledge base
coded in PROLOG for the argument construction, the humantagfeugh assisted by a
DSS, uses her own reasoning for that matter. As depictedgur&il0.10 the GUI allows



10.1. THE MEDICAL LARGE SCALE DEMONSTRATOR 195

|ESAdanowiedpe, \.,JL..’JLBY

[rcacps(Donar, Organ, Recipient, sve svi treat_with{teicoplanin))]

~expected_recip_property_due_donor_p(Recipient, svi,Donor,Organ,sve)
<-intended(Recipient, treat_with{teicoplanin)),organ_available(Donor,Organ),donor_property(Donor,sve) 0.84

ADD [

Figure 10.8: Dialogue window to add new knowledge tbd or aRA

(E2onoyiliata) J\.thw (E2oientialespievatd) JJQ
Donor ID: donorlD Patient ID: lre:\p\em\D ‘
[
Organ: lung Organ: ilung ‘
Hospital: hospital_sant_pau Hospital: ‘hospna\_c\inic ‘
H {
|
Age: 45 Age: o4 ‘
Gender ® Male ©) Female Gender ® Male ) Female
[
Blood Type: ab Blood Type: iab ‘
donor_property(donorlD,hev) | |donor_property(donoriD,sve) Patient Data Patient Data
Donor Data Donor Data Patient Data Patient Data
Donor Data Donar Data Patient Data Patient Data
| SUBMIT ‘ SUBMIT

Figure 10.9: Dialogue windows to make an organ offer (lefitf to update CARREL of a
new potential recipient (right)

the user perform all the legal moves defined by the dialogotopol and the DSS may
suggest which moves to take.

To describe the argument construction process (both fobthend for theRA's DSS)
let us suppose that an argument is submitted by the intéddslwagent. Our agent will
then check whether it agrees or not with its contéet, its premises and claim. For each
premisep; for which the agent can construct a justified argument, tiemigill attempt a
concede( p;) move, if legal. However, if the agent disagrees with namely, the result
of queryingp; is a defeated argument, the agent will attempt to instanbae of the legal
moves that are arguments that att@gk(with claim the~p,). For that purpose the agent
will use the list of schemes facilitated by thé A. Supposé. is a legal argument move with
claim ~p;. If L is fully grounded and the agent agrees with all its premiselsckaim, then
L is ready to be submitted as an argument. Otherwise, the agasttfirst instantiate the
ungrounded variables. Suppose now thiat,...pl ,_1 are the premises and rule names of
L. Let us denote-p; aspl ,.

Now, by queryingpl 1A...Apl ,,, the Argumentation Engine will instantiate the un-
grounded variables which are binded across the premisga®doce justified or defeated
arguments. Ifpl 1A...Apl ,, is grounded into a justified argument, the premises are rear-
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EEX),

a

S S Dialogue Moves
110 :: RecipientAgent - argue : Argd72 : viable(donoriD, lung, recipientiD) : 0.5 (Defeated)
¢ [CJ2->1 : DonorAgent - argue : Arg789 : ~vs(donoriD, lung, recipientiD) : 0.5 (Undefeated)
¢ [CJ16->2 :: RecipientAgent - why : donor_contraindication(donor_property(donoriD, hev), lung, recipientID) 0.5.
[)9->6 :: DonorAgent - argue : Arg5644 : donor_contraindication(donor_property(donoriD, hcv), lung, recipientiD) : 0.5 (Undefeated)
[ 7->2 :: RecipientAgent - concede : donor_property(donoriD, hcv) 0.5.
¢ [C13->1 :: DonorAgent - argue : Arg1251 : ~vs(donoriD, lung, recipientiD) : 0.5 (Undefeated)
¢ [C14->3 :: RecipientAgent - why : donor_contraindication(donor_property(donoriD, sve), lung, recipientiD) 0.5.
0O b-\ﬂ :: DonorAgent - argue : Arg4725 : donor_contraindication(d: ~_property(donoriD, sve), lung, recipientiD) : 0.5 (Undefeated)\
[ 5->3 :: RecipientAgent - concede : donor_property(donoriD, sve) 0.5.

| T

| o o __ Selected Dialogue Move R o -
the donor's sve is a contraindication for donating the lung. since the recipient is expected to have svi which is harmful
svi is harmful for recipientlD CONCEDE

The recipientlD will have svi since If the donor has sve the recipient of the lung is expected to have svi ATTACK
The lung is inteded to be transplanted on recipientlD

Update Recipient l Inference Engine ‘ ‘ Argue \ Why | Concede ‘ ‘ Get Moves ‘

Add Knowledge ‘\ Load KB ‘ | Withdraw ‘

Figure 10.10: Recipient Agent's GUI

ranged back inth. and can be submitted by the agent viaaargue move. As depicted in
10.14, if no legal move can effectively be instantiated asthinstantiated are rejected by
the M A, the agent will try to challenge theg via awhy locution.

Later in this section we illustrate this process with a ragnéxample.

The ASR, DCK and AEM

The threeProCLAIM knowledge resources implemented in CARRE#re the ASR, the
DCK and the AEM, the implementation of the CBRc will be disseg in the final version
of this Thesis. The DCK and the AEM were coded in simple PROLOGpt. The DCK has
two main predicatesi s_val i d( Argunent) andi s_strong_enough( Attacker

, Vi cti m. WhereAr gunent , At t acker andVi ct i mare the rule name of the argu-
ments’ top rule. Simple examples of these are:

i s.valid(dcs(Donor, Organ, Reci pi ent, hcv)) 0.7.

i s.strong_enough(rcps(Reci pient, hcv),
ddt s(Donor, Organ, Recipient, hcv, hcv)) 0.86.

So when a new argument with the top rule namei$ en is submitted, théZ A will is-
sue the querys_val i d(rul en) to the Argumentation Engine and if returned a justified
argument with DOB greater or equal to 0.5, the argument is@ed. A similar idea would
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EArpumenizEditon JJJ

svi can be prevented since treating the recipient with :_ﬁ:frgajfm_ep_:t:\

can prevent the donor's sve from causing svi to the recipient

1 1T 1T
| Submit || Cancel |! Inference Engine : Next I Suggestion |

Figure 10.11: TheR A constructs argument in pseudo-natural language. The asegither
request the DSS for a suggestion on how to instantiated thebl@R_Tr eat nent or
instantiate it himself.

apply for deciding the preference relation between to kittgcarguments.

A similar idea was followed for the AEM, where the specialdicate is
trust ( Transpl ant Tean) . We also played with the predicate
trust (Transpl ant Team Argunent) so to incorporate the notion of trust with re-
spect to a particular domain area. It is important to notélikaause the dialogue protocol
used by the Dialogue Component was a persuasion protécés, could not endorse any
argumentg.g.those of the opponent. Namely, the trust in the agents regptide problem
at hand was limited to exceptional accepting the argumeeissubmitted (as we will illus-
trate in the running example, later in this section).

Finally, the ASR was developed as an independent compoimplemented in java
and PROLOG. The ASR stored about 20 schemes, coded in PROb@% é&s depicted
in Figure 10.15 an argument schem# in the ASR has associated two lists of schemes:
Attackers and Defenders. So thatdif is instantiated into an argument, schemes in Attack-
ers could be used to attack that argument and schemes ind2egecan be used to defend
that argument from a challenge, i.e. fromMay locution. In particular, a premigs of an
argument instantiatinglS' can only be questioned if Defenders has a scheme that can be
instantiated with clainp. Similarly, a that premiss can only be attacked, if Attaskeas a
scheme that can be instantiated with claim. For this reason the ASR interface included
four main methods.

1. get Def ender s(toprul e)
2. get Def enders(toprul e, claim
3. get Attackers(toprul e)

4. get Attackers(toprul e, claim

With any of these methods the first thing the ASR will try to dplhased on the top
rule’s name op_r ul e, identify the argument scheme it instantiates. If no masdiound,
the methods will inform of this mismatch (retumul | ). Once the scheme is identified, the
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Testing “donor_c indicati _proper sve), lung, recipi against KB

[ddts (Donor, Organ, Recipient, Property, R_Property)] donor_contraindication{donor_property(Donor, Property), Organ, Recipient) <-
harmful (Recipient, R_Property),
pected_recip_property due_donor_p(Recipient, R_Property, Donor, Organ, Property) 0.7.

|harmful(re01p1entlb, svi) 0.6A|

|expectedﬁrec1p4property7dueidonnrj(recipientID, svi, donorID, lung, swve) 0.6.

[intended{recipientIp, treat with{teicoplanin)) 0.8.]

[rcacps (Donor, Organ, Recipient, sve, svi, treat with(teicoplanin))] ~expected_recip_property due_donor_p(Recipient, svi, Donor, Organ, sve) <-
intended(Recipient, treat _with(teicoplanin)),
organ_available (Donor, Organ),
donor property(Donor, sve) 0,84

[exp_recip prop_s(Donor, Organ, Recipient, sve, svi)] expected recip property_due_donor_p(Recipient, svi, Donor, Organ, sve) <-
intended(Recipient, transplant(Organ)),
organ_available (Donor, Organ),
donor property(Donor e) 0.6

Figure 10.12: A proof network associated with the  query,
donor _cont rai ndi cati on(donor property(donorl D, sve), | ung,

reci pi ent | D). The claim is defeated, nameby e is not deemed as a contraindication
because the infection on the recipient can be prevented.

get Def ender s method will return a list of argument schemes that defendatgament
with top rule namd op_r ul e. These are the possible replies to a challenge move. If a
cl ai misincluded in the method call, the ASR will only return thg@ment schemes with
the claim matching| ai m In both cases, the returned list of legal moves may be empty.
important aspect to be noted is that because_r ul e is fully instantiatedj.e. all variables

are grounded, through variable unification the returnedraent schemes are partially, and
sometimes completely, instantiated. We will see exampldki® in the running example
we now present. To conclude, the methpelt At t acker s works in a similar way as
get Def ender s except that it returns the attackers rather than the defende

Running the Demonstrator

The demo starts with ® A and aR A informing the CARREL" of an available organ and
of a potential recipient respectively (see Figure 10.9)séan as there is a match between
an offered organ and a patient in the waiting list both thereymiate DA and RA are
informed of this match together with the patient’s and dé&nclinical data. On the basis
of this data the agents inform CARRELof whether they believe the organ is viable or
not. TheD A is an autonomous software agent, and thus it creates andtslitamesponse
automatically. TheR A’s DSS provides the user with an argument why it should deem th
organ as viable or not. The user may accept or reject suchestigg. If both agents agree
on the organ viability no argumentation takes place and tharois deemed viable or non
viable by theM A in accordance with thé A and RA assessment. If they disagree, the
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The organ is viable Accept?

| ves | no | Explainwhy |

Figure 10.13: Dialogue window asking for confirmation frame  A’s user on the assess-
ment of the offered organ’s viability

M A uses the dialogue component to initiate a new dialoguerinstahere the agent that
believes the organ to be viable undertakes the proponef’'&nd the other the opponent’s.
The dialogue protocol is set to be the persuasion prototamdnced in section 10.1.1 and
the topic of the dialogue is set tei abl e(donor | D, organ, reci pi ent| D), with
donor | Dbeing the donor identificatiomr gan is the offered organ andeci pi ent | D

is the potential recipient’s identification.

The first move in the dialogue is the argument for viabilithhisTargument is submitted
by the M A on behalf of the proponent agent. Subsequent moves witkatadefend this
argument.

In the example shown in Figure 10.9, tbed offers a lung of a donogonor | D, whose
cause of death was a streptococcus viridans endocawiitieof _pr opert y( donor | D,
sve)) and had hepatitis Cdonor _pr operty(donor | D, hcv)). Let as supposes as
well that the offer arrives to & A responsible for the patienteci pi ent | D(figure 10.9)
that although not reported to CARRELhas also hepatitis C. Let us suppose as well that the
D A believes the lung is not viable foreci pi ent | Dbecause if the organ is transplanted
to this patient he will result in havingt) an infection caused by the streptococcus viridans
bacteria; an®) hepatitis C. Both being severe infections, bacterial anal vespectively.
On the other hand, thBA’s DSS suggests deeming the organ as viable because there are
no known contraindications. The bacterial infection campbevented by administrating
teicomplanine to the recipient and patiemtci pi ent | Dalready has hepatitis C, hence it
cannot be deemed as a harmful consequence of the transplant.

Supposing the DSS persuades the user to deem the organ kesandlihe appropriate
message is sent to CARREL a dialogue is initiate by thé/ A with RA being the pro-
ponent,D A the opponent andi abl e(donor I D, | ung, reci pientl D) the topic.
The argument for viability of the lung (argument Al) is sutted by theM A on behalf of
the RA and broadcasted to the participants.

Claim wviable(donorI D, lung, recipientI D)

Support [vs(Donor, Organ, Recipient)|viable(Donor, Organ, Recipient) <
available_organ(Donor, Organ), potential _recipient( Recipient, Organ).
available_organ(donorI D, lung).potential _recipient(recipientl D, lung).
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Argument received with premisesp , .., p__, andclaimp_

Foreachp :

p,?
Argument Engine
Agent’s KB

justified

concede p;

defeated

Request attackers
with claim ~p,

L,?
Argument Engine
Agent’s KB

v . foreach L, || Instantiate ! justified |Add fk to the set of

intended argue moves
with claim~p. Int
i i

n | scheme L]

Int

Remove o
from Int,

no isInt, empty?

argue o N
a in Int]

No argument with
claim ~p, was accepted
by MA

Figure 10.14: Process for the argument construction

Together with the submitted move thd A inform the participants of their available
legal moves at this stage of the dialogue. From the view paoirthe dialogue proto-
col, each premise in the argument’s support can be concetiatlenged with avhy lo-
cution or attacked via an argument with claim the negatioord of the premises (i.e.,
~ vs(Donor, Organ, Recipient), ~ available_organ(Donor, Organ) or
~ potential_recipient(Recipient, Organ)). Note that the content of the argument’s sup-
port is not constraint. To focus the dialogue on the releigsues to be addressed, rather
than all the logically possible, th&/ A references the ASR. Thus, for example, the le-
gal moves to reply to the argument for viability are reducearly arguments that claim
—ws(Donor, Organ, Recipient) on the basis of, for example, a donor’s contraindication,
an organ dysfunction or a logistical contraindication. cAtee opponent may concede to
vs(Donor, Organ, Recipient) in which the dialogue ends. Note that the opponent cannot
attack the premisevailable_organ(Donor, Organ) or potential _recipient(Recipient,
Organ) nor it can challenge any of the premises of the argument &dilMy. Any of these
moves would be deemed illegal. In this way the dialogue tsaily focused on whether or
not there are any contraindications for transplanting ttaélable organ.

Amongst the legal moves the A sends to the opponent agent, in this caselig is
the Donor Contraindication Scheme, represented in CARR&L:
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|£:| Repository Editor - ./../etc/carrel_schemes java.bin * (== =s
File Edit Help
Scheme Explorer g Dz dcs
vs : Viability scheme for organ transplant | Mame: |Doner contraindication scheme
cs : Donor contraindication scheme ] ~vs(Donor, Organ, Redipient)
ddts : Donor disease transfer scheme donor_contraindication(denor_property(Donor, Property), Organ, Recipient).
gfs: Graft Failure scheme : donor_property(Donor, Property).
rfns : Risck Factor Negation scheme EArgnmenl: [des(Donar, Organ, Recipient, Property)] ~vs(Donor, Organ, Recipient) =~
uzs: Urgency-0 scheme 3 donor_contraindication{donor_property(Donor, Property), Organ, Recipient),
pas: Property Affirmation scheme donor_property(Donor, Property).
pcrs: Property Affirmation Based on Clinical Record scheme : uzs: Urgency 0 scheme
rcps : Recipients Contraindication Prevention scheme |Attackers: oo e ok Factor Negation scheme
rcacps : Recipient Course of Action Contraindication Prevention scheme | ;
ccas : Course of action of recipient contraindication scheme EDefendera: ddts : Donor disease transfer scheme
rpceas : Recipient's Property Course of action contraindication scheme | gfs: Graft Failure scheme

Figure 10.15: The GUI of the ASR component.

Claim —ws(donorlD,lung,recipientl D)

Support [des(donorl D, lung, recipient] D, Donor Property)]
~ vs(donorID,lung, recipient] D) <
donor_contraindication(donorI D, lung, recipient]I D, Donor Property),
donor_property(donorID, Donor Property).
donor_contraindication(donorI D, lung, recipient]I D, Donor Property).
donor_property(donorID, Donor Property).

Note that the donor the recipient and the organ are know bgdhtext (instantiated by the
ASR) and what reminds to be instantiated by ihg is Donor Property. Namely, identify

a property on the donor that the A believes to be a contraindication. In this case, the
DA constructs and submits two arguments, A2 and A3, idengfyiapatitis C ljcv) and
streptococcus viridans endocarditsvd as contraindications for transplanting the lung.

The submitted arguments are then evaluated byheto check that they are legal with
respect to the dialogue component protocol, the ASR and thiéeines Knowledge. The
latter allowsM A to check that the argument instantiation is legal, in thigecghathcvand
sveare in fact contraindications.

Supposing these two arguments are accepted b¥tHeand thus added to the dialogue
graph, theM A will broadcasts the accepted moves together with the legalesito the
participants. At this stage the argument for viability idedded and so if the dialogue
terminates at this point the lung would be deemed non-vidiéace, to defend the organ’s
viability the RA must defeat both arguments A2 and A3.

The RA may request for some evidence on the facts that the dondntheshdsveby
challenging premisegonor_property(donorI D, hcv) and
donor_property(donorI D, sve) of arguments A2 and A3 respectively via thly locu-
tion. Or, concede these premises relying/@A’s informatior?. However, sinceRA does
not agree with

SAny informationi nf o provided by the interlocutasour ce are added to the agents’ knowledge base via
the predicate eci eved_i nf o(i nf o, sour ce) the agent themelievesi nf o to be the case only if she
trustssour ce regarding information of typénf o. E.g. the RA will typically trust the DA on information
about the donor.
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donor_contraindication(donorID,lung, recipient]I D, hcv) nor
donor_contraindication(donorl D, lung, recipient] D, sve) he will try to attack such
premises. Legal attacks on these premises are baséjlthe potential recipient is in a
highly precarious condition (risk of death in the followi@g hours) that can only be over-
come with a lung transplant, hence hcv (sve rep.) cannot bmee as a contraindication;
2) hev (resp. sve) is a risk factor of some condition X known taalmontraindication, but
the donor does not have &Neither is the case, so theA’s DSS is unable to construct
an attacking argument on either A2 or A3. Therefore, it sstgehallenging the facts that
hcvandsveare contraindication, effectively shifting the burden ob@f back toDA. The
user can ask the DSS why the challenge locution is suggestelich the DSS will display
an argument attackingpnor_contraindication(donorID,lung, recipient] D, sve) (rep.
hcy) as depicted in Figure 10.12.

Note that at any time the user may ignore the DSS’s suggeséiod submit any other
dialogue move. Nonetheless, the DSS allows the user sugnithly moves that are legal
from the viewpoint of the dialogue’s protocol and the ASRafis, those moves facilitated
by the M A.

Supposing theR A finally concedes to the facts that the donor ta and sve but
challenges the fact that these are contraindicationsDtHewill have to justify why these
conditions are contraindication.

Amongst the schemes thHeA can instantiate to defend A2 as well as A3 is the Donor
Disease Transmit Scheme:

Claim
donor_contraindication(donor_property(donorI D, sve),lung, recipientI D)

Support [ddts(donorID,lung, recipient] D, sve, Rproperty)]
donor_contraindication(donor_property(donorI D, sve), lung, recipientI D)
< harm ful(recipient] D, R_Property), expected_recip_property_due_donor_p
(recipientI D, R_Property, donorlD,lung, sve).

[exp_recip_prop_s(donorI D, lung, recipient] D, sve, Rproperty)]
expected_recip_property_due_donor_p(recipient] D, R_Property, donorID,
lung, sve) < intended(recipientI D, transplant(lung)),
donor_property(donorI D, sve). intended(recipientI D, transplant(lung)).
donorproperty(donorI D, sve). harm ful(recipient] D, Rproperty).

The D A can thus instantiate this scheme to indicate fva{(rep. hcy) is a contraindi-
cation because the recipient will result havisx: streptococcus viridans infection (resp.
hcv) which is harmful.

Supposing these two arguments (A4 and A5 respectively) @rented by DA and
accepted by A, the RA will have to defeat both A4 and A5 in order to defend the organ’
viability. In this case theRA’s DSS suggest to attack both arguments indicating in the

5An example use of this argument would be to attack the fadtdimking history is a contraindication
when the donor does not have chronical obstructive pulnyotiaease.
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first case that given thatecipientI D already hadcy, resulting in havinghcv cannot be
deemed as a harmful consequence of the transplant. In tke datse, the DSS suggests
attack A5 (see figure 10.10) by arguing that the infectiontenrecipient can be prevented
by administrating teicoplanine to the recipient (see figloel 1).

Let us suppose that both arguments (A6 and A7 respectivehygubmitted by A and,
that while A6 is validated byl A, M A derives from Guidelines that there is not enough
confidence on the use of teicoplanine for the prevention id®as to accept argument A7.
Let us also suppose th&A has good reputation and thus his assessment that the seajgest
antibiotic can effectively prevent the recipient’s infectmay be accepted (see Figure 10.6).
If the M A finally accepts both arguments as legal, the status of aalmépt of the initial
argument would be accepted, i.e., the organ would be deerablé ¥or recipientI D.

In this example, whe® A is informed of the submission of A6 it updates its knowledge
base adding the fact thatcipientI D already has hcv (it trusts theA assessment on that
matters), in consequence it concedes to the fact that ti@esthashcvand retracts from
its previous claim that hcv is a contraindication (see figl®er). In general, at any time
new knowledge can be added to an agent’s knowledge basedlyaesult in changes in the
agent’s believes. The dialogue can accommodate to suclyebday allowing participants
to retract and in general to backtrack to reply to any prestipsubmitted dialogue moves.
Another example of this is if we add via tlieA’s interface new knowledge (see figure 10.8)
indicating that teicoplanine is an effective treatmentrevpntsvi, the D A will also retract
from its claim thatsveis a contraindication.

At any point during the dialogue the participant agents cg&hdsaw, or theM A can
terminate the dialogue and the resolution is given by thiedi@al status of acceptability
of the argument for viability, in this case, the argumentcsepted and thus, if the dialogue
terminates thé/ A will send bothD A and RA a message informing them that the lung was
deemed viable forecipientI D.

10.1.3 Discussion

The results of the demonstrator were very good and it redeexeellent comments from
the reviewers deeming itfie most sophisticated argumentation-based applicatiomat
time’. While there were a number of obvious weaknesses that weatlnlress, we believe
that CARREL"™'s main strength resides in the principled way in which thebpem was
structured. That is, how by implementiiRyoCLAIM we could build a setting in which
human and artificial agents can effectively argue about ihleility of an organ for trans-
plantation, with little requirements in the developmentha# artificial agent (thé> A) nor
from the DSS that assists the human agent in the argumentatio

Having served as a very good proof of conceptfayCLAIM, CARREL" has a number
of limitations. These include the use of a persuasion pobtas opposed to a deliberation
one, a shallow use of the DCK and of the AEM, the absence of plicéontology, it was
not integrated with the CBRc and it provided a very basic Gidwever, from our point
of view, the most important issue for this kind of applicativas the lack of a systematic
procedure to build the ASR. While at that time we had up to 4@esws (see [7]) and a
preliminary validation process (see 10.3), schemes weeéféct build following intuition.
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While it was clear this was a limitation it become even cleareen we had to give indica-
tions on how to build the ASR to a research team that was nalifatwith Argumentation,
which is what happened in the development of the environahaatnario (segll.2).

For this reason, we placed all our efforts in proposing aesyatic way to build the
ASR. This led to what we believe to be a central contributibiths Thesis. That is, the
proposal of a reasoning patterns tailored for deliberativey the safety of an action, that it
is used as the basis to develop the schemes in to a scenadificsprgument schemes and
CQ which, as just illustrated in the running example, féaits an effective argumentation
among heterogeneous agents.

In addition to propose a systematic way to develop the AS&Rn#éw reasoning patterns
provide a number of important improvements for the delitiena The first improvement
is reducing the agents’ interchanged arguments and so m#kenargumentation more ef-
ficient. This is because, in our current approach a submétgdment not only introduces
the relevant factors (facts or actions) but also must aldiwdéte why these factors are rel-
evant (se&6). As a result, what in the introduced example involves tkehange of four
argumentation moveg:) the organ is viable2) it is not viable because X is a contraindica-
tion; 3) why X is a contraindication; and)) X is a contraindication because of Y. The same
example presented in 6, was addressed in only two argumErttse action is safe; an?)
it is not safe because X will cause an undesirable side effect

One of the objectives of the ASR is to enable heterogeneosist &g argue effectively.
Where the heterogeneity may be in the form of human/artifenints but also amongst
artificial agents with different modes of reasoning. In othwrds, the ASR is used as a
bridge to connect the diverse modes of reasoning. Of cotosdhis to make sense each
agent must be able to translate her reasoning into the ssh@m&R. Namely, each agent
must be able to effectively instantiate the schemes in thR A&d effectively understand
those submitted by their interlocutors. Now, the problerthwihe ASR in CARREL" is
that each scheme incorporates one or more rules, thesearelehifferent from scheme to
scheme and follow no predefined structure. Therefore, egait anust understand each and
every rule present in the ASR. This results in a strong intjmrsion the artificial agents’
implementation since any translation module intended tierface between the agent’s in-
ternal mode of reasoning and the schemes in the ASR, will ttew®rk on a cases by case.
This not only imposes limitation on the agents’ heteroggmigiit it also makes non-trivial
the updates on the ASR. We believe to have made importantgg®dn addressing these
issues by providing a set of twelve reasoning patterns upgaohathe ASR is developed.
Thus, for agents to understand each other, or rather, gHgctise the schemes in the ASR,
would require only to have a shared ontology regardgA , S andG , that is, the used
facts, actions, effects anthdesirablegoals, and an understanding of a cause effect relation
captured in twelve reasoning patterns introduce¢bir.

Other improvements include the decoupling of the resaugbwhat is the caseand
the deliberation over the actions’ safety. Firstly, thigegi priority to the main questions-
the action safe in current circumstances@ that, for example, questioning the current cir-
cumstancesi.g. the facts inCr) is licensed only if this challenges the action’s safety (at
least in a local context). Secondly it allows one to addregss, relatively simple fashion,
problems such as incomplete or uncertain information,&tithe of constructing the argu-
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ments, when updating the new available information and wawatuating the arguments.
Other improvements relate also to the dialogue game prhtoow defining a deliberation
more in line with requirements ¢froCLAIM.

10.2 Argument Scheme Editor

In this section we present the web application we developdastructing ASRs, we tested
it on the transplant and environmental scenario. This agfiin was useful as a proof of
concept to demonstrate how users with no prior knowledgegofraentation can be guided,
step by step, in the construction of repository of schemeasndWw describe the application’s
functionalities and user interaction and we laterg10.2.1 we discuss its added value and
limitations.

The Argument Scheme Editor is a web based application baiPldP and MySQI8
and is available dtttp://www.Isi.upc.eduttolchinsky/newASR/

ARGUMENT SCHEME REPOSITORY EDITOR

home action proposal ontology editor contact

PROJECTS

transplant_scenario »
wastewater schenario
“I[ go |

Description: Agent agrue onwhether an available organ should be transplanted to a particular reci

Project:
Description:

new project

Figure 10.16: Argument Scheme Editor, entry page.

The first thing a user must to is create a project or enter imxésting one, as depicted
in 10.16. If the project is new, the user should populate tlogepts’ associated ontology,
clicking on theontology editorin the top menu. This is takes the user to page displaying the
list of facts, actions side effects and undesirable goaledated with the selected project.
In this page the user can populate e A , S andG as depicted in 10.17

OncetheR , A ,S andG are populated, the user may create a new action proposal. As
depicted in Figure 10.18, the transplant project only hasamtion proposal (to transplant
an organ).

"http://www.php.net/
Bwww.mysqgl.com/
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ARGUMENT SCHEME REPOSITORY EDITOR

home action proposal ontology editor contact

isquemia(Organ. Tim
Donor,Organ)
| donor_property(Donor.D_property)
- || [ edit | is_a(Subject Aribute)
organ_property(Donor.Organ.O_property)

ACTIONS

potential_recipient(Recipient Organ)

I = tential_recipient_prope(Recipient,P_Rproperty)
bring_organ(Organ,Hospital1 Hospital2 Means) pejential.tecipient. prop 1
move(Patient Hospital 1 Hospital2) test(Patient Test Result)
transplant{Recipient Organ) §
treatment{Patient Treatment) ~ [ edit P cold_izquemia ity 2

e arg1: Organ args:
general_negalive_state(Recipient) A B i g7
is_a(Subject Atribute) IE ‘ arg3: args
recipient_property(RecipientRproperty) — E—
reject{Recipient Organ) - [Ledi | arg4: argo:

UNDESIRABLE GOALS argd: arg10:

cancer E description - The organ's [arg1] maximum cold isquemia time is [arc
death E.
graft_failure ‘ Insert H Reset
|sovere_inaston -/

‘ﬂ[ [ Update || delete

Description:

refresh |

Figure 10.17: Page to populate tRe, A , S andG for the transplant scenario project

transplant

short_name

new action

Figure 10.18: Page for creating a new action proposal

Clicking on the action proposal one enters into an instdatiaof a scheme AS1 (see
6.2.1). As shown in Figure 10.19, the user hast to fill in amiifier of the schemeg(g.
transplan) and a description. Next, the user has to fill in a list of fagtd actions in order to
specialise scheme AS1. By clicking on fteglit) link alongside theCONTEXTor ACTIONS
lists the user will be given a list of facts (rep. of actions)rfi the project’s ontology.
The user must also provide a NL version of the scheme, wheigblas are placed inside
quotes. The idea is that when constructing the ASR, the tefgesentation are constructed
in parallel: an underlying programming language.( PROLOG), the artificial agents’
communication language (as defined in the interaction pobtim §5) and finally a NL
representation that will facilitate human user interactio

Below the scheme we can see a list of specialised CQs of @31, the user can add
as many specialised CQs as she requires, and to each smti€lQ), the user can link
specialised schemes. In this case, these would be schepwalising AS2 (see 6.2.1).

If we were at this point to add a new scheme linked to A1, we would be led to
the page shown in Figure 10.20. In this page we can see thebtiext of facts and actions
is already given. The user can start specialising the schgrfiest selecting an undesirable
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transplant Given an organ for a potential recipient. Transplant
CONTEXT (edit)
Given that donor(Donor,Crgan)

potential_recipient(Recipient,Organ)

ACTIONS (edit)
the action
transplant(Recipient Organ)

should be undertaken

transplant the "Organ™ to the recipient
| save J | refresh | | delete_scheme
ASt_Con |5 there any contraindication to perform the propesed action?
tr cq 1 Does the donor has any contraindication for donating the or| | infection rejection cancer infexication | new |
tr.cq 2 Dioes the organ has any dysfunction? organ_dysfunction | new |
treq 3 |z there a mismatch between donor and recipient? migmatchDRsch mismatchORsch new |
trocqg 4 Are there any logistical contraindications logisiSchems | new |
CQ_name Cluestion | new |

Figure 10.19: Page for specialising scheme AS1 with its@atm CQs.

goal from the dropdown list, to then specialise HIEFECT list by clicking on the(edit)
link, to then select in a similar fashion the list of factspggyof facts, since the predicates
are ungrounded) because of which the undesirable side efiikbe realised. Figure 10.21
shows the panel in which the user selects the tailors theflfstcts, froma dropdown list.

In addition, the user will have to address each of the CQscasd to scheme which
may in turn link to other schemes.

In this way, the user is guided via schemes an CQs to explbteeatelevant lines of
reasoning that need to be specialised for the particuldicagipn at hand.

10.2.1 Discussion

Throughout this paper, and in particular in this chapterhase shown the benefits of hav-
ing a structured set of scenario-specific schemes and CQ@e\o, as discussed #10.1.3,

a lack of any clear systematic procedure for developing tB& Aesults in a strong limita-
tion on the applicability of the proposed model. For thissmrawe have developed (i) a
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back e
achemelD Scheme Description
CONTEXT (set_default)
FACTS|edit)
Given that donor(Donor,Organ) | and
: EMPTY
potential_recipient(Recipient,Organ)  [¥]
ACTIONS (set_defautt) EFFECT S(edit)
the action — willresul in state
transplant{Recipient Organ)  [¥] EMPTY
Thus realizing: v|
cancer
Natural Langl death he scheme
| graft_failure
severe_infection
ik | refresh | | delets_scheme
ASZ Cot Are the current circumstances such that the stated effect will be achieved?
CO_name Question
| save

ASZ_CO2 Are the current circumstances such that the achieved effect will realise the stated goal?
CO_name Question

[sze |

Figure 10.20: Page for specialising scheme AS2 with itsc@ated CQs.

test(Patient, TestResulf) -

FACTS
Test"Test" was performed on "Patient” with result "Result”

predicate arguments

donor_property  Donor D_property E

Figure 10.21: Page for specialising scheme AS2 with itsaata CQs.
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set of reasoning patters of an intermediate level of alistrgdhat is, while tailored for rea-
soning over safety critical actions they remain scenaritependent. Along these reasoning
patters, encoded in schemes and CQs, we proposéd)(@procedure for their further spe-
cialisation in order to build the ASR. This procedure is enibd in the web application
we have just presented. This web application thus servegasdproof of concept for the
ideas we want to convey regarding the systematisation ch8f’s construction.

As shown in this section, once the sets of facts, actiong effécts and undesirable
goals are filled, the construction of scenario-specific sweeis rather simple, by using the
web application and following the procedure describegZinMoreover, the construction of
these schemes requires no formal knowledge of Argument#&tieory. As we will discuss
in §11.2, our immediate experience with this application is tizd only the process of con-
structing the scenario-specific schemes was much cleates)do the scope and limitation
of ProCLAIM deliberations’ were better understood by the developetiseoénvironmental
scenario. For example, thRroCLAIM was not intended for planning. This led them to
reformulate the scenario to better match the model’s irgdndse.

As a proof of concept, this web application has numerouscasppe improve. Firstly,
we should allow connecting the ontology to existing ont@sgleveloped for the domain
of application; a visual graph should allow visualising drdwsing the whole ASR, this
will not only enable a fast navigation and access to diffeggarts of the ASR but pre-
sumably, will help developers have a better understandfripeoASR structure. Users’
should be assisted in the creation of ID’s for the each newrsehand CQs. We should
allow for plugins to convert the content of the ASR into diéfet formats ¢.9. PROLOG
code). More importantly, however, is to allow for automatiechanisms for updating the
schemes’ structure and relations. While the schemes andl€f@&d in56 are in a mature
state, there can be minor changes in their structure anibredaas we further continue our
research. Currently, this web application cannot adaphdésd changes, in fact, it is cur-
rently more similar to the formulation we presented in [2t8n that of¢6 presented also
in [16]. Another aspect to address in future work is to allawthe reuse of the specialised
schemes. This will allow for repeated cycles in the reagppiaitterns. Future versions of
the Argument Scheme Editor should incorporate these clsange

10.3 ASR Browser

As part of the software we developed to asdessCLAIM's applicability was another web
application intended to allow users to navigate across tBR.AThis is a very simple web
page in which we placed some of the schemes of the medical ABR.application was
intended for the transplant professionals to read andaatavith the proposed reasoning
patterns, specific of the transplant scenario, and provideith feedback regarding the
schemes validity. In Figure 10.22 we can see a shapshot ofi¢beapplication, the user
is presented with a scheme, its associated CQs and linke tectiemes in turn associated

0f course they are required to have some basic knowledgegifsi@nd be able to understand the used
notation.
Ohttp://en.wikipedia.org/wiki/prolog
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with the CQs. All these, presented in Natural Language.

test{Patient Test Result) ~ | add
FACTS
Test"Test" was performed on "Patient” with result "Result”

predicate arguments
donor_property  Donor D_property
refresh save delete

Figure 10.22: Argument Scheme Browser

In Figure 10.22 we can see that a CQ can be replied wiesor aNo. This is in
line with CARREL"™'s ASR, we presented i§10.1.2, where schemes negating the CQs
represent the possible direct attacks while, schemes &etpart, represent can be used as
defenders from a challenge. Note in particular, that whesai@me is in th&/espart, the
CQs cannot be used as a challenge.

This web application has a few very simple functionalitieghen hovering with the
mouse over a link to a scheme, a description of that schenasqinéng pattern) is pre-
sented to the user. There are a number of blank spaces intiemecthe user can type
in the value she desires and the blanks containing the sarisbbleawill change accord-
ingly. Conversely, the user can also click on #@mplebutton to get different possible
instantiations.

Prior to this application we devoted a few session to conugyideas to the transplant
professionafs: and we gave them a few notions regarding basic Argumentatiaory.
During these initial sessions we found an important shifbimlvement, engagement and
understanding of our proposed ideas once we began desctitdrspecialised schemes and
CQs. The proposals and corrections by the medical doctors meach more valuable and
meaningful. The Argument Scheme Browser was used withmdlcitation process and
it helped showing thateasoning patternsr argument schemegere not necessarily an ab-
stract logical construct to which end users should adaptydiber than these constructs
could accommodate to their needs and language. Also, ieledpowing that the links be-
tween one scheme and another were not conceptual but éxjlithe sense that by clicking
on a CQ on the browser it displayed a scheme which encodedrmgéa reasoning patten
for the transplant professionals.

In a more advance stage of our research, we explored the ustkinon’s scheme
for action proposal discussed §6.1, in order to guide users in their deliberation, both in
the transplant and the environmental scenario . Howeverexperience were two folds,
some of the experts lost interest in our sttfdyhile others start to guess possible instan-

"Most of the medical research was made in collaboration wittaasplant Coordinator with his team of the
Transplant Unit of Sant Pau Hospital in Barcelona, Spain.
12We speculated that one important factor for their distaactias due to the absence of keywords related to
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tiations. That is, even though they were familiar with théuatreasoning patterns, there
were confusions regarding the instantiations of the Betd, S G andV. But more impor-
tantly, they were guessing rather than asserting. Howeween again presented with the
specialised schemes, the engagement increased and thereoveore hesitations at the
time of instantiating the schemes.

10.4 The CBR component

In order to test the developed formalisatiorRsbCLAIM's CBRc we implemented a proto-
type application for the transplant scenario. One of thenparposes of this prototype was
to show that the CBRc’s reasoning cycle, as describeé®.ib, can be fully automated. Let
us recall that the purpose of the CBRc is to reuse past rasdeiéerations in order to solve
a target case. This mearnk) resolve symmetrically attacking arguments into asymretri
ones and®) submit additional arguments deemed relevant in previougasi cases.

As described ir§9.3, and depicted in figure 10.23 cases in the CBRc prototype a
represented by a tree of arguments, a set of facts (a paipefapd value) and the phase
in which the case was resolved. As shown in figure 10.23 afieHeatures of the case
can be edited by the user before triggering the reasoninig.ciithe user may also define
the maximum distance between terms instantiating the ses&ynwhich cases are deemed
similar. This is, the value of in the retrieval process as defineds;5.1. In figure 10.23,
cases will be deemed similar if they are at leasimilar.

When initiating the reasoning cycle, the CBRc prototypé reilrieve those cases which
are similar and applicable to the target case, just as defmg@l5.1. In figure 10.24, the
retrieved cases are already organised in the solution pabgetS P, as described i§9.5.2.
Let us recall that an element 6fP (called Accrued Argument Graphs figure 10.24) is
a tuple<T, S, F >, whereS is a set of cases that share the same tree of argufhantl
the same resolution phagé When clicking on an element of the list Atcrued Argument
Graphsthe users can see the casesinBy clicking on the cases’ ids, users can browse
through all the retrieved cases.

Associated to eacAccrued Argument Grapthere is an evidential support, which in
this prototype application is given by the number of cases, iand the associated phake
As we can see in figure 10.23, users can set the minimum tHdeghlne for anAccrued
Argument Grapho havesufficient evidential supportn particular, the threshold given in
figure 10.23 isF" = 1 and K = 2. This means thaAccrued Argument Graptvhich are of
phaseF' < 1 or have less than two associated caseS will not havesufficient evidential
supportand thus will not be accounted for in the reuse phase.

Figure 10.25 depicts the proposed solution tree of argusnétitthis stage the user may
proceed to revise the solution, where she may change thek attkations, add new argu-
ments or delete existing ones, edit the set of facts andlelitase’s associated resolution
phase. Once done, the case is retained in the case base résetkisc9.5.4.

The cases are stored in XML files organised as describ&8.# that is, grouped to-
gether based on the shared reasoning lines and with a Hig@rcelations based on the

their domain expertise.
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Figure 10.23: A case representation in the CBRc prototyeough this dialoge window,
users can edit the tree of arguments, the set of facts andsieésphase. User can also set
the maximum distance value by which cases are deemed sfthiéavalue oft in §9.5.1),
and also set the minimum values fér and K for the sufficient evidential supportBy
clicking on theRetrievebutton, the reasoning cycle begins.
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Figure 10.24: Retrieval phase in the CBRc prototype, wheseg are already grouped in

Accrued Argument Graphs
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Figure 10.25: Reuse phase in the CBRc prototype, where ai@oluroposal is given.

inclusion relation with respect to the structure of the wéarguments. This facilitates the
retrieval and retain processes. All together we have loaded 100 cases trying to focus
on families of three broadly similar situations so that theechase would not be too sparse.
Cases can only be added to the case base by following theBiRlcGeasoning cycle.

As can be seen in figure 10.23, the argument scheme formatisased for the pro-
totype application follows the early formalisation presehin [17]. From the perspective
of the CBRc implementation the only difference between e formalisations is that in
the current formalisation the factors that need to be coetpare already singled out in the
scheme instantiation. This makes the implementationtyigimpler. When implementing
the CBRc we isolated those terms that needed to be compaeethih hocfashion. Other
than this feature, for all other aspects the two formalisetishare the same properties from
the perspective of the CBRc implementation.

The overall performance of the CBRc prototype, fully impéerted in JAVAS, was very
good. The results we obtained were those expected and warel@d with no noticeable
delay. The prototype has been shown to domain experts flearigprofessionals) with very
positive feedback, considering the stage of developmetiteoprototype. The results given
in each trial by the CBRc matched their expectation and nraportantly, the rational for
the whole reasoning cycle was also evident to them. We tHiesbehat this prototype was
successful as a proof of concept of the CBRc's formalisation

Through the interaction with the CBRc we learned of a pobsibive had not antic-
ipated. The CBRc can construct a full tree of arguments omynfa list of facts. This

Bhttp://www.java.com/
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is because, the empty tree of argument was set to be a sulbtaeg trees of arguments.
Thus, for a target case {},Cr,, Fr > the CBRc will retrieve initially all the cases from
the case base, as described®b.1. On a second filtering process the CBRc will consider
only those cases whose associated trees of argumgpitsto the target case. From then on,
the reasoning cycle proceeds as usual. This feature of tlic@GBggests the possibility of
changing the decision making workflow. The CBRc can be uséditd the first provisional
solution as soon as a set of potentially relevant facts aderagailable. In consequence,
the P As may require to actually participate in the deliberatioty dgithey have anything to
add to the solution proposed by the CBRc.

Another more important difference with the formalisatioregented irg9 is that in
the prototype, the CBRc does not make use of an ontology. ©tande between facts
and actions is hardcoded and used only for illustrative geep. We will, in future work,
include an ontology based notion of term similarity. Anatimportant limitation of this
prototype is that the principles by which we propose howewig can be used and obtained
are relatively basic. In future work we would like to providenore well-founded notion of
evidence, necessary for more realistic scenarios.

10.5 Discussion

In this chapter we have reviewed four software applicatiwesdevelopetf as part of our
research. In this chapter we believe to have shown, by meaiese proof-of-concept
applications, the practical realisationfoCLAIM, not only in its final implementation, as
shown with CARREL" and its CBRc, but also in the process of constructing andatitig
the ASR as illustrated if10.2 ands10.3 which is central to its applicability.

At the same time, the developed application helped hightigheral weaknesses®@ifo-
CLAIM. Two important limitations oProCLAIM found in the development of CARREL
are now being addressed at length in this Thesis. The firsbeimg the inadequacy of
the dialogue game and the second and more important liontatas the lack of system-
atic way to construct the ASR. kb we proposd’roCLAIM's dialogue game that accounts
for the particularities of the model’s deliberations andle/in §6 we proposed a circuit of
reasoning patterns for deliberating over safety criticaioas, in§7.1 we describe how to
build, step by step, the ASR for a given scenario. Furtheemas discussed i§10.2, we
implemented a web application intended to help develogecsiistruct and edit the ASR.

Each of the proposed prototype application helps show tkengial of ProCLAIM as a
principled way to structure and implement the family of aggtions to which it is intended.
At the same time, these applications highlights weaknedspaint to different lines for
future work. Most weaknesses were already discussed irréwiops sections.

1Al presented applications were developed and implemenyetie author of this Thesis.



Chapter 11

Two Case Studies

In this chapter we discu€BroCLAIM in light of our experience in defining and develop-
ing the two case studiesg. the transplant and the environmental scenarios, intratuce
in §3. These two case studies had very distinct developmenegses, which provide a
broad perspective oRroCLAIM's applicability, contributions and limitations. The prob
lems addressed in the transplant scenario have initiafigiiad the conceptualisation of
ProCLAIM and has guided us throughout its development. The addrgssbtém and
context of this scenario are relatively well understood] alh together we believe to have
successfully tackled the issues we aimed to resolve. Inrtieommental scenario, on the
other handProCLAIM was used as the initial inspiration for the definition of negrsgrio
within the context of wastewater management. The develapwiethis scenario was un-
dertaken by researchers from a Laboratory of Chemical anitdmental Engineeringy
and thus by researchers who are not familiar with Argumetasand with limited expe-
rience in Computer Science in general. This scenario wasuwaful for identifying the
scope of applicability and for the definitions of procedue$acilitate the construction of
the Argument Schemes Repository which constitutes thelmarekof our proposed model.

In the following section we focus on the transplant scendgascribing the different
insights we gain through the development of this scenariiaieraction with the trans-
plant professionals. In a similar fashion, §hl.2 we describe the development process of
the environmental scenario and provide our conclusions fvar experience and feedback
obtained from its implementation. §11.2.1 we provide a running example within the en-
vironment scenario. 1§11.3 we conclude with broader discussion regard?ngCLAIM's
applicability, contributions and limitations.

11.1 The Transplant Scenario

Our research in the transplant scenario should be unddrsma continuation of the study
of the transplant domain from the perspective of CARREL [224 electronic institution

intended to facilitate the offer and allocation of humanamg for transplantation. By for-
malising most of the logistics of the transplant processpanting for high sensitive of

http://lequia.udg.es/eng/index.htm, from the Universit Girona
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environment, CARREL provides the opportunities to addeessformalise more complex
problems assuming a multi-agent system. Our aim was to mséeiuthis opportunity.
Central to the transplant domain is the problem of shortdgegan availability of trans-
plantation, where big efforts in the medical community aegaled to reduce this gap be-
tween demand and supply [77, 175, 236]. Hence, the immediaiiee was to envision
ways in which CARREL could be extended so as to address thldgm. Broadly speak-
ing, there are four complementary strategies intended ka figs problem. These ard.)
Education, with the aim of raising awareness of the valuergam donation in order to
increasing actual organ donédr<) the study and implementation of alternative medical
treatments, such as the use of artificial organs [105] ortxansplantatioh [216]; 3) the us
of living donors, in particular for kidney and liver [172, 26and finally;4) the expansion
of the organ acceptability criteria so as to minimise thealid of human organs [23], in
which we could include efforts to make use of organs from heartbeating donors [77].

No doubt all these strategies are of great value. Howevematysing all four options
we found the last one to be particularly interesting duegtinitrinsic value and challenging
nature. The first two approaches involving education pmogrand alternative treatments
respectively, fall somewhat outside the scope of CARREIe iAtlusion of living donors
in the formalisation of CARREL may be resolved, in its singbl&ashion, by defining an
additional source of organ donation into the workflow. Oualtdnge was thus to propose
how a multi-agent system can provide support to the transgleofessionals’ efforts in
optimising the use of available organs by continuouslylehging established guidelines.

To address this problem, we followed a standard path of gina#sation, formalisa-
tion and later implementation. Firstly and always underesuigion of transplant profes-
sionals of the Sant Pau Hospital, we conceptualised thdgmoht hand in terms suitable
for CARREL [14, 13]. This has resulted in the proposal of thteraative human organ
selection process, presentedgB 1.3, in which, broadly speaking, through justifying thei
assessments, transplant professionals are given thetopippito make use of human or-
gans that under current policy would be discarded. Thisqealhas been broadly discussed
with transplant professionals and has been presentediomaband international transplant
conferences [9, 10, 15] where we obtained positive and ltduaedback. The design and
formalisation of this process was later published as a glyraper in [12] and ultimately, as
discussed ig10.1, it was implemented and presented as the main Large Beatonstrator
of the FP6-EU Project ASPIC, [11], where it was deemed by drleeoproject reviewer as
the most sophisticated Argumentation-based application.

The development of the transplant scenario included rego&etings with transplant
professionals of the Sant Pau Hospital where we presentgargposals. While the central
subject at the early meetings were the definition of the radtitre human organ selection
process, in later meetings we focused on the developmentt¥ational examples and
the formulation of the argument schemes and CQs specidlisetie transplant scenario.
These meetings helped us validate our proposals from tepgeive of the medical domain
as well as from the perspective of the end users. It was thatgthese meetings that

2http://www.organdonor.gov/grantProgramPublicEdu.asp
3Xenotransplantation is the transplantation of living sefissues or organs from one species to another.
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we deemed as necessary the use of specialised argumenteschienour discussions we
noticed a clear shift in engagement as soon as argument ssheere strip out from any
formal notation and presented using only medical jargornteRes such as Walton’s [233]
or Atkinson's et al. [34] argument schemes were initially used to illustrate geaeral
principles, but while the principles were understood, wanfib that the leap between these
schemes and the arguments needed to be produced was todmbigédormed in a realtime
discussion and in a consistent manner. At first this procesdvied certain overhead for the
participants and soon after, participants were disengaggadhe task at hand.

At that time we developed an early formalisation of the argotischemes and CQs pre-
sented in [17] with near to fifty specialised schemes [7].tRi@rprocess we made use of the
ASR browser, presented in 10.3. While the initial intentadrthis online ASR browser was
for the transplant professionals to validate our proposb@mes on their own, not during
the meetings, do to their tight schedules we learned thig torbealistic. Nonetheless, the
interaction with the ASR browser during the meetings wag useful to overcome certain
scepticism towards the somewhat abstract notiaoea$oning pattersr argument schemes
The ASR browser thus helped convey the idea that specigdggines can be instantiated
with no overhead and that the connection between schem&Qsas not only a conceptual
construct but can translate into a simple user-computerantion that helps users navigate
among the schemes implemented in this application as higkerl

Discussions of the medical scenario were extended to mdoymial meetings with
transplant professionals besides those of the Sant Pautblogemong these discussions
we would like to mention the presentation we made to the boéwirectors of the Ar-
gentinean Transplant Organisation INCUCAIn this presentation we discussed both the
alternative organ transplantation and the argument scheraee discussed. The feedback
was highly positive and it included a proposal for collaltioig in their ICT project SIN-
TRA?S for the development of a computer system for the managemehtowersight of
procurement activities and transplantation of organsyués and cells at the national level.
This proposal is included in our plans for future works.

In summary, we believe to have successfully addressed itiat @im. That is, to extend
CARREL so as to support mechanism to help combat the shoofaggan availability for
transplantation. More in particular, we believe to havecsssfully illustrated how a multi-
agent system may support an alternative organ selectiacegsathat while accounts for
the criticality of the context it also supports the trangsplprofessionals’ effort to make
the best use of the available organs, where this may invdlaenging consented criteria
for organ acceptability and may possibly involve disagreetbetween transplant profes-
sionals themselves. The proposal, design and final impl&atien of the alternative organ
selection process constitute one of the main contributioth® medical scenario. While
there is a large number of works relating Artificial Intedligce techniques and the medi-
cal domain, and in particular involving organ or tissue $@antation, to the best of our
knowledge, no other work addresses similar problemati¢sdse explored in the medical

“http://www.incucai.gov.ar
Shttp://sintra.incucai.gov.ar/intro.html
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scenario (se€3.1). Another important contribution achieved within tetenario includes
the implementation of an argument-based deliberation gneterogeneous agehtsin

this implementation we have covered not oh)ythe actual exchange of arguments, but also
2) illustrated how these arguments can be constructeds(<®é.2) given the provision of
specialised argument schemes &)dve have develop procedures for the construction of
these specialised schemes(§ég To the best of our knowledge no other work has encom-
passed these three aspects which we believe are necesstimy éatual implementation of
argument-based dialogues for real life applications. Wigae this discussion if11.3
after having analysed the environmental scenario.

Our main concern, thus far, during the implementation ofrttazlel has been to shed
light on the question: how agents can construct argumeatd jlembody the agents’ po-
sitions; 2) include only that which is relevant from the deliberatiop&rspective, without
making strong assumptions about the agents’ reasonindpititipa; and3) ensure that the
exchanged arguments are understood by the interlocutonde We believe to have made
important progress in addressing these three issues, gedanal we believe to have shown
thatProCLAIMis a suitable approach for addressing the transplant Soen#rer aspects of
the model require further development. In particular, mooek needs to be done regarding
argument evaluation. Substantial efforts has been dewotagling out the basic principles
for the argument evaluation §8. However, future work should attempt to instantiate this
framework with more realistic cases in terms of the threeedisions by which arguments
are evaluated.g. evidence, consented knowledge and argument endorsement).

Other minor task for future work relate to the constructionl ase of the ASR. As the
ASR increases to include more argument schemes, agentsaereypbsed to wider set of
options for reply certain arguments. While we do not belithie to be a problem for artifi-
cial agents, our concern is that human agents might be oedmveldl if presented with more
than a handful set of schemes. This, of course, may hindeddlieeration process. We
believe this problem can be addressed by allowing usersdioate which are the factors
they believe to be relevant for the deliberation and on thsdconstruct the most likely ar-
guments. The users may then edit those arguments if requireslinvolves developing the
appropriate graphical user interface that would facditttis interaction. At the same time,
this may also require developing reasoning mechanismgdpiret the user’s intention.

Having explored a great variety of examples in the trang@e@nario and shown a run-
ning prototype to the potential end users of the applicatiom next step in this line of work
is to develop more rigorous evaluation of the proposed egitin, possibly in the form
of a simulation exercise with the potential end users. Wihdsitive results were obtained
when presenting our developed prototype to both to thepitansprofessionals at the Sant
Pau Hospital and to those at the Argentinean Transplanti@ag#on, any move forward in
this scenario should be preceded by such rigorous analysiact, this was our intended
plan of work prior to explore the environmental scenarioweweer, as we got involved in
this new scenario, we realised that developing the spsebchemes for a new application

SWhereby heterogeneous agent we do not imply an open systgherr that agents may be human or
artificial, and those artificial agent may have diverse imatation.
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was not trivial, particularly for developers who are not fn to Argumentation Theory.
Hence, we devoted our efforts to facilitate procedurestergroduction of these schemes.
In order to do this, we developed the argument schemes andCi@ermediate level of
abstractions, that is the circuit of schemes and CQ spsethlfor reasoning over safety
critical actions presented i§6 and published in [16]. We now discuss our experience of
implementing thé®roCLAIM model in the environment scenario.

11.2 The Environmental Scenario

The development of the environment scenario was lead by mesnd) researchers from a
Laboratory of Chemical and Environmental Engineefinghe starting point of this sce-
nario was the proposal to apply tReoCLAIM model in the context of wastewater manage-
ment, as discussed §8.2. This proposal gave us a great opportunity to BreCLAIM'S
applicability in other scenarios. Furthermore, while tfasplant scenario provide us feed-
back from the view point of the end users, the environmerdahario gave us feedback
from the perspective of the developers of a new applicatidrere these developers were
neither familiar with theProCLAIM model nor Argumentation Theory and in general, their
experience in Computer Science was rather limited.

The environmental scenario grew into an ambitious propmsaln integrated manage-
ment of wastewater in a river basin [39]. The proposal wasredrin the formalisation of
a multi-agent systems intended to optimise infrastructyrerations while minimising the
environmental impact of industrial discharges in emergesituation. The idea is that in
normal situations the multi-agent system would managertfigrhation exchange, among
the relevant actors, for plannimprmal (expected) industrial discharges, and thus address-
ing scheduling problems while ensuring guidelines andslagjon enactment. Then, in
emergency situations, where a more dynamic approach issegeto resolvad-hocsitu-
ations, the system would help identify safe solutions thtotine deliberation among all the
relevant actors and thus, making the best use of the agepesttese. Thd?roCLAIMmodel
was thus used to support this collaborative decision magbingess with the purpose of re-
ducing the environmental impact of industrial discharges.

The addressed problem is particularly challenging for teety of actors involved in
the process (industries, sewer systems, wastewater gaaptants, storing tanks...) with
diverse interests and knowledge about problem. Also ahgilhg because of the variety of
external factors relevant for the decision makiegy( meteorological context, mechanical
failure in an infrastructure, concurrent wastewater poadiiby other sources, industrial and
non-industrial, etc...). One important part of the work eveloping this scenario was de-
voted to the identification of all these actors, their irdtations, roles and tasks. This was
an important difference with respect to the transplantagenwhere the underlying system
of agents, their relations and workflows was already wellhdefiand formalised. In the en-
vironmental scenario howevd?yoCLAIM was applied before having a well understanding
of the problem at hand. Another important difference betw® two case studies was
the availability of literature debating about what congéta safe action.e. an industrial

"http://lequia.udg.es/eng/index.htm, from the Universit Girona
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spill or an organ transplant) beyond the definition of staddagulations. In the transplant
domain there is plenty of literature discussing cases ddrotgansplantation and the cir-
cumstances that presumably lead to the success or failtihe ofgan transplant, where the
purpose of this analysis is to improve existing guidelined donor and organ acceptability
criteria. In fact, these discussions were the precursasriotivated the development of
the transplant scenario. However, substantially fewenudisions of this nature were found
in the environmental engineering domain addressing tretysaf an industrial spill. This
circumstance, made even more challenging the developrhém environmental scenario,
because, without the availability of case analysis it wasl ta produce realistic exam-
ples. Furthermore, without a clear account of the contetit@fleliberations or the agents
involved in it, it was very difficult to produce specialisetgament schemes for this sce-
nario. This was particularly difficult at an early stage ofelepment ofProCLAIM, when
schemes were produced in ad-hocfashion.

Through the development of the environmental scenario aézl of the importance
of providing support in the construction of the specialisggument schemes and CQs. Our
initial approach was to introduce the environmental ergiséfrom now on would be re-
ferred to as thelevelopersto the principles of argumentations, in particular to angut
schemes and CQs and then, through joint work propose a speoifatised schemes in or-
der to capture an initial set of examples, with the assumghat the scheme construction
would be tedious but not as difficult as it turned to be. Whagealopers found the concepts
of Argumentation intuitive, particularly with the suppat visual representations such as
Dung’s graphs [80], we found numerous mistakes and misgaioees in the schemes they
produced. This was in part due to a weak understanding ofrtii@eam at hand, but also due
to the missing support in the scheme construction. Hencie ihthe transplant scenario
lead us to recognise the need for specialised schemes fdgimeadeliberation among het-
erogeneous agents, the main conclusions drown from theoamental scenario was the
requirement to deliver guidance for the construction o$¢hgpecialised schemes.

In order to respond to this requirement, we have developeditiouit of schemes and
CQs intended for deliberating over safety critical actipmssented ir§6, with the main
purpose of providing guidance in the construction of theulingnt Scheme Repository as
presented irg7. An early formulation of this circuit of schemes and CQs wasposed in
[219], on the basis of which the environmental scenario wikily proposed in [2]. This
early formulation was very useful in the schema constradbiat also in providing a clearer
definition of scope oProCLAIMs deliberations. To further support the construction of
ASRs we implemented the Argument Scheme Editor §4€e2), a prototype web applica-
tions for the construction of the ASR, based on [219]. Alldatiger allow the developers
have a clearer understanding of the scope oPtileCLAIM, and thus to focus the examples
to cases than can be covered by the model’s deliberationex@onple, one recurrent case
prior to [219], was the proposal of examples based more ampig, a feature that cur-
rently ProCLAIM is missing. Another recurrent error was to justify the safeftan action
based on its compliance with existing regulations. Withriee formulation it was clearer
to developers that arguments where made only of cause ®ffgations, and that aspects
such as regulations are perspectives by which the givemengis are evaluated.

All together, we believe that, despite the above mentiotedlenge, the results arrived
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in this scenario are very positive, producing among othécaues a PhD Thesis in En-
vironmental Engineering [39] and a journal paper [3] amotitep publications [6, 2, 1].
In the following section we present one of the developed @ges introduced in [3]. The
formulation of this example was initially developed usimg formalisation of schemes a
CQs presented in [219]. While this formalisation constitah improvement with respect
to our initial ad-hocapproach [17], it is too schematic with a somewhat vague nlyidg
logical formulation, and it does not have an associateddis# game. We have substan-
tially improved this early formulation into the mature wgskesented ir§6 and published
in [16]. We will use this later formulation to present the eammental scenario along with
the dialogue game introduced gB.

11.2.1 Running Example

To situate ourselves, let us first overview the environmesdanario introduced if3.2. In
[39] Aulinas proposes a multi-agent system for an integratenagement of wastewater in
river basin. The agents of this system represent the diffexetors and infrastructures in-
volved in the Urban Wastewater System (UWS). The purpodeediVsS is to cope with the
domestic wastewater production as well as the wastewateluped by the industries. Do-
mestic and industrial wastewater are connected to sewtmswshich collects along with
the rainfall the wastewater to transport it to the Wastewa@teatment Plants (WWTPSs).
Once appropriately treated the WWTP spills the wastewaterthe final receiving media,
in this case the river.

As above mentioned?roCLAIM takes a part in this system only in emergency situa-
tions, when normal procedures are either non-viable orfanga [39] Aulinas identifies a
number of unsafe situations, these are mostly focused ocotitent of industrial spill and
how this content may affect environment and whether it canadge the WWTP operability,
as the latter situation may lead to more acute situatiorgoBpical situations that must be
avoided in the WWTP are for example, bulking or foaming, uttentially caused by the
growth of filamentous bacteria in the WWTP’s tank. If any ofgh two situations occur,
the WWTP will significantly reduce its effectiveness in theatment processes and will
produce poor quality effluent. The cases studied includeemeder withtoxic substances
that containheavy metalsexcessive amounts oiutrients(principally nitrogen and phos-
phorous) or excessive amountslwbdegradable organic component§or each of these
situations, as well as for other cases explored in [39], thestion is whether the system
can coupe with these kind of spills. That is, can these spélexceptionally undertaken
by the systems in a way that there is no direct harmful effe¢hé environment and no
infrastructure (mainly the WWTP) is damaged in this prodesa degree of substantially
reducing its operability. In this section we will exploreeoaxample in which an industry
has to spill substances toxic substances.

In [39] a complex multi-agents system is defined, with oveelt® roles and their as-
sociated protocols of interaction, the services the itfuatures can provide and their re-
sponsibilities with the UWS. For the purpose of our exampéewill introduce only two
of the agents’ role, in their succinct version. Agents engcthese roles will participate in
collaborative deliberation to decide the safety of the stdal spill. These roles are:
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e Industry Agent (InA): represents individual industries and/or groups of inuest
that need to manage their produced wastewater as a resdtioptoduction process.

e Wastewater Treatment Agent (1T A): represents the manager of WWTP. Its main
function is to keep track of wastewater flow arriving at WWTERAll as to supervise
and control the treatment process. In [39], this role idtfertrefine into the managers
of WWTP (WT A,s) and the operatord{ T Ap). For simplicity, we will consider
theWT A as a single role.

For the purpose of the example, let us suppose that an igdiegiresented by agent
InA has to spill wastewater into the sewer system and into the \WWdpresented by
WTA. Letus suppose as well that the spill contains substamtialiait of a toxic substance,
for exampleCadmium VI One of the main effects this may cause on the WWTP is the
inhibition of Extracellular Polymeric Substances (ER®)ese substances are important in
the flocculation process employed in the purification of easter and sewage treatment.
The EPS inhibition prevents the formation of large flocs #rat used to remove organic
material. This situation is typically callgginpoint floc(for the sparse growth of flocs of
the size of a pinpoint) and its immediate implication is theulstantial reduction in the
effectiveness of the WWTP. Of course in normal circumstaneastewater containing any
toxic should be first treated by the industry and only disgedrwhen toxic concentrations
are bellow given thresholds. In emergency situations hewevhen these thresholds cannot
be realised, the UWS should coordinate to find cases by cag@ss that would minimise
the environmental impact of the discharged wastewater.

To define the elements of the deliberation we need first tatifgetie space of facts,
actions, side effects and undesirable goals, nanR)\A, S andG . For the purpose of the
example, let us suppose these sets contain the predicategsa@positions defined in table
11.2.1.

Now, let us introduce a fragment of the scenario’s ASR. Irciising the initial AS1
scheme we can identify two action proposal:

AS11p4. : propose( {i ndww( | nd, W\i d) , i nd.wwt p( | nd, SS, WX p) },
{di schar ge( Wi d, WA p) })

| DischargeWW\i d into the WWTP

AS11pq. : propose( {i ndww( 1 nd, WNi d), indrive(lnd,SS,R)},
{di schar ge(Wni d, R) })

| DischargeWi d into the river
To each scheme there is associated the CQ questioning whiethe are any contraindi-

cations for the actions proposals. For the former schdiig;,, ., :, this CQ is embodied
as an attack by schemes indicating the possible undessatdecffects the discharge may

8Extracellular Polymeric Substances are high-moleculagiiecompounds secreted by microorganisms
into their environment.
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Set| Ungrounded Predicate Description
i nd_ww( I nd, Wi d) industryl nd has wastewatat\i d
i nd_river(lnd, SS, R industryl nd is connected to the riveR via the
sewer systensS
R | i nd.wwt p( I nd, SS, WA p) industryl nd is connected to the WWTRWA p
via the sewer systel8S
wwt p_par am( WA p, Par, Val ) | The WA p has design paramet@ar with value
Val
wwt p_cond( WA p, Cond) TheWA p has circunstancial conditicd®ond
ww.cons( WA d, Cons) The discharged wastewat¥¥ p hasCons
ww.f | ow( Wi d, F) The discharged wastewat#¥ p has flowF
nmet eo_cond( Met) Met are the expected Meteorological condition
di scharge(W\i d, RM Discharge the wastewat®8¥\i d into the receiv-
A ing mediaRM
wwm ptreat (WY p, T) TreatmentT will be performed at the WWTH
WA p
wwt p_c( VWA p, O The WWTPWA p will have conditionC
S [dischar gep(D, P) Discharge conterid has property
pi npoi nt fl oc Small oc that settle very slowly
G sl udge_toxicity Accumulation of toxic substances in the sludge

fil _bul ki ng

Bulking due to an overgrowth of filamentol
bacteria

vi scous_bul ki ng

Sludge becomes viscose and compact

Table 11.1: A subset of the elementsRf A, S andG for the given discussion
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cause to the WWTP. For the later scher&l1;,4 . :, the attacks indicate the possible un-
desirable side effects the discharge may cause to the Aveong the schemes embodying
AS11,4.,-CQ1 (the CQ ofAS1y,,4.4,) are:

AS2rpapp: argue( {i ndw( I nd, WA d) , i nd.wwt p( | nd, SS, WA p) },
{di schar ge(W\i d, WAt p) }, contra( ww.cons(WNi d, C),
wwt p_c( WA p, eps. nhib), pinpoint_floc))

| SubstaceC will causeeps inhibition leading topinpoint floc

AS21p4.s: argue( {i ndww( | nd, W\i d) , i nd.wat p( 1 nd, SS, WA p) },
{di schar ge(W\i d, WAt p) }, contra( ww.cons(WNi d, C),
wwm p_.c(WA p, desnitrif), rising))

| SubstaceC will increasedesnitrification in the secondary reactor settler leading
to rising

AS21n4.ns: argue( {i ndww( | nd, WNi d) , i nd.wat p( 1 nd, SS, WA p) },
{di scharge(W\i d, WX p) }, contra( neteocond(rainfall),
wwt p_c( WA p, overfl ow), hydraulic_shock ))

| Due torain fall, incoming flow will exceed the WWTP capacity causing an
hydraulic shock

As discussed above, the reasoning line we explore is the aptired by scheme
AS21n4.p in Which the discharge of wastewater can capis@oint floc Following the for-
malisation presented i§6, among the associated CQSA621,,4 ,,, are: AS21,q pp-CQ1,
AS21n4pp-CQ2 and AS21,,4 ,-C'Q4, are the specialised schemes and challenge:

AS3rnapp1: argue( {i ndww( | nd, W\i d) , i nd_wwt p( | nd, SS, WA p) ,
ww_cons(WNi d, C) },{di schar ge( W\i d, WA p) }, no_si de_ef f ect (
{met eo_cond( Met) }, {wwt p.c(WAN p, eps. nhib)}))

| Meteorological conditiond/et can prevent theps inhibition
AS3rndppo: argue( {i ndww( | nd, W\i d) , i nd_wwt p( | nd, SS, WA p) ,

ww_cons(WNi d, C) },{di schar ge( WNi d, WA p) }, nosi de_ef f ect (
{wwt p_cond( WA p, Cond) }, {wwt p_c( WA p, eps_i nhi b) }))

| ConditionCond in the WWTP prevent theys inhibition
AS5rpappa: argue( {i ndww( | nd, W\i d) , i nd_wwt p( | nd, SS, WA p) ,

ww.cons(WNi d, C) },{di schar ge( Wi d, WA p) }, preventive.acti on(
{wt p_treat (WX p, T) }, {}, {wwt pc(WA p, eps.i nhib) })))

| PerformingT can overcomeps inhibition on the WWTP

AS21mapp.cq4,: chal | enge(evi dence(ww.cons(WAi d, C)))
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| Provide evidence thatw_.cons( WA d, C)

Associated to the CQLS2,,4 pp.c4,, thus in reply to the challenge, are schemes spe-
cialising schemed.S2ewv, for instance:

AS2evind pp.cga,1: argue( {i ndww( | nd, W\i d) , i nd_wwt p( | nd, SS, WA p) },
{di scharge(WNi d, WX p) }, contra(repl aceev(wwcons(WNid, O),
{test (WNi d, Tst, Res) }), wa p_c( WA p, eps. nhi b), pi npoi nt fl oc))

To conclude, let us include in the set of specialised schetheschemelS6;,,4 ,p2.1,
embodying the CQ: Are current circumstances such that an undesirable sidecieffill
occur? associated tal.S37,,q4 pp o:

AS6rpdppoi:argue( {i nd.ww( I nd, WA d) , i ndwwt p( 1 nd, SS, WA p),
ww.cons(WNi d, C), wwt p_.cond( WA p, Cond) },{di schar ge( WNi d, WA p) },
contra( {sludge_p(WNid, Tx)}, toxic.nsludge))

| Toxic Tx will remain in sludge

Having introduced subsets of the four dimensioRs:A, S andG and a fragment of
the ASR, we can now proceed to run the deliberation followimegdialogue game proposed
in §5. A ProCLAIMdeliberation begins with an argument proposing the maiomasia the
open_di al ogue locution at the Open Stage. In this example an industrd arrives
to a emergency situation in which they have to dischargeemager containing toxic sub-
stances. In this case, the agent representing this industry, with id i nA, will initiate
the proposal for a deliberation by sending a request tdih# for which In A instantiates
schemeAS1,4.4- The exchanged messages for this example are depictedureFg.1.
The following seven messages initiate the deliberationeretamt p is the WWTP con-
nected to the industry through the sewer systsmand where the basic data provided by
the deliberation agents id_basi c_i nf o andwwt p_basi c_ nf o) are the sets of facts
given in Table 11.2.1. Also, lgir oposal denotepr opose( {i nd.w i nd, wwi d),

i nd_ww p(ind, ss, wt p) }, {di scharge(wwd d, wi p) }), then the deliberation
begins with the following exchanged messages:

request (i nA, ma, 0, -1, opendi al ogue( proposal))

inform(ma, all,convid, 1, 0, opendi al ogue( proposal))

request (i nA, ma, convid, 2, 1,
ent er _di al ogue( proposal,inA, indbasic.info))

i nform(ma, al |, convid, 3, 2,
ent er _di al ogue( proposal, inA, indbasic.info, {m}, Cppa,
T, | egal replies))

request (wta, ma, conv.id, 4, 1,
ent er _di al ogue( proposal , wa, ww p_basic.info))



226 CHAPTER 11. TWO CASE STUDIES

Agent | Submitted Facts Description
i nd_ww(i nd, wwi d) industryi nd has wastewatem_i d
i nd_ww p(ind, ss, wt p) industryi nd is connected to the WWTRP
InA wwt p via the sewer systemis
ww_f I ow( ww.i d, 1007/ d) the flow of the discharge is dfo0n¥/ d
ww.cons(wai d, anmoni a) The wastewater contains ammonia
ww.cons(wwi d, cdVl) The wastewater contains Cadmium VI

wwt p_par (wwt p, typ, act sl udge) | is an activated sludge plant
wwt p_par (wwt p, f I ow, 300/ d) the WWTP has a flow capacity d

—h

WTA 300m?/d
wwt p_par (wwt p, primclarif, 2) Two primary clarifiers
wwt p_par (wwt p, aer _basi n, 2) Two aeration basins

wwt p_par (wwt p, aer _t p, di ffuse) | The plantwith diffused aeration

Table 11.2: Information made available by theA and theWWT A when initiating the
deliberation

inform(ma, all, convid,5, 4,
ent er _di al ogue( proposal, wta, ww p_basic. nfo, {ma,inA} Cpaa,
T, legal replies))

At this stage the context of facts and actidig, 4 contains the agents provided ba-
sic info and the proposed action. TRéA has provided the deliberating agents with the
list of legal replies, among which are the schemési2;,,q ,»,, AS2rnd.vpr AS21n4d.rs OF
AS2r,.4.1s, Presented above. In particular, the scheme for pinpointisigiven:

argue(C, A, contra( wwcons(wwid, C), wt p_c(wwt p, eps. nhib),
pi npoi nt fl oc))

| SubstaceC will causeeps inhibition leading topinpoint floc

WhereC = {ind_ww(ind,ww_id),ind_wwtp(ind,ss,wwtp) and.A = {discharge(wwid,wwtp)}.
The WT A can instantiate this scheme by ground®@gith cdVI to form argumentd2 at-
tacking the initial action proposal, which we can denotergamentAl (see Figure 11.2a).
This involves the exchange of the following two messages:

request (wt a, ma, conv.id, 6, 5, ar gue(
argue(C, A, contra({wwcons(wwi d, cdVl) },
{wwt p_c(wwt p, eps_i nhi b) }, pi npoi nt floc)), 1)).

Assuming this argument is accepted by theA it will be added toT with id 2 and
broadcasted to all participants:
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InA MA WTA
req(0,-1,open_dialgue)

inf(1,0,0pen_dialgue) inf(1,0,open_dialgue) Cr = {ind_ww(ind,ww_id),ind_wwtp(indsswwip)}

Ca ={discharge(ww_id,wwtp)}

req(2,1,enter_dialogue) T= <A1}0> E=p

inf(2,3,enter_dialgue) req(4,1,enter_dialogue)

Cr = Cr U ind_basic_info
inf(5,4,enter_dialgue) inf(5,4,enter_dialgue) Cr = Cr U wwtp_basic_info

req(6,5,argue(A2))

inf(7,6,argue(2,A2)) inf(7,6,argue(2,A2)) T = <{A1,A2},{(A2,A1)}>

req(8,7,argue(A3))

inf(9,8,argue(3,A3)) inf(9,8,argue(3,A3)) T= <A A2A3L{(A2A1). (A3 A2)>

req(10,-1,propo(add_ferr))

Ca = Ca U {add_ferrous}
req(11,9,argue(A4))

inf(12,10,propo(add_ferr)) | inf(12,10,propo(add_ferr))

T = <{A1,A2,A3,A4} {(A2,A1),(A3,A2),(A4,A2),
inf(argue(4,A4),11,13) inf(13,11,argue(4,A4)) (A2,A4)}>

req(14,-1,assert(cdVI_130))
req(15,9,argue(A5)) Cr = Cr U {cdVI_130mg/L}

inf(16,14,assert(cdV1_130))| inf(16,14,assert(cdVI_130)) T = <{A1,A2,A3,A4,A5} {(A2,A1),(A3,A2),(A4,A2),
(A2,A4),(A3,A5)}>

inf(17,15,argue(5,A5)) inf(17,15,argue(5,A5))

req(18,17,argue(A6))

T = <{A1,A2,A3,A4 A5 AB},{(A2,A1),(A3,A2),(A4,A2),
inf(19,18,argue(6,A6)) inf(19,18,argue(6,A6)) (A2,A4),(A5,A3),(A2,A6),(A6,A2)1>

inf(20,-1,endorse(A5)) E = {endorse(wwtp,5)}

inf(21,-1,n0_m_moves())
7

inf(22,-1,n0_m_moves())

inf(23,-1,s0lut(sol,sollD)) | inf(23,-1,s0lut(sol,solID)) T = <{A1,A2,A3,A4,A5,A6,AT}{(A2,A1),(A3,A2),
(A4,A3),(A5,A2),(A2,A6),(AB,A2),(A7,AB)>

inf(25,23,accept(sollD)) inf(24,23,accept(sollD))

inf(26,25,closeDelib(solID))| inf(26,25,closeDelib(solID))
a) [ b)

Figure 11.1: Figure illustrating the agents exchanged agessand how the se@yr, C 4,
T, andE are accordingly updated.
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inform(ma, all, convid, 7,6, argue(?2,
argue(C, A, contra({wwcons(wni d, cdVl) },
{wwt p_c(wwt p, eps. nhi b) }, pinpoint floc)), 1,1egal replies))

Again, to this message, thd A attaches the legal replies to attack arguméit These
legal replies include the above introduced schemes and CGQ8;,,4 p.1, AS31nd pp.2s
ASS5rndpp1 and AS21,q pp.ca,. The WT A may choose to submit a challenge and two
arguments. Firstly, using CQ.S27,,4 pp.co4, the agent may request the submission of
challengeA3 to which theM A will respond by addingd3 to T and broadcasting the new
submitted challenge:

request (wa, ma, convid, 8, 7, ar gue(
chal | enge(evi dence(wwcons(wa.i d, cdVl))), 2)).

inform(ma, all, convid,9, 8, argue( 3,
chal | enge(evi dence(wwcons(wwi d, cdVl))), 2,1 egal replies)).

TheWT A may then propose as a palliative action to prevent EPS tidibio add co-
agulant. For this, th&/ T A first submits an actions proposaht p_t r eat (wwt p,
add_f errous) to the setC4 and instantiate scheméS5;,,4,, 1 — PerformingT can
overcomeeps inhibition on the WWTR where treatmeri is the only variable to instan-
tiate and can be grounded widtdd_f er r ous and so construct argumedi (see Figure
11.2).

request (w a, ma, convid, 10, - 1,
propose(ww p_treat (wm p, addferrous))).

request (wa, ma, convid, 11, 9, ar gue(
argue(C, A, preventive.action({wwp_treat(wwp, addferrous) },
{}, {wat p_c(wnt p, eps_i nhib) })), 2)).

Assuming the action proposal and the argument are acceptdwed/ A they will re-
spectively be added 16 4 andT and broadcasted all participants:

inform(ma, all, convid, 12, 10,
propose(ww p_treat (wm p, addferrous))).

inform(ma, all,convid, 13,11, argue(4,
argue(C, A, preventive.action({wwp_treat(wwp, addferrous)},
{}, {wwt p_c(wwt p, eps-di nhib)})), 2, legal replies)).

Meanwhile, theInA may wish to reply to challengel3 for which the agent may
first add the fact est (ww.i d, aas, cdVI _135ng/ L) , indicating a that the wastewater
showed a 135ml/L concentration @admium Viusing an Atomic Absorption Spectroscopy
test. Then, the agents may instantiate scheti@ev;,,q ,p.c4,.1 given by theM A as a
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legal reply to the challengd3:

request (i ndA, mg, conv.id, 14, -1,
assert (test(wwid d, aas, cdVl .135ng/L))).

request (i ndA, ma, convi d, 15, 9, ar gue(
argue( {i ndww(i nd, wi d), i ndwwt p(ind, ss, wt p) },
{di scharge(ww.i d, w p) }, contra(repl aceev(wwcons(wwid, cdVl),
{test (wwi d, aas, cdVI 135ng/ L) }, wat p_c(wwt p, eps_i nhi b),
pi npoi nt floc))), 3)).

Again, assuming these two messages are accepted By thd est (wwi d, aas,
cdVl 135ng/ L) will be added taCr and the submitted argument, sa$, will be added
to T. Accordingly, theM A will broadcast the submission of a new fact and of a new argu-
ment:

inform(ma, al |, conv.id, 16, 14,
assert (test (wwi d, aas, cdVvl 135ng/L))).

inform(ma, all, convid, 17, 15, ar gue(5,
argue( {i ndw( i nd, wwi d), i ndwwt p(i nd, ss, wat p) },
{di schar ge(wni d, wt p) }, contra(repl aceev(wwcons(wwid, cdVl),
{test (wwi d, aas, cdVI 135ng/ L) }, wat p_c(wwt p, eps_i nhi b),
pi npoi nt floc))), 3)).

To conclude let us suppose thEéT' A propose another reason for which the spill can
safely be preform. Th&/T A argument is that if there happens to be fungi in the biomass,
the Cadmium VI, can be reduced to Cadmium IIl, a lesser toximfof metal and thus
preventing the EPS inhibition. To do so, thET'A may use the schem&S3,,q 2 —
ConditionCond in the WWTP prevent thes inhibition —given as a legal reply to argu-
mentA2. To instantiate scheméS37,,4 2 IS to instantiate variabl€nd, in this case as
wwt p_cond(ww p, fungi _bi omass) . TheWT A can thus request to submit argument
A6, and assuming th&/ A accepts this argument it will be addedTtaith id 6:

request (wt a, ma, conv.id, 18, 17, ar gue(
argue({C, A, nosi de_ef fect ({wm p_cond(ww p, f ungi bi o_nass) },
{wwt p_c(wwt p, eps.i nhib)})),2)).

inform(ma, all, convid, 19, 18, ar gue( 6,
argue({C, A, noside_effect({wat pcond(wat p, fungi bi o_nass) },
{wwt p_c(wwt p, epsinhib)})),2)).

Note thatwwt p_cond(ww p, fungi bi o_mass) is not inCgr. That is, A6 is an
hypothetical argument. The argument evaluation will helpeas whether it will be nec-



230 CHAPTER 11. TWO CASE STUDIES

A1 A1
Discharge Discharge

A6
Fungi

A7
Toxic in Sludge

W1: Weakly supported by Guidelines, strongly supported by expoert opinion
b) and only weakly supported by evidence

Wi
A4 A6 A3 A4
Add Ferrous Fungi Cadmium VI? Add Ferrous

A3
Cadmium VI?
A5
AAS test

a)

Figure 11.2: a) Arguments submitted by the participatingras} b)M A’s proposed solu-
tion.

essary or not to check whether indegdat p_cond( wwt p, f ungi _bi o_nass) holds or
not. In Figure 11.1 we can see how the deliberation contimids|V'I" A endorsing argu-
ment A4 and later both participating agents informing that theyehag more moves. In
reply, the M A proposes a solution, depicted in Figure 11.2b, that if aeckepy all par-
ties, the deliberation concludes. According to the progas#ution the spill can safely be
discharged provided the proposed complementary coursastiohs are performed. Note
that, on the one handd/ A has deemed argumendtd stronger thamd2, though indicating
that this preference is not conclusive. On the other hard) i submitted argument7
defeating the hypothetical argumesa6. ArgumentA7 instantiates scheme the above in-
troduced schemé S6y,,4 5, 2.1 —Toxic Tx will remain in sludge- by groundingTx with

cdl Il (Cadmium IIl). Namely,A7 indicates that even if there were fungi in the biomass
the spill will still be unsafe since the resulting sludgelwémain toxic because it will con-
tain Cadmium Ill. ArgumentA7, that may be proposed by the CBRc, the DCK, or both
knowledge resources, defeat argumdstrendering unnecessary to check whether or not
wwt p_cond(ww p, f ungi _bi omass) holds. Finally, if the action is eventually per-
formed, the outcome should be fed-back ifitand then retained by the CBRc for later
reuse.

11.2.2 Discussion

The above example illustrates the applicatiolPafCLAIMin the environmental scenario,
showing again, as with the transplant scenario, that wetptiovision of the ASR the model
provides a setting for effective deliberation without nrakstrong assumptions on tieds’
argumentation abilities. While more evolved examples aadugsions regarding this sce-
nario can be found in Aulinas’ Thesis [39], we believe thist&m have provided insights
on the model’s applicability in diverse scenarios. As désgal at the beginning of this sec-
tion, the development of the environmental scenario haaifgignt impact in the definition
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of theProCLAIM model. This scenario has motivated the need to provide a stiretured
account of the argument schemes that better define the stag®bcan be argued about,
what has become the current formalisation of the argumdrmses presented k6 and
published in [16]. This scenario has further motivated tegnition of a procedure for the
construction of the ASR as discussed§ihl. Hence, while in the early development of
the model we focused on enabling deliberation among hetermmis agents assuming no
particular skills for argumentation, our latter effortsreelevoted to enable developers who
are not familiar with Argumentation to implement tReoCLAIM model.

While we believe to have made important progress in the eddiiom of ProCLAIM the
environmental scenario has outline some limitations tfeheed to address in future work.
In general, the environmental scenario showed more regeinés to account for coordina-
tion and planning. That is, a first step would be to incorpgotate as a dimension in the
deliberation over safety critical actions. This may indutle extension of notion two tran-
sitions states: current state of affaRsand the effects of the actioiss While this simplistic
approach yield well with the transplant scenario, more dempcenarios as the environ-
mental case study, may require concatenation of cause effations capturing the cascade
of damaging effects an action may cause. Another aspecstibatd be addressed in future
work is the integration of the cost value into the delibenati Currently, the deliberation
considers only safety as a measure for determining whethestan action should be per-
formed. However, in many scenarios, the cost involved iffigpering a course of action
must also be accounted for as proposed solutions may belgiirsprinciple but econom-
ically prohibitive. To conclude, another important aspéet should be addressed in future
work is the fact that in some occasions, undesirable sigetsficannot be prevented, and
yet the safety critical action must be performed. Such mahéease in the above example
if none of the proposed solutions are satisfactory and thitiser pinpoint floc or toxic in
sludge cannot be prevented. In those cases, the least ofotisé @ases should be chosen.
Note that in this case the deliberation would aimmrtimimisethe impact of an action, rather
than simply classifying the action as either safe or unskfe¢hat case, we would have to
motivate whether in this new settiffoCLAIM s still the best approach.

11.3 Conclusions

In this chapter we have discussed our experience in impléngeRroCLAIM in the two
case studies, the transplant and the environmental sosnafihile the two explored sce-
nario were described in detail §8, motivating in each case the useRbCLAIM, in this
chapter we focus on the insights we gathered from the actoakps of applying the pro-
posed model in each of the two cases. Because the transplhwengironmental scenario
had very distinct development processes they provided tisdifferent kind of feedback
a which gave us a broad perspective PrmCLAIMs applicability, its contributions and
limitations.
Broadly speakingProCLAIM main aim is the proposal of a setting for agents to de-

liberate effectively and efficiently over safety criticaitimns. Initially we focused on the
transplant scenario describedsi®.1 where among the main aims wheté:partially auto-
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mate the decision making over whether an available orgaraidesor not for transplanta-
tion. 2) Enable transplant professionals actively participatdvéendecision making without
assuming they have any special skills, besides being exjpetiheir domain area. And fi-
nally; 3) accounting for the fact that decision makers may be in de&agent among each
other and with established criteria, propose a solutionttier deliberation in a way that
the different view points are organised and relevant featdor the decision making are
highlighted. All three aims where central in our initial @sch and we believe to have
made important progress in all three. Results of this woclkuite: conceptualisation of the
problem at hand [14, 13], design and formalisation [12], findlly implementation [11].
Indeed, one important validation of this work is the deveatept of the ASPIC’s large scale
demonstrator as discussedgh0.1. We should also note that this work was always un-
der supervision of transplant professionals and main quacgere discussed in transplant
conferences [9, 10, 15].

While the main concern in this first scenario was the actuahtsj deliberation, in the
environmental scenario our concerned shifted towardsghkcability of theProCLAIMIn
a new scenario. This time, besides assuming no argumentsiitls from the deliberat-
ing agents, our aim was to defifgoCLAIM so that its implementation does not requires
developers to have any prior knowledge of Argumentatioris €ffort has resulted in sub-
stantial improvement dProCLAIM's definition which better delimited the scope of appli-
cation of the model and delivered procedures for the dewedop of the Argument Scheme
Repository, as illustrated ifi7. On the one hand this scenario helped us develop a more
mature formulation oProCLAIM, particularly in the definition of the Argumentation layer
as presented if6 and published in [16], while on the other hand the developméthe
environmental scenario, presented both in a PhD Thesisvindeimental Engineering [39]
and in [3], has its own value, principally as it shows the fimkty that developers who are
not familiar with Argumentation can actually implement fir@posed model.

Central to the achievements BfoCLAIM and its contributions is the use of Argu-
ment Schemes and CQs, which enables to define and shape dg ageraction. Over
the last years a growing number of proposals appeal to thefussmument schemes for
argumentation-based dialogues [182, 167, 196, 101, 35Thelse works generally assume
the schemes proposed by Walton [231] or that proposed bynsakiet al. [34]. While
these schemes are undoubtedly of great value we believeatieetpo abstract for many
real life applications, as we gathered from our experieticgeed we used Atkinsoet al.
[34] to develop the more specialised schemeRmwICLAIM; and in turn, Atkinsoret al.'s
schemes are informed by Walton’s proposed schemes [234k d&scuss ig2.1. However
when we presented these schemes to either the potentiakerslar to the developers of a
new scenario, it was not obvious for them how to instantiéegiven schemes and thus it
involved an important overhead. Clearly for some circumsta this overhead may be well
justified, because the purpose may require argument schienceser all possible line of
reasoning. This is clearly the case in some legal applicatj202, 42, 239] or in many e-
democracy applications [101, 62]. However, other dectsi@king application can benefit
from narrowing down the lines of reasoning to only what isesigl to the problem at hand,
thus making a better use of the decision making context. pheialised schemes and CQ
not only reduce the computational cost for the reasonerthbytalso focus the dialogue on
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what is essential, increasing the chances for a succesdiioédation process. To the best of
our knowledge we know of no other work that have proposed aptheed the added value
of scenario-specific schemes and CQs.

One of the main contributions of our work is in showing that grovision of the sce-
nario specific schemes and CQs can facilitate relativelfistipated deliberations in sen-
sitive domains such as organ transplantation or industrégtewater management, while
reducing the complexity of argument construction to fillingsimple templates (as shown
both in§11.2.1 and irk7.2). While the main focus of our work has been on facilitgtine
agents’ exchange of arguments, another contributiha€LAIM's approach to argument
validation and evaluation. The former is required to flexiptevent spurious arguments
from disrupting the deliberation. The latter is requiredptovide decision support as to
whether the proposed action is safe or not, and is achieveddoyporating the relevant
facts and actions into a tree of arguments that is evaluateédeobasis of guidelines, expert
opinion and past collected evidence. While, we believe t@imade important progress in
laying-out the basic principles for the argument evaluatind validatiorg8, future work
should attempt to instantiate this framework with moreistial cases in terms of the three
dimensions by which arguments are evaluategl (evidence, consented knowledge and
argument endorsement).

In the same line, in future work we intend to make a systerabsitidy of real cases to
nurture the ASR for both case studies. From our current épe, we already anticipate
that we will have to provide better tools for the constructaf the ASR so as to facilitate
its maintenance when dealing with large number of schemese Mhmediate tasks are the
extensions of the circuit of schemes and CQs already died§6s2.5. One of the discussed
extensions is of particular importance for the environrakstenario. That is, the possibil-
ity to question the degree of undesirability of goals, asiit alow to unlock the impasse
that may be arrived to when all consequences arrive to uratidsigoals. This is because,
while in the transplant scenario if the transplant is deeareséfe it is not performed, in the
environmental scenario a hazardous spill has to be disetiasyentually and so decision
makers should choose the course of actions believed to thedeast of the undesirable
goals. The environmental scenario demand other extensiBroCLAIM that include the
provision of a more descriptive language for actions so antible addressing more ap-
propriately coordination and planning problems, cursemtbt considered irProCLAIM.
Of course, prior to this, we should evaluate whetResCLAIM is indeed appropriate for
dealing with planning and coordination problems or an alive approach should be un-
dertaken.

With regard to related work, there are a number of woekg.([132], [56]) proposing
deliberation, persuasion or negotiation models of arguatiem for agent systerfis How-
ever, to the best of our knowledge, none of these works asldnesmore practical aspects
that enable actual implementation of the proposed modsisanarios more elaborated than
simple illustrative examples. There are also a number oksvapplying multi-agent sys-
tems to safety critical domains; particularly the medicag [116]) and the environmental

°See proceedings of the Argumentation in Multi-Agent SysteArgMAS) Workshop Series
(http://www.mit.edutirahwan/argmas/).
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domains (see [73]). The most relevant that we are aware df68]] in which a specific
logic for argumentation is proposed for aiding medical dogtin their decision making
in a multi-agent setting. However this work is primarily ceptual and does not address
the agents’ dialogical interaction or the roles of schemmbaitical questions in guiding
argument construction. Other works, such as [192] and [B9}elated in the sense that a
repository of Argument Schemes and CQ play a central role.fditmer is intended to assist
users in argument diagramming, and the latter is intendéeltw (human) users construct
a wide variety of arguments, improving their ability to prct their interests in (potential)
dialogues, especially in the legal domain. A different aagh is taken in the Magtalo
system [195], in which a repository of fully instantiatedja@ments is used to help users ex-
press their position regarding a subject of public debatpdrticular, whetheldentity cards
are a bad idea Users can direct a dialogue among different artificialnagehich allow
them to explore the system’s knowledge base following tharahflow of a dialogue. A
user may agree with the different exposed arguments, magtsei argument directly from
the argument store and, as a last resource, type her own anggiim natural language«.
free text). This interaction is presented as a non intrusigde for eliciting knowledge from
users. This claim is based on what Walton and Krabbe cathéieutic functiorof dialogue
[232]. Because users are immerse in a dialogue they do righfseare being interrogated.
We believe to have shown thBtoCLAIM goes beyond this meiautic function by carefully
defining the arguments’ underlying structure (noted to beabfe for this purpose [51]) and
exploiting the context of application so thEt P As need not be concerned about the argu-
ment construction, but only in filling in the blanks of temigls presented in their domain
expertise jargon; and) the elicited knowledge is readily available for computasibuse,
as opposed to embedded in a free text paragraph.



Chapter 12

Conclusions

In this Thesis we have present tReoCLAIMmodel, intended to extend existent distributed
systems to support real-time deliberations among hetasmges agents on whether or not
a safety critical action can safely be performed. We illistd the use of this model in
two case studies: in a transplant scenario where the datiberinvolved deciding over the
safety of a human organ transplant, and an environmentabhgocewhere the deliberation
involved deciding the safety of an industrial wastewatell.shet us now enumerate our
main contributions in this Thesis. We concludesit?.2 with a critical analysis oPro-
CLAIM's limitations and envision possible lines of future work.

12.1 Main Original Contributions

One of the key reasons for the growing interest in argumiemntalbeory has been the recog-
nition that it provides an abstraction of formal logical epgches to non-monotonic rea-
soning, inherently capturing the dialectigabcessof argument and counter-argument in a
manner that is intuitive and easily understandable by hureasoners.

Thus, one of the key added values of argumentation theohaisitt has the potential
to bridge formal logic-based models of reasoning and mdmrimal human reasoning, in
a manner that naturally accounts for the dialogical praeesshereby knowledge is ac-
quired and reasoned with, and thus providing for formalddmased models of rationality
to normatively guide human reasoning processes.

The joint use of schemes and CQs on the one hand and Dung faing®] on the
other, is consolidating as the main approach to embody thesalalue proposition. We be-
lieve that the major contribution of our work is that it prdes one of the most sophisticated
practical realisations of the linkage between the scheme&€£&s approach (initiated by the
informal logic/philosophical community) and the formalsatact argumentation approach
of Dung that provides rational criteria for evaluating argants.

In achieving this we have made the following contributions:

1. Defined dialogical framework addressing collaboratiegision making regarding
whether a safety-critical action can be performed, in which

235
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e Basic relevant factors for the decision making can autaratiyibe elicited from
the artificial agents in the form of a deliberation.

e Domain experts, can enter the deliberation at any stagedir ¢o actively par-
ticipate in the decision making in real-time.

e A solution for the deliberation is proposed accounting fomain guidelines,
expert opinion and evidence.

e Proposed solutions are justificationsvitay a critical action can safely be per-
formed or not, hence avoiding black box recommendations.

e Deliberations, along with their outcomes, are retainedlated reused to solve
future similar cases on an evidential basis.

2. Defined a set of reasoning patterns, represented in tefrargwment schemes and
critical questions, intended to automatise deliberatmmsvhether a proposed action
can safely be performed, and shown how these schemes anda@®s specialised
for applications and used to automate deliberations. Thislves:

e A circuit of schemes and CQs of an intermediate level of abtitin, that while
tailored for reasoning over safety-critical actions arpliagtion-independent.

e A procedure, along with a prototype application, intendedatilitate the fur-
ther specialisation of these schemes into more specifiarsehepecialised for
the target application.

e Application specific schemes that enables real-time delttmss among hetero-
geneous (human and artificial) agents in safety-criticah@ios such as organ
transplantation of wastewater management.

3. Developed a Case Based Reasoning component that resseglgzerations in order
to help resolve similar target cases on an evidential basis.

4. Implemented a large scale demonstrator developed féiRBeEuropean Project AS-
PIC that serves as an advanced proof of concepreCLAIM.

5. Established the generality &foCLAIM by applying it to an alternative scenario,
developed primarily by environmental engineers not faanilvith Argumentation.

In summary, our main contribution has been realised thra®RQICLAIM's automation
of deliberation dialogues between agents (human or safw@rer organ transplant deci-
sions or environmental decisions, in a manner which is &irad and orderly, and which
elicits all the information needed to make such decisioigtljoand rationally, even when
this information is possessed only by some of the particigaagents. Key to realising
our aim of using formal argumentation models to normativglyde human reasoning,
has been the development of a dialogical model that doesegoire the participants to
have specialised knowledge of argumentation theory. Bhéshieved by the framework’s
embedding of domain expertise.g. medical or environmental) in a natural way using
scenario-specific argumentation schemes.
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12.2 Limitations and Future Work

While important progress has been made both in the definitidhe ProCLAIMmodel as

in the development of the two case studies, there are a nurhbritations and open ques-
tions that we believe are worth addressing in future worladaty speaking there are three
areas of research that we believe are particularly worténgthening in our work. These
relate to:1) the argument schemes’ expressivity and exhaustidjyargument evaluation
and solution proposal an@) human-computer interfacing features. All three aspedas ar
relevant from a general theoretical perspective and ang@nestjto further develop the two
case studies.

1. Regarding thargument schemes’ expressivity and exhaustivity

e As we have discussed 6.2.5, ProCLAIM's defined circuit of schemes and
critical questions needs to be further extended to accaura hiumber of lim-
itations that have particularly emerged when implementireggenvironmental
scenario. However, beyond these more technical limitatitins the inherent
problem ofexhaustivity with argument schemes. That is, how can we be cer-
tain that all fundamental questions are addressed? Whikr&vsceptical about
the possibility to prove exhaustivity, we nonethelessdwelithat this problem
has to be addressed in a somewhat more rigorous way, hotarnty& theoret-
ical perspective, but mainly from a practical viewpoint. étter understanding
of this limitation may help produce more sound applications

e Complementary to the above task, and a necessary step tbimvére devel-
opment of both use cases, is to perform a more systematigsesaf reported
cases both in the transplant and in the environmental sosnafhis, in turn
will help us enrich the ASR in order to perform more realistimulations with
the potential end users.

e ProCLAIMs deliberations are inherently bounded by the schemesdegcm
the ASR. Beyond the problem of exhaustivity, this impliesttAroCLAIM ap-
plications’ are intrinsically limited to address situaittowhich can be antici-
pated. The particularities of the context and the proposdatisns may be
novel, but to some extent, the overall situation must bestea beforehand.
This of course, reduces the possibilities of ugiigCLAIM applications in par-
ticularly singular situations where the protocols for $afee ill defined, such as
in natural catastrophes which carry unexpected situatidngnteresting ques-
tion worth exploring is, to what extent such singular siiad may benefit from
the use of argument schemes or Argumentation in general.el\évb that any
proposal will have to start by understanding the context liictv the decision
making takes place, including number and role of stakels]dbeir assumed
skills and knowledge, the time constraints for the decisimaking, as well as
understanding the nature of the justificatioagy(scientific or political).

2. ProCLAIMis intended to lay out the available information and knowkedt hand in
order to support the decision makers in their task. We aclediye that the preference
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assignment by the different knowledge resources is notlgsie but informative. In
future work, however, we intend to augment the range of kadgé resources used
in the preference assignment, in order to further increlasednfidence that can be
ascribed to these assignments. In particular, we couldid®nstatistical and other
numerical medical data, elicited, for example, from clatitrials and meta-reviews.

. As we have discussed§@.5 Argumentation has shown to yield particularly well with

graphical visualisations, allowing for the presentatibnamplex reasoning in a clear
and unambiguous fashion, promoting focused and produdisoeissions. Indeed Ar-
gumentation has an important advantage in that many ofritsdlisations are easily
visualised through simple and clear graphs and diagramsvekter, while this pro-
vides a privileged starting point for producing softwartenfaces, we believe that for
more advanced applications we should separate more chbarlyystems’ back-end
representations from their front-end representationsgaRing ProCLAIM, a first
step is to propose workflows that rather than mimicking theeulying formalisation
exploit the context and shared knowledge in order to simplie human-computer
interaction. For instance, domain experts may not alwaysire a full graphical rep-
resentation of the interacting arguments in order to unidedsthe problem at hand.
On occasion a simple list of facts and actions may suffice.cEeat the front-end,
part of the deliberation may involve only clicking on centdacts and actions dis-
played on the screen.
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