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Resum

La intersecció entre els camps de la Informació Quàntica i la Física de la Matèria

Condensada ha estat molt fructífera en els darrers anys. Per una banda, les eines

desenvolupades en el marc de la Teoria de la Informació Quàntica, com les mesures

d’entrellaçament, han estat ulilitzades amb molt d’èxit per estudiar els sistemes de

Matèria Condensada. En el context de la Informació Quàntica també s’han creat

noves tècniques numèriques per tal de simular sistemes quàntics de moltes partícules

i fenòmens de la Matèria Condensada. Per l’altra, la Física de la Matèria Conden-

sada, juntament amb l’Òptica Quàntica i la Física Atòmica, està proporcionant els

primers prototips de computadors i simuladors quàntics. A més, diversos sistemes de

Matèria Condensada semblen esdevenir els candidats idonis per desenvolupar molts

paradigmes de la Computació Quàntica.

En aquesta tesi, abordem tant la qüestió de l’estudi de sistemes de Matèria Con-

densada des de la perspectiva de la Informació Quàntica, com l’anàlisi de la manera

com s’utilitzen els sistemes de Matèria Condensada, en particular els gasos ultra-

freds, per tal de desenvolupar els primers simuladors quàntics. Així, en la primera

part d’aquesta tesi ens centrem en l’estudi de l’entrellaçament en sistemes de molts

cossos i estudiem les connexions entre les característiques d’un Hamiltonià, la quanti-

tat d’entrellaçament del seu estat fonamental i la seva eficient simulació. En la segona

part, discutim com podem tractar aquells sistemes que són massa entrellaçats per ser

simulats amb un ordinador clàssic. En particular, estudiem les possibilitats dels àtoms
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ultra-freds per simular-los.

Entrellaçament

L’entrellaçament és la propietat que tenen alguns sitemes compostos de donar unes

correlacions no-locals molt fortes que no poden ser generades per operacions locals

i comunicació clàssica (LOCC). En el cas de sistmes bipartits (que tenen dues parts

A i B), considerem que aquestes transformacions LOCC són realitzades per dos ob-

servadors, l’Alice i en Bob, tenint cadascun d’ells accés a un dels sub-sistemes A i B.

L’Alice i en Bob poden realitzar qualsevol tipus d’acció en la seva part del sistema:

operacions unitàries, mesures, etc. També poden fer servir comunicació clàssica per

tal de coordinar totes aquestes accions.

Així, si un estat ρ pot ser transformat mitjançant LOCC en un altre estat diferent

σ, direm que ρ és tant o més entrellaçat que σ, ja que totes les correlacions que pot

donar σ també les pot donar ρ amb unes quantes transformacions LOCC.

La noció d’entrellaçament que hem definit, per tant, depèn estrictament en la

definició de transformacions LOCC. Si haguéssim considerat unes altres restriccions,

les relacions entre 2 estats d’estar més o menys entrellaçats seria diferent.

Una mesura d’entrellaçament és una funció E que assigna a cada estat ρ un nombre

real E(ρ) amb la següent condició

ρ
LOCC−→ σ ⇒ E(ρ) ≥ E(σ) . (1)

A continuació presentem les dues mesures d’entrellaçament que farem servir al

llarg de tota la tesi:

• Entropia d’entrellaçament. És una bona mesura d’entrellaçament per a estats

purs |Ψ〉. Es calcula mitjançant l’entropia de von Neumann de la matriu reduïda

de cada part del sub-sistema. Més concretament,

SA ≡ S(ρA) =−tr
�

ρA log2ρA

�

, (2)

on ρA = tr B(|ψ〉〈ψ|). És fàcil demostrar que SA = SB.

• L’entrellaçament d’una sola còpia. Es defineix com,

E1(ρA) =− logρ(1)A , (3)

on ρ(1)A és l’autovalor màxim de la matriu densitat ρA.
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Entrellaçament en els sistemes quàntics de molts cossos

A continuació ens disposem a estudiar el comportament de l’entrellaçament en sis-

temes de moltes partícules. Ens volem centrar en cadenes d’spins i analitzar com

escala l’entrellaçament d’un bloc d’L spins amb la mida del bloc L.

Prenem com a exemple un model XX format per una cadena de N partícules spin-1
2

amb interaccions a primers veïns i un camp magnètic extern. L’Hamiltonià d’aquest

sistema ve donat per

HX X =−
1

2

N−1
∑

l=0

�

σx
l
σx

l+1+σ
y

l
σ

y

l+1

�

+
1

2
λ

N−1
∑

l=0

σz
l
, (4)

on l etiqueta N spins, λ és el camp magnètic extern i σµ
l
(µ = x , y, z) són les matrius

de Pauli actuant en la posició l.

En la Ref. Vidal:2003-90, van determinar l’estat fonamental d’aquest sistema i en

van calcular l’entrellaçament per a blocs de diferents mides. Van obtenir un gràfic

com el de la Fig. 1. Observem uns comportaments de l’entropia d’entrellaçament

diferents segons el valor del camp magnètic. Si el sistema està en una fase crítica, 0 <

λ < 2, l’entrellaçament escala de forma logarítmica amb la mida del bloc. Per contra,

si el sistema es troba en la fase ferromagnètica, l’entrellaçament és nul. Aquesta

qüestió ha estat també analitzada per altres models de cadenes d’spins (XY, XXZ, Ising,

etc.) obtenint sempre el mateix comportament. Sembla ser que l’entrellaçament està

estretament relacionat amb el tipus de fase del sistema, i en particular, és un perfecte

testimoni de les transicions de fase.

Que l’estat fonamental d’un sistema sigui molt entrellaçat vol dir que és en el fons

una superposició de molts estats producte diferents i, per tant, haurem d’utilitzar

molts paràmetres per a descriure’l. En efecte, en la Ref. [1] es demostra que sis-

temes poc entrellaçats es poden simular de forma eficient amb un ordinador clàssic.

L’entrellaçament és, per tant, el que definirà la frontera entre els sistemes quàntics

que es poden simular de forma eficient amb mitjans clàssics i els que no.
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Figure 1: Entropia de la matriu reduïda de L spins pel model XX en el límit N →
∞ per diferents valors del camp magnètic λ. L’entropia és màxima quan el camp

magnètic aplicat és zero. L’entropia decreix mentre augmentem el camp magnètic

fins que arribem a λ = 2. En aquest instant el sistema arriba al límit ferromagnètic i

l’estat fonamental pot ser descrit per un estat producte de tots els spins alineats en la

direcció del camp.

Llei d’àrea per a l’entropia d’entrellaçament en una xarxa

d’oscil·ladors harmònics

La representació clàssica d’un estat quàntic arbitrari d’N partícules

|Ψ〉 =
d
∑

i1,...iN=1

ci1,...iN |i1, . . . iN 〉, (5)

requereix un nombre exponencial (dN ) de coeficients complexes ci1,...iN . Per tant, el

tractament d’aquest estat, és a dir, determinar-ne l’evolució en el temps o calcular-ne

els valors esperats d’alguns observables, també requerirà un nombre exponencial de

passos. Aquesta és la raó per la qual no podem simular clàssicament qualsevol sis-

tema quàntic de moltes partícules, i en particular, alguns interessants sistemes de la
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Matèria Condensada (superconductors d’alta temperatura, efecte Hall quàntic frac-

cionari, etc.).

No obstant això, a la natura, els Hamiltonians típics (amb interaccions locals i in-

variants sota translacions) tenen estats fonamentals poc entrellaçats (la seva entropia

d’entrellaçament escala com l’àrea de la regió considerada). Aquest tipus de com-

portament, on l’entropia és proporcional a l’àrea en lloc de ser extensiva, s’anomena

area-law.

Les lleis d’àrea són freqüents en els estats fonamentals dels Hamiltonians amb

interaccions locals. Això fa aquests estats molt peculiars. Si agafem a l’atzar un

estat quàntic de l’espai de Hilbert d’un sistema de moltes partícules, mostrarà una

gran quantitat d’entrellaçament en qualsevol partició que prenem. És a dir, l’entropia

d’un subsistema és pràcticament màxima i creix amb el volum. Així doncs, un estat

quàntic típic satisfà una llei de volum de l’entropia d’entrellaçament, i no una llei

d’àrea. Podem dir, per tant, que els estats fonamentals dels Hamiltonians locals són

una regió molt petita de tot l’espai de Hilbert.

En la Ref. [2] es demostra que qualsevol estat que verifiqui la llei d’àrea pot ser

simulat per mitjans clàssics, així doncs, la llei d’àrea estableix la frontera entre els

sistemes que poden ser simulats clàssicament i els que no.

Permeteu-nos considerar un sistema format per un camp de Klein-Gordon (i. e. una

xarxa d’oscil·ladors harmònics) en D dimensions pel qual esperaríem que verifiqués

la llei d’àrea per l’entropia d’entrellaçament. El nostre càlcul serà la generalització del

presentat en la Ref. [3] a D dimensions. L’Hamiltonià de Klein-Gordon ve donat per

l’expressió

H =
1

2

∫

dD x
�

π2(~x) +
�

�∇φ(~x)
�

�

2
+µ2

�

�φ(~x)
�

�

2
�

, (6)

on π(x) és el moment canònic associat al camp escalar φ(x) de massa µ.

Per aquest sistema calculem l’entropia d’entrellaçament i l’entrellaçament d’una

còpia d’una regió de radi R per diferents dimensions del sistema. Dins del rang 1 <

D < 5, observem l’esperada llei d’àrea per l’entropia

S = kS(µ, D, a, N)

�

R

a

�D−1

, (7)

i el mateix comportament per l’entrellaçament d’una còpia

E1 = kE(µ, D, a, N)

�

R

a

�D−1

. (8)

En la Fig.2 mostrem aquest comportament per les dues mesures d’entrellaçament.
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Figure 2: L’entropia S i l’entrellaçament d’una sola còpia E1, resultat de traçar els

graus de llibertat dins d’una esfera de radi R en l’estat fonamental d’un camp escalar

sense massa en 3 dimensions.

A part de generalitzar el càlcul a D dimensions, per camps massius i completar-

lo amb l’entrellaçament d’una còpia, també en fem un refinament que ens permet

reproduir el resultat de la Ref. [3] amb una xifra significativa més

kS(µ= 0, D = 3, N →∞) = 0.295(1) , (9a)

kE(µ= 0, D = 3, N →∞) = 0.0488(1) . (9b)

Violació de la llei d’àrea per l’entropia d’entrellaçament

amb una cadena d’spins

La manera com escala l’entropia d’entrellaçament pels sistemes d’una dimensió invari-

ants sota translacions està ben establerta. Per una banda, si el sistema té interaccions

locals i gap, la llei d’àrea sempre emergeix. De l’altra, si el sistema és crític i per

tant sense gap, apareix una divergència logarítmica. Aquesta dependència logarít-

mica de l’entropia d’entrellaçament està molt ben explicada per les teories de camps

conformes [4, 5]. Naturalment, si considerem interaccions de llarg abast, aleshores

la llei d’àrea pot ser perfectament violada.
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Tot i que en els darrers anys hi ha hagut un immens progrés en establir les con-

nexions entre les característiques d’un Hamiltonià i l’entrellaçament del seu estat fon-

amental (veieu Ref. [6]), les condicions necessàries i suficients per tenir una llei

d’àrea encara no han estat definides. La qüestió que volem abordar aquí és quin és

l’Hamiltonià més simple possible que té un estat fonamental altament entrellaçat.

En particular, prenem un model XX d’una cadena d’spins 1/2 amb interaccions a

primers veins definit per

HX X =
1

2

L
∑

i=1

Ji

�

σx
i
σx

i+1 +σ
y

i σ
y

i+1

�

, (10)

el nostre objectiu és veure si per alguna configuració de les constants d’acoplament Ji

l’estat fonamental verifica una llei de volum per l’entrellaçament.

Per fer-ho, utilitzem el grup de renormalització en espai real, introduït per Fisher

[7] generalitzant els treballs de Dasgupta i Ma [8], i teoria de pertorbacions. De fet,

el grup de renormalització en espai real ens motiva a estudiar una configuració de les

constants d’acoplament on J0 és l’acoplament central de la cadena i el de valor més

alt, mentre la resta decauen fortament a mesura que ens n’allunyem

Ji = ε
α(i) , (11)

on ε és un paràmetre molt menor que 1 i α(i) una funció monòtona creixent. Per

exemple, α(i) ∼ i2 correspondria a un decaiment gaussià.

En la Fig. 3, mostrem com escala l’entropia per un decaiment exponencial i un

altre de gausià. Observem que efectivament l’entropia creix linealment.

Gasos ultra-freds i la simulació de la Física de la Matèria

Condensada

Fins ara hem vist que no és possible simular sistemes altament entrellaçats amb un

ordinador clàssic. Això ens obliga a buscar alternatives per estudiar aquests sistemes.

Feynman, el 1982, es va adonar que la manera més natural de simular la Mecànica

Quàntica seria utilitzant ordinadors quàntics [9]. No obstant això, la tecnologia acu-

tal ens fa pensar que no tindrem el control experimental necessari per tenir aquests

dispositius en un futur proper. En aquest context, els gasos ultra-freds apareixen com
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(a) (b)

Figure 3: Entropia d’entrellaçament d’un bloc d’spins contigus respecte la mida del

bloc L per l’estat fonamental d’un model XX amb acoplaments que decauen: (a) de

forma gaussiana, Jn = e−n2
, i (b) de forma exponencial Jn = e−n2

. El camp magnètic

és zero.
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uns molt bons candidats per construir els primers simuladors quàntics, és a dir, sis-

temes quàntics que podem controlar experimentalment amb els que podem emular

altres sistemes quàntics que són els que volem estudiar.

Els gasos ultra-freds permeten una observació controlada de molts dels fenòmens

físics que han estat estudiats en Matèria condensada. Els atoms poden ser atrapats,

refredats i manipulats amb camps electro-magnètics externs, permetent modificar els

paràmetres físics que controlen el seu comportament tant individual com col·lectiu.

Hi ha molts fenòmens i sistemes que són interessants d’estudiar amb simuladors

quàntics: sistemes desordenats, el model de Bose-Hubbard, etc. Aquí ens volem cen-

trar en l’efecte Hall quàntic fraccionari (FQHE) i l’estat de Laughlin, ja que aquest

estat serà l’objectiu de les propostes de simulació que presentarem posteriorment.

L’FQHE consisteix en l’efecte de conductivitats transverses fraccionàries que mostra

un gas d’electrons en dues dimensions per alguns valors particulars del camp magnètic

transvers [10]. El 1983, Laughlin va proposar un Ansatz per la funció d’ona de l’estat

fonamental del sistema [11]. Aquesta funció d’ona ve definida per

Ψm(z1, . . . , zN )∼
∏

i< j

(zi − z j)
me−

∑N

i=1 |zi |2/2 , (12)

on z j = x j+ iy j, j = 1, . . . , N correspon a la posició de la partícula j i m és un nombre

enter relacionat amb la fracció d’ocupació ν = 1/m.

Una de les característiques més importants d’alguns estats de l’FQHE és que són es-

tats de la matèria amb excitacions de quasipartícula que no són ni bosons ni fermions,

sinó anyons no abelians. Aquests anyons no abelians es caracteritzen per obeir estadís-

tiques d’intercanvi no abelianes. Aquestes fases de la matèria defineixen un nou tipus

d’ordre a la natura anomenat ordre topològic [12] i desperten un gran interès ja que

permetrien fer computació quàntica d’una manera molt robusta.

Simulació de l’estat de Laughlin en una xarxa òptica

Tot i les grans possibilitats dels estats FQH, fins ara no s’han observat directament ni

la funció d’ona de Laughlin ni les seves excitacions anyòniques. Des del punt de vista

teòric, s’ha demostrat que l’FQHE pot ser realitzat simplement rotant un núvol de

bosons en una trampa harmònica [13, 14]. La rotació fa la funció del camp magnètic

pels àtoms neutres. En aquest sistema, l’estat de Laughlin és l’estat fonamental. El

problema és que a la pràctica, a causa de les febles interaccions entre els àtoms, el gap

és massa petit i no és possible baixar prou la temperatura per obtenir-lo i observar-lo.
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Figure 4: Diagrama de fases de l’estat fonamental respecte la intensitat del làser

V0 i de la interacció de contacte g per un sistema amb N = 5 partícules. Per tal de

realitzar el diagrama, hem considerat la màxima freqüència de rotació possible ΩL

per cada valor de V0. La línia discontínua representa la dependència de g amb el

confinament V0 pel cas d’àtoms de Rubidi.

Una possibilitat per evitar aquest problema és utilitzar xarxes òptiques [15, 16].

En aquests sistemes, les energies d’interacció són més grans ja que els àtoms estan

confinats en un volum menor. Així, en la Ref. [17] trobem una proposta per generar

un estat producte de funcions d’ona de Laughlin en una xarxa òptica. El seu principal

inconvenient és que no tenen en compte la correcció anharmònica del potencial de

cada lloc de la xarxa. Si estudiem amb detall la proposta, veiem que considerar

aquesta correcció és imprescindible.

La correcció quàrtica introdueix una freqüència màxima de rotació menor que en

el cas purament harmònic i, per tant, si no la consideréssim i volguéssim generar

el Lauglin experimentalment, totes les partícules serien expulsades del seu pou de

potencial. Aquest restrictiu límit centrífug fa més difícil conduir el sistema a l’estat de

Laughlin. Tot i així, per sistemes amb un nombre petit de partícules en cada pou de la

xarxa, és perfectament possible generar el Laughlin. En la Fig. 4 mostrem el diagrama

de fases de l’estat fonamental respecte la intensitat del làser V0 i de la interacció de
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contacte g per un sistema amb N = 5 partícules. Observem que pel cas d’àtoms de

Rubidi (línia discontínua) l’estat de Laughlin seria generat per una intensitat del làser

realista.

Trencament de simetria en petits núvols de bosons en

rotació

Com ja hem dit, l’estat de Laughlin és l’estat fonamental d’un núvol de bosons que

interactuen repulsivament en una trampa harmònica rotant a una freqüència Ω quan

la rotació és prou gran. A continuació ens agradaria estudiar quin tipus d’estructures

té l’estat fonamental per freqüències de rotació menors. Ens preguntem si aquests

estats corresponen a estats fortament correlacionats (com l’estat de Laughlin) o si,

per contra, poden ser descrits mitjançant un paràmetre d’ordre de manera semblant

a l’aproximació de camp mig [18].

Així, per aquells estats fonamentals |GS〉 a una determinada rotació que formen

estructures interessants (més d’un vòrtex), analitzem si podem descriure el sistema

mitjançant una funció d’ona monoparticular que estigui macroocupada. La manera

de veure-ho és determinar els valors i estats propis de la matriu densitat a un cos

(OBDM) [18], és a dir, resoldre la següent equació d’autovalors

∫

d ~r ′n(1)(~r, ~r ′)ψ∗
l
(~r ′) = nlψ

∗
l
(~r), (13)

on

n(1)(~r, ~r ′) = 〈GS | Ψ̂†(~r)Ψ̂(~r ′)|GS〉, (14)

amb Ψ̂ =
∑∞

m=0ϕm(~r)am essent l’operador camp i ϕm(~r) les funcions d’ona monopar-

ticulars dels autoestats del moment angular. Si existeix un autovalor rellevant n1≫ nk

per k = 2, 3, . . . , m0 + 1, aleshores

p
n1ψ1(~r)e

iφ1 (15)

té el paper de paràmetre d’ordre on φ1 és una fase arbitrària.

En la Fig. 5 podem comprovar com en valors d’Ω on l’estat fonamental té una

estructura no trivial, el paràmetre d’ordre descriu molt bé les seves propietats tant de

densitat com de vòrtex.
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Algoritme quàntic per l’estat de Laughlin

En aquest cas també volem generar l’estat de Laughlin, però d’una manera molt difer-

ent d’una simulació amb àtoms freds. Ens proposem dissenyar un circuit quàntic que

actui sobre un estat producte i generi l’estat de Laughlin. Creiem que aquest tipus de

simulacions seran unes aplicacions interessants pels primers prototips d’ordinadors

quàntics.

El nostre sistema consistirà en una cadena de n qudits (espais de Hilbert de d di-

mensions). Aquí ens centrarem en el cas de l’estat de Laughlin amb fracció d’ocupació

1, per tant necessitarem que la dimensió de cada qudit sigui d = n.

L’estat de Laughlin pot ser escrit en termes de les funcions d’ona monoparticulars

del moment angular, també anomenades Fock-Darwinϕl(z) = 〈z|l〉 = z l exp(−|z|2/2)/
p
πl!.

Així doncs, per n qudits aquest tindrà la forma

|Ψ(n)L 〉=
1
p

n!

∑

P

sign(P)|a1, . . . , an〉 , (16)

on sumem per totes les possibles permutacions del conjunt {0, 1, . . . , n− 1}.
Pel cas de fracció d’ocupació 1 (m = 1) som capaços de trobar un circuit que

ens generi l’estat de Laughlin per un nombre arbitrari de partícules. En la Fig. 6

presentem el circuit pel cas de 5 partícules. Aquest està configurat per unes portes

V
[n+1]

k
definides per

V
[n+1]

k
=

n−1
∏

i=0

Win , (17)

on, alhora, els operadors Wi j(p) vénen donats per

Wi j(p)|i j〉 =pp|i j〉 −
p

1− p| ji〉

Wi j(p)| ji〉 =
p

p| ji〉+
p

1− p|i j〉 , (18)

per i < j, 0≤ p ≤ 1, i Wi j|kl〉 = |kl〉 if (k, l) 6= (i, j).

És possible demostrar que la nostra proposta pot ser implementada experimen-

talment en forma de qubits. Així, cada qudit pot ser codificat en diversos qubits i

els operadors W es poden realitzar com una sèrie d’operacions en forma de portes

individuals (actuen a un sol qubit) i C-NOTs (actua a 2 qubits).
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Conclusions

Hem estudiat l’entrellaçament en sistemes quàntics de molts cossos i analitzat quines

característiques han de tenir aquests sistemes per tal de poder ser simulats en un or-

dinador clàssic. Hem vist que qualsevol estat que verifiqui la llei d’àrea per l’entropia

d’entrellaçament pot ser eficientment simulat mitjançant les representacions de xarxes

de tensors. Així, la llei d’àrea estableix la frontera entre aquells sistemes que poden

ser simulats per mitjans clàssics i aquells que no.

Una qüestió que no és gens clara encara és quines característiques ha de tenir un

Hamiltonià per tal que el seu estat fonamental verifiqui la llei d’àrea. Com hem vist,

hi ha sistemes amb interaccions locals amb un estat fonamental altament entrellaçat.

Un línia de recerca futura seria establir les condicions necessàries i suficients per a

donar llei d’àrea.

Una altra conclusió important és que la Informació Quàntica ha proporcionat

noves eines per estudiar sistemes de Matèria Condensada. Ens referim concretament

a les mesures d’entrellaçament, que hem comprovat que són uns bons testimonis de

la criticalitat del sistema i, per tant, de la longitud de correlació d’aquest.

Respecte la simulació de sistemes quàntics amb altres sistemes quàntics, hem com-

provat que, gràcies al gran control experimental que hi ha actualment, els gasos ultra-

freds constitueixen els millors candidats per a realitzar aquest tipus de simulació.

També hem plantejat un altre tipus de simulació de sistemes quàntics que consisteix

a dissenyar algoritmes quàntics. Per tots dos paradigmes de simulació, hem proposat

la generació de l’estat de Laughlin com un exemple de simulació.

Creiem, doncs, que la intersecció dels camps d’Informació Quàntica i Física de la

Matèria Condensada continuarà essent molt fructífera en el futur. Per una banda, els

mètodes numèrics de xarxes de tensors ens permetran fer simulacions de sistemes de

molts cossos que fins ara no eren possibles, esdevenint així unes eines idònies per fer

propostes concretes de disseny de simuladors quàntics. Per altra banda, el control

experimental en els sistemes de gasos ultra-freds ens permetrà realment dur a terme

aquestes propostes teòriques i estudiar fenòmens de la Matèria Condensada que fins

ara eren inaccessibles.



xx Resum

Figure 5: Per N = 6 els primers dos gràfics en cada fila mostren la densitat de

l’estat fonamental (ρ(x , y)) i del paràmetre d’ordre (ρ1(x , y)) respectivament. El

tercer gràfic mostra el la fase del paràmetre d’ordre. (a) Estructura de dos vòrtex a

Ω = 0.941. (b) Estructura de 4 vòrtex a Ω = 0.979. (c) Estructrua de 6 vòrtex a

Ω = 0.983.
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Introduction

The interplay between Quantum Information and Condensed Matter Physics has been

a fruitful line of research in recent years. Tools developed in the framework of Quan-

tum Information theory, e. g. entanglement measures, have been used successfully to

study quantum phase transitions in Condensed Matter systems. New numerical tech-

niques as tensor networks have also been created in the context of Quantum Informa-

tion in order to simulate many body quantum systems. Moreover, Condensed Matter

Physics, together with Quantum Optics and Atomic Physics, are providing experimen-

tal grounds to develop prototypes of quantum computers and quantum simulators.

In short, several Condensed Matter systems seem to provide suitable candidates to

implement quantum computing paradigms.

In this thesis, we address both the issue of studying Condensed Matter systems

from a Quantum Information perspective, and how some Condensed Matter systems

can be used, in particular ultra-cold atoms, to provide the first quantum simulators.

In the first part of the thesis, we address the issue of entanglement in many body sys-

tems and study the connections among the features of a Hamiltonian, the amount of

entanglement of its ground state and its efficient numerical simulation. In the second

part, we discuss how we can deal with those systems that are too entangled to be

treated numerically with a classical computer. In particular, we study the possibilities

of ultra-cold atoms in order to simulate many body quantum systems.

1



2 Introduction

Entanglement in many body quantum systems

The classical representation of an arbitrary quantum state of N particles

|Ψ〉 =
d
∑

i1,...iN=1

ci1,...iN |i1, . . . iN 〉, (19)

requires an exponential number (dN ) of complex coefficients ci1,...iN . Therefore, the

processing of the state, that is, the computation of its time evolution, or the calculation

of observables also requires an exponential number of operations. This fact prevents

us from simulating an arbitrary quantum system and makes it hard to study some

interesting problems in Condensed Matter Physics that involve many particles (high

temperature superconductivity, Fractional Quantum Hall Effect, etc.).

Nevertheless, in Nature, typical Hamiltonians (with local interactions and trans-

lationally invariant symmetry) have entangled ground states such that their entangle-

ment entropy scales as the boundary of the region considered. This kind of scaling of

the entanglement entropy, where entropy is proportional to the area instead of being

extensive, is called area-law.

Area-laws is common to many ground states of local Hamiltonians. This makes

these states very peculiar. In fact, if a quantum state of the Hilbert space is picked at

random, it will exhibit a huge amount of entanglement. That is, the typical entropy

of a subsystem is practically maximal and grows with its volume. Hence, a typical

quantum state will asymptotically satisfy a volume law, and not an area law.

Ground states of local Hamiltonians are, therefore, a very small corner of the

whole Hilbert space. Roughly speaking, if the ground state of a many-body system is

slightly entangled, one might suspect that one can describe it with relatively few pa-

rameters and, therefore, it can be represented by classical means. This fact is, indeed,

intelligently exploited in numerical approaches to study ground states of strongly cor-

related many body systems. It is not necessary to vary over all quantum states in

variational approaches, but only over a much smaller set of states that are good can-

didates for approximating ground states of local Hamiltonians well, that is, states that

satisfy an area law.

It would be very interesting by looking at a Hamiltonian, to know if it can be

simulated by classical means or not. This leads to one of the most interesting issues in

Quantum Information and Condensed Matter Physics: to rigorously understand the

connections among the features of a Hamiltonian, the amount of entanglement of its

ground state and its efficient numerical simulation.
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Simulation of many body quantum systems

From the previous section, another question emerges naturally: how can we deal

with those systems that are highly entangled and cannot be treated with these ef-

ficient representations? Feynman, in 1982, realized that the most natural way to

simulate Quantum Mechanics would be using a quantum computer [9]. Neverthe-

less, the present technology is still far from controlling more than tens of qubits (two

level systems). In the most advanced prototypes, superposition states of 9 qubits are

achieved in an ion trap [19]. In this context, ultra-cold atoms are seen as a very good

candidates to construct the first quantum simulators, that is, experimentally controlled

quantum systems that allow us to mimic the physics of some unknown quantum sys-

tems. Cold gases allow clean and controlled observation of many physical phenomena

that have been studied in Condensed Matter systems. Atoms can be trapped, cooled,

and manipulated with external electromagnetic fields, allowing many of the physical

parameters that characterize their individual and collective behavior to be tuned.

A quantum simulator is a particular case of a quantum computer. In this context,

another more ambitious approach to simulate quantum mechanics would consist in

running an exact quantum algorithm that underlies the physics of a given quantum

system in a quantum computer. Rather than searching for an analogical simulation,

such an exact quantum circuit would fully reproduce the properties of the system

under investigation without any approximation and for any experimental value of the

parameters in the theory.

It is particularly interesting to devise new quantum algorithms for strongly corre-

lated quantum systems of few particles. These could become the first non-trivial uses

of a small size quantum computer.

Outline

This thesis is made of two parts. In the first one, the issue of entanglement in many

body systems is addressed. Chapter 1 is an introduction to the concept of entangle-

ment. The entanglement measures that will be used in the rest of the thesis are also

presented there.

In Chapter 2, some of the recent progress on the study of entropy of entanglement

in many body quantum systems are reviewed. Emphasis is placed on the scaling prop-

erties of entropy for one-dimensional models at quantum phase transitions. We also
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briefly describe the relation between entanglement and the presence of impurities,

the idea of particle entanglement, the evolution of entanglement along renormal-

ization group trajectories, the dynamical evolution of entanglement and the fate of

entanglement along a quantum computation.

In Chapter 3, we focus on the area-law scaling of the entanglement entropy. With

this aim, a number of ideas related to area law scaling of the geometric entropy

from the point of view of Condensed Matter, Quantum Field Theory and Quantum

Information are reviewed. An explicit computation in arbitrary dimensions of the

entanglement entropy of the ground state of a discretized scalar free field theory that

shows the expected area law result is also presented. For this system, it is shown that

area law scaling is a manifestation of a deeper reordering of the vacuum produced by

majorization relations. The same analysis for single-copy entanglement is presented.

Finally, entropy loss along the renormalization group trajectory driven by the mass

term is discussed.

In Chapter 4, we address the issue of how simple can a quantum system be such as

to give a highly entangled ground state. In particular, we propose a Hamiltonian of a

XX model with a ground state whose entropy scales linearly with the size of the block.

It provides a simple example of a one dimensional system of spin-1/2 particles with

nearest neighbor interactions that violates area-law for the entanglement entropy.

The second part of this thesis deals with the problem of simulating quantum me-

chanics for highly entangled systems. Two different approaches to this issue are con-

sidered. The one presented in Chapters 5, 6 and 7 consists of using ultra-cold atoms

systems as quantum simulators.

In Chapter 5, we review some experimental techniques related to cold atoms that

allow to simulate strongly correlated many body quantum systems. A few interesting

Condensed Matter systems that could be simulated by ultra-cold atoms are listed.

In Chapter 6, an explicit example of simulation is presented. First, we show that

the Laughlin state is the ground state of a cloud of repulsive interacting bosons in

a rotating harmonic trap when the rotation frequency is large enough. Then, we

analyze the proposal of achieving a Mott state of Laughlin wave functions in an optical

lattice [17] and study the consequences of considering anharmonic corrections to

each single site potential expansion that were not taken into account until now.

In Chapter 7, the character of the ground state of a cloud of repulsive interacting

bosons in a rotating harmonic trap is studied. This time we focus on lower rotation

frequencies than the typical ones in Chapter 6. In particular, we discuss whether
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these states correspond to strongly correlated states (like the Laughlin case) or, on the

contrary, they could be described by means of an order parameter, in a way similar to

the mean-field approach. This order parameter description of small rotating clouds

will allow us to address in a different point of view the issue of symmetry breaking

in Bose-Einstein condensates and the problem of the interpretation of a time of flight

measurement in the interference experiment of two Bose - Einstein condensates.

Finally, we consider a different approach to simulate strongly correlated systems:

use small quantum computers to simulate them. In Chapter 8, an explicit quantum

algorithm that creates the Laughlin state for an arbitrary number of particles n in

the case of filling fraction equal to one is presented. We further prove the optimality

of the circuit using permutation theory arguments and we compute exactly how en-

tanglement develops along the action of each gate. We also discuss its experimental

feasibility decomposing the qudits and the gates in terms of qubits and two qubit-gates

as well as the generalization to arbitrary filling fraction.

In Chapter 9, we close this thesis with the conclusions, the most important open

questions of the issues dealt with in this thesis, as well as, a brief discussion on the

possible future directions of our work.





Part I

Entanglement in many body quantum

systems

7





CHAPTER 1

Entanglement

One of the most celebrated discussions of Quantum Mechanics is the Einstein-Podolsky-

Rosen paradox [20], in which strong correlations are observed between presently

non-interacting particles that have interacted in the past. These non-local correla-

tions occur only when the quantum state of the whole system is entangled, i. e. , not

representable as a direct product of states of the parts. In particular, a pair of spin-1/2

particles prepared in the superposition state

|Ψ〉 =
1
p

2
(|00〉+ |11〉) , (1.1)

and then separated, exhibit perfectly correlated spin components when locally mea-

sured along any axis. Bell showed that these statistics violate inequalities that must

be satisfied by any classical local hidden variable model [21]. The repeated exper-

imental confirmation of the non-local correlations predicted by quantum mechanics

[22] forces to abandon, at least, one of the two assumptions (reality or locality) of

the local hidden variable models.

In Quantum Information, entanglement is an indispensable resource to perform

any quantum information process. For instance, quantum teleportation [23], quan-

tum superdense coding [24] or quantum cryptography based on quantum key distri-

bution protocol [25] require the sharing of entangled states to be performed. Thus,

the utility of a quantum state to perform quantum information processes depends on

9
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how much entangled it is. As more entangled a state is, it has more possibilities to be

used in quantum information tasks.

In this chapter, we present an introduction to the issue of quantifying entangle-

ment and, in particular, to the entropy of entanglement. Interested readers are en-

couraged to study several review articles that exist on the field [26, 27, 28, 29, 30,

31, 32, 33, 34].

1.1 Entanglement and LOCC transformations

Here, we will focus on bipartite entanglement, i. e. , entanglement of systems consist-

ing of two parts A and B that are too far apart to interact, and whose state, pure or

mixed, lies in a Hilbert space H =HA⊗HB that is the tensor product of Hilbert spaces

of these parts. For simplicity, from now on, we will consider that HA and HB have the

same dimension d.

Entanglement can be defined as the property that some compound states have

of giving strong non-local correlations that cannot be generated by local operations

and classical communication (LOCC). In the case of bipartite systems, we consider

these transformations to be performed by two observers, Alice and Bob, each having

access to one of the sub-systems. Alice and Bob are allowed to perform local actions,

unitary transformations and measurements, on their respective subsystems along with

whatever ancillary systems they might create in their own laboratories. Also classical

communication between them is allowed in order to coordinate their actions.

Notice that the notion of entanglement that we have defined depends strictly on

the definition of LOCC transformations. Had we consider other restrictions, the rela-

tions between two states to be more and less entangled would be different.

1.2 Separable and maximally entangled states

1.2.1 Separable states

Let us show first that there are two extreme cases: states with no entanglement and

states that are maximally entangled. The states that contain no entanglement are

called separable states [35], and they can always be expressed as

ρAB =

m
∑

i=1

piρ
i
A
⊗ρ i

B
, (1.2)



1.2. Separable and maximally entangled states 11

where pi is a classical probability distribution (pi ≥ 0 ∀i and
∑

i
pi = 1) and m an

arbitrary integer number. These states are not entangled because they can trivially be

created by LOCC. Alice samples from the distribution pi, informs Bob of the outcome

i, and then Bob locally creates ρ i
B

and discards the information about the outcome

i. In fact, it can be shown that a quantum state ρ may be generated perfectly using

LOCC if and only if it is separable. Thus, we would have been able to define entangled

states as those that cannot be written as Eq. (1.2).

For pure states, the states with no entanglement are called product states, and are

all those states that can be written as

|ΨAB〉= |ΦA〉 ⊗ |ΦB〉 . (1.3)

1.2.2 Maximally entangled states

Suppose that a quantum state ρ can be transformed with certainty to another quan-

tum state σ using LOCC operations. Then, anything that can be done with σ and

LOCC operations, can also be achieved with ρ and LOCC operations. Hence the

usefulness of quantum states cannot increase under LOCC operations, and one can

rightfully state that ρ is at least as entangled as σ, i. e.,

ρ
LOCC−→ σ ⇒ E(ρ) ≥ E(σ) (1.4)

where E() is a function that should quantify entanglement. Due to our definition of

entanglement, the amount of entanglement of a given state cannot be increased by

performing LOCC operations.

Thus, LOCC provides a notion of which states are entangled (the non-separable

ones) and can also assert that one state is more entangled than another if it is possible

to connect them by LOCC. A question that emerges naturally is, then, whether there

exist states that are more entangled than all the others, that is, that can be trans-

formed into any state by LOCC. In fact, in bipartite systems, these states exist and

they correspond to any pure state that is local unitary equivalent to

|ψAB〉 =
1
p

d
(|0, 0〉+ |1, 1〉+ ..+ |d − 1, d − 1〉) . (1.5)

These states are called maximally entangled states. This means that any pure or mixed

state of H can be prepared from such states with certainty using only LOCC opera-

tions. Notice that the state presented above in Eq. (1.1) that violates Bell inequalities

is maximally entangled for d = 2.
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Let us point out that the notion of maximally entangled states is independent of

any specific quantification of entanglement. In the bipartite case, LOCC operations

tries to impose an order among more and less entangled states: if ρ can be converted

into σ by means of LOCC operations, ρ is at least as entangled as σ. In fact, this has

allowed us to define maximally entangled states. Nevertheless, in general, this notion

of order is not complete, since there exist states that cannot be connected using LOCC.

1.2.3 Necessary and sufficient conditions to connect two pure states

by LOCC operations

Only for pure states there is a criterion that establishes when two states can be con-

nected by LOCC. If we have two pure states, |Ψ1〉 and |Ψ2〉, by means of a Schmidt

decomposition, they can always be written as

|Ψ1〉 =
d
∑

i=1

λi|φA
i
〉|φB

i
〉 (1.6)

|Ψ2〉 =
d
∑

i=1

λ′
i
|ψA

i
〉|ψB

i
〉 ,

where the Schmidt coefficients λi and λ′
i

are given in decreasing order (λ(′)i > λ
(′)
j if

i < j) and {|φA,B
i 〉} and {|ψA,B

j 〉} are two orthonormal basis.

In Ref. [36], it has been shown that a LOCC transformation converting
�

�ψ1

�

into
�

�ψ2

�

with unit probability exists if and only if the
�

λi

	

are majorized by
¦

λ′
i

©

, i.e. if

for all 1 ≤ k < d we have that

k
∑

i=1

λ2
i
≤

k
∑

i=1

�

λ′
i

�2
(1.7)

where normalization ensures that
∑d

i=1λ
2
i
=
∑d

i=1

�

λ′
i

�2
= 1. This is a strong con-

dition, and tells us that almost of pure states cannot be transformed between them

using LOCC operations.
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1.3 Entanglement cost, entanglement distillation and

entropy of entanglement

1.3.1 Asymptotic limit

Thus, even for pure states there are incomparable states, that is, pairs of states that

cannot be converted into the other by means of LOCC with certainty.

In order to make possible the conversion of any pair of states, and, in this way,

establish a complete order between them, let us relax the conditions of LOCC and

introduce the asymptotic regime. It consists of instead of asking whether for a single

pair of particles the initial state ρ may be transformed to a final state σ by LOCC

operations, ask whether for some large integers m, n it is possible implement the

transformation ρ⊗n → σ⊗m. Moreover, an imperfect transformation will be allowed,

in such a way that ρ⊗n only must tend to σ⊗m in the asymptotic limit n, m→∞ with

its ratio r ≡ n/m constant.

Notice that the largest possible ratio r = m/n for which one may achieve this

conversion indicates the relative entanglement content of these two states. If r > 1,

it means that more ρ’s than σ’s are required to do the transformation, and hence, σ

is more entangled than ρ.

As we are going to see next, this asymptotic setting yields a unique total order on

pure states, and as a consequence leads to a very natural measure of entanglement

that is essentially unique.

1.3.2 Entanglement cost

For a given state ρ, the entanglement cost quantifies the maximal possible rate r at

which one can convert blocks of 2-qubit maximally entangled states into output states

that approximate many copies of ρ, such that the approximations become vanishingly

small in the limit of large block sizes. This can be mathematically written as

EC(ρ)≡ inf
§

r : lim
n→∞

�

inf
Ψ

D
�

ρ⊗n,Ψ
�

|Ψ+
rn
〉〈Ψ+

rn
|
��

�

= 0
ª

(1.8)

whereΨ represents a general trace preserving LOCC operations, |Ψ+
rn
〉〈Ψ+

rn
| is the den-

sity matrix of a rn dimensional maximally entangled state, and D(σ,σ′) is a suitable

measure of distance between states [37, 38].

Notice that a block of m = rn 2-qubit maximally entangled states is as entangled

as a maximally entangled qudit with d = m.
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1.3.3 Entanglement distillation

Roughly speaking, entanglement cost measures how many maximally entangled 2-

qubits are required (on average) to create a copy of ρ by means of LOCC in the

asymptotic limit. Naturally, another entanglement measure can be defined quantify-

ing the reverse process, i. e. how many maximally entangled 2-qubits can we extract

performing LOCC operations on a state ρ in the asymptotic limit. This entanglement

measure is called entanglement distillation and is rigorously defined by

ED(ρ)≡ sup
§

r : lim
n→∞

�

inf
Ψ

D
�

Ψ(ρ⊗n)− |Ψ+
rn
〉〈Ψ+

rn
|
�

�

= 0
ª

. (1.9)

These two entanglement measures have to fulfill the following constraint

EC(ρ)≥ ED(ρ) ∀ ρ , (1.10)

since, if not, it would be possible to create entanglement using LOCC transforma-

tions. It is natural to wonder in which condition the previous inequality is saturated

and EC(ρ) = ED(ρ). In Ref. [39], it was shown that for pure states, entanglement dis-

tillation and entanglement cost coincide and are equal to the entropy of entanglement.

The fact that entanglement cost and entanglement distillation coincide for the

pure states case is very relevant, since it allows us to connect always an arbitrary

pair of pure states and, hence, order them from an entanglement criterion. In the

asymptotic limit for pure states, then, LOCC transformations impose a unique order

via the entropy of entanglement.

1.3.4 Entropy of entanglement

The entropy of entanglement for a pure state |Ψ〉 ∈ HA ⊗HB is the von Neumann

entropy of the reduced of each part of the system. That is,

S(A)≡ S(ρA) = −tr
�

ρA log2ρA

�

, (1.11)

where ρA = tr B(|ψ〉AB〈ψ|AB). According to the Schmidt decomposition, for any pure

bipartite state we can always find two orthonormal basis {|ϕi〉A} and {|φ j〉B} such that

the state |ψ〉 can be written as

|ψ〉 =
d
∑

i=1

λi|φA
i
〉|φB

i
〉 , (1.12)
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where λi are chosen real and positive. Then, the entanglement entropy can also be

computed as the Shannon entropy of the square of the Schmidt coefficients,

S(A) = S(B) = −
∑

i

λ2
i
logλ2

i
, (1.13)

where it is trivial to see that SA = SB.

1.3.5 Basic properties of entropy of entanglement

From the definition of entropy of entanglement in Eq. (1.11) it is possible to deduce

some of its properties.

• If the composite system AB is in a product state, S(A) = S(B).

• Suppose pi are probabilities and the states ρi have support on orthogonal sub-

spaces. Then,

S

 

∑

i

piρi

!

= H(pi) +
∑

i

piS(ρi) , (1.14)

where H(pi) ≡ −
∑

i
pi log pi is the Shannon entropy of the set of probabilities

pi.

• Joint entropy theorem: In the previous equation, let us assume that |i〉 are

orthogonal states for A, and ρi is any set of density operators for B. Then,

S

 

∑

i

pi|i〉〈i| ⊗ρi

!

= H(pi) +
∑

i

piS(ρi) . (1.15)

• Klein’s inequality: The quantum relative entropy, defined as S(ρ||σ) ≡ tr
�

ρ logρ
�

−
tr
�

ρ logσ
�

, is non-negative, i. e.,

S(ρ||σ) ≥ 0 , (1.16)

with equality if and only if ρ = σ.

These results allow us to prove the following properties and inequalities which are

more frequently used:

• Entropy of a tensor product:

S(ρ⊗σ) = S(ρ) + S(σ) . (1.17)
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• Sub-additivity inequality:

S(A, B) ≤ S(A) + S(B) . (1.18)

• Triangle inequality:

S(A, B) ≥ |S(A)− S(B)| . (1.19)

• Concavity inequality:

S

 

∑

i

piρi

!

≥
∑

i

piS
�

ρi

�

. (1.20)

• Strong sub-additivity inequality: The sub-additivity and triangle inequalities

for two quantum systems can be extended to three systems A, B, and C . The

result is the Strong sub-additivity inequality and it states that,

S(A, B, C) + S(B) ≤ S(A, B) + S(B, C) . (1.21)

Some of these properties that entropy of entanglement has in a natural way will be

required to other measures of entanglement.

1.4 Entanglement monotones and entanglement mea-

sures

It has been shown that the entropy of entanglement is a good measure of entangle-

ment for pure states. Nevertheless, the situation is not so clear for mixed states, since

the notion of reversibility disappears and it is not possible to connect two arbitrary

mixed states with LOCC transformations.

This forces us to change the ordering approach followed so far, by an axiomatic

one. An entanglement monotone, E(ρ), is defined as any mapping from density matri-

ces into positive real numbers:

E : H→ R+ , (1.22)

with the following properties [28, 40, 41]:

• (i) E(ρ) = 0 if and only if ρ is separable.

• (ii) If ρ and σ are two states Local Unitary equivalents, i. e., can be converted

one into each other by means of local unitary operations, then E(ρ) = E(σ).
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• (iii)E does not increase on average under LOCC, i.e.,

E(ρ)≥
∑

i

pi E

�

AiρA†
i

t rAiρA†
i

�

(1.23)

where the Ai are the Kraus operators describing some LOCC protocol and the

probability of obtaining outcome i is given by pi = t r
�

AiρA
†
i

�

.

The term entanglement measure will be used for any quantity that also satisfies the

condition:

• (iv) For pure state |ψ〉〈ψ| the measure reduces to the entropy of entanglement

E(|ψ〉〈ψ|) = S
�

tr B(|ψ〉〈ψ|)
�

.

Moreover, for the entanglement measures, sometimes it is convenient to demand two

more properties:

• (v)Convexity: E
�∑

i
piρi

�

≤
∑

i
pi E
�

ρi

�

.

• (vi)Additivity: E
�

ρ⊗n
�

= nE(ρ).

Another important feature of an entanglement measure is if it can be efficiently com-

puted. For instance, the entanglement of formation, defined as

EF (ρ) = inf
∑

i

piS(|ψi〉〈ψi|), (1.24)

where the infimum is taken over all the possible decompositions ρ =
∑

i
|ψi〉〈ψi|, is,

in general, very difficult to determine.

A lot of bipartite entanglement monotones and entanglement measures have been

proposed in the literature. A detailed explanation of them can be found in several

reviews [26, 27, 28, 29, 30, 31, 32, 33, 34]. Nevertheless, except for the pure states

case, there is not an entanglement measure that satisfies all the required conditions

and it is easy to compute.

1.5 Entanglement in Condensed Matter physics

So far, we have seen entanglement as a required resource to perform quantum in-

formation processes. Along the next two chapters, we will see that entanglement is,

furthermore, a useful tool to study Condensed Matter systems. For instance, we will
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realize that the scaling of the entanglement entropy is a good witness for quantum

phase transitions, or that entanglement gives us a notion of the amount of correlations

of the ground state.

A lot of studies of different measures of entanglement have been presented re-

cently for several Condensed Matter systems. We cannot discuss all of them here, so

we will focus on the geometric entropy and the single copy entanglement.

Let us just mention that in Refs. [42, 43, 44, 45] quantum phase transitions are

characterized in terms of the overlap (fidelity) function between two ground states

obtained for two close values of external parameters. When crossing the critical point

a peak of the fidelity is observed. Also the concurrence, that is a good measure of

entanglement for the two q-bits case, has been extensively used to study correlations,

dynamics of entanglement, and quantum phase transitions in several spin models (see

Ref. [30]).

1.5.1 Geometric entropy

In general a set of particles will be distributed randomly over space. Entanglement

entropy can be computed for all sorts of partitions of the system, yielding informa-

tion about the quantum correlations among the chosen subparts. A particular class

of physical systems are those made of local quantum degrees of freedom which are

arranged in chains or, more generally, in lattices. For such systems it is natural to

analyze their entanglement by studying geometrical partitions, that is, computing

the entanglement entropy between a set of contiguous qubits versus the rest of the

system. We shall referred to this particular case of entanglement entropy [3] as geo-

metric entropy [46] (also called fine grained entropy in [47]).

The appearance of scaling of the geometric entropy with the size of the sub-system

under consideration has been shown to be related to quantum phase transitions in

one-dimensional systems, further reflecting the universality class corresponding to

the specific phase transition under consideration [46, 4]. Broadly speaking, a large

entropy is related to the presence of long distance correlations, whereas a small en-

tropy is expected in the presence of a finite correlation length. The precise scaling of

geometric entropy does eventually determine the limits for today’s efficient simulation

of a physical quantum system on a classical computer.
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1.5.2 Single copy entanglement

Another measure of entanglement for pure states is single copy entanglement. We have

seen that the entropy of entanglement has an asymptotic operational meaning. Given

infinitely many copies of a bipartite quantum state, it quantifies how many EPR pairs

can be obtained using local operations and classical communication. The single-copy

entanglement, defined by

E1(ρA) =− logρ(1)A , (1.25)

where ρ(1)A is the maximum eigenvalue of ρA, provides the amount of maximal en-

tanglement that can be extracted from a single copy of a state by means of LOCC

[48, 49, 50, 51]. As we shall see later on, the von Neumann entropy and the single-

copy entanglement appear to be deeply related in some Condensed Matter systems in

any number of dimensions.





CHAPTER 2

Entanglement in many body quantum

systems

Quantum systems are ultimately characterized by the observable correlations they

exhibit. For instance, an observable such as the correlation function between two

spins in a typical spin chain may decay exponentially as a function of the distance

separating them or, in the case the system undergoes a phase transition, algebraically.

The correct assessment of these quantum correlations is tantamount to understanding

how entanglement is distributed in the state of the system. This is easily understood

as follows. Let us consider a connected correlation

〈Ψ|OiOj|Ψ〉c ≡ 〈Ψ|OiOj|Ψ〉 − 〈Ψ|Oi|Ψ〉〈Ψ|Oj|Ψ〉 , (2.1)

where Oi and Oj are operators at sites i and j respectively. This connected correlator

would vanish identically for any product state |Ψ〉 = ⊗i|ψi〉. That is, Oi ⊗ Oj is a

product operator and, consequently, its correlations can only come from the amount

of entanglement in the state |Ψ〉. It follows that the ground state of any interesting

system will be highly correlated and, as a particular case, even the vacuum displays a

non-trivial entanglement structure in quantum field theories.

Notice that, at this point, our emphasis has moved from Hamiltonians to states.

It is perfectly sensible to analyse entanglement properties of specific states per se,

which may be artificially created using a post-selection mechanism or may effectively

21
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be obtained in different ways using various interactions. We are, thus, concerned with

the entanglement properties that characterize a quantum state. Yet, we shall focus on

states that are physically relevant. In particular, we shall study the entanglement

properties of ground states of Hamiltonians that describe the interaction present in

spin chains.

It is clear that the property of entanglement can be made apparent by studying

correlations functions on a given state. We could consider two-, three- or n-point

connected correlation functions. Any of them would manifest how the original in-

teractions in the Hamiltonian have operated in the system to achieve the observed

degree of entanglement. For instance, free particles (Gaussian Hamiltonians) pro-

duce n-point correlators that reduce to products of two-point correlators via Wick’s

theorem. Nonetheless, the study of specific correlation functions is model dependent.

How can we compare the correlations of a Heisenberg Model with those of Quantum

Chromodynamics? Each theory brings its own set of local and non-local operators that

close an Operator Product Expansion. Different theories will carry different sets of op-

erators, so that a naive comparison is hopeless. A wonderful possibility to quantify

degrees of entanglement for unrelated theories emerges from the use of Renormal-

ization Group ideas and the study of universal properties. For instance, a system may

display exponential decays in its correlations functions which is globally controlled by

a common correlation length. A model with a larger correlation length is expected to

present stronger long-distance quantum correlations.

We may as well try to find a universal unique figure of merit that would allow for

a fair comparison of the entanglement present in e. g. the ground state of all possible

theories. Such a figure of merit cannot be attached to the correlations properties of

model-dependent operators since it would not allow for comparison among different

theories. The way to overcome this problem is to look for an operator which is defined

in every theory. It turns out that there is only one such operator: the stress tensor.

To be more precise, we can use the language of conformal field theory which estab-

lishes that there always is a highest weight operator that we call the Identity. The

Identity will bring a tower of descendants, the stress tensor being its first represen-

tative. Indeed, the stress tensor is always defined in any theory since it corresponds

to the operator that measures the energy content of the system and it is the operator

that couples the system to gravity. Correlators of stress tensor operators are naturally

related to entanglement. In particular, the coefficient of the two-point stress tensor

correlator in a conformal field theory in two dimensions corresponds to the central
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charge of the theory.

There is a second option to measure entanglement in a given state with a single

measure of entanglement which is closer in spirit to the ideas of Quantum Informa-

tion. The basic idea consists of using the von Neumann (entanglement) entropy of

the reduced density matrix of a sub-part of the system which is analysed. Indeed, the

entanglement entropy quantifies the amount of surprise that a sub-part of a system

finds when discovering it is correlated to the rest of the system. Therefore, entangle-

ment entropy is a bona fide measure of the correlations in the system. The advantage

of the von Neumann entropy of entanglement is that it can be defined for any system.

We expect its general properties, as the way it scales with the size of the sub-part

of the system we are considering, should characterized the quantum state in a quite

refined way.

It is tantalizing to exhaustively explore the behaviour of the entropy of entangle-

ment in relevant physical systems. For instance, will the entropy of entanglement

scale differently at a critical point as compare to a non-critical one? Will scaling

properties depend on the dimensionality of the system. Is disorder relevant for long-

distance correlations? Are there non-local systems where entropy obeys some sin-

gular behaviour? How does entanglement renormalize? How does entanglement

evolve dynamically? We can even go further away from standard dynamical models

and question whether entanglement is somehow related to computational complexity

problems, both NP-complete and QMA-complete. We shall now briefly review some

of these questions.

2.1 An explicit computation of entanglement entropy

Let us start our discussion with the study of the behaviour of entanglement at different

regimes (critical and non-critical) of the XX model. As we shall see, entanglement

entropy will be a good tool to describe the properties of the quantum phase transition

which characterize this model [4, 5].

2.1.1 XX model

We shall now present a computation of entanglement entropy for the reduced density

matrix of the ground state of the widely studied XX model [4, 5]. This theory cap-

tures the non-trivial structure of a quantum phase transition, while remaining simple
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enough to carry explicit computations throughout. The XX model consists of a chain

of N spin 1
2

particles with nearest neighbour interactions and an external magnetic

field. Its Hamiltonian is given by

HX X =−
1

2

N−1
∑

l=0

�

σx
l
σx

l+1+σ
y

l
σ

y

l+1

�

+
1

2
λ

N−1
∑

l=0

σz
l
, (2.2)

where l labels the N spins, λ is the magnetic field and σµ
l
(µ = x , y, z) are the Pauli

matrices at site l.

Without loss of generality, we are going to consider that the magnetic field is

oriented in the positive Z direction (λ > 0), since, if this was not the case, we could

always map the system onto an equivalent one with λ > 0 by simply interchanging

the spin states up and down.

2.1.2 Ground State

Next, we need to compute the ground state |GS〉 of the XX Hamiltonian (2.2). In

order to do this, we will follow two steps: (i) first, we will perform a Jordan-Wigner

transformation to rewrite HX X as a quadratic form of fermionic operators, and then

(ii) we will take profit of the translational invariance of the system realizing a Fourier

transform which will diagonalize the Hamiltonian. A third step which is needed in

the more general XY model, the Bogoliubov transformation, is not necessary in this

particular case. Let us remark that this computation is standard and appears in many

text books [52, 53, 54].

The Jordan-Wigner transformation maps a spin chain of interacting qubits onto an

equivalent system of interacting fermions. This powerful transform is defined by the

following relation between the Pauli matrices and the creation and annihilation of the

fermionic modes

al =

 

l−1
∏

m=0

σz
m

!

σx
l
− iσ

y

l

2
. (2.3)

We, indeed, can check that the fermionic operators al fulfil the canonical commutation

relations

{a†
l
, am}= δlm, {al , am}= 0 . (2.4)

The idea behind the transformation is to identify the state of the spin l (0 or 1 in

the computational basis) with the occupation number of the corresponding fermionic

mode. Thus, in Eq. 2.3, the factor (σx
l
− iσ

y

l
)/2 corresponds to the operator |0〉〈1| in
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the computational basis, and the product
∏l−1

m=0σ
z
m

generates the appropriate sign in

order to satisfy the commutation relations.

The Jordan-Wigner transformation casts the XX Hamiltonian onto

HX X =−
N−1
∑

l=0

�

a
†
l
al+1+ a

†
l+1al

�

+λ

N−1
∑

l=0

a
†
l
al , (2.5)

which corresponds to a model of free fermions with chemical potential λ.

Now, let us exploit the translational symmetry of the system by introducing the

Fourier transformed fermionic operators

bk =
1
p

N

N−1
∑

l=0

ale
−i 2π

N
kl, (2.6)

where 0≤ k ≤ N −1. As the Fourier transform is a unitary transformation, these new

bk operators also satisfy the canonical commutation relations and, therefore, they are

fermionic operators.

The Hamiltonian, written in terms of these bk operators, displays a diagonal struc-

ture

HX X =

N−1
∑

k=0

Λk b
†
k
bk , (2.7)

where the energy that penalizes (or favours, depending on the sign) the occupation

of mode k is

Λk = λ− 2cos
2πk

N
. (2.8)

We have assumed that the system satisfied periodic boundary conditions. If this was

not the case, the Hamiltonian would not be diagonal due to an extra term proportional

to 1
N

. In the thermodynamic limit, therefore, this extra term disappears.

We realize that, on one hand, if λ > 2, then Λk ≥ 0 ∀ k. This implies that the

ground state of the system is the state annihilated by all bk operators

bk|GS〉= 0 ∀ k , (2.9)

and, therefore, it has 0 energy.

On the other hand, if 2 > λ ≥ 0, the ground state is the state annihilated by the

operators bk with Λk > 0 and b†
m

with Λm < 0,

bk|GS〉= 0 if Λk > 0

b†
m
|GS〉= 0 if Λm < 0 , (2.10)
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and its energy is simply
∑

m
Λm ∀ Λm < 0. In Fig. 2.1 and Eq. (2.8), we can see that if

kc ≥ k ≥ 0 or N − 1≥ k ≥ N − kc, where kc is defined by

kc =

�

N

2π
arccos

�

λ

2

��

, (2.11)

then Λk < 0, whereas for the rest of cases Λk ≥ 0. In Eq. (2.11), the brackets []

represent the floor function.
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Figure 2.1: The two terms of Λk, Eq. (2.8), are plotted for the particular case λ = 1.

We realize that if 2 cos
�

2πk

N

�

> λ, Λk < 0 while if 2 cos
�

2πk

N

�

< λ, Λk > 0.

2.1.3 Entanglement entropy of a block

The strategy to get the Von Neumann entropy of a block of L spins first consists in

computing the correlation matrix 〈a†
m

an〉 of the GS in this block. Then, the eigenvalues

of this correlation matrix are related with the eigenvalues of the reduced density

matrix of the block which are required to determine the entanglement entropy.

The simple structure of the GS, shown in Eqs. (2.9) and (2.10), makes easy to
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compute its correlation matrix

〈b†
p
bq〉 =

(

δpq if Λp < 0

0 if Λp > 0
. (2.12)

From now on, we will consider the case in which 2 > λ ≥ 0. Notice that if λ > 2, then

〈b†
p
bq〉 = 0 for all p and q. This case is trivial to analyse, since the correlators 〈a†

m
an〉

are also null, and the GS is in a product state.

The next step is to go back in the Fourier transform to get the correlation matrix

of the an operators

〈a†
m

an〉 =
2

N

kc
∑

k=0

cos

�

2π

N
k(m− n)

�

. (2.13)

In the thermodynamic limit, the previous sum becomes an integral and it can be

determined analytically. In this case, the correlation matrix of the block of L fermions

in position space is,

Amn = 〈a†
m

an〉 =
1

π

sin kc(m− n)

m− n
, (2.14)

where L ≥ m, n ≥ 0. Notice that, by means of Wick’s theorem, any operator that acts

on the block can be written in terms of the correlation matrix Amn. For instance,

〈a†
k
a

†
l
aman〉 = 〈a†

k
an〉〈a†

l
am〉 − 〈a†

k
am〉〈a†

l
an〉 . (2.15)

This is due to the fact that the system is Gaussian, and its eigenstates are determined

by the first and second moments of some fermionic operators.

The correlation matrix Amn could also be computed using the density matrix of the

block ρL,

Amn = Tr(amanρL) . (2.16)

We, thus, need to invert the previous equation, that is, to compute the density matrix

ρL from the correlation matrix Amn.

The matrix Amn is Hermitian, so it can be diagonalized by a unitary transformation,

Gpq =
∑

m,n=0

upmAmnu∗
nq
= 〈g†

p
gp〉δpq , (2.17)

where gp =
∑

m
upmam. In this case, the density matrix of the block must also verify

Gmn = Tr(g†
m

gnρL) = νmδmn , (2.18)

which implies that ρL is uncorrelated and it can be written as

ρL = ̺1 ⊗ · · · ⊗̺L , (2.19)
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where ̺m is the density matrix corresponding to the m-th fermionic mode excited by

g†
m

.

In order to determine the eigenvalues of the density matrix of one mode, let us

express the gm, g†
m

and ̺m operators in its matrix representation. That is,

gm =

 

0 0

1 0

!

g†
m
=

 

0 1

0 0

!

, (2.20)

and

̺m =

 

αm βm

β∗
m

1−αm

!

, (2.21)

where αm and βm are the matrix elements of ̺m that we want to determine. It is easy

to see that βm = 0, since

〈gm〉 = Tr(gmρL) = βm = 0 . (2.22)

Moreover, rewriting Eq. 2.18 in terms of these matrices

Tr(g†
m

gmρL) = Tr





 

1 0

0 0

! 

αm 0

0 1−αm

!

= νm (2.23)

we realize that αm = νm.

The entanglement entropy between the block and the rest of the system is there-

fore,

SL =

L
∑

l=1

H2

�

νl

�

. (2.24)

where H2(x) =−x log x − (1− x) log(1− x) denotes the binary entropy.

Summing up, the three steps that we have to follow in order to compute the

entanglement entropy of the GS of a block of L spins for the XX model are: (i) to

determine the correlation matrix Amn by evaluating Eq. (2.14) for L ≥ m, n ≥ 0, (ii)

to diagonalize this correlation matrix and, with its eigenvalues, (iii) to compute the

entanglement entropy according to Eq. (2.24).

Let us emphasize that this method is computationally efficient, since its computa-

tional cost scales polynomially with the number of spins of the block O(L3), whereas

the Hilbert space of the problem has dimension 2N .

It is also necessary to recall a quite subtle point that we have skipped along our

previous discussion. It turns out that there is no need to perform a final transforma-

tion back to spins, that is, there is no need to invert the Jordan-Wigner transformation.
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This is due to the fact that the coefficients of a given state are identical when written

in terms of the spin basis or in terms of the fermionic al operators. More precisely,

|ψ〉 =
∑

i1,i2,...,in

C i1,i2,...,in|i1, i2, . . . , in〉 (2.25)

=
∑

i1,i2,...,in

C i1,i2,...,in(a
†
1)

i1(a
†
2)

i2 . . . (a†
n
)in |vac〉 .

Thus, the same coefficients appear in the ket, either when written in the initial spin

basis, or when expressed as creation operators in the fermionic vacuum, |vac〉. Con-

sequently, the reduced density matrix entropy of entanglement is identical for both

expressions.

Finally, let us mention that the computation of the geometric entropy of Gaussian

systems have been systematized in Refs. [55, 56, 57]. In particular, it is shown that

for solvable fermionic and bosonic lattice systems, the reduced density matrices can

be determined from the properties of the correlation functions. This subject is also

reviewed in Ref. [58].

2.1.4 Scaling of the entropy

It is now easy to compute the entanglement entropy of the ground state of the XX

model for arbitrary values of the block size L and magnetic field λ.

In Fig. 2.2, we show how the entropy of the reduced density matrix of a block of L

spins varies with L for different values of the magnetic field. The maximum entropy

is reached for λ = 0. In particular, we recover the result in Ref. [5] and see that for

λ= 0 the leading scaling of the entropy is perfectly fitted by a logarithm,

SL =
1

3
log2 L+ a , (2.26)

where a is a constant that was determined analytically in Ref. [59].

As we increase the magnetic field, but it is still less than 2, the entropy decreases

although it keeps its logarithmic behaviour with L. When λ > 2, the entropy satu-

rates to zero, since the ground state is already in a product state in the spin basis

corresponding to the ferromagnetic phase,
∏

i
| ↑〉i.

The relation between logarithmic scaling and entropy is confirmed by similar com-

putations in different models. The general result is that entanglement entropy obeys

a logarithmic scaling relation at critical points, that is when the system is at a phase

transition, whereas a saturation of entanglement is found away from criticality. This
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Figure 2.2: Entropy of the reduced density matrix of L spins for the XX model in the

limit N →∞, for two different values of the external magnetic field λ. The maximum

entropy is reached when there is no applied external field (λ = 0). The entropy

decreases while the magnetic field increases until λ= 2 when the system reaches the

ferromagnetic limit and the ground state is a product state in the spin basis.

universal logarithmic at critical points must emerge from the basic symmetry that

characterizes phase transitions, namely conformal invariance. We shall come to this

developments in the next section.

Let us mention that the scaling of entanglement entropy was formerly studied in

the context of quantum field theory and black-hole physics. There, the system sits in

higher dimensions. The entanglement entropy scales following an area law that we

shall discuss later on. Yet, it is important to note that one-dimensional systems are

an exception to the area law. Entanglement pervades the system at any distance, not

staying just at the point-like borders of a block.

Summing up, we have seen that the scaling entropy is a good witness for quan-

tum phase transitions. Many other studies of different measures of entanglement at

quantum phase transitions have been presented recently. Let us here mention that

in Refs. [42, 43, 44, 45], quantum phase transitions are characterized in terms of
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the overlap (fidelity) function between two ground states obtained for two close val-

ues of external parameters. When crossing the critical point a peak of the fidelity is

observed.

2.1.5 Entanglement entropy and Toeplitz determinant

Before finishing this section, we would like to sketch how the particular structure of

the correlation matrix in Eq. (2.14) allows us to derive an analytical expression for

the scaling law of the entanglement entropy. This result is presented in Ref. [59].

In order to obtain an analytical expression for the entanglement entropy, let us

introduce the function

DL(µ) = det
�

Ã(µ)
�

, (2.27)

where Ã(µ) ≡ µIL−A, IL is the identity matrix of dimension L, and A is the correlation

matrix defined in Eq. (2.14). If we express the matrix A in its diagonal form, we

trivially have

DL(µ) =

L
∏

m=1

(µ− νm), (2.28)

where νm, with m = 1, . . . , L, are the eigenvalues of A. Then, according to Cauchy

residue theorem, the entanglement entropy SL can be expressed in terms of an integral

in the µ-complex plane as follows

SL = lim
ε→0+

lim
δ→0+

1

2πi

∮

c(ε,δ)

e(1+ ε,µ)d ln DL(µ) =

L
∑

m=1

H2(νm) , (2.29)

where c(ε,δ) is a closed path that encircles all zeros of DL(µ) and e(1 + ε,µ) is

an arbitrary function that is analytic in the contour c(ε,δ) and verifies e(1,νm) =

H2(νm) ∀ m.

Thus, if we could obtain an analytical expression for the DL(µ) function, we would

be able to get a closed analytical result for the entanglement entropy.

Notice that both the correlation matrix Amn, defined in Eq. (2.14), and Ã are

Toeplitz matrices, that is to say, matrices in which each descending diagonal from

left to right is constant,

A=















f0 f−1 . . . f1−L

f1 f0
...

...
. . .

...

fL−1 . . . . . . f0















, (2.30)
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where, in this case, fm =
1
π

sin kc m

m
.

The asymptotic behaviour (when L→∞) of the determinant of Toeplitz matrices

has been widely studied in many cases, giving the famous Fisher-Hartwig conjecture

(see Refs. [60, 61, 62, 63, 64]). In our particular case, the expression for the de-

terminant of Ã was proven in Ref. [62] and, therefore, it is a theorem instead of a

conjecture. In this way, we may insert this result in Eq. (2.29), perform the corre-

sponding complex integral and obtain the asymptotic analytical expression for the

entanglement entropy of the XX model. This computation is presented explicitly in

Ref. [59] with the final result,

SL =
1

3
lnL+

1

6
ln

�

1−
�

λ

2

�2
�

+
ln 2

3
+Υ1, (2.31)

where

Υ1 =−
∫ ∞

0

dt

¨

e−t

3t
+

1

t sinh2(t/2)
−

cosh(t/2)

2sinh3(t/2)

«

. (2.32)

Indeed, we realize that this analytical expression for the scaling of the entanglement

entropy is compatible with the numerical fit of Eq. (2.26) and, moreover, it fixes the

value of the independent term.

This procedure is also used to obtain an analytical expression for the entanglement

entropy of the XY model in Refs. [65, 66, 67]. In Ref. [68], the scaling of the Renyi

entropy is determined for the XY model in terms of Klein’s elliptic λ - function showing

a perfect agreement with the previous results in the particular case in which the Renyi

entropy becomes the von Neumann entropy.

2.2 Scaling of entanglement

The logarithmic scaling law that entanglement entropy obeys in the critical regime

is a sign of the conformal symmetry of the system. For second order phase transi-

tions, the correlation length diverges and the system becomes scale invariant. This

scaling symmetry gets enlarged to the conformal group [69] which, in the case of

on-dimensional systems, allows for a very precise characterization of the operator

structure of the underlying theory. The development of conformal field theory is a

remarkable achievement that we cannot present in this short review [70, 71].
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2.2.1 One-dimensional systems

For a conformal theory in 1+1 dimensions, the scaling behaviour of the entropy was

proven to be logarithmic in Ref. [72]. The general result reads

SL ∼
c + c̄

6
log2 L , (2.33)

where c and c̄ are the so called central charges for the holomorphic and anti-holomorphic

sectors of the conformal field theory. These central charges classify conformal field

theories and are universal quantities which depend only on basic properties of the

system, like effective degrees of freedom of the theory, symmetries or spatial dimen-

sions, and they are independent of the microscopic details of the model. For free

bosons c = 1, whereas for free fermions c = 1/2.

This result matches perfectly our geometric entropy computation of the critical XX

model. In this case, the central charge c = c̄ = 1 and the model is seen to belong to

the free boson universality class.

The previous result of Eq. (2.33) was further elaborated and extended to finite

systems, finite temperature and disjoint regions in Refs. [72, 73, 74]. For instance,

the scaling of the entropy for a system with periodic boundary conditions reads

SA ∼
c

3
log

�

L

πa
sin
πℓ

L

�

+ c′1 , (2.34)

whereas for the open boundary conditions case is

SA =
c

6
log

�

2L

πa
sin
πℓ

L

�

+ c̃′1 . (2.35)

In Ref. [75], the scaling of the entropy of a conformal semi-infinite chain is presented.

In Ref. [76], conformal symmetry is further exploited and an analytical computation

of the distribution of eigenvalues of the reduced density matrix of a block in a one-

dimensional systems is presented.

Let us finally mention that the scaling of entanglement have been also studied for

other entanglement measures by means of conformal field theory. In particular, in

Ref. [48, 50], it is shown that the single copy entanglement scales as

E1(ρL) =
c

6
log L−

c

6

π2

log L
+O(1/L) . (2.36)

Note that entropy sub-leading corrections to scaling are suppressed as 1/L whereas

single copy entanglement suffers from 1/ log L modifications. This makes the numer-

ical approach to the latter more difficult.
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2.2.2 Conformal field theory and central charge

We stated above that the central charge is a quantity that characterizes the univer-

sality class of a quantum phase transition. We also mentioned in the introduction

that a possible figure of merit for entanglement could be constructed from correlation

functions made out some operator which is always present in any theory. Let us now

see that both ideas merge naturally.

In 1+1 dimensions, conformal field theories are classified by the representations of

the conformal group [70]. The operators of the theory fall into a structure of highest

weight operators and its descendants. Each highest weight operator carries some

specific scaling dimensions which dictates those of its descendants. The operators

close an algebra implemented into the operator product expansion. One operator is

particularly important: the energy-momentum tensor Tµν , which is a descendant of

the identity. It is convenient to introduce holomorphic and anti-holomorphic indices

defined by the combinations T = Tzz and T̄ = Tz̄z̄ where z = x0+ i x1 and z̄ = x0− i x1.

Denoting by |0〉 the vacuum state, the central charge of a conformal field theory is

associated to the coefficient of the correlator

〈0|T (z)T (0)|0〉=
c

2z4
, (2.37)

and the analogous result for c̄ in terms of the correlator 〈0|T̄(z)T̄(0)|0〉. A conformal

field theory is characterized by its central charge, the scaling dimensions and the

coefficients of the operator product expansion. Furthermore, unitary theories with c <

1 only exist for discrete values of c and are called minimal models. The lowest lying

theory corresponds to c = 1
2

and represents the universality class of a free fermion.

The central charge plays many roles in a conformal field theory. It was introduced

above as the coefficient of a correlator of energy-momentum tensors, which means

that it is an observable. The central charge also characterizes the response of a the-

ory to a modification of the background metric where it is defined. Specifically, the

scale anomaly associated to the lack of scale invariance produced by a non-trivial

background metric is

〈0|Tµµ |0〉 =−
c

12
R , (2.38)

where R is the curvature of the background metric. This anomaly can also be seen

as the emergence of a non-local effective action when the field theory modes are

integrated out in a curved background.

Therefore, the central charge which appears as the coefficient of the entanglement

entropy is naturally related to the stress tensor, which is the operator that is guaran-
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teed to exist in any theory. It is also possible to derive a direct relation between

entropy and the trace of the stress tensor as shown in the original Ref. [72].

2.2.3 Area law

The conformal group does not constrain the structure of the Hilbert space in spatial

dimensions higher than one as much as it does in one dimension. Actually, the con-

formal group no longer brings an infinite number of conserved charges (as it does in

one dimension) but becomes a finite group.

Nevertheless, a geometric argument establishes the scaling behaviour of entropy.

The basic idea goes as follows. Let us consider a volume of spins (or any local degrees

of freedom) contained in a larger space. For theories with local interactions, it is

expected that entanglement will be created between the degrees of freedom that lie

outside and inside the surface that encloses the volume we are considering. It follows

that the entropy should naturally scale as an area law even if the model displays a

finite correlation length.

These arguments were put forward in the study of entanglement entropy in quan-

tum field theory as a possible source for black-hole entropy [3, 77, 78]. Furthermore,

the relation between the entropy and the effective action in a curved background was

developed in Ref. [79]. Let us mention these results. For general quantum field theo-

ries the entropy is a divergent extensive quantity in more than one spatial dimension

obeying an area law

SL ∼ c1

�

L

ε

�d−1

d > 1 , (2.39)

where Ld is the size of the volume, ε stands for an ultraviolet regulator and the

coefficient c1 counts components of the field which is considered. This coefficient

is again found in the effective action on a gravitational field and, thus, in the trace

anomaly as a divergent term. A form for the former can be found as

Γe f f =

∫ ∞

s0

ds
e−sm2

sd/2

�

c0

s
+ c1R+ c2F sF + c2GsG + . . .

�

, (2.40)

where s0 acts as a ultraviolet regulator, R is the curvature, F the Weyl tensor and G

the Euler density. The main conceptual result to be retained is that entropy measures

a very basic counting of degrees of freedom. Note that previous efforts to make a

general c-theorem are all base on c2F an c2G, not on c1. In one spatial dimension, the

effective action has a unique structure proportional to the central charge. That is, the
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central charge takes over all manifestations of the trace anomaly, at variance with the

separate roles that appear in higher dimensions.

It is worth mentioning that computations done in massive theories in any number

of dimensions show that SL(m 6= 0)−SL(m = 0) comes out to be ultraviolet finite [80].

Actually, the ultraviolet cut-off cancels in the computation. This is precisely what is

needed to make the RG flow meaningful in such a case. This comment hints at the

non-trivial issue about observability of the entropy. The standard prejudice is that the

leading area law coefficient is not observable since it comes divided by a necessary

ultraviolet cut-off. Yet, if such a coefficient is also responsible for finite corrections,

the situation may not be as trivial.

A review on methods to calculate the entanglement entropy for free fields and

some particular examples in two, three and more dimensions are presented in Ref.

[81]. Further explicit computations of area law scaling of entropy in spin and har-

monic systems in higher dimensions can be found in Refs. [82, 83, 84, 6]. A quite

remarkable result found in Ref. [85] is the fact that certain fermionic systems may de-

velop logarithmic violations of the area law, while keeping local interactions. This is

somehow analogous of the logarithmic scaling in one-dimension. The system is more

correlated than what is expected from pure geometrical arguments. In this respect,

the leading term in the scaling of the entropy for fermionic systems was computed

analytically assuming the Widom conjecture in Ref. [86]. This result was checked

numerically for two critical fermionic models in Ref. [84] finding a good agreement.

For other steps into a description of systems with two spatial dimensions in the

framework of conformal field theory see Refs. [87, 88]. For a class of critical models

in two spatial dimensions (including the quantum dimer model), it is found that

S(ρI) = 2 fs(L/a) + cg log(L/a) +O(1), where L is the length of the boundary area,

fs is an area law coefficient that is interpreted as a boundary free energy, and g is

a coefficient that depends on the geometric properties of the partition. That is, in

addition to a non-universal area law, one finds a universal logarithmically divergent

correction. For a further discussion of steps towards a full theory of entanglement

entropies in d + 1-dimensional conformal field theories, see Refs. [87, 88].

A particularly interesting issue is the holographic entanglement entropy that emerges

from the AdS (anti-de-Sitter)/CFT correspondence. The AdS/CFT correspondence is

the conjectured equivalence between a quantum gravity theory defined on one space,

and a quantum field theory without gravity defined on the conformal boundary of this

space. The entanglement entropy of a region of the boundary in the conformal field
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theory is then related with the degrees of freedom of part of the AdS space in the dual

gravity side. In Refs. [88, 89], this relation is established explicitly and, in Ref. [90]

the recent progress on this topic is presented.

Let us also mention the line of research that deals with topological entropy. Some

Hamiltonians produce states such that a combination of geometric entropies exactly

cancels the dominant area law. Then, a topological entropy term characterizes the

system [91]. This subject is nowadays a large field of research that we cannot include

in the present review. In this respect, a review on the scaling of the entanglement

entropy of 2D quantum systems in a state with topological order is presented in Ref.

[92].

2.3 Other models

We can find in the literature the computation of the scaling of the entanglement en-

tropy for other spin models. In XY and XXZ models, this logarithmic scaling will

confirm the role of the underlying conformal symmetry. We shall also discuss that

in disordered systems, although the conformal symmetry is lost for one particular

realization of the disorder, we recover the logarithmic scaling of the entropy with a

different central charge of the corresponding homogeneous model, if we do the aver-

age over all the possible realizations of the disorder. We shall also study the scaling of

entropy in systems where the notion of geometric distance is lost. This is the case of

the Lipkin-Meshkov-Glick model, in which the logarithmic behaviour of the entropy

will be due to the equilibrium of a competition between the long range interactions,

that try to increase the entanglement, and the symmetries of the problem, that force

the ground state to belong to a reduced subspace of the Hilbert space. A different

case are those systems composed of itinerant particles. In particular, we will present

the scaling of entropy of the Laughlin wave function.

2.3.1 The XY model

The XY model is defined as the XX model in Eq. (2.2), adding an extra parameter γ

that determines the degree of anisotropy of spin-spin interaction in the XY plane. Its

Hamiltonian reads

HX Y = −
1

2

∑

l

�

1+γ

2
σx

l
σx

l+1+
1−γ

2
σ

y

l
σ

y

l+1+λσ
z
l

�

, (2.41)
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where, as in the previous section, l labels the N spins, σµ
l

(µ = x , y, z) are the Pauli

matrices and λ is the transverse magnetic field in the z direction. This notation will

be also followed for the rest of models that are going to be presented.

Notice that if γ = 0 we recover the XX model, whereas if γ = 1, it becomes the

quantum Ising model with a transverse magnetic field, with Hamiltonian

HIsing = −
1

2

∑

l

�

σx
l
σx

l+1+λσ
z
l

�

. (2.42)

The XY model was solved in detail in Ref. [5]. In order to do this, the previ-

ous works on spin chains required to solve the XY Hamiltonian were reviewed. In

concrete, the XY model without magnetic field was solved exactly in Ref. [93], the

spectrum of the XY model with magnetic field was computed in Ref. [94], the cor-

relation function for this model was obtained in Ref. [95], and the entropy SL was

computed in Ref. [4].

Later, an extent analytical analysis of the entropy of XY spin chain was presented

in Refs. [65, 66, 67]. In this work, in a similar way as we have seen previously for

the XX model, an analytical expression for the scaling of the entanglement entropy is

determined for the XY model by means of Toeplitz determinants.

The XY model with γ 6= 0 is critical for λ = 1. In this case, the entropy of a block

scales as

SX Y (L) =
1

6
log2 L+ a(γ), (2.43)

where a(γ) is a function that only depends on γ. This entanglement behaviour corre-

sponds to the scaling dictated by a conformal theory, Eq. (2.33), with central charge

c = 1/2. The XY model, therefore, falls into the free fermion universality class.

In the non-critical case, that is for λ 6= 1, the entanglement entropy saturates to a

constant.

Let us mention that an exact relationship between the entropies of the XY model

and the XX model has been found recently [96]. Using this relation it is possible

to translate known results between the two models and obtain, among others, the

additive constant of the entropy of the critical homogeneous quantum Ising chain

and the effective central charge of the random XY chain.

Finally, with respect to the particular case of the Ising model, in Ref. [97], the

computation of the leading correction to the bipartite entanglement entropy at large

sub-system size, in integrable quantum field theories with diagonal scattering matri-

ces is presented. This result is used to compute the exact value of the saturation in



2.3. Other models 39

the Ising model and showed it to be in good agreement with numerical results. This

work is reviewed in detail in Ref. [98].

2.3.2 The XXZ model

The XXZ model consists of a chain of N spins with nearest neighbour interactions and

an external magnetic field. Its Hamiltonian is given by,

HX X Z =
∑

l

�

1

2
[σx

l
σx

l+1+σ
y

l
σ

y

l+1+∆σ
z
l
σz

l+1] +λσ
z
l

�

, (2.44)

where ∆ is a parameter that controls the anisotropy in the z direction.

As it happened for the γ parameter of the XY model, the ∆ parameter of the XXZ

model has two particular interesting values. If ∆ = 0, we trivially recover the XX

model, and if ∆ = 1, the system becomes the XXX model that has a fully isotropic

interaction

HX X X =
∑

l

�

1

2
[σx

l
σx

l+1+σ
y

l
σ

y

l+1+σ
z
l
σz

l+1] +λσ
z
l

�

. (2.45)

The XXZ model can be solved analytically by means of the Bethe Ansatz technique

[99]. Bethe Ansatz takes profit of the two symmetries of the system to find its eigen-

states. The first symmetry is the rotational symmetry respect to the z axis. It implies

that the z-component of the total spin, Sz = 1/2
∑

l
σz

l
, must be conserved and, there-

fore, the Hamiltonian must be diagonal in boxes of constant Sz. The other symmetry

is the translational invariance, that allow us to diagonalize these boxes using a kind

of generalized Fourier transform. Once the ground state is obtained, the correlation

functions can be computed in terms of certain determinants (see Ref. [100]). This

model is qualitatively different from the XY, since it presents a point of non-analyticity

of the ground state energy for finite systems. In the XY model, the level crossing be-

tween the ground state and the first excited state only occurs in the thermodynamic

limit. In this case, instead, the terms of the Hamiltonian σx
l
σx

l+1 + σ
y

l
σ

y

l+1, σz
l
σz

l+1

and σz
l

commute and are independent of ∆ and λ, which implies that there will be

an actual level crossing.

Both the isotropic case and the anisotropic one for λ = 0 are solved in Refs.

[101, 5]. The phases of the system are found to be:

• In the XXX model, Eq. (2.45), there are two limit behaviours. On one hand,

when |λ|> 2 the system is gapped and it is in a product state in which all spins

point at the direction of the magnetic field (ferromagnetic phase). On the other
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hand, for λ= 0 the magnetization is zero and the system is in a entangled state

(anti-ferromagnetic case). In the interval between these two cases 2 > λ ≥ 0

the system is gap-less and, therefore, critical.

• With respect to the anisotropic case with magnetic field equal to zero, the sys-

tem shows a gap-less phase in the 1 ≥ ∆ ≥ −1 interval. Outside this interval,

there is a gap between the ground and the first excited states. These two phases

are separated by two phase transitions in ∆ = 1 and ∆ = −1. The first one is a

Kosterlitz-Thouless phase transition, while the second one is of first order.

The scaling of the entanglement entropy is presented in Refs. [5, 102]. These

numerical results show that the entanglement entropy behaviour converges to a log-

arithmic scaling as the size of the system increases, if the system is critical. On the

contrary, if the system is not in a critical phase, the entropy saturates to a constant

value. In particular, in the isotropic model without magnetic field, the entropy scales

as

SL ∼
1

3
log2 L , (2.46)

which means that the XXX model with λ = 0 has central charge c = 1 and falls into

the universality class of a free boson.

Finally, let us mention that, recently, analytic expressions for reduced density ma-

trices, several correlation functions and the entanglement entropy of small blocks (up

to 6 spins) have been found for the XXZ model with ∆ = 1/2 (see Refs. [103] and

[104]).

2.3.3 Disordered models

So far, we have only considered translational invariant systems. This symmetry plus

the scaling invariance at a critical point produces the conformal symmetry that implies

universal properties of the scaling of entanglement. Nevertheless, natural systems

exhibit a certain amount of disorder due to impurities and imperfections of the system.

This disorder breaks the translational symmetry and we wonder what happens with

the scaling of the entropy taking into account that the conformal invariance is lost.

This question was addressed in Ref. [105]. They computed analytically the block

entropy for the Heisenberg, XX and quantum Ising models with random nearest-

neighbour couplings under the hypothesis of strong disorder by means of the real

space renormalization group technique. This approach was introduced in Ref. [8]

and was generalized in Ref. [7].
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This strong disorder hypothesis assumes that if one takes the strongest coupling of

the chain, its neighbours are much weaker than it. Thus, it is possible to diagonalize

this strongest bond independently of the rest of the system, project the system onto

the ground state of this subspace (a singlet for the previous models) and then perform

perturbation theory respect to the neighbour couplings. The final result is that two

sites have been eliminated and the Hamiltonian energy scale has been reduced. This

process can be iterated until we arrive at the ground state of the system which is a

random singlet phase, that is to say, a set of singlets connected randomly and for

arbitrarily long distances.

Notice that although this method is not correct when applied to a system with

weak disorder, it becomes asymptotically correct at large distances [7].

For a particular realization of the disorder, the translational symmetry of the sys-

tem is broken and, therefore, the conformal symmetry too. Hence, the scaling of the

entanglement entropy of this realization of the disorder will not be logarithmic, but

fluctuating.

In Ref. [105], it was shown that although the conformal symmetry is broken, if

we take the average over all the realizations of the disorder the entropy keeps scaling

logarithmically with an effective central charged c̃ = c ln 2, where c is the central

charge for the same model but without disorder. This result has been further checked

numerically both for the XX model in Ref. [106] and for the Heisenberg model in Ref.

[107].

In Ref. [106], the disordered XX spin-1
2

chain with periodic boundary conditions

and positive random spin couplings chosen in a flat uniform distribution within the

interval [0, 1] was studied. The magnetic field was set to zero. It was shown that

for a block large enough (larger than 20 spins), the entropy scales logarithmically

according to [105], using around 104 samples for N = 500, 1000, 2000 and 2 ×
104 samples for 100 ≤ N ≤ 400, in order to do the average over all the possible

realizations of the disorder.

The same result was shown for the Heisenberg model in Ref. [107]. In this work,

a uniform distribution in the interval [0, 1] for the couplings between the spins was

also chosen. For a system of N = 50 and after averaging the entanglement entropy

over 104 different configurations of disorder, the logarithmic scaling of the entropy

with an effective central charge c̃ = c ln2 is recovered. Let us point out that these one

dimensional systems are particular cases of chains of quantum group (or q-deformed)

spins studied in Ref. [108]. It is also interesting to mention that this robustness of
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the entanglement scaling respect to the disorder is not kept for other models like the

Bose-Hubbard model (see Ref. [109]).

In the case of higher dimensions, the scaling of the entanglement entropy in the

2D random Ising model was studied in Refs. [110, 111]. In particular, in Ref. [111],

the entanglement entropy of a L × L region located in the centre of a square lattice

which is governed by the Hamiltonian

H = −
∑

〈i, j〉
Ji jσ

z
i
σz

j
−
∑

i

λiσ
x
i

, (2.47)

was computed. The Ising couplings Ji j and the transverse magnetic fields λi take

random values given by the uniform probability distributions in the intervals [0, 1]

and [0,λ0] respectively. By means of a generalized version for 2 dimensions of the real

space renormalization group, it was found that the critical field is at λc
0 = 5.37±0.03,

and for both critical and non-critical λ0 the entropy scaling fulfils the area law: S(L) ∼
L in the leading term.

Let us mention some disordered spin systems have also been studied from the

fidelity susceptibility point of view in Refs. [112, 113]. Finally, it is interesting to

point out that, in other systems, the translational invariance is not broken by means

of random couplings but due to a quantum impurity or a physical boundary. The

behaviour of the entanglement entropy in this kind of systems is reviewed in Ref.

[114].

2.3.4 The Lipkin-Meshkov-Glick model

The Lipkin-Meshkov-Glick model was proposed in Ref. [115, 116, 117]. Unlike the

previous models we have considered, where the spins had short range interactions,

in the LMG model, each spin interacts with all the spins of the system with the same

coupling strength. This system is described by the Hamiltonian

HLMG =−
1

N

∑

i< j

�

σx
i
σx

j
+ γσ

y

i σ
y

j

�

−λ
∑

i

σz
i
. (2.48)

Notice the apparent similarity between this model and the XY model in Eq. (2.41).

The essential difference between them is that while in the XY Hamiltonian the in-

teraction only takes place between nearest neighbours, in the LMG model, all spins

interact among themselves. This highly symmetric interaction pattern forces the loss

of the notion of geometry, since there is no distance between the spins. This implies
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that it no longer makes sense to define a block of L spins as a set of L contiguous

spins or to study decays of the correlations between two spins.

As in previous cases, our aim is to study the scaling properties of the entanglement

entropy for the ground state reduced density matrix of a block of L spins respect to the

rest of NL spins. We face a somewhat contradictory situation. On one hand, we expect

that the non-local connectivity of the interactions would produced a ground state

more entangled than those that emerge from nearest neighbour interaction models.

On the other hand, the symmetry of the Hamiltonian implies that all the spins must

be indistinguishable in the ground state, therefore, it must belong to a symmetric

subspace, which restricts its entanglement. The explicit computation will clarify this

issue.

The Hamiltonian (2.48) can be written in terms of the total spin operators Sα =
∑

i
σi
α/2 as

H = −
1

N
(1+ γ)

�

S2− S2
z
− N/2

�

− 2λSz −
1

2N
(1− γ)

�

S2
+
+ S2

−

�

, (2.49)

where S± are the ladder angular momentum operators. In Eq. (2.49), we realize that

[S2, H] = 0 and, therefore, we can diagonalize the Hamiltonian in boxes of constant

S. From Eq. (2.49), it is easy to see that the ground state must belong to the subspace

of S = N/2. Then, we have to span this subspace in terms of a basis |N/2, M〉 fully

symmetric under the permutation group and eigenstates of S2 and Sz. These states

|N/2, M〉 are called Dicke states.

Notice that the restricted subspace where the ground state must live due to the

symmetries of the Hamiltonian will limit the scaling of the entanglement entropy of a

block of L spins with respect to the remaining NL. As the ground state reduced density

matrix is spanned by the set of (L+1) Dicke states, the entropy of entanglement obeys

the constrain SL,N ≤ log2(L+ 1) for all L and N , where the upper bound corresponds

to the entropy of the maximally mixed state ρL,N = 1l/(L + 1) in the Dicke basis.

This argument implies that entanglement, as measured by the Von Neumann entropy,

cannot grow faster than the typical logarithmic scaling observed in the previous cases.

Both the ground state and the entanglement entropy were computed for the LMG

model in Ref. [118]. For the isotropic case (γ = 1) and in the thermodynamic limit

(N , L ≫ 1), HLMG is diagonal in the Dicke basis. Then, for λ ≥ 1, the entanglement

entropy is strictly zero since the ground state is in a fully polarized product state.

Instead, if 1 > λ ≥ 0, we recover the logarithmic scaling of the entropy,

SL,N(λ,γ= 1)∼
1

2
log [L(N − L)/N]. (2.50)



44 Entanglement in many body quantum systems

Although the kind of scaling does not depend on the strength of the magnetic field,

its absolute value is smaller for weaker magnetic fields, according to the equation

SL,N(λ,γ= 1)− SL,N(λ = 0,γ = 1)∼
1

2
log
�

1−λ2
�

, (2.51)

and thus diverges, at fixed L and N , in the limit h→ 1−.

In the anisotropic case, we can study the limits of very strong and very weak

magnetic fields. On one hand, when λ → ∞, the GS is in the product state
∏

i
| ↑〉i

and therefore is not entangled. In the thermodynamic limit, this state is also the

ground state just for λ > 1. On the other hand, for λ→ 0 the entanglement entropy

saturates and goes to a constant that depends on γ. In the particular case of γ= 0, the

ground state is degenerate and lives in the subspace generated by the states
∏

i
| →〉i

and
∏

i
| ←〉i, where | →〉 and | ←〉 are the eigenstates of the σx operator. In practice,

this degeneration would be broken by any perturbation of the environment.

These two different phases suggests the existence of a quantum phase transition

between λ ≫ 1 and λ ≪ 1. In particular, it has, numerically, been checked in Ref.

[118] that, in the thermodynamic limit, the entanglement entropy displays a loga-

rithmic divergence around λc = 1 according to the law

SL,N(λ,γ) ∼− log |1−λ|. (2.52)

Indeed, it is shown that at λ = 1 the entropy scales logarithmically with a coefficient

that depends on γ. However, in the thermodynamic limit, this coefficient is indepen-

dent of γ and takes a value closed to 1/3. In Ref. [119], the previous relation, Eq.

2.52, is computed analytically obtaining the same result and fixing the coefficient to

1/3. In this same work, the finite size corrections to the scaling of entropy are also

studied.

Although the behaviour of entanglement is very similar to the XY model, that is

to say, it scales logarithmically in the critical point and saturates to a constant in the

non-critical phase, the reasons of these scaling laws are different. In the XY model,

entanglement is limited by the facts that interactions are local and the system is trans-

lationally invariant. At the critical point, the correlation length becomes infinite, the

system is conformal symmetric, and the logarithmic scaling of the entanglement en-

tropy appears as a manifestation of this symmetry. Instead, in the LMG model, the

long range interactions should allow for larger correlations, that is, larger entangle-

ment. Nevertheless, the symmetries of the system restrict the subspace where the

GS must belong and, therefore, the scaling law of entanglement. The final result is
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the same logarithmic scaling law but which has nothing to do with any underlying

conformal symmetry.

Finally, let us mention that other analytical calculations of the spectrum of the

LMG model both in the thermodynamic limit and finite size case have appeared re-

cently [120]. Moreover, the entanglement entropy for general free bosonic two-mode

models is presented in Ref. [121]. In particular, a complete classification of the possi-

ble scaling behaviours for the entanglement entropy in the related collective models

as the LMG, the Dicke model, or the Lieb-Mattis model is obtained.

2.3.5 Particle entanglement

In a similar way than LMG model, where the notion of distance was lost, one can

try to compute the entanglement entropy in systems of moving fermions and bosons.

In such itinerant systems, as the particles are indistinguishable, moving and partially

de-localized, it is not obvious to define the geometric entropy.

What we, indeed, can compute is the von Neumann entropy for any subset of

particles for a system of N indistinguishable particles in the state Ψ(r1, . . . , rn). Notice

that, in this case, this von Neumann entropy cannot be interpreted as the number of

distillable EPR pairs. Due to the symmetrization, it is impossible to associate a label

with the particles and perform the appropriate distillation operations. This is a subtle

difference respect to the LMG model.

A particular interesting physical system is the Fractional Quantum Hall Effect

(FQHE) [10]. Although a complete understanding of it is still missing, it is commonly

believed that the interactions between the particles are essentially responsible for the

strange states of matter that the 2D electron gas shows at some particular values of

the transverse magnetic field. These states would present a new kind of order called

topological order and their quasi-particle excitations are neither bosons nor fermions,

but anyons, that is to say, quasi-particles with any-statistics [12]. In this respect, in

1983, Laughlin proposed an Ansatz for the wave function of the ground state of the

system [11]. This wave function is defined by

Ψ
(m)

L (z1, . . . , zn) ∼
∏

i< j

(zi − z j)
me−

∑N
i=1 |zi |2/2 , (2.53)

where z j = x j+ iy j, j = 1, . . . , n stands for the position of the j-th particle. It describes

fractional quantum Hall state at a filling fraction ν = 1/m, where m is an integer

number.
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In particular, in Ref. [122], the entanglement entropy of k particles respect the

rest of the system is computed for the Laughlin wave function with filling fraction one

Sn,k = log2

�

n

k

�

. (2.54)

Notice that, in this case, although the state also belongs to a completely anti-symmetric

subspace, the entanglement entropy of half a system grows linearly with the number

of particles.

In Refs. [123, 124], these ideas are extended, and the particle entanglement, de-

fined as the entanglement between two subsets of particles making up the system,

is studied. The general structure of particle entanglement in many-fermion ground

states, analogous to the area law for the more usually studied entanglement between

spatial regions, are also formulated, and the basic properties of particle entanglement

are uncovered by considering relatively simple itinerant models. All these ideas are

widely reviewed in Ref. [125].

2.4 Renormalization of Entanglement

A natural question arising within the study of entanglement in quantum system is

how entanglement evolves along Renormalization Group (RG) trajectories. We shall

now address this issue discussing first the RG of quantum states and, then, the study

of particular systems.

2.4.1 Renormalization of quantum states

It is customary to present RG transformations on Hamiltonians or observables. In

general, a Hamiltonian is described by a set of coupling constants times operators

H =
∑

i
g iOi. This set of operators may be infinite, including relevant, marginal

and irrelevant operators or, as in the case of renormalizable quantum field theories

in the continuum, it may reduce to a finite set of relevant and marginal operators.

Then, upon coarse graining of short-distances and an adequate rescaling, the system

is described by a new set of coupling constants. So to speak, the operator algebra acts

as a basis. The concept of RG trajectory corresponds to analysing observables along

the flow d
dt
= −βi

d
dg i , where the beta functions correspond to βi ≡ dgi

dt
are related to

the change of the coupling constants as the coarse graining proceeds.
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Yet, RG transformations can be understood as an action on any quantum state,

regardless of its relation to any Hamiltonian [126]. Coarse graining is independent

of any dynamics. This RG procedure on quantum states is not presented as common

lore since explicit knowledge of e. g. the ground state of a system is not available in

general. Let us address this issue.

The basic idea to perform RG on states is to produce a coarse graining of short-

distance degrees of freedom, followed by a clever choice of local basis to retain the

long-distance information which is retained in an optimal way. Let us take a quantum

state ψ0 and determine its RG transformed , ψ′0, as follows. We pairwise group the

sites in the system and define a coarse-graining transformation for every pair of local

d-dimensional basis states, e.g. for the sites 2 j and 2 j + 1, as |p〉2 j|q〉2 j+1 = |pq〉 j.
This transformation yields ψ0 → ψ. Then we have ψ′0 = U ⊗ . . .⊗ U |ψ〉, where the

d2× d2 unitary matrix U performs the change of representative in the coarse–grained

space. Note that the matrix U is non-local as seen from the 2 j and 2 j+ 1 sites. Some

local information is now washed out, while preserving all the quantum correlations

relating the coarse–grained block to other ones.

Operators also get coarse–grained along the above transformation. Take for in-

stance an operator acting on one local Hilbert space, e.g. O2 j. Expectation values

must remain unchanged,

〈ψ0|O2 j|ψ0〉= 〈ψ′0|O′j|ψ′0〉 , (2.55)

which leads to

O′
l
= U(O2 j ⊗ I2 j+1)U

† , (2.56)

where I is the identity matrix. To complete a RG transformation we simply need to

rescale distances, i.e., to double the lattice spacing.

This analysis can be made completely explicit in the case of states which are de-

scribed as a matrix product state [126]. There, the above transformation amount to

a flow on the matrices that represent the state. In turn, a flow related to the transfer

matrix can be computed. Explicit irreversibility of RG flows and the characterization

of critical points followed from the flow on this transfer matrix.

2.4.2 Irreversibility of RG flows

We may as well return to the standard construction of RG transformations on Hamil-

tonians and perform a detailed study in some particular case. For instance, we may
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consider the quantum Ising model in a transverse field λ. It is known that the pa-

rameter λ provides a relevant deformation of the model, departing form its critical

value λ∗ = 1. For instance, the departure that makes λ > 1 get larger and larger

corresponds to the increase of the mass of the underlying fermionic description.
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Figure 2.3: Entropy of entanglement is shown to decrease monotonically along the RG

trajectory that takes the external magnetic field λ away from its critical value λ∗ = 1.

Towards the left the flow takes the system to a GHZ-line state whereas, towards the

right, the system is a product state.

An analysis of this RG trajectory can be illustrated using Fig. 2.3 ( see Refs. [118,

73, 74]). This result shows that RG trajectories are monotonically irreversible as

dictated by the c-theorem in 1+1 dimensions. Furthermore, it can be seen that the

ground state obeys majorization relations. That is, irreversibility is orchestrated at a

very refined level, since the reshuffling of the ground state obeys an exponential set

of ordering relations [82].

Irreversibility for the entanglement entropy should then be obtained as a funda-

mental theorem, equivalent to the c-theorem which is usually formulated in terms of

the stress tensor. This was indeed done in Ref. [127]. Once, the relation between

entropy and the properties of the stress tensor are made apparent.
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2.5 Dynamics of Entanglement

So far, we have studied the properties of entanglement entropy of the ground state of

the system. Next, we would like to analyse how entanglement evolves in time when

the system is prepared in a state that is not an eigenstate of the Hamiltonian.

2.5.1 Time evolution of the block entanglement entropy

In Ref. [128], the time evolution of the entropy of entanglement of a block of L spins

in a one-dimensional system is studied. It is considered a system prepared in a pure

state |ψ0〉, which corresponds to an eigenstate of H(λ0) with λ0 6= λ. Then, for exam-

ple, at time t = 0, the parameter is suddenly quenched from λ0 to λ. In general, |ψ0〉
will not be an eigenstate of H(λ), and thus the system will evolve according to the

equations of motion given by H(λ). In this work, two computations are performed:

one based on conformal field theory and the other on a particular solvable spin model,

the Ising model. In the first case, the path integral formulation and the CFT are used

in order to calculate the time evolution of the entanglement entropy of a high energy

state of the system which is not an eigenstate. Then, one has to assume that the

Hamiltonian is critical in order to make the theory conformally invariant. Instead, in

the Ising model case, it is possible to perform calculations starting from a variety of

initial states, considering both critical and non-critical regimes.

In both calculations, the entanglement entropy increases linearly with time t (after

transients die away in the lattice case), up to t∗ = L/2, in units where the maximum

propagation speed of excitations is taken to be unity. For t ≫ t∗, SL(t) ∼ L saturates

at an asymptotic value. This behaviour can be summarized in the following equation:

SL(t)∼
(

t t ≤ t∗

L t ≥ t∗
. (2.57)

This behaviour of the entanglement entropy has been checked in several lattice

models both analytically and numerically [107, 129, 130, 131, 132]. In particular, in

Ref. [129], the previous results are provided analytically using Toeplitz matrix rep-

resentation and multidimensional phase methods for the XY model and considering

large blocks.

In Ref. [128], a simple interpretation of this behaviour is proposed in terms of

quasi-particles excitations emitted from the initial state at t = 0 and freely propagat-

ing with velocity v ≤ 1. The idea is that at, t = 0 and at many points of the chain,
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a pair of entangled quasi-particles begin to propagate in opposite directions at some

constant velocity v that we will consider 1 for simplicity (see Fig.2.4). The entan-

glement between the block of L spins and the rest of the system at an arbitrary time

is given by the number of pairs that have one quasi-particle in the block while the

other is outside. Thus, the entanglement entropy increases linearly with time until

it saturates when the excitations that started in the middle of the block arrive at its

boundary.

All the previous results are explained in detail in the Ref. [133], where, apart

from quantum quenches, a general conformal field theory approach to entanglement

entropy is reviewed.

t

2t 2t

l

t

2t > l

2t < l

A
B B

A
BB

Figure 2.4: Schematic representation of the dynamics of block entropy. Entangled

particles are emitted from the region A, they will contribute to the block entropy as

long as one of the two particles ends in the region B [from [128]].

Let us point out that this increase of the entanglement entropy is unrelated to the

second law of thermodynamics. Entanglement entropy can decrease or even oscillate

in standard time evolution.

Let us also mention that in Ref. [107] the dynamics of entanglement was anal-

ysed for disordered systems, i. e. when the couplings between the spins take random

values. In particular, the XXZ model with the couplings between the spins follow-
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ing a uniform distribution in the interval [0, 1] was studied. It turns out that, in the

presence of disorder, the entanglement entropy does not increase linearly but log-

arithmically. This logarithmic behaviour does not follow from an extension of the

argument for the clean case assuming a diffusive propagation of the excitations, but

it requires some kind of entanglement localization. This behaviour is also observed in

Ref. [134] where the propagation of information through the disordered XY model is

studied. In particular, both classical and quantum correlations are exponentially sup-

pressed outside of an effective light-cone whose radius grows at most logarithmically

with time.

2.5.2 Bounds for time evolution of the block entropy

All these results are compatible with the rigorous bounds found in Refs. [135, 136]

by means of the Lieb-Robinson bound [137] and its generalizations presented in Refs.

[138, 139, 140].

The Lieb-Robinson bound states that the operator norm of the commutator of two

operators OA and OB that act on different regions A, B of a spin network with local

interactions, hi j(t), and in different times verifies







�

OA(t), OB(0)
�




≤ cNmin‖OA‖‖OB‖ e
− L−v|t|

ξ , (2.58)

where L is the distance between A and B (the number of edges in the shortest path

connecting A and B), Nmin = min{|A|, |B|} is the number of spins in the smallest of A

and B, while c, v,ξ > 0 are constants depending only on g = max(i, j)∈E maxt ‖hi j(t)‖
and the architecture of the spin lattice.

Thus, the Lieb Robinson bound, Eq. (2.58), tells us that the norm of the commu-

tator of two operators at different times is exponentially small outside the light-cone

given by the velocity v that we can understand like the speed of sound. Notice that,

by dimensional analysis, this velocity must be proportional to the energy scale g. It

is interesting to point out that this result is also valid for the case of fermions or local

Hamiltonians with exponentially decaying interactions.

In Ref. [135], it is shown, using the Lieb-Robinson bound and its generalizations

[138, 139, 140], that correlations and information are propagated at a finite velocity

in a spin network with nearest-neighbour interactions. This is a non-trivial result since

in non-relativistic quantum mechanics there doesn’t exist the notion of a light-cone, i.

e. local operations could be used, in principle, to send information at long distances

in arbitrary short times.
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Moreover, it is quantified the entanglement entropy that can be generated per unit

of time between a block of spins and the rest of the system. In particular, it is found

that

SL(t)− SL(0)≤ c∗gP t (2.59)

where c∗ ≃ 1.9 is a constant and P is the perimeter of the block. Finally, let us mention

that all these results are complemented in Ref. [136].

2.5.3 Long range interactions

The Lieb-Robinson bound is only valid for short range interactions. Then, it is interest-

ing to study how does entanglement evolve in systems with long range interactions.

This question is addressed in Ref. [141].

In general, systems with long range interactions are numerically intractable since,

in them, the entanglement entropy scales with the volume SL ∼ L. Nevertheless, in

Ref. [141], the interactions are restricted to Ising-type which allows to study both the

static and the dynamical entanglement properties of the system.

It is considered a lattice composed by N spins that interact according to the Hamil-

tonian,

H =
∑

k<l

f (k, l)
1

4
(1l−σ(k)

z
)⊗ (1l−σ(l)

z
) , (2.60)

where the coefficients f (k, l), that describe the strength of the interaction between

the spins l and k, obey a distance law, that is to say, f (k, l) = f (‖ k− l ‖).
It is assumed that the initial state is a product state of all spins pointing to the

x-direction |Ψ0〉 = | →〉⊗N . In order to perform the time evolution of this state, a

description in terms of Valence Bond Solids (VBS) is used (see Ref. [142]). With

this method, it is possible to calculate the reduced density operator of few particles

for large systems (the computational time grows linearly with the whole size of the

system but exponentially with the size of the block).

In concrete, it is studied for some fixed time t the scaling properties of entan-

glement of a system with algebraically decaying interactions f (k, l) =‖ k − l ‖−α. It

turns out that for α ≤ 1/2 (strong long-range interactions) the entanglement grows

unbounded and the correlations do not practically decay, while for α > 1 the system

contains a bounded amount of entanglement and the correlations decay algebraically.

The dynamics of entanglement are also studied. In the limit of an infinite chain,

the entanglement entropy of any block saturates for large times (t →∞) to its maxi-

mal value SL = L in a similar way as in Eq. (2.57).
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2.6 Entanglement along quantum computation

It is known that slightly entangled quantum systems can be simulated efficiently in a

classical computer [1, 143, 144]. This implies that any quantum algorithm that would

exponentially accelerate a classical computation must create, at some point, a highly

entangled state. Otherwise, the quantum algorithm could be simulated efficiently in

a classical computer.

Next, we want to briefly study how the entanglement evolves along a compu-

tation. In order to do this, we will consider the three most common paradigms of

quantum computation: quantum circuits, adiabatic quantum computation, and one

way quantum computing.

2.6.1 Quantum circuits

A quantum circuit is a sequence of unitary transformations (quantum gates) on a reg-

ister of qubits (see Ref. [145] for a pedagogical introduction). An efficient quantum

circuit is characterized by the fact that the number of elementary gates that form it

only scales polynomially in the number of qubits of the register.

The study of entanglement along a quantum circuit was addressed in Refs. [146]

and [147] by means of majorization theory. In these works the introduction of entan-

glement in Shor’s algorithm and the Grover’s algorithm were analysed respectively.

Let us remind the concept of Majorization relations, which is a more refined mea-

sure of ordering of probability distributions than the usual entropy one. We say that

a probability distribution {pi} majorizes another probability distribution {qi} (written

as ~p ≺ ~q) if, and only if,

k
∑

i=1

pi ≤
k
∑

i=1

qi k = 1 . . . d − 1 , (2.61)

where d = 2N is the number of possible outcomes and it will correspond to the di-

mension of the Hilbert space.

These Majorization relations can be related to quantum circuits in the following

way: let |ψm〉 be the pure state representing the register in a quantum computer in

the computational basis at an operating stage labeled by m = 0, 1 . . . M − 1, where

M is the total number of steps of the algorithm. We can naturally associate a set

of sorted probabilities p(m)
x

corresponding to the square modulus of the coefficients of

the state in the computational basis (x ∈ {|0 . . . 0〉, |0 . . . 01〉, . . . , |1 . . . 1〉}). A quantum
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algorithm will be said to majorize step by step this probability distribution if

~p(m) ≺ ~p(m+1) ∀m= 1, . . . , M . (2.62)

In such a case, there will be a neat flow of probability directed to the values of

highest weight, in a way that the probability distribution will be steeper and steeper

as the algorithm goes ahead. This implies that the state is becoming less entangled

along the computation. Notice that the majorization relations are stricter than an

inequality in the entanglement entropy, in such a way that the reverse statement is

not true.

In Ref. [148], the step-by-step majorization was found in the known instances of

fast and efficient algorithms, namely in the quantum Fourier transform, in Grover’s

algorithm, in the hidden affine function problem, in searching by quantum adiabatic

evolution and in deterministic quantum walks in continuous time solving a classi-

cally hard problem. On the other hand, the optimal quantum algorithm for parity

determination, which does not provide any computational speed-up, does not show

step-by-step majorization.

Recently, a new class of quantum algorithms have been presented. Those are ex-

act circuit that faithfully reproduce the dynamics of strongly correlated many-body

system. In Ref. [149], the underlying quantum circuit that reproduces the physics of

the XY Hamiltonian for N spins was obtained. The philosophy inspiring that circuit

was to follow the steps of the analytical solution of that integrable model. Looking at

the architecture of the circuit in Fig. 2.5, it is easy to realize that the entanglement

between the two sets of contiguous N/2 spins is transmitted through the N/2 SWAP

gates. Therefore, the maximum entanglement entropy between these two half’s of

the system that this proposal may allow is N/2. This is because the maximum entan-

glement that can generate a quantum gate that acts on two qubits is 1, that is, from a

product state to a maximally entangled state (Bell basis). Thus, the scaling law of the

entanglement entropy that this proposal will allow will be

S(N/2) ≤ N/2 . (2.63)

Notice that, as we have seen in the previous sections, the entanglement entropy of

the ground state in the XY model scales only logarithmically. The above circuit, then,

can create much more entropy than what is present in the ground state. Yet, we have

also discussed the fact that time evolution does create maximum entanglement. This,

indeed, is what the above circuit achieves. This shows that the previous proposal is
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Figure 2.5: Structure of the quantum circuit performing the exact diagonalization

of the XY Hamiltonian for 8 sites. The circuit follows the structure of a Bogoliubov

transformation followed by a fast Fourier transform. Three types of gates are in-

volved: type-B (responsible for the Bogoliubov transformation and depending on the

external magnetic field λ and the anisotropy parameter γ), type-fSWAP (depicted as

crosses and necessary to implement the anti-commuting properties of fermions) and

type-F (gates associated to the fast Fourier transform). Some initial gates have been

eliminated since they only amount to some reordering of initial qubits [from [149]].

optimal since it carries the minimum possible number of gates such that maximum

entanglement can be created.

Let us also add a final example on exact quantum circuits. In Ref. [150], a quan-

tum circuit that creates the Laughlin state (Eq. 2.53) for an arbitrary number of par-

ticles (qudits) n in the case of filling fraction one is presented. The way in which

entanglement grows along the circuit is also related to the amount of entanglement

that each gate of the circuit can generate. In the case of this Laughlin wave function,

the depth of the circuit grows linearly with the number of qudits, so linear entangle-

ment S ∼ n can be supported by the circuit. This is precisely the entanglement that

the Laughlin wave function with filling fraction one requires as shown in Ref. [122].

The exact circuits we have discussed (XY and Laughlin states) are both able to cre-

ate linear entanglement entropy. It is then impossible they can be simulated classically

in an efficient way.
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2.6.2 Adiabatic quantum computation

The framework of adiabatic quantum computation (AQC) was introduced in Ref.

[151]. The idea of AQC is the following:

1. A quantum register is initially prepared on the ground state of a known initial

Hamiltonian H0.

2. The system is then made to evolve adiabatically from this Hamiltonian to a new

one HP whose ground state codifies the solution to an e.g. NP-complete problem

H(s(t)) = (1− s(t))H0 + s(t)HP . (2.64)

3. Slow evolution from s(t = 0) = 0 to s(t = T ) = 1 guarantees that the system

will not jump from the instantaneous ground state of the system to the first

excited state.

Quantum adiabatic computation is proven efficient provided that the minimum gap

along the adiabatic evolution is only polynomially small in the number of qubits. If

this was not the case, the adiabatic computation would require an exponentially large

time as measure in terms of the number of qubits in the register.

Thus, according to the previous arguments, at some point of the adiabatic evolu-

tion of a hard quantum computation the system must be highly entangled, in a similar

way as it happened in the previous sections at the quantum phase transitions. This

makes us expect some sort of quantum phase transition for a concrete value sc of the

Hamiltonian, point that would be characterized by a minimum energy gap.

In Ref. [152], adiabatic quantum computation is used to solve the NP-Complete

Exact Cover problem that is a particular case of the 3-SAT problem. It is defined

as follows: given the n Boolean variables {x i}i=1,...n, x i = 0, 1 ∀ i, where i is the

bit index, we define a clause C involving the three bits i, j and k by the constraint

x i + x j + xk = 1. There are only three assignments of the set of variables {x i, x j, xk}
that satisfy this equation, namely, {1, 0, 0}, {0, 1, 0} and {0, 0, 1}. An instance of the

Exact Cover problem is a collection of clauses which involves different groups of three

qubits. The problem is to find a string of bits {x1, x2 . . . , xn} which satisfies all the

clauses.

This problem can be mapped to finding the ground state of a Hamiltonian HP in

the following way [152]: given a clause C define the Hamiltonian associated to this
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clause as

HC =
1

8

�

(1+σz
i
)(1+σz

j
)(1+σz

k
) (2.65)

+(1−σz
i
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)
�

,

where σz|0〉 = |0〉, σz|1〉 = −|1〉. The quantum states of the computational basis that

are eigenstates of HC with zero eigenvalue (ground states) are the ones that corre-

spond to the bit string which satisfies C , whereas the rest of the computational states

are penalized with an energy equal to one. The problem Hamiltonian is constructed

as the sum of all the Hamiltonians corresponding to all the clauses in the instance,

HP =
∑

C ∈ instance

HC . (2.66)

The ground state of this Hamiltonian corresponds to the quantum state whose bit

string satisfies all the clauses.

It is known that Exact Cover is a NP-complete problem, so it cannot be solved in a

polynomial number of steps in a classical computer [153, 154]. This makes the Exact

Cover problem, particularly interesting, since if we had an algorithm to efficiently

solve Exact Cover, we could also solve all problems in the much larger NP family 1.

In Ref. [155], the evolution of the entanglement properties of the system are stud-

ied in order to see the expected sign of a quantum phase transition. 300 random

instances for the Exact Cover are generated with only one possible satisfying assign-

ment for a small number of qubits. This instances are produced by adding clauses

at random until there is exactly only one satisfying assignment. In order to apply

adiabatic quantum computation the initial Hamiltonian H0 taken is a magnetic field

in the x direction

H0 =

n
∑

i=1

di

2
(1−σx

i
) , (2.67)

where di is the number of clauses in which qubit i appears. Then, for each instance,

the ground state is computed for several values of s of the Hamiltonian, H(s) = (1−
s)H0 + sHP and its corresponding entanglement entropy of half a chain. The mean of

the entanglement entropy over these 300 instances is performed and plotted respect

to the s parameter for different sizes of the system in Fig. 2.6. We can observe a peak

of the entropy around the critical value sc ∼ 0.7.

1The NP problems are those whose solutions can be verified in a polynomial time.
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Figure 2.6: Average over 300 instances of the entanglement entropy between two

blocks of size n/2 as a function of the parameter s controlling the adiabatic evolution.

A peak appears for sc ∼ 0.7. The plot also shows the increase of the peak as the

number of qubits grows n = 10, 12, 14 [from [155]].

We interpret this behaviour of the entanglement entropy as follows: initially the

system is in a product state and its entanglement is zero. Then, the evolution makes

the system explore different solutions by means of superposition states of them, that

is, it becomes more and more entangled. Finally, the system throws away the bad

solutions, the entanglement decreases, until the best solution is found and it rests

in a product state again. Roughly speaking, the power of the quantum computer

respect to the classical one underlies in the parallelism during the computation that

the superposition principle allows.

Let us make some warning remarks. The numerical simulations performed for

the Exact Cover problem cannot determine the complexity class for the quantum al-

gorithm. It is generally believed that quantum computers will no be able to handle

NP-complete problems. Yet, the simulation shows that the best this quantum algo-

rithm can achieved still requires a huge amount of entanglement in the register.

The divergence of the entanglement entropy that occurs at the critical point sc have

also been observed in Shor’s factoring algorithm in Ref. [155], where entropy grows

exponentially fast respect the number of qudits. This, again, makes this algorithm

hard to simulate classically.

Notice that in the solution of other problems, the explosion of the entropy could

occur at sc = 1 in such a way that the entanglement entropy was monotonically

increasing. This similar behaviour of the entropy to the quantum phase transition is,

therefore, problem dependent.
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Recently, there has been appeared a new quantum algorithm for SAT problems

that improve the previous results. It consists of a hybrid procedure that alternates

non-adiabatic evolution with adiabatic steps [156].

2.6.3 One way quantum computation

The one-way quantum computation (or measurement based QC) is a method to per-

form quantum computation that consists of: (i) first, an entangled resource state is

prepared, and (ii) then single qubit measurements are performed on it. It is called

"one-way" because the entanglement of the state, which is the resource of the quan-

tum computation, is destroyed by the measurements as the computation is being

performed. Although the output of each individual measurement is random, they are

related in such a way that the computation always succeeds. The idea is that depend-

ing on the previous outcome, one chooses the basis for the next measurements. This

implies that the measurements cannot be performed at the same time.

This kind of computation was introduced in Refs. [157, 158, 159] where there

was shown that with an initial particular state, called cluster state, any quantum

computation could be simulated. Later on, other useful states to perform one-way

quantum computation were found [160, 161, 162, 163, 164]

The fact that the measurement based quantum computation is universal is non-

obvious, since a quantum computation is a unitary process, while a measurement is

a random process. The key point is that there are two kinds of qubits in the spin

system: the cluster qubits which will be measured in the process of computation

and the logical qubits which constitute the quantum information that is going to be

processed.

Although, globally, entanglement is expected to decrease along the quantum com-

putation due to the single qubit measurements, in the set of logical qubits (the register

that will be read out at the end of the computation), the entanglement may increase.

Notice that if the initial state fulfils an area law, the entanglement is enough that the

register of the logical qubits is as entangled as possible. That is, area law on a 2D state

is just what is needed to have linear maximal entanglement on a register defined on

a line in that state. Cluster states are just enough to handle the expected entangle-

ment in the register. In this respect, it has been recently shown that most quantum

states are too entangled to be useful in order to perform measured based quantum

computation [165].
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2.7 Conclusion: entanglement as the barrier for clas-

sical simulations

Entanglement is the genuine quantum property that escapes classical physics. The

Hilbert space structure of a multi-partite quantum system allows for superpositions

of exponentially many elements of the basis. Entropy of entanglement is a way to

quantify the amount of quantum correlation between parts of such a multi-partite

system. Entanglement entropy is, then, a genuine measure of the global quantumness

of the state.

It serves as a conclusion to recall the deep implications of entanglement entropy

in the possibility of producing faithful classical simulations of quantum mechanics. In

Ref. [1], it was proven that efficient simulations are possible for any system where all

its Schmidt decompositions in two arbitrary parts would carry little entropy. There-

fore, entanglement is at the heart of the separation between efficient and non-efficient

simulations of quantum mechanics.

What is not fully understood is what is the best strategy to classically account for

quantum correlations. Two general and clever ideas are available in the literature.

The first idea consists in exploiting the fact that typical interactions are local. This

suggests that entanglement should be created sequentially in space from each local

degree of freedom to its nearest neighbours. Then, a one-dimensional state can be

represented as a matrix product state which captures such a principle [166, 167]. In

higher dimensions, states can be represented as Projected Entangled Pairs (see Refs.

[142, 168]). The second idea to classically represent quantum states as efficiently as

possible consists in reconstructing the correlations in the system as a renormalization

group tree. This goes under the name of Multiscale Entanglement Renormalization

Ansatz (MERA) is a more sophisticated representation which is specially suited for

critical systems. The accuracy of the approximations can be quantify using the amount

of entropy of entanglement that the approximation can accommodate [169, 170].

Multi-partite entanglement branches in many others subjects that escape this short

review. Very likely, much more work is still needed to get a profound understanding

of the role of entanglement in highly structured quantum systems.



CHAPTER 3

Area-law in D-dimensional harmonic

networks

As we have seen in the previous chapter, the amount of entanglement present in a

quantum state is of fundamental relevance to determine how hard it is to simulate

it by classical means. It is generally argued that a highly entangled quantum state

carries a huge superposition of product states that cannot be handled on a classical

computer. Yet, this statement must be made precise, since a small amount of entan-

glement can indeed be simulated efficiently. The relevant precise question is, thus,

how much entanglement can be efficiently simulated classically.

This abstract question should at least be clarified when considering relevant phys-

ical systems. Can the amount of entanglement present in a two-dimensional lattice

of harmonic oscillators be efficiently represented in a classical computer? Although

the answer to this question is not yet settled, qualitative progress has been recently

achieved. One of the ingredients essential to this discussion is the area law for the

geometric entropy and the representation of quantum states by projected entangled

pairs.

A important related problem is to understand how entanglement varies along

renormalization group (RG) trajectories. We shall bring growing evidence for the

idea that RG flows entail a loss of entanglement. This entanglement loss will be

61
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shown compatible with area law scaling of the entropy.

We organize the contents of this chapter by first reviewing a number of previous

results on area law scaling of ground state entropy in different systems using the

language of condensed matter, quantum field theory and quantum information theory.

For a deeper comprehension of the field, interested readers are encouraged to study

the recent review [6]. Next, we will present a computation of entanglement entropy

on a discretized bosonic free field theory in arbitrary dimensions. This gives us control

on the eigenvalues of the reduced density matrix on a subsystem which, in turn,

allows for a discussion of majorization relations obeyed by the reduced density matrix

of the system. We extend this discussion to the single-copy entanglement measure.

RG loss of entanglement is also verified in detail for arbitrary dimension networks of

harmonic oscillators.

3.1 A brief review of the area law

3.1.1 Volume vs. area law

Random states are known to carry large entanglement. To be precise, let us consider a

random infinite system o qubits. On average, the density matrix for a random subset

of N qubits carries maximum von Neumann entropy,

S(ρN) ≃ N . (3.1)

This result [171] shows that the entropy of random states grows as the number of

particles included in the subset. This is referred to as a volume law scaling. An

arbitrary state uses the maximum possible superposition of the basis elements with no

symmetry whatsoever among their coefficients. Its efficient representation by classical

means appears certainly difficult.

Physical theories create entanglement through interactions, which are typically lo-

cal. Thus, e.g. the ground state of a sensible physical Hamiltonian is not a random

state. It is natural to expect a low amount of entropy since local interactions will en-

tangle the non-contiguous degrees of freedom in a somewhat sequential way. We may

encounter local intense entanglement that dilutes at long distance. This is precisely

the structure of standard quantum theories, with correlations that decay with a power

law at phase transitions and with an exponential law away from them. It is then rea-

sonable to ask what is the limit of efficient simulability in terms of the entanglement

present in a given state.
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In many physical theories, local degrees of freedom are arranged in a specific

geometrical way as mentioned previously. We may have quantum systems defined

on spin chains, networks or, in general, D-dimensional lattices. Those systems may

have a continuum limit described by a quantum field theory or, alternatively, may

be devised as quantum simulators, a preview of quantum computers. We may then

discuss the amount of geometrical entanglement present on the system from three

complementary points of view: condensed matter, quantum field theory and quantum

information.

As we shall see, the basic ingredient of locality of interactions suggests that en-

tropy for a geometrical region should be dominated by the entanglement present on

the surface separating it from the rest of the system. To be precise, consider an in-

finite D-dimensional lattice where we assign part A to an inner hypercube of size L,

N = LD, and part B to the outside. Locality seems to suggest

S(ρL)∼ LD−1 ∼ N
D−1

D . (3.2)

This behavior is commonly referred to as area law scaling for the geometric entropy.

Let us note that one-dimensional quantum systems correspond to a well understood

limiting case for the above formula, where the power law turns out to be substituted

with a logarithmic scaling at phase transitions, that is

S(ρL)∼ log L, (3.3)

and saturates away from them

S(ρL) < constant ,∀L , (3.4)

as shown in Ref. [4, 59, 73] These results are deeply connected to conformal symme-

try and control the classical simulability of the system.

Recent evidence hints at a log violation of the area law in some two-dimensional

systems made with anticommuting variables [85, 86, 172, 84]. To be precise, some

of these models display an entropy scaling law of the type

S(ρL)∼ LD−1 log L. (3.5)

It is unclear whether such systems support a limiting quantum field theory description

in the continuum limit.

It is important to make a general remark concerning the different approaches to

the computation of entanglement in quantum systems. Let us note that discretized
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quantum systems allow for uncontroversial computations of the entropy. This is not

the case of quantum field theories, where regularization and renormalization are

needed since the number of degrees of freedom is formally unbounded. In such a

framework, the adimensional entropy requires the appearance of some short-distance

regulator ε

S(ρL) ∼
�

L

ε

�D−1

(3.6)

which entails the necessary discussion of its renormalization and its observability. Let

us just mention here that the coefficient of the area law is universal for D = 1 systems

whereas remains scheme-dependent in higher dimensions.

The problem turns extremely subtle in the case of gravity, where the geometry of

space-time is dynamical and the way to compute for a black hole the Bekenstein area

law pre-factor from first principles is far from clear[173, 89, 174]. Recent progress

on the side of AdS/CFT correspondence seems to link entanglement entropy in a

quantum field theory living on the boundary to the black-hole entropy of the bulk

[89, 174].

3.1.2 Locality and PEPS

The basic heuristic argument for an area law scaling of entropy for the ground state

of physical systems is rooted in the locality of the interactions. Steps to make this

argument quantitative have been made in Refs. [142, 175, 176, 177, 178, 2].

A local Hamiltonian tends to entangle nearest neighbors. Long-distance entangle-

ment emerges as a coherent combination of local interactions. The correctness of this

argument would imply that the reduced entropy of a geometric bipartition of a system

will get its main contribution from the entanglement between degrees of freedom at

opposite sites of the boundary that separates the regions. This, in turn, implies an

area-law scaling. Let us note that such a naive argument works in any dimension and

does not depend on the correlation length present in the system. Area law would

emerge from locality, whatever the mass-gap is. We shall discuss the limitations of

this argument shortly.

This argument needs a clear formulation and verification. Although we lack defi-

nite answers about the necessary and sufficient conditions a Hamiltonian must obey to

produce a ground state with area law entropy, some progress has been achieved using

one-dimensional Matrix Product States (MPS) and their generalization to higher di-

mensions, Projected Entangled Pair States (PEPS). We first consider a one-dimensional
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system with open boundary conditions described by a MPS

|ψ〉 =
∑�

Ai1
α1

Ai2
α1α2

. . . Ain
αn−1

�

|i1 . . . in〉 , (3.7)

where the sum extends to i1, . . . , in = 1, . . . , d, which are physical indices attached

to local Hilbert spaces, and α1, . . . ,αn−1 = 1, . . .χ, which are ancillae indices. The

tensors Ai
αβ can be viewed as projectors from the ancillae indices to a physical one.

This representation provides the basis for the density matrix renormalization group

technique.

The generalization of the MPS construction to higher dimensional networks carries

the name of PEPS. In a D-dimensional network, where ancillae degrees of freedom

are linked to their nearest neighbors, the role of the MPS projector is taken by a tensor

of the form

Aa

α
γ

δ
β

, (3.8)

where the physical indices span a D-dimensional lattice and ancillae run from 1 to χ.

Again, the role of each tensor A is to project maximally entangled pairs connecting

local neighbors onto a physical local space. Entanglement is thus carried by the links

connecting ancillae. Each entangled pair, that is, each sum over one ancilla index

hides a connecting bond of the type
∑χ

α=1
1p
χ
|αα〉. If one of the two ancillae in the

bond is traced out, the entropy for the remaining ancilla is S = logχ.

We are now in a position to present the argument in Ref. [142] showing that finite

χ PEPS entail area law scaling for the entropy. Let us assume that the ground state

of a quantum system is described by a PEPS with finite χ. It follows that the entropy

of a subpart of the system is bounded by the number of bonds which are cut by the

separating surface times the entropy per broken bond. This amounts to an area law

S(ρA) ≤ (#cut bonds) logχ ∼ Area logχ. (3.9)

A violation of the area law within the PEPS representation requires infinite-dimensional

ancillae.

We should again distinguish the one-dimensional case, where the ground state of

infinite critical systems are known to carry logarithmic entropy [4],

S(ρL)∼
c

3
log

L

a
, (3.10)

where a is the lattice spacing and c the central charge that characterizes the univer-

sality class of the phase transition. Yet, the boundary of a one-dimensional block is
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made by two single points. Such a state with logarithmic entropy cannot be repre-

sented using finite dimensional MPS and we must resort to arbitrarily large χ. This

limitation is at the heart of the problems that the DMRG technique encounters when

applied to quantum phase transitions. On the other hand, the entropy is bounded

away from critical points and MPS provide an efficient way to represent the system.

MPS states with finite χ are often referred to as finitely correlated states.

Coming back to higher dimensions, it is then a major issue to establish whether

finite χ PEPS can describe faithfully the ground state of physical systems. The fact

that PEPS with finite χ can incorporate an area law is appealing. Recently, a particular

class of finite PEPS has been constructed that display polynomial decay laws, that is

long range correlation [2]. These PEPS are also shown to describe ground states

of frustration-free Hamiltonians and such states can approximate exponentially well

any finitely correlated state. It is still unclear whether the ground states of standard

quantum systems fall into this description or, alternatively, they need infinite χ. This

may set apart what is efficiently simulable from what is not.

3.1.3 Renormalization group transformations on MPS and PEPS

and the support for an area law

We have argued that one-dimensional finite χ MPS can support a maximum amount

of entropy independent of the size of the system and that, in contradistinction, fi-

nite D-dimensional PEPS can accommodate an area law. Let us give an independent

quantitative argument for this statement.

Consider a renormalization group transformation of a MPS state with constant A

defined by the coarse graining of two sites [179]

Ai
αβA

j

βγ ≡ Ãi j
αγ =

min(d2,χ2)
∑

l=1

λlU
(i j)

l
V l
αγ (3.11)

where we have decomposed the product of two adjacent matrices using a singular

value decomposition. We can understand the unitary matrix U as a change of basis

on the new coarsed degree of freedom and construct a new MPS with A′l
αγ
= λlV

l
αγ

.

Therefore, the ancillae indices close under such operation whereas the physical index

grows. Upon iteration of this operation, the range of the physical index will reach

a maximum value χ2 and will get locked to that value. This is the magic of one

dimension. The long-distance properties of the system are completely described by a

single square effective matrix! Entropy is then bounded.
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The analogous argument in two-dimensional systems follows a slightly different

path. The coarse graining step reads

Aa

α
γ

ν
µ

Ac

α′ ν
δ
µ′

Ab

µ
γ′
ν′ β

Ad

µ′ ν
′
δ′ β
′

= Ã
ab

cd

αα′ γγ
′

δδ′ ββ
′
=
∑min(d4,(χ4)2)

l=1 λlU
ab

cd

l
V l

αα′ γγ
′

δδ′ ββ
′

(3.12)

As before, we can absorb the global U as a change of the local coarse-grained basis

and assign a new PEPS to λV . Note the different growth of indices. On the one hand,

physical indices merge in groups of four and would naively need a volume law in-

crease, d4. On the other hand, the ancillae rank increase from χ4 to (χ4)2, that is, it

follows an area law. Given that the singular value decomposition will be locked by the

smallest dimension of the two above, the area law will define the rank of the tensor

that contains the effective long distance description of the model. The argument gen-

eralizes to D dimensions where the PEPS Ai
α1,...,α2D

with a physical index i = 1, . . . , d

and ancillae indices α1, . . . ,α2D = 1, . . . ,χ. A renormalization group transformation

of this PEPS makes the new collective physical index to run i′ = 1, . . . , d2D

, that is,

with a volume law, and the new collective ancillae α′1, . . . ,α′2D
= 1, . . . ,χ2D−1

, that

is, as an area law. The singular value decomposition makes all the long-distance

properties of the state to be contained in an effective PEPS with a number of de-

grees of freedom that grows with just an area law. The rank of the effective PEPS is

logχe f f = 2D−1 logχ. From this simple argument, it follows that PEPS can support an

area law scaling for the geometrical entropy.

3.1.4 Some explicit examples of area law

There is an extensive literature on computations of the entropy for particular cases

that cannot be faithfully summarized here.

One-dimensional spin systems (e.g. quantum Ising model, XX model and Heisen-

berg model) obey a logarithmic scaling at the critical point [59, 73, 38, 4, 65, 180].

Away from the quantum phase transition point, the entropy gets saturated. This ex-

plicit computation falls into the universal scaling predicted by conformal invariance.

This result has been further verified and extended to many other quantum systems in

one dimension.

The literature on computations of entanglement entropy in higher dimensional

systems is far less extensive due to the difficulty to produce explicit results. The first

analysis of the entanglement entropy in two- and three-dimensional systems were

done in discretized approaches to quantum field theory [3, 78, 77]. Further analysis
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Spin chains away from criticality S ∼ constant

Critical spin chains S ∼ log N

D-dimensional harmonic networks S ∼ N
D−1

D

NP-complete problems S ∼ N

showed that the entanglement entropy is related to the trace anomaly in curved space

times giving an explicit relation between the actual results for free fermions and free

bosons [79].

Rigorous computations in discretized harmonic networks proved no departure

from the area law [176, 177, 181]. Further analysis of entanglement entropy on

higher dimensional networks has been done in Refs. [182, 183, 141].

3.1.5 Exceptions to the area law

We have argued that the area law is deeply connected to locality of interactions. It

is, therefore, reasonable to expect violations of such scaling in models with non-local

interactions. This is the generic case of a quantum computation of an NP-complete

problem. It has been numerically verified that this is the case when an adiabatic

quantum computation is applied to the NP-complete Exact Cover problem, a variant

of the 3-SAT problem. Along the computation, the ground state becomes maximally

entangled, that is its entropy scales as the volume of the system [155, 184, 185]. A

physical quantum computer will definitely need to face the challenge of maintaining

those huge fine-tuned superpositions of states.

Locality of interactions is not the only ingredient that controls entropy. Entropy is

related to the eigenvalues of the Schmidt decomposition of a system in two parts. If

the subsystems retain a lot of symmetry, the sub Hilbert spaces organize themselves

in representations of the symmetry group. This entails a reduction of the Schmidt

number of the above decomposition, that is, a lower entropy. Such a counter mecha-

nism to reduce the entropy in highly connected systems has been explicitely checked

in the case of the Lipkin-Meshkov model which is defined by a spin system fully

and symmetrically connected. Although it is tempting to argue that the system is

infinite-dimensional (the geometry of the Hamiltonian corresponds to a simplex of

N →∞ vertices), the entropy scales only logarithmically, which is the actual bound

for symmetric spaces [118]. This logarithmic scaling of the entropy follows the one-

dimensional log law, which might just be an accident.
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It should not come as a surprise that slightly entangled states that do not corre-

spond to an eigenstate of a given Hamiltonian dynamically evolve to highly entangled

states under its action. This has been analyzed in Refs. [128, 107] even for simple

Hamiltonians like the quantum Ising chain. No area law is expected for slightly en-

tangled random states when they are evolved with local Hamiltonians.

As mentioned previously, a case of non-trivial violation of the area law was first

considered in [85] and then analyzed in [86, 172]. Some two-dimensional systems

with anticommuting variables were found to display a log correction to the area law,

that is, S ∼ L log L. On the other hand, some previous computations for free Dirac

fermions seem to produce no area-law violation [186, 80, 187] in any number of

dimensions. This issue deserves further investigation. Moreover, in the computation

of quantum corrections to the entropy of a black hole, logarithmic corrections have

also been obtained [188].

Finally, let us mention an recent work in which a one dimensional non-translational

invariant system composed of a line of 12 level quantum particles with nearest neigh-

bor interactions that violates area-law is presented [189]. In particular, it is shown

that the problem of approximating the ground state energy of such system is QMA-

complete. In computational complexity theory, QMA is the quantum analogue to NP

complexity class. This precise example shows that a quantum computer could not

simulate any one dimensional system, and, morover, that there exist one-dimensional

systems which take an exponential time to relax to their ground states at any tem-

perature, making them candidates for being one-dimensional spin glasses. Then, it

seems that if we want to obtain a volume law for a system with local interactions, we

must break the translational symmetry.

3.1.6 Physical and computational meaning of an area law

We can attach physical meaning to an area law scaling of entropy in different but

related ways. We may argue that entropy is a measure of surprise due to quantum

correlations and that a state that obeys an area law carries less correlations than a

random state. As the size of the inner block increases, we only get a reduced amount

of surprise, compare to the maximum possible, when discovering that our block was

correlated to the exterior. It is then arguable that the theory that has produced such

a state may accept a simpler description. In some sense, this argument is implicit in

the holographic description of some quantum systems.

From a computational point of view, low entropy means small quantum corre-
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lations, that is, small entanglement. It is known that states that are only slightly

entangled can be efficiently simulated by classical means [1]. A fundamental ques-

tion is thus formulated: what entropy growth law can be efficiently simulated by a

classical computer?

So far, this question can only be answered partially. In one dimension, D = 1,

quantum critical phenomena show a logarithmic scaling which cannot be reproduced

using finite MPS techniques. Formally, the simulation remain efficient in the sense

that to reproduce critical behavior we need χ to be polynomial in L. This, though,

produces an obvious practical computational slowing down and limitation. A new

promising idea to represent a quantum state with a different and non-local tensor

structure has been proposed in Ref. [190] with the name of multi-scale entanglement

renormalization ansatz (MERA). The basic idea is to substitute a linear MPS represen-

tation with a RG-inspired construction that also identifies the key use of disentangling

operations for blocks before proceeding to a coarsed description.

The question in two dimensions has been addressed in [142] in a sequential way.

A PEPS is taken as lines of spins that are collected into effective degrees of freedom

which are further treated in a MPS manner.

3.2 Area law in D dimensions

3.2.1 The Hamiltonian of a scalar field in D dimensions

Let us consider the theory of a set of harmonic oscillators in D dimensions which is

expected to verify area law scaling of the entropy. A number of non-trivial issues can

be discussed in this explicit example. First, we shall analyze the regularized version

of a scalar free field theory in order to get its reduced density matrix when an inner

geometrical ball is integrated out. Its eigenvalues can, then, be used to compute

the geometrical entropy that will scale as dictated by the area law. Second, we can

compare the behavior of the entropy to the one of the single-copy entanglement.

Third, we can analyze whether area law scaling is backed by a deeper sense of order,

namely majorization theory.

Our computation will generalize the one presented in Ref. [3] to D dimensions.

Let us consider the Klein-Gordon Hamiltonian

H =
1

2

∫

dD x
�

π2(~x) +
�

�∇φ(~x)
�

�

2
+µ2

�

�φ(~x)
�

�

2
�

, (3.13)
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where π(x) is the canonical momentum associated to the scalar field φ(x) of mass µ.

The D-dimensional Laplacian reads

∆φ =
1

rD−1

∂

∂ r

�

rD−1 ∂ φ

∂ r

�

+
1

r2
L̂2φ , (3.14)

where r = |~x | and L̂2 is the total angular momentum operator in D dimensions.

It is convenient to introduce the real spherical harmonic functions Zl{m}, which are

eigenfunctions of L̂2 with eigenvalues l(l + D− 2). The set of numbers {m} stand for

other Casimir and component labels in the group SO(D). We now project the angular

part of the scalar fields π and φ,

πl{m}(r) = r
D−1

2

∫

dD x Zl{m}(θ1, · · · ,θD−2,ϕ)π(~x) (3.15a)

φl{m}(r) = r
D−1

2

∫

dD x Zl{m}(θ1, · · · ,θD−2,ϕ)φ(~x) , (3.15b)

where r,θ1, · · · ,θD−2 and ϕ define the spherical coordinates in D dimensions. The

Hamiltonian now reads

H =
∑

l{m}
Hl{m} (3.16)

where,

Hl{m} =
1

2

∫

dr

 

π2
l{m}(r) + rD−1

�

∂

∂ r

�

φl{m}(r)

r
D−1

2

��2

+

�

l(l + D− 2)

r2
+µ2

�

φ2
l{m}(r)

!

.

(3.17)

An ultraviolet regularization of the radial coordinate in the above Hamiltonian will

transform the scalar field theory into a chain of coupled harmonic oscillators. This is

achieved by discretizing the continuous radial coordinate r into a lattice of N discrete

points spaced by a distance a,

Hl{m} =
1

2a

N
∑

j=1

 

π2
l{m}, j + ( j+

1

2
)D−1

�

φl{m}, j+1

( j + 1)
D−1

2

−
φl{m}, j

j
D−1

2

�2

+

�

l(l + D− 2)

j2
+µ2

�

φ2
l{m}, j(x)

�

. (3.18)

The size of the system is L = (N+1)a, where a and L act as an ultraviolet and infrared

cutoff respectively. We can compare this expression with the Hamiltonian of an open

chain of N coupled harmonic oscillators,

H =
1

2

N
∑

i=1

p2
i
+

1

2

N
∑

i, j=1

x iKi j x j (3.19)
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and identify Ki j as

Ki j =

�

l(l + D− 2)

j2 +µ2

�

δi j

+

�

1−
1

2 j

�D−1

θ

�

j−
3

2

�

δi j

+

�

1+
1

2 j

�D−1

θ

�

N −
1

2
− j

�

δi j

+





j + 1
2

p

j( j+ 1)





D−1

δi, j+1+





i + 1
2

p

i(i + 1)





D−1

δi+1, j , (3.20)

where θ is the step function.

3.2.2 Geometric entropy and single-copy entanglement

We now proceed to trace out an inner geometric ball around the origin to obtain the

reduced density matrix of the ground state of the system on the exterior of that ball.

Following similar steps as in [3] we define Ω as the square root of K , that is K = Ω2.

The gaussian ground state of the system can be expressed as,

ψ0(x1, ..., xN) = π
−N/4(detΩ)1/4e−

xT ·Ω·x
2 , (3.21)

where x ≡ (x1, ..., xN). We construct the density matrix ρout by tracing over the inner

n oscillators,

ρout(x , x ′)∼ e−
1
2
(xT ·γ·x+x ′T ·γ·x ′)+xT ·β ·x ′ , (3.22)

where β and γ are defined by

β ≡
1

2
BT A−1B (3.23a)

γ≡ C − β (3.23b)

and A = Ω(1÷n, 1÷n), B = Ω(1÷n, n + 1÷N) and C = Ω(n + 1÷N , n + 1÷N) are

sub-matrices of Ω.

We proceed with the diagonalization of this structure rotating and rescaling the

variables x = V Tγ
−1/2
D y where γ= V TγDV and γD is diagonal. Using this transforma-

tion, γ becomes identity, β → β ′ = γ−1/2
D VβV Tγ

−1/2
D and the density matrix reads

ρout(y, y ′)∼ e−
1
2
(y2+y′2)+yT ·β ′·y′ . (3.24)
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If we do the appropriate change of coordinates y =W · z (where W is an orthogonal

matrix) such that W T ·β ′ ·W becomes diagonal with eigenvalues β ′
i
, we get ρout as a

tensor product of the two coupled harmonic oscillators density matrices,

ρout(z, z′) ∼
N−n
∏

i=1

e−
1
2
(z2

i
+z′2

i
)+β ′

i
ziz
′
i . (3.25)

We can now compute the entropy associated to the reduced density matrix ρout.

This entropy can be expressed as a sum over contributions coming from each term in

the reduced density matrix tensor product structure,

Sl{m} =

N−n
∑

i=1

Sl{m},i(ξi) , (3.26)

where

Sl{m},i(ξi) = − log(1− ξl{m},i)−
ξl{m},i

1− ξl{m},i
logξl{m},i (3.27)

is the entropy associated to each sub-density matrix in the product shown in Eq.(3.25)

and ξl{m},i is the parameter that generates the eigenvalues of these densities matrices.

Note that each eigenvalue ξ= ξl{m},i entails a set of probabilities of the form

pn = (1− ξ)ξn n = 0, 1, 2, 3, . . . (3.28)

defined by ξi = β
′
i
/(1+ (1− β ′2

i
)1/2) for each l{m} set.

To compute the total entropy, we have to sum over all possible values of {m} and

l.

S =
∑

l{m}
Sl{m} . (3.29)

We realize from Eq.(3.17) that Hl{m} only depends on l, so the entropy associated to

its ground state will also be {m} independent, and therefore

S =

∞
∑

l=0

ν(l, D)Sl , (3.30)

being ν(l, D) the degeneracy of the total angular momentum operator L̂2 for a fixed l.

In three dimensions, for example, {m} = m can go from−l to l so that ν(l, 3) is 2l+1.

The same computation in D dimensions requires the computaiton of the degeneracy

of SO(D) representations

ν(l, D) =

�

l + D− 1

l

�

−
�

l + D− 3

l − 2

�

. (3.31)
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Given the explicit knowledge of all the eigenvalues of the reduced density ma-

trix, we can also obtain a formula for the single copy entanglement Eq.(1.25). The

largest eigenvalue of density matrix for two coupled harmonic oscillators is (1− ξ).
This largest eigenvalue of the density matrix ρout will be the product of the largest

eigenvalues of the density matrices which compound ρout ,

ρ(1)
out
=
∏

l{m}

N−n
∏

i=1

(1− ξl{m},i)

∞
∏

l=0

 

N−n
∏

i=1

(1− ξl{m},i)

!ν(l ,D)

. (3.32)

The single copy entanglement finally reads

E1(ρL) = −
∞
∑

l=0

ν(l, D)

 

N−n
∑

i=1

log (1− ξi)

!

. (3.33)

3.2.3 Perturbative computation for large angular momenta

Note that our expressions for the entropy and the single copy entanglement depend

on a final sum that ranges over all the values of angular momentum l. This sum may

not be convergent as the radial discretization we have implemented is not a complete

regularization of the field theory. To be precise, the asymptotic dependence on l

should be under control in order to correctly assess the convergence of the series.

Let us note that, for l ≫ N , the non diagonal elements of K Eq.(3.20) are much

smaller than the diagonal ones. These suggests the possibility of setting up a pertur-

bative computation.

We split up the K matrix in a diagonal K0 and non diagonal λη matrices, where

parameter λ is just introduced to account for the order in a perturbative expansion of

the non-diagonal piece,

K = K0+λη . (3.34)

This expansion is somewhat tedious and non illuminating. Technical details are

presented in Appendix A. The main observation is that the first contribution i = 1 out

of every set of ξl ,{m},i elements is relevant and it can further be expanded as a series

in l−1,

ξ≡ ξl ,{m},1 =
1

l4

5
∑

k=0

ξk

lk
+O(l−10) (3.35)

We can then get the entropy Sl{m} .

Sl{m} ≃ Sl{m},1 =

∞
∑

k=1

�

1

k
− log(ξ)

�

ξk =
1

l4

5
∑

k=0

sk + tk log l

lk
+O(l−10) , (3.36)
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where the coefficients sk and tk are defined in Appendix A. A similar result for the

single copy entanglement reads,

E1 ≃
∞
∑

l=0

−ν(l, D) log (1− ξ) +O(l−10)

=

∞
∑

l=0

ν(l, D)

∞
∑

k=1

ξk

k
≃

∞
∑

l=0

ν

5
∑

j=1

κ j

l4+ j
+O(l−10) , (3.37)

where κ j are the coefficients of the expansion given also in Appendix A. Finally, us-

ing Eq.(3.31) and defining τk ≡
∑k

j=0 ν j tk− j and σk ≡
∑k

j=0 ν jsk− j where ν j are the

coefficients of the degeneracy expansion, we determine the contribution to the total

entropy, for l = l0 . . .∞, where l0 is big enough such that the approximations are valid

,

∆S ≃
5
∑

j

σ j

 

ζ(6− D+ j)−
l0
∑

l=1

1

l6−D+ j

!

−
5
∑

j

τ j

 

ζ′(6− D+ j) +

l0
∑

l=1

log l

l6−D+ j

!

(3.38)

where ζ(n) is the Riemann Zeta function and ζ′(n) its derivative. Defining Λk ≡
∑k

j=0 ν jκk− j, the single copy entanglement becomes,

∆E1 ≃
5
∑

j=0

Λ j

 

ζ(6− D+ j)−
l0
∑

l=1

1

l6−D+ j

!

(3.39)

The above results show that the sum over angular momenta l converges for D < 5.

A radial discretization of a scalar field theory produces finite results for D < 5 and

needs further regularization in orthogonal (angular) directions to the radius in higher

dimensions. We will come back to this question later.

3.2.4 Area law scaling

The analysis of the scaling law obeyed by the geometric entropy proceeds as follows.

The analytical treatment of the chain of oscillators lead to the final sum over angular

momenta in Eq.(3.30). The computation of this sum requires polynomial, rather

than exponential, effort as the size of the system increases. This justifies why large

systems are accessible within this approach. The eigenmodes ξl{m},i are obtained by

diagonalization of matrices of order less than N . Finally the tail of the sum over

angular momenta is computed using the asymptotic expressions given in Eq.(3.38).
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We have computed the geometrical entropy and the single-copy entanglement for

different dimensionalities of the system. Within the range 1 < D < 5 we do observe

the expected area law scaling

S = kS(µ, D, a, N)

�

R

a

�D−1

, (3.40)

as well as a similar scaling for the single copy entanglement

E1 = kE(µ, D, a, N)

�

R

a

�D−1

, (3.41)

where in all our considerations the lattice spacing can be taken a = 1. Fig.3.1 shows

this perfect scaling for both measures of entanglement.
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Figure 3.1: The entropy S and the single copy entanglement E1 resulting from tracing

the ground state of a massless scalar field in three dimensions, over the degrees of

freedom inside a sphere of radius R.

The explicit pre-factor in the area law is regularization dependent but can be com-

puted and compared with previous analysis. Fig.3.2 shows the result obtained for this

pre-factor in the area law for the case of D = 3 and µ = 0 as the size of the system

increases.

Good stability is already reached for N = 600, where we recover the result of [3]
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Figure 3.2: Coefficient for entropy the area law in D = 3 as a function of size of

the system. Good stability is reached for N = 600. In the inset, the corresponding

coefficient for the single copy area law is plotted.

and complete it with the single copy entanglement

kS(µ= 0, D = 3, N →∞) = 0.295(1) , (3.42a)

kE(µ= 0, D = 3, N →∞) = 0.0488(1) . (3.42b)

Let us note that the ratio of the area law pre-factors for the entropy and the sin-

gle copy entanglement is close to 6. This value is much larger than the factor of 2

computed to be the exact ratio in one-dimensional critical systems [50]. We thus con-

clude that the amount of entanglement that can be extracted from a single copy of a

system as compared to the asymptotic value for infinite copies does decrease with the

dimensionality.

We can analyze in more detail the dependence of our two measures of entangle-

ment as a function of the dimensionality of the system. This is shown in Fig.3.3. for

an N = 60 and 5 ≤ n ≤ 30 as a function of RD−1 and we verify that the area law is

observed for any value of the dimension D.

The robustness of area scaling law for arbitrary mass µ is also readily checked

(see Fig.3.5). The appearance of a mass term in the Hamiltonian produces exponen-

tial decays of correlators but does not affect the short-distance entanglement which

is ultimately responsible for the area law. This supports the idea that geometric en-
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tropy comes from the local neighborhood of the surface separating the region which

is integrated out. The exponential decay of massive modes is immaterial and their

contribution to the entanglement entropy is as important as the one coming from

massless modes.

Let us concentrate briefly in the dependence of kS and kE on the dimension D.

Those coefficients present divergences at D = 1 and D = 5 (see Fig. 3.3 ). The first

one is due to the fact that in one dimension the strict power area law breaks down,

since the limiting case carries a logarithmic dependence. For D ≥ 5, as we have shown

before, the sum over partial waves does not converge. This is due to the fact that we

have regularized the Hamiltonian using a radial lattice. This regularization is insuffi-

cient to handle higher dimensional modes due to the increase of degrees of freedom

per radial shell. To avoid this problem, a more elaborated regularization of the ini-

tial D-dimensional Hamiltonian is required. Such a regularization will likely have to

break the rotational symmetry and will make the computations rather involved.
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Figure 3.3: Dependence of the geometric entropy and single copy entanglement

slopes, kS and kE , on the dimension D for a massless scalar field. Note the diver-

gence at D = 5 due to the insufficient radial regularization of the original field theory.

We observe in Fig.3.4 that the entropy to single-copy entanglement ratio verifies

the expected limit 2, for D tending to 1.
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Figure 3.4: Evolution of entropy to single-copy entanglement ratio S/E1 as a function

of the dimension D. The line starts at a value of 2, as demonstrated analytically in

[50] and grows monotonically. The higher the dimension is, the less entanglement is

carried by a single copy of the system as compared to many copies.

3.2.5 Vacuum reordering

Area law implies that entropy grows with the size of the system, that is, the eigen-

values of the density matrix, properly sorted from the largest to the smallest, decay

in a slower way for larger systems. It has been numerically shown in Ref.[191] that

this order relation between systems of different length verifies the strong condition of

majorization, a fact proven analytically for conformal field theories in Ref.[192]. As

the size of the system increases from L to L′ > L, it is verified that ρL′ ≺ ρL, where

ρL and ρL′ are the set of eigenvalues for the corresponding reduced density matrices.

Majorization relations characterize strong ordering. Every eigenvalue changes in

a way that is consistent with a set of majorization constraints. We shall refer to this

fact as vacuum reordering.

We show that the same underlying reordering of the vacuum is present in any

number of dimensions. Unfortunately, a similar analytical treatment to the D = 1 case

is out of reach because the conformal group in D > 1 is spanned by a finite number

of generators. As a consequence, there is no full control on the partition function of

conformal field theory in D > 1 dimensions, which could be used to generalize the
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one-dimensional theorem.

Vacuum reordering can be treated within our semi numerical approach. From

Eq.(3.25) we see that the reduced density matrix of the exterior of a ball of radius R,

can be expressed as a tensor product of simpler density matrices,

ρout(R) =
∏

l{m}
ρl{m}(R) =

∏

l{m}

 

N−n
∏

i=1

ρl{m},i(R)

!

, (3.43)

where ρl{m} is what we call ρout in Sec.(3.2.2) and ρl{m},i are defined in the same

section. A similar composition applies for another size R′,

ρout(R
′) =

∏

l{m}
ρl{m}(R

′) =
∏

l{m}

 

N−n′
∏

i=1

ρl{m},i(R
′)

!

. (3.44)

It is shown as a lemma in Ref.[191] that, if majorization relations are satisfied by each

ρl{m}(R) and ρl{m}(R
′), they will be also satisfied by ρ(R) and ρ(R′). Note, though,

that it is not possible to follow the same argument for ρl{m},i(R) and ρl{m},i(R
′) since

n 6= n′. To make dimensions agree, we need to complete with identity operators

the smallest set. We then find that some majorization relations for the subparts are

obeyed in one sense, and the rest in the opposite one. Thus, we construct the density

matrices ρl{m}(R) and ρl{m}(R
′) doing the tensorial product of their components which

are generated using Eq.(3.28). Once we have their eigenvalues we are ready to check

that if R< R′, then

ρout(R
′) ≺ ρout(R) , (3.45)

which means by definition

k
∑

i=1

p′
i
≤

k
∑

i=1

pi ∀ k = 1, . . . ,∞ (3.46)

where pi and p′
i
are the eigenvalues of ρout(R) and ρout(R

′) respectively. For the l ∼ N

case, we have done a numerical computation with N = 60 and truncating the vector

of eigenvalues at the 50th element. Several dimensions D and traced sizes n have

been studied, and all majorization relations are satisfied in all of them, as expected.

When l ≫ N , we can use the analytical results of the Appendix A to check the same

result.
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3.3 Entanglement loss along RG trajectories

We shall now exploit the control achieved on the eigenvalues of the reduced density

matrix in D dimensions to study how entanglement evolves along renormalization

group transformations. This was studied for the quantum Ising model in Ref. [191].

We shall now add equivalent results for the set of harmonic oscillators in D dimen-

sions. Results will turn out to be qualitatively similar, reinforcing the concept of

entanglement loss along RG flows.

The renormalization of a bosonic field is particularly simple since the Hamiltonian

only carries one coupling, namely the mass term. After a block transformation, the

rescaling of fields is used to make the kinetic term to be normalized to 1
2
. The RG flow

of the massive scalar field reduces to an effective change of the mass. That is, the

study of the long distance behavior of a correlator is viewed as taking a larger mass

for the field, modulo a scaling factor. This implies the existence of two fixed points

which are µ= 0 (ultraviolet, UV) and µ=∞ (infrared, IR). Since no other fixed point

is possible, the RG flow must be monotonic in µ.

Entanglement loss comes along this flow. First, we study this change from a global

perspective. We observe the obvious global loss of entanglement. For µ = 0, geomet-

ric entropy grows with a slope kS(D,µ = 0) for the massless field and it is zero for the

µ=∞ case. Thus,

SUV ≥ SIR ∀R (3.47)

This result is related to the c-theorem as discussed in Refs. [193, 194, 195, 127, 75],

which states global irreversibility in the RG trajectory which interpolates between UV

and IR fixed points.

On top of this global loss of entanglement, the geometric entropy obeys a mono-

tonic decrease along the RG flow. This behavior is illustrated for D = 3 in Fig.3.5 the

entropy for different masses where it is seen that

µ′ > µ=⇒ kS(µ
′)< kS(µ). (3.48)

Thus, the system is more ordered as the mass increases.

It is natural to pose the question if this order relation verifies also stricter majoriza-

tion relations, that is, vacuum reordering. Specifically, we analyze whether ρ(µ′)

and ρ(µ), the density matrices corresponding to the free bosonic model with masses

µ′ > µ respectively, obey ~p(µ′) and ~p(µ).

~p(µ)≺ ~p(µ′) . (3.49)
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Figure 3.5: Geometric entropy S for a sphere of radius R in D = 3 as a function of the

mass µ. Note that larger masses produce a smaller coefficient in the scaling are law.

Using similar arguments as in the previous section, we only need to check that each
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Figure 3.6: Entanglement loss along the RG trajectories seen in the space spanned by

the eigenvalues of the reduced density matrix.

ρl{m},i(µ) majorizes ρl{m},i(µ
′). Considering Eq.(3.28), that means,

k
∑

i=1

(1− ξ)ξi ≤
k
∑

i=1

(1− ξ′)ξ′i ∀ k = 1, . . . ,∞ , (3.50)

and therefore,

(1− ξk+1)≤ (1− ξ′k+1) ∀ k = 1, . . . ,∞ . (3.51)
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This happens if and only if ξ′ ≤ ξ. As in the previous section, we have verified this

fact numerically in the l ∼ N regime, and analytically using the perturbation calculus

done in Appendix A.

It should be noted that monotonic loss of entanglement is mandatory in such a

simple model with a single parameter (µ) controlling the flow. It is far from obvious

that such entropy loss is rooted in a such a subtle reordering of the vacuum as the one

dictated by majorization.

3.4 Conclusions

Area law scaling for the geometric entropy is present in harmonic networks of arbi-

trary dimensions. This follows from a computation that makes use of and analytical

approach capable of making an analytical extension of the computation to arbitrary

D, followed by a final numerical resummation of angular momenta, whose tail is

controlled analytically.

A similar scaling law is observed for the single-copy entanglement. This result

suggests that entanglement, whatever measure we use, scales with an area law due

to the fact that entanglement is concentrated on the surface of the region which is

traced out. The ratio of single-copy entanglement to geometric entropy tends to zero

as the dimension of the network increases.

It is natural to interprete a change in the size of the subsystem which is traced

out as well as any modification of the parameters in the Hamiltonian as a probe on

the vacuum. Our explicit computations unveil ubiquous vacuum reordering governed

by majorization relations of the vacuum state reduced density matrix eigenvalues.

Geometric entropy scaling is just one manifestation of this set of order relations.

The fact that finite PEPS support an area law scaling makes them a natural tool to

investigate regularized quantum field theories.





CHAPTER 4

Violation of area-law for the

entanglement entropy in spin 1/2

chains

In the previous chapter, it has been shown that any state that verifies the area-law for

the entanglement entropy can be efficiently represented by a PEPS. It seems, then,

that area-law establishes the frontier between those systems that can be simulated by

classical means and those that can not. Let us mention that this frontier is not well

defined yet. On one hand, tensor networks can even represent logarithmic violations

of area-law. On the other hand, it has been proven that the complexity of simulating

and contracting PEPS is ♯P-complete [196].

A question that emerges naturally in this context is which features a Hamiltonian

must have in order that its ground state fulfills area-law. This leads to one of the most

interesting issues in Quantum Information and Condensed Matter Physics: to rigor-

ously understand the connections among the features of a Hamiltonian, the amount

of entanglement of its ground state and its efficient numerical simulation.

As we have seen along the first part of this thesis, the situation of the scaling of

entanglement entropy for one dimensional translationally invariant systems is well

established. On one hand, if the system has local interactions and it is gapped, area-

85
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law always emerges [197]. On the other hand, if the system is at the critical point, and

therefore gapless, a logarithmic divergence is encountered. This logarithmic scaling

of the entanglement entropy is very well explained by conformal field theory [4, 5].

Naturally, if we consider systems with long range interactions then area-laws can be

perfectly violated.

Although, in recent years, there has been a huge progress on this topic and most

of all the connections between the features of a Hamiltonian and the entanglement

of its ground state have been established (see Ref. [6]), the necessary and sufficient

conditions for an area-law have not been defined yet. For instance, in Ref. [189],

it is shown a one dimensional non-translational invariant system composed of a line

of 12 level quantum particles with nearest neighbor interactions whose ground state

presents a volume law.

The issue that we want to address in this chapter is how simple can be a quan-

tum system to give a highly entangled ground state. In particular, we want to show

that a simple spin 1/2 model with nearest neighbors interactions with a suitable fine

tunning of the coupling constants may have a ground state with a volume law for the

entanglement entropy. Our proposal is based on the translational symmetry breaking,

and this makes, at the same time, that the area-law violation can not be maintained

for any bipartition of the system.

4.1 Real space Renormalization Group

4.1.1 Introduction to real space RG approach

The real-space RG approach was introduced by Fisher in Ref. [7] generalizing the

works by Dasgupta and Ma in Ref. [8]. It is a method for finding the effective low

energy Hamiltonian and the ground state of random spin chains. The couplings have

to satisfy the hypothesis of strong disorder, i. e. the logarithm of its probability distri-

bution is wide. When this happens, the ground state of the system can be very well

approximated by a product state of singlets whose spins are arbitrarily distant.

Let us review the real-space RG method for the inhomogeneous XX model case

HX X =
1

2

N
∑

i=1

Ji

�

σx
i
σx

i+1 −σ
y

i σ
y

i+1

�

. (4.1)

First, we find the strongest bond Ji ≫ Ji+1, Ji−1 and diagonalize it independently of

the rest of the chain. According to the previous Hamiltonian, this leads to a singlet
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between spins i and i + 1 (see appendix B). Therefore, the ground state at zeroth

order in perturbation theory respect the couplings Ji−1 and Ji+1 is

|ψ(0)〉 = |ψx<i〉|ψ−〉|ψx>i+1〉 (4.2)

where |ψ−〉 = 1p
2

�

|01〉i,i+1− |10〉i,i+1

�

is a singlet state between the spins i and i+1,

and |ψx<i〉 and |ψx>i〉 correspond to the states of the rest of the system.

In order to know the corrections of the ground state at higher orders, we use

perturbation theory as it is shown in appendix B. This leads to an effective interaction

between the distant spins i − 1 and i + 2 with an effective coupling

J̃i−1,i+2 =
Ji−1Ji+1

2Ji

. (4.3)

In summary, we have eliminated two spins, and reduced the Hamiltonian’s energy

scale. Notice that this new effective low energy Hamiltonian couples the spins i − 1

and i + 2, therefore, it has non-local interactions. Iterating this procedure for a XX

model with random couplings, we would see that the ground state would be described

by a random singlet phase, i. e. each spin would form a singlet pair with another one

(see Fig. 4.1a). Most pair with nearby spins, but some of them with arbitrarily long

distances.

In Ref. [105], Refael and Moore use real-space RG to show that, for random spin

chains where the ground state is a random singlet phase, the entanglement entropy

also scales logarithmically at the critical point as in the homogeneous case. That is,

SL ∼
c̃

3
log2 L , (4.4)

where c̃ = c ln2 is an effective central charge proportional the central charge for the

same model but without disorder c.

4.1.2 Area-law violation for the entanglement entropy

Let us now tune the couplings Ji of our XX model in such a way that the entanglement

entropy of the ground state of the system scales with the volume of the block of spins.

An easy way of achieving this is to generate a ground state with a concentric singlet

phase as it is shown in Fig. 4.1b. We see that the system is in a product state of distant

singlets between the positions N/2− (i − 1) and N/2+ i for 1≤ i ≤ N/2. It is trivial

to see that the entanglement entropy of this configuration would scale with the size
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Figure 4.1: Diagram of a random singlet phase (a) and the concentric singlet phase

(b). Each spin forms a singlet pair with another spin indicated by the bond lines.

of the block, since it merely corresponds to the number of bonds cut by the bipartition

(see Fig. 4.2a).

Nevertheless, this linear behavior wouldn’t be robust in front of the position of

the block. If we took concentric blocks, the entanglement entropy would be 0 as it

is shown in Fig. 4.2b. As the translational invariance of the system is broken, the

entanglement entropy of a block not only depends on the size of it but also in its

position.

In order to measure how entangled is a state for non-translationally invariant sys-

tems, it is useful to introduce the average entanglement entropy over all the possible

positions of the block, that is

S̄L =
1

N − L

N−L
∑

i=1

SL(i) (4.5)

where SL(i) is the entanglement entropy of the block of size L from the i-th spin to

the (i + L)-th one.

According to the previous definition, the average entanglement entropy of the

concentric singlet phase reads

S̄L =

�

1−
L

2(N − L)

�

L . (4.6)

Although for the concentric singlet phase the average entropy losses its linear behav-

ior for large blocks, L ∼
�

1− 1p
3

�

N , it always fulfills the condition S̄L ≥ 1
2
L. Thus,

the concentric singlet phase represents a simple and explicit example of area-law vio-

lation of scaling of the entanglement.

The aim of our work is to tune the coupling constants Ji of the XX model, such that,

the concentric singlet phase becomes the ground state of the system, and, in this way,
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Figure 4.2: Diagram of the entanglement entropy scaling for the concentric singlet

phase. The entanglement entropy grows maximally if we take blocks at one extreme

(a) and is zero if the blocks are centered at the middle of the chain. This is an explicit

example that in the non-translationally invariant systems the entanglement entropy

depends on the position of the block.
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Figure 4.3: Diagram of the formation of an effective coupling J̃i if the condition

J̃i−1≫ Ji is fulfilled.

to obtain an explicit example of a Hamiltonian with nearest neighbor interactions of

spins that violate the area-law scaling of entanglement.

Due to the symmetry of the state that we pretend to generate, let us consider a XX

chain of N spins where the central coupling between spins N/2 and N/2+1 is J0 and

the rest of them are chosen as follows

JN/2+i,N/2+i+1 = JN/2−i,N/2−i+1 ≡ Ji ∀1≤ i ≤
N

2
− 1 (4.7)

where the coupling JN/2±i connects the spins N/2± i and N/2± i + 1.

We are going to use real space renormalization group ideas in order to see at

which values we have to tune the coupling constants, such that, the concentric singlet

phase becomes the ground state of the system. If J0≫ J1, in the low-energy limit, an

effective interaction between the spins N/2− 1 and N/2+ 2 appears. We label this

effective coupling as J̃1 and, according to Eq. (4.3), it reads

J̃1 =
J2

1

2J0
. (4.8)

Then, if J̃1 ≫ J2, the effective low-energy Hamiltonian will have an effective bond

between the spins N/2 − 2 and N/2 + 3. We would like to proceed in this way in

order to generate iteratively the concentric singlet phase.

Thus, if the condition J̃i ≫ Ji+1 is fulfilled in general, where J̃i is defined by

J̃i =
J2

i

2J̃i−1

, (4.9)

we expect that the ground state of the system is the concentric singlet phase.

Specifically, if we impose that Ji = εJ̃i−1 for any i, such that it is always possible

to apply Eq. 4.9, we see that the couplings Ji must decay very rapidly

Ji = ε

�

ε2

2

�i−1

J0 . (4.10)
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In general, we are going to study chains with couplings that decay

Ji = ε
α(i) , (4.11)

where α(i) is a function that is monotonically increasing. If α(i) ∼ i2, we would have

a Gaussian decaying.

Next, we want to solve the XX model with the coupling constants defined in Eq.

(4.11), and study how the entanglement entropy scales depending on the kind of

decaying.

4.2 Solution of a spin model and its entanglement en-

tropy

Let us consider a general spin chain with nearest neighbor couplings J x
i
, J

y

i and an

arbitrary transverse magnetic field λi in each spin. This system is described by the

Hamiltonian:

H = −
1

2

N
∑

i=1

�

J x
i
σx

i
σx

i+1 + J
y

i σ
y

i σ
y

i+1

�

−
N
∑

i=1

λiσ
z
i

(4.12)

in terms of the Pauli-matrices σx ,z
i at site i. The XX model presented before is a

particular case of this Hamiltonian (4.12) for J x
i
= J

y

i and λi = 0 ∀i.

4.2.1 Jordan-Wigner transformation

The essential technique in the solution of H is the mapping to spinless fermions by

means of the Jordan-Wigner transformation. First, we express the spin operators

σ
x ,y,z
i in terms of fermion creation (annihilation) operators c†

i (ci): c†
i = a+

i
exp
h

πi
∑i−1

j
a+

j
a−

j

i

and ci = exp
h

πi
∑i−1

j
a+

j
a−

j

i

a−
i

, where a±
j
= (σx

j
± iσ

y

j )/2. Doing this, H can be

rewritten in a quadratic form in fermion operators:

H =

N
∑

i, j=1

Ai jc
†
i c j +

1

2

N
∑

i, j=1

Bi j

�

c†
i c†

j − h.c.
�

, (4.13)

where the matrices A and B are defined by

Ai j = 2λiδi, j + (J
x
i
+ J

y

i )δi+1, j + (J
x
j
+ J

y

j )δi, j+1

Bi j = (J
x
i
− J

y

i )δi+1, j − (J x
j
− J

y

j )δi, j+1 , (4.14)

with 1≤ i, j ≤ N .
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4.2.2 Bogoliubov transformation

In the second step, the Hamiltonian is diagonalized by a Bogoliubov transformation

ηk =

N
∑

i=1

�

1

2

�

Φk(i) +Ψk(i)
�

ci +
1

2

�

Φk(i)−Ψk(i)
�

c
†
i

�

(4.15)

where the Φk and Ψk are real and normalized vectors:
∑N

i
Φ2

k
(i) =

∑N

i
Ψ2

k
(i) = 1, so

that we have

H =

N
∑

k=1

Λk(η
†
k
ηk− 1/2). (4.16)

The fermionic excitation energies, Λk, and the components of the vectors, Φk and Ψk,

are obtained from the solution of the following equations:

(A− B)Φk = ΛkΨk (4.17)

(A+ B)Ψk = ΛkΦk . (4.18)

It is easy to transform them into an eigenvalue problem,

(A+ B)(A− B)Φk = Λ
2
k
Φk (4.19)

(A− B)(A+ B)Ψk = Λ
2
k
Ψk , (4.20)

from where Λk, Φk and Ψk can be determined.

4.2.3 Ground State

In Eqs. (4.18) and (4.17), we realize that transforming Φk into−Φk (orΨk into−Ψk),

Λk is changed to −Λk. This allows us to restrict ourselves to the sector corresponding

to Λk ≥ 0, k = 1, 2, . . . , N . Thus, considering Eq. (4.16) and the fact that all Λk are

positive, the ground state is a state |GS〉 which verifies,

ηk|GS〉= 0 ∀k . (4.21)

In practice, what we do to restrict ourselves to the sector of positive Λk is to

determine Φk and Λk by solving Eq. (4.19), and calculate Ψk =
1
Λk

(A− B)Φk.
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4.2.4 Computation of the Von Neumann entropy corresponding to

the reduced density matrix of the Ground State

Following Refs. [56, 57], the reduced density matrix ρL = tr N−L|GS〉〈GS| of the

ground state of a block of L sites in a system of free fermions can be written as

ρL = κe−H , (4.22)

where κ is a normalization constant and H a free fermion Hamiltonian.

Let us very briefly justify why the density matrix must have this structure. First,

notice that the Hamiltonian defined by Eq. (4.13) has Slater determinants as eigen-

states. Thus, according to Wick theorem, any correlation function of the ground state

(or any other eigenstate) can be expressed in terms of correlators of couples of cre-

ation and annihilation operators. For instance,

〈c†
n
c†

m
ckcl〉 = 〈c†

n
cl〉〈c†

m
ck〉 − 〈c†

n
ck〉〈c†

m
cl〉+ 〈c†

n
c†

m
〉〈ckcl〉 . (4.23)

If all these indices belong to a subsystem of L sites, the reduced density matrix ρL

must reproduce the expectation values of the correlation functions, i. e.

tr
�

ρLc†
n
c†

m
ckcl

�

= tr
�

ρLc†
n
cl

�

tr
�

ρLc†
m

ck

�

− tr
�

ρLc†
n
ck

�

tr
�

ρLc†
m

cl

�

(4.24)

+ tr
�

ρLc†
n
c†

m

�

tr
�

ρLckcl

�

.

This is only possible if ρL is the exponential of an operator H which also contains

creation and annihilation processes, i. e.

H =
L
∑

i, j=1

Ãi jc
†
i c j +

1

2

L
∑

i, j=1

B̃i j

�

c
†
i c

†
j − h.c.

�

. (4.25)

We can diagonalize this Hamiltonian H by means of another Bogoliubov transfor-

mation

ξk =

L
∑

i=1

�

1

2

�

vk(i) + uk(i)
�

ci +
1

2

�

vk(i)− uk(i)
�

c†
i

�

, (4.26)

where vk(i) and uk(i) are real and normalized. Then, the Hamiltonian reads

H =
L
∑

k=1

εkξ
†
k
ξk , (4.27)
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where ξ†
k

and ξk are the creation and annihilation operators of some fermionic modes.

In terms of these modes, the density matrix ρL is uncorrelated and can simply be

expressed as

ρL = ⊗L
k=1ρ̃k (4.28)

where

ρ̃k =
1

1+ e−εk

 

e−εk 0

0 1

!

=

 

1+νk

2
0

0 1−νk

2

!

. (4.29)

In the previous equation, the new parameters νk have been introduced in order to

ensure the normalization of ρ̃k, tr
�

ρ̃k

�

= 1. This way of expressing ρ̃k will be useful

next.

Thus, the entanglement entropy of the density matrix ρL is merely the sum of

binary entropies

S(L) =

L
∑

k=1

S(ρ̃k) =

L
∑

k=1

H

�

1+ νk

2

�

. (4.30)

where H(p) ≡ −p log2 p− (1− p) log2(1− p) is the binary Shannon entropy.

In order to determine the spectrum of ρ̃k, let us consider the correlation matrix,

Gm,n ≡ 〈GS|(c†
n
− cn)(c

†
m
+ cm)|GS〉 . (4.31)

Notice that the matrix G can be computed using the Φk and Ψk vectors,

Gm,n = −
N
∑

k=1

Ψk(m)Φk(n), (4.32)

where the correlations 〈η†
k
ηq〉 = δkq and 〈ηkηq〉 = 0 have been considered.

In the subspace of L spins, G is completely determined by the reduced density

matrix. To avoid any confusion, let us define T ≡ G(1 : L, 1 : L) as the L × L upper-

left sub-matrix of the correlation matrix G. Then, T can be expressed in terms of the

expected values 〈ξ†
k
ξq〉,

Ti, j =

L
∑

k,q=1

uk(i)vq( j)
�

〈ξ†
k
ξq〉 − 〈ξkξ

†
q
〉
�

=

L
∑

k=1

uk(i)vk( j)νk , (4.33)

where the i and j indices run from 1 to L. This equation leads to the relations,

Tuq = νqvq (4.34)

T T vq = νquq , (4.35)
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that can be translated to the eigenvalue problem

T T Tuq = ν
2
q
uq (4.36)

T T T vq = ν
2
q

vq . (4.37)

Once the νq variables are computed, we can determine the entanglement entropy by

means of Eq. (8.12).

4.2.5 Summary of the calculation

To sum up, let us enumerate the steps that we have to follow in order to calculate the

entanglement entropy of a block L.

1. Write down the matrices A and B in terms of the couplings of the Hamiltonian

(4.12) according to Eqs. (4.14).

2. Determine Λk, Φk and Ψk by solving the eigenvalue problem from Eq. (4.19).

3. Calculate the correlation matrix G defined in Eq. (4.31).

4. Take the sub-matrix T and to determine the eigenvalues νk from Eq. (4.37).

5. Compute the entanglement entropy by means of Eq. (8.12).

4.3 Expansion of the entanglement entropy

We would like to tune the coupling constants of the Hamiltonian (4.12), such that

the scaling of the entanglement entropy of its ground state violates the area-law. The

entanglement entropy only depends on the variables νk. Then, we can separate the

Shannon entropy of the probabilities 1±νk

2
into

H

�

1+ νk

2

�

= 1− h(νk) , (4.38)

where h(x) =−1
2

log(1−x2)− x

2

�

1−x

1+x

�

, is a positive function. Thus, the entanglement

entropy reads

S(L) = L −
L
∑

k=1

h(νk) . (4.39)
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Notice that the scaling of the entropy only depends on the sum
∑L

k=1 h(νk). More

concretely, we can define the parameter,

β ≡ lim
L→∞

1

L

L
∑

k=1

h(νk) , (4.40)

that describes the asymptotic behavior of the scaling of the entropy for large blocks:

• β = 0: maximal entanglement,

• β < 1: volume-law,

• β = 1: sub-volume-law.

Let us focus on the case β ∼ 0. Let us analyze if it is possible to design a spin chain

with nearest neighbor interactions whose ground state is maximally entangled. First,

we realize that β is strictly zero if and only if all the variables νk = 0. Thus, if we

want to consider small deviations of the maximally entangled case, we can assume

that νk ∼ 0 and expand β in series of νk,

β = lim
L→∞

1

2L

L
∑

k=1

�

ν2
k
+O(ν4

k
)
�

. (4.41)

Considering Eq. (4.37), we can express β in terms of the matrix-elements of T ,

β = lim
L→∞

tr
�

T T T
�

= lim
L→∞

L
∑

i, j=1

T 2
i j
= 0 . (4.42)

Let us notice that to fulfill this condition requires that the average of the matrix-

elements of T tend to zero for large L,

lim
L→∞

1

L2

L
∑

i, j=1

|Ti, j|= 0 . (4.43)

If we assume a smooth behavior for the matrix-elements of T , according to Eq. (4.42),

they must decay faster than the inverse square root function,

Ti j ∼
1

(i j)
1
2
+ε

, (4.44)

such that β = 0.
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In conclusion, in order that the entanglement entropy scales close to the maximal

way, the matrix-elements of T matrix have to be very close (or decay rapidly) to zero.

If this is the case, the entanglement entropy can be simplified to

S(L) = L− ||T ||2
F

, (4.45)

where ||T ||F is the Frobenius norm of T , defined by ||T ||F =
p

tr
�

T T T
�

.

Let us now study if it is possible to tune the coupling constants of a spin chain

in order that ||T ||F is strictly (or close to) zero. The possibility of having a null T is

discarded because it cannot be achieved with nearest neighbor interactions models.

Despite this, there is a wide freedom to tune the coupling constants such that the

matrix-elements of T fulfill condition (4.42). This arbitrariness makes very difficult

to specify the shape of the distribution of coupling constants in order that area-law is

violated. With this aim, we can exploit the idea of real space Renormalization Group

presented before.

4.4 Numerical Results

We can follow the steps described in Sec. 4.2.5 in order to calculate the entanglement

entropy of the XX chain presented in Sec. 4.1.2 and check if the entanglement entropy

grows linearly with the size of the block.

This XX model is characterized by having the strongest bond in the middle of the

chain, J0, while the value of the rest of bonds Jn decrease rapidly with the distance

n to the central one. In particular, we have studied two different kinds of decay for

the coupling constants Jn: (i) Gaussian decay, Jn = e−n2
, and (ii) exponential decay

Jn = e−n. Let us notice that due to the rapidly decaying of the coupling constants and

the finite precision of the computer, we can only consider small systems.

In Fig. 4.4(a), the entanglement entropy is plotted for the Gaussian case. As we

expected scales linearly with the size of the block L with a slope practically equal to

one. Notice that although the slope is 1 for large blocks, the entanglement is not the

maximal due to the non-linear behavior of the entropy for the smaller ones. This can

be better understood analyzing if the approximation of the previous section given by

Eq. (4.45) is fulfilled. With this aim, the square Frobenius norm ||T ||2
F

and the sum

S(L)+ ||T ||2
F

are also plotted. In fact, we observe that the sum S(L)+ ||T ||2
F

coincides

with the maximal entropy, as Eq. (4.45) suggests.
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(a) (b)

Figure 4.4: Scaling of the entanglement entropy of a block of contiguous spins with

respect to the size of the block L for the ground state of a XX model with couplings

that decay: (a) in a Gaussian, Jn = e−n2
, and (b) in an exponential, Jn = e−n, way.

The magnetic field is set to zero. The Frobenius norm of the T matrix related to

this system and the sum S(L) + ||T ||F are also plotted. This allows us to check how

accurate is the approximation (4.45) both in the case of Gaussian decay (a) and in

the exponential one (b).
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The same plot can be realized for an exponential decay of the coupling constants,

see Fig. 4.4(b). In this case, although the entanglement entropy also scales linearly,

its slope is less than one. Thus, we observe a volume law, but the entropy is not

maximal. Therefore, Eq. (4.45) is not fulfilled in this case. We can, actually, see that

the Frobenius norm ||T ||F increases linearly with L instead of saturating to a small

value.

We have repeated the same computations for the same kind of decays but other

basis. The same behaviors for the Gaussian and the exponential cases have been

obtained. For the Gaussian case, a faster decay implies a saturation to a smaller value

for ||T ||F , that is, a closer situation to the maximal entropy. For the exponential case,

||T ||F continues increasing linearly but with a smaller slope.

4.5 Conclusions

We have presented a one dimensional system composed by spin-1
2

particles with near-

est neighbor interactions with a geometric entropy of the ground state that scales with

the volume of the size of the block.

Our proposal is interesting from an academical point of view, since it could never

be realized experimentally due to the fine tunning of the coupling constants of the

Hamiltonian and its gapless spectrum in the thermodynamic limit. Nevertheless, it

shows that a Hamiltonian with nearest neighbor interactions can have a very en-

tangled ground state and, therefore, that the reason of area-low is not only nearest

neighbor interactions.

The price we have paid for violating area-law is to break the translational symme-

try of the system. This is a feature that any other proposal that violates area-law will

have .





Part II

Simulation of many body quantum

systems
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CHAPTER 5

Ultra-cold atoms and the simulation

of Condensed Matter physics

In this chapter we want to motivate the use of ultra cold atoms in order to simulate

many body quantum systems and, in particular, interesting Condensed Matter phe-

nomena. As it has been shown in the first part of this thesis, it is not possible to

simulate a highly entangled or strongly correlated system with a classical computer.

This forces us to address the issue of how to study those quantum systems that cannot

be dealt with classical means.

The current experimental control on ultra-cold atoms allows the observation of

many quantum phenomena and makes them suitable candidates to develop quantum

simulators. Let us mention here the superfluid-Mott insulator quantum phase tran-

sition in cold atoms in an optical lattice as example. It corresponds to a transition

between a product and a strongly correlated state [198]. Its experimental obser-

vation by the Bloch–Hänsch group [199] represented the beginning of age of the

experimental studies of strongly correlated systems with ultra-cold atoms[200].

The physics of ultra-cold atoms, in the interplay among Condensed Matter Physics,

Quantum Information, Atomic Physics and Quantum Optics, has made an enormous

progress in the studies of strongly correlated systems in recent years. In this chapter,

we would like to briefly review what are their possibilities and what kind of systems
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they will allow us to study. Interested readers are again encouraged to study recent

reviews on the field [15, 16].

5.1 Experimental control in cold atoms

Let us briefly mention the main techniques and possibilities that allow us to manipu-

late and control cold gases in order to simulate other quantum systems.

5.1.1 Temperature

To generate an Bose-Einstein condensate (BEC) the temperature must be of order of

nano-Kelvins. Similarly, the temperature of superfluid Fermi gases are in the range

of tens of nK. Using evaporative cooling it is even possible to achieve lower tempera-

tures. Therefore, temperatures in the range of tens of nK are nowadays becoming a

standard.

There are many proposals for reaching lower temperatures employing additional

cooling and filtering procedures [201]. Superfluid-Mott insulator transition occurs

in the regime of temperatures accessible nowadays. Many of the strongly correlated

phases occur in the regime when the tunneling t is much smaller than U and require

temperatures of order kB T ≃ t2/U , i. e. 10-20 nK, or even less (see Bose-Hubbard

model in Sec. 5.3.1 for a more complete description of t and U parameters). This

is at the border of the current possibilities, but the progress in cooling and quantum

engineering techniques allow us to believe that these limitations will be overcome

very soon.

5.1.2 Trapping

To perform any experiment it is required to confine the gas using an external poten-

tial, otherwise the gas would expand through the room. Various types of external

potentials can be applied to the atoms, depending on the situations.

One can use magnetic potentials whose shape can be at least controlled on the

scale of few microns. Magnetic traps are based on the state-dependent force on the

magnetic dipole moment in an inhomogeneous field. They represent ideal conser-

vative traps with typical depths in the order of 100 mK, and are excellent tools for

evaporative cooling and Bose-Einstein condensation. For further applications, a fun-

damental restriction is imposed by the fact that the trapping mechanism relies on
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the internal atomic state. This means that experiments concerning the internal dy-

namics are limited to a few special cases. Furthermore, possible trapping geometries

are restricted by the necessity to use arrangements of coils or permanent magnets.

Magnetic potentials with larger gradients can be created on atom chips [202].

The most flexible external potentials are optical potentials [203]. Optical dipole

traps rely on the electric dipole interaction with far-detuned light. Under appropri-

ate conditions, the trapping mechanism is independent of the particular sub-level of

the electronic ground state. The internal ground-state dynamics can thus be fully

exploited for experiments, which is possible on a time scale of many seconds. More-

over, a great variety of different trapping geometries can be realized as, e.g., highly

anisotropic or multi-well potentials. Apart from limitations set by the diffraction limit,

they can have practically any desired shape and can form any kind of optical lattice:

regular, disordered, modulated, etc.

Let us finally mention the great possibilities offered by the radio frequency poten-

tials that have been demonstrated in Ref. [204].

5.1.3 Interactions between atoms

Due to the low energies of the atoms in a cold gas, the s-wave scattering approxi-

mation can be considered. Then, the interactions between atoms are controlled by

scattering lengths, which can be modified using Feshbach resonances in magnetic

fields [205, 206] or optical Feshbach resonances (for theory see Ref. [207], for ex-

periments Refs. [208, 209]). Thus, there is a complete control on the interactions.

They can be set to zero, repulsive or even attractive.

The concept of Feshbach resonances was first introduced in nuclear physics in the

context of reactions forming a compound nucleus [210]. Quite generally, a Feshbach

resonance in a two-particle collision appears whenever a bound state in a closed chan-

nel is coupled resonantly with the scattering continuum of an open channel. The two

channels may correspond, for example, to different spin configurations for the atoms.

Let us also point out that in dipolar gases, the interaction is anisotropic, then, by

changing the shape of the trap, the strength and the character of the interaction can

be modified.
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5.1.4 Optical lattices

A particularly interesting case of optical potentials are optical lattices, that is, a peri-

odic optical potential. In this setup, atoms are cooled and congregated in the potential

minima. As mentioned above, practically any lattice geometry may be achieved with

optical potentials.

The tunneling of atoms between nearest neighbor sites can be very well controlled

using a combination of pure tunneling (controlled by the laser intensity), laser as-

sisted coherent transitions (adding a phase to the wave function of the atom), and

lattice tilting (acceleration) techniques. The prominent example of such control de-

scribe the proposals for creating artificial magnetic fields [211, 212, 213, 214].

We have already mentioned the control on the on-site interactions that Feshbach

resonance provides. Furthermore, in optical lattices, effective models obtained by

calculating effect of tunneling in the Mott insulator phases, contain typically short

range (next neighbor) interactions of energies ∝ t2/U . Also stronger interactions can

be achieved using dipolar interactions, such as those proposed in Refs. [215, 216,

217]. Dipolar interactions are of long range type, are anisotropic, and exhibit a very

rich variety of phenomena (for a review, see [218]). This allow us to implement

models with long range interactions.

Let us also mention that more complex lattices can be created with the the super-

position of two standing-wave lattices with comparable amplitudes and with different

wavelengths. These kind of lattices are called superlattices and they may be used to

simulate, for instance, spin 1/2 models.

5.1.5 Several species

Nowadays it is also possible to have several species in the same experimental setup.

It may consist of atoms with two internal degrees of freedom, or really having two

different elements. In the first case, the state of the atoms can be controlled by

Rabi transitions, even achieving superposition states. In the second case, a particular

kind of mixtures are the so called Bose-Fermi mixtures [219] formed by bosonic and

fermionic atoms. The degree of control of such systems is really high. For instance,

the mobility of both species can be tunned independently in an optical lattice allowing

to simulate disorder and impurity effects.

Before finishing this section, let us mention that the time scales of coherent unitary

dynamics of these systems are typically in the millisecond range. It implies that, in
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contrast to Condensed Matter systems, all of the controls discussed above can be

made time dependent, adiabatic, or diabatic, on demand. Some of the fascinating

possibilities include change of lattice geometry, or turn-on of the disorder in real time.

5.2 Measurements

Apart from having an excellent experimental control of cold atom systems, a funda-

mental feature of any quantum simulator is the experimental access to the result of

the simulation. This requires a series of techniques that allow us to characterize the

quantum state of the system.

5.2.1 Time of flight experiment

The standard time of flight technique consists of (i) switching the trap off, (ii) leaving

the gas to expand freely, and (iii) taking a picture of the final cloud. The resulting

absorption image provides information about which was the state of the atoms in the

trap.

Suppose that the system is initially in some pure state |Φ〉. In a typical exper-

imental setup, the trapping potential is turned off suddenly, and the atoms evolve

independently under the influence of the free propagator U0(t). This is valid provided

that the free-atom collision cross-section is not too large. Such conditions can be

achieved by switching the magnetic field to values far from the Feshbach resonance

when turning off the trap. We also consider a long time of flight times, in such a way

that the initial size of the atom cloud in the trap can be neglected.

In such time of flight experiments, the column integrated density of the expanding

cloud is measured by light absorption imaging [220]. The images are commonly

analyzed by comparing to theoretical predictions for the density expectation value:

〈n̂(~r)〉t = 〈Φ|U†
0(t)ψ

†(~r)ψ(~r)U0(t)|Φ〉 (5.1)

where ψ is the field operator for bosons or fermions. After a long time of flight the

density distribution becomes proportional to the momentum distribution in the initial

trapped state 〈n(~r)〉t ≈ 〈n̂~k〉. The wave-vector ~k = m~r/(ħht) defines a correspondence

between position in the cloud and momentum in the trap.

Thus, by means of a time of flight experiment, we can know the momentum distri-

bution of the atoms in the trap. Nevertheless, in order to probe interacting many-body
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quantum states with strong correlations, it is essential to use detection methods that

are sensitive to higher order correlations. Recent proposals for using analogues of

quantum optical detection techniques have proven to be novel tools for analyzing

strongly interacting quantum matter [221, 222, 223, 224]. Most of these techniques

make use of the fact that the quantum fluctuations in many observables, e. g. the vis-

ibility of the interference pattern between two released quantum gases or the fluctu-

ations in the momentum distribution after release from the trap, contain information

of the initial correlated quantum state. Whereas in the usual time of flight momentum

distributions one essentially probes first order coherence properties of the system, the

noise-correlation techniques introduced below will yield information on the second

(or higher) order correlation properties and therefore possible long range order in

real space.

5.2.2 Noise correlations

In the standard time of flight experiment, it is important to realize, that in each ex-

perimental image, a single realization of the density is observed, not the expectation

value. Equation (5.1) is still meaningful, because the density is a self averaging quan-

tity. Moreover, each pixel in the image records on average a substantial number Nσ of

atoms. For each of those pixels the number of atoms recorded in a single realization

of an experiment will exhibit shot noise fluctuations of relative order 1/
p

Nσ which

will be discussed below.

Note that since Nσ is not macroscopic, the density fluctuations are visible. They

are characterized by the correlation function:

g(~r,~r ′) = 〈n̂(~r)n̂(~r ′)〉t − 〈n̂(~r)〉t〈n̂(~r ′)〉t . (5.2)

In analogy with Eq. (5.1) this can be related to ground state momentum correlations:

g(~r,~r ′) ∝ 〈n̂(~k)n̂(~k′)〉 − 〈n̂(~k)〉〈n̂(~k′)〉, (5.3)

The proportionality constant is (m/ħht)6 and we shall omit it henceforth. In practice

it may be more convenient to consider the quantity ∆n(~r,~r ′) ≡ n(~r)− n(~r ′) whose

fluctuations are closely related to g(~r,~r ′). If 〈n(~r)〉t = 〈n(~r ′)〉t , then

〈∆n(~r,~r ′)2〉t = g(~r,~r) + g(~r ′,~r ′)− 2g(~r,~r ′). (5.4)

Then, performing a statistical analysis of several single shots, it is possible to deter-

mine the correlation function 〈n̂(~k)n̂(~k′)〉 of the original state.
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Let us finally mention that all the correlation techniques for strongly correlated

quantum gases can also greatly benefit from efficient single atom detectors that have

recently begun to be used in the context of cold quantum gases [225, 226].

5.3 Interesting Condensed Matter phenomena

So far, we have seen the possibilities both for the design and the measures that cold

atoms systems have. In this section, we would like to mention some interesting Con-

densed Matter problems in which quantum simulators can give non-trivial results.

5.3.1 Bose-Hubbard model

The Hamiltonian of an homogeneous Bose-Hubbard model is defined as

H = −t
∑

〈i, j〉
(b

†
i b j + h.c.)+

U

2

M
∑

i=1

b
†
i b

†
i bi bi −µ

M
∑

i=1

b
†
i bi, (5.5)

where 〈i, j〉 denotes sum over nearest neighbors, t is the tunneling energy, U is the on-

site interaction energy between two atoms and µ denotes the chemical potential. The

operators b†
i and bi are the standard creation and annihilation operators that fulfill

the canonical commutation relations [bi, b
†
j ] = δi, j. We assume bi (b

†
i ) annihilates

(creates) a particle in the site i of a regular d-dimensional lattice consisting on M

sites.

The problem of finding the ground state of the Bose-Hubbard model is very easy

in the limit of t/U → ∞. The interactions between atoms are negligible and all

the particles are in a product state of zero quasi-momentum. In a similar way the

opposite limit, t/U → 0, can be solved. In this case, the ground state is a Mott

insulator state. Nevertheless, for arbitrary values of U , t and µ the system cannot be

solved using a mean-field approach and an exact diagonalization must be performed.

In this approach, only small systems can be solved since the size of the Hilbert space

increases enormously with the number of particles and sites of the system.

Cold atoms in optical lattices are, then, the natural candidates to simulate the

Bose-Hubbard model or any of its variants (Fermi-Hubbard or Fermi-Bose-Hubbard)

and to characterize the properties of its ground state.
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5.3.2 Disordered systems

Let us define disordered systems as those systems for which certain parameters of the

Hamiltonian (e.g., interaction couplings, potential strengths) are random (classical)

variables. Therefore, in such systems, the exact simulation of their dynamics requires

to perform many evolutions, one for each realization of the set of random variables,

and this makes them numerically intractable.

The interest for these systems comes from the fact that the presence of random-

ness can dramatically change the behavior of quantum many-body physics, leading to

fascinating phenomena. In fact, there are many interesting Condensed Matter phe-

nomena that require disorder: Anderson localization, spin glasses, etc. Moreover,

the answer to puzzles as the unusual transport properties of high temperature super-

conductor materials is inextricably tied to the understanding of phase transitions and

transport in the presence of disorder [227].

In this context, the creation of randomness in a controlled way by means of atomic

systems in optical lattices [228, 200], highly versatile and controllable, are one of the

most promising candidates.

5.3.3 The Fractional Quantum Hall Effect and the Laughlin state

Before concluding this chapter, we would like to focus on the Fractional Quantum

Hall Effect and its ground state, the Laughlin wave function, since this state will be

the target of the proposals of simulations of the second half of this thesis.

The fractional quantum Hall effect (FQHE) is one of the most studied phenomena

in Condensed Matter Physics [10]. Despite the fact that a complete understanding of

it is still missing, it is commonly believed that the interactions between the particles

are essentially responsible for the strange states of matter that the 2D electron gas

shows at some particular values of the transverse magnetic field. In this respect, in

1983, Laughlin proposed an Ansatz for the wave function of the ground state of the

system [11]. This wave function, defined by

Ψm(z1, . . . , zN )∼
∏

i< j

(zi − z j)
me−

∑N
i=1 |zi |2/2 , (5.6)

where z j = x j + iy j, j = 1, . . . , N stands for the position of the j-th particle, and m

is an integer number, describes the fractional quantum Hall state at a filling fraction

ν = 1/m. However, this state has only been proven to be an exact eigenstate of
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very specific Hamiltonians [229] and for some specific values of the filling fraction; it

contains the relevant properties that the ground state of the real system must have.

One of the most important features of some of the fractional quantum Hall states

is that they are states of matter whose quasiparticle excitations are neither bosons

nor fermions, but particles known as non-Abelian anyons, meaning that they obey

non-Abelian braiding statistics. These new phases of matter define a new kind of or-

der in nature, a topological order [12]. Such systems have become very interesting

from the quantum computation perspective. Quantum information could be stored

in states with multiple quasiparticles, which would have a topological degeneracy.

The unitary gate operations would be simply carried out by braiding quasiparticles,

and then measuring the multi-quasiparticle states. In this respect, let us also mention

that several spin systems with topological order has been proposed recently as candi-

dates for robust quantum computing [230, 231]. It has also been shown that these

proposals could be implemented by means of cold atoms [232, 216].

Since the work of Laughlin [11], there has been enormous progress in our un-

derstanding of the fractional quantum Hall effect (FQHE) [233]. Nevertheless, many

challenges remain open: direct observation of the anyonic character of excitations,

observation of other kinds of strongly correlated states, etc. FQHE states might be

studied with trapped ultra-cold rotating gases [234, 235]. Rotation induces there ef-

fects equivalent to an “artificial" constant magnetic field directed along the rotation

axis. There are proposals how to detect directly fractional excitations in such systems

[13]. Optical lattices might help in this task in two aspects: first, as we will see in

the next chapter, FQHE states of small systems of atoms could be observed in a lattice

with rotating site potentials, or an array of rotating microtraps [17, 236]. Second, “ar-

tificial" magnetic field might be directly created in an lattices via appropriate control

of tunneling (hopping) matrix element in the corresponding Hubbard model [211].

Such systems will also allow to create FQHE type states [212, 237, 214].





CHAPTER 6

Simulation of the Laughlin state in an

optical lattice

In the previous chapter, the potential that cold atoms have in order to simulate highly

entangled and strongly correlated many body quantum systems have been exposed, as

well as a list of interesting Condensed Matter phenomena that one would like to study.

In the present chapter, the problem of generating the Laughlin state is addressed as a

particular case of a quantum simulation.

Despite the great possibilities of the FQH states explained in the previous chapter,

neither the Laughlin wave function nor its anyonic excitations have been observed

directly in an experiment so far. Nevertheless, recent experimental advances in the

field of ultra-cold atomic gases suggest that they could be good systems to simulate

many Condensed Matter phenomena, and, in particular, the FQHE. From the theoret-

ical point of view, it has been shown that the FQH can be realized by merely rotating

a bosonic cloud in a harmonic trap (see Ref. [13, 14]). The rotation plays the role of

the magnetic field for the neutral atoms. Thus, in the fast rotation regime, the atoms

live in the lowest Landau level (LLL) and, if a repulsive interaction is introduced, they

form the Laughlin wave function. In this system, the Laughlin state is a stable ground

state, however, in practice, due to the weak interaction between the particles, the gap

is too small, and it is not possible to achieve it experimentally.

113
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An idea to avoid this problem is to use optical lattices [15, 16]. In such systems,

the interaction energies are larger, since the atoms are confined in a smaller volume.

This yields a larger energy gap and, therefore, opens the possibility of achieving FQH

states experimentally.

In the present chapter, we want to improve the existing proposal of achieving

the Laughlin state in an optical lattice presented in Ref. [17] by studying the conse-

quences of considering not only the harmonic approximation to the single site poten-

tial expansion, but also the anharmonic corrections. Our work is organized as follows:

first, we analyze the one body Hamiltonian of our system. We review the solution of

the 2D harmonic oscillator and we discuss a more realistic model for the single site

potential of a triangular optical lattice. Then, we study the many particle problem

by introducing a repulsive contact interaction between the particles. We compute, by

means of exact diagonalization, the fidelity of the ground state of the system with the

Laughlin wave function for a wide range of the experimental parameters. Finally, we

discuss which are the required experimental conditions and the procedure to obtain

the Laughlin state.

6.1 One body Hamiltonian

6.1.1 Harmonic case

Let us consider one atom confined in a harmonic potential which rotates in the x−y

plane at a frequency Ω. We will assume that the confinement in the z direction is suffi-

ciently strong so that we can ignore the excitations in that direction. The Hamiltonian

associated with this system is

Ĥ ′0 =
1

2M

�

p̂2
x
+ p̂2

y

�

+
1

2
Mω2( x̂2+ ŷ2)−Ω L̂, (6.1)

where M is the mass of the particle, p̂x and p̂y are the canonical momenta associated

with the position coordinates x and y, ω is the frequency of the trap and L̂ is the

angular momentum of the particle.

We can easily diagonalize this Hamiltonian by defining the creation and annihila-

tion operators of some circular rotation modes â± =
1p
2

�

âx ± iây

�

, where âx ,y are the

standard annihilation operators of the 1D harmonic oscillator in the directions x , y.

In terms of the number operators n̂± ≡ â†
±â± corresponding to these circular creation

and annihilation operators, the angular momentum can be written as L̂ = ħh
�

n̂+ − n̂−
�
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and the Hamiltonian reads

Ĥ ′0 = ħhω(ω−Ω)n̂++ ħh(ω+Ω)n̂−+ ħhω . (6.2)

Its spectrum is, therefore,

E0
n+,n−

= ħh(ω−Ω)n+ + ħh(ω+Ω)n−+ ħhω , (6.3)

where n± are the integer eigenvalues of the number operators n̂±.

In the fast rotation regime (Ω→ω), the family of states

|m〉 ≡ |n+ = m, n− = 0〉 =
1
p

m!

�

a†
+

�m |0〉 , (6.4)

where |0〉 is the state annihilated by both â+ and â−, form the subspace of lowest

energy. It corresponds to the LLL. We can write the wave function of these states

ϕm(z)≡ 〈z|m〉 =
1

p
πm!

zme−
|z|2

2 , (6.5)

where |z〉 = |x , y〉 are the eigenstates of x̂ and ŷ , z =
x+iy

ℓ
is a complex variable and

ℓ=
Æ

ħh

Mω
is a characteristic length of the system.

Notice that if the rotation frequency is high but smaller than the trap frequency,

the lowest energy subspace is only formed by states with m < ω+Ω

ω−Ω . In this limit, we

can find an effective Hamiltonian of our system by projecting the original Hamiltonian

onto the LLL,

Ĥ0 = ħh(ω−Ω)L̂ . (6.6)

Indeed, we can see that although Hamiltonians of Eqs. (6.2) and (6.6) are different,

their projections onto the LLL coincide, PH ′0P† = PH0P†, where P =
∑

m
|m〉〈m| is the

projector onto the LLL.

In Ref. [17], the formation of fractional quantum Hall states in rotating optical

lattices is studied under the approximation of a single particle Hamiltonian as the

presented in Eq. (6.6). Nevertheless, the potential of a site of an optical lattice is not

infinite as the parabolic one. Next, we would like to see how we can model in a more

realistic way this single site potential and which consequences this will have in order

to generate the fractional quantum Hall states.
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6.1.2 Quartic correction

From the lattice potential to our model

We will consider a system of bosonic atoms loaded in a 2D triangular optical lattice

[238]. The lattice is 2D due to the confinement in the x − y plane created by two

counter propagating lasers in the z direction. In each of this planes a triangular

lattice is realized by means of 3 lasers pointing at the directions k̂1 = (sinθ , 0, cosθ ),

k̂2 = (− sinθ/2,
p

3sinθ/2, cosθ ) and k̂3 = (− sinθ/2,−
p

3 sinθ/2, cosθ ), where θ

is the angle between these directions and the z axis.

In the region where the atoms are, the electric field created by each of these

lasers can be modeled as a plane wave, ~E j(~x , t) = A~εei(~k j ·~x−ωL t), where ~k j =
2π
λ

k̂ j for

j = 1, 2, 3 are the wave vectors of the lasers and λ is the wavelength of the light used.

Notice that all the lasers share the same frequency ωL and polarization ε. The atoms

are subject to the superposition of the electric field ~Ei(~x , t) created by each of the

lasers,

~E(~x , t) =

3
∑

i=1

~Ei(~x , t) = E(~x)~εeiωL t . (6.7)

After averaging over time, the effective potential that atoms feel is, therefore, the

correction to the energy of its internal state due to the AC-Stark effect. This energy

shift is proportional to the square of the amplitude of the electric field |E(~x)|2 and, in

our particular case, it can be written as

V (~x) =−
2

9
V0

∑

〈i, j〉
cos
�

(~ki −~k j)~x
�

, (6.8)

where the sum runs over the 3 different couples of i j = 12, 23, 31, and V0 is the

intensity of the laser. The minima of this potential form a Bravais triangular lattice

with basis vectors ~a1 =
2
3
λ

sinθ

�

−1
2
,
p

3
2

�

and ~a2 =
2
3
λ

sinθ
(1, 0).

Let us assume that the intensity of the laser is V0≫ ER, where ER = ħh
2k2/2M is the

recoil energy, with k = 2π/λ. In this limit, tunneling of atoms between different sites

is forbidden, and the lattice can be treated as a system of independent wells. Thus,

the ground state of the system is a product state of the state of each site (Mott phase)

and we can study the whole system by studying each site of the lattice independently

of the others.

In order to describe the potential of a single site, we expand the previous lattice



6.1. One body Hamiltonian 117

potential in Eq. (6.8) around the equilibrium position ~x = ~0,

V (~x)∼
1

2
Mω2(x2+ y2)−

3

32
k4V0

�

x2+ y2
�2
+O(x6) . (6.9)

We get a harmonic oscillator term with frequency ω = 2
p

V0ER/ħh plus a quartic per-

turbation and higher order corrections. Notice that both terms of the expansion re-

spect the circular symmetry. This is actually the reason why we have considered a

triangular lattice instead of the simpler square one. In the square lattice, the circular

symmetry is broken in fourth order of the expansion, while in the triangular one, this

does not happen until the sixth order. From now on, we will consider that our single

site potential is adequately described by only these harmonic and quartic terms of the

expansion of the potential. This approximation is reasonable since we have already

assumed V0≫ ER.

Furthermore, by introducing some phase modulators into the lasers that form the

lattice, it is possible to create time averaged potentials that generate an effective

rotation of the single lattice sites. If this rotation Ω is close to ω, the system is in

the fast rotation regime and we can obtain the low energy Hamiltonian proceeding as

before. Written in units of ħhω, it becomes

Ĥ = ħh

�

1−
Ω

ω

�

L̂− γ
�

x̂2+ ŷ2

ℓ2

�2

, (6.10)

where γ≡ 3
32

V0k4ℓ4

ħhω
= 3

64

q

ER

V0
is a perturbation parameter. Notice that the perturbation

parameter, γ, only depends on the intensity of the laser in units of the energy recoil.

In summary, we have described the whole sophisticated optical lattice by a set of

independent wells modeled by the simple Hamiltonian presented in Eq. (6.10). This

effective Hamiltonian is the same from Eq. (6.6) plus a quartic correction term which

will be responsible for all the new physics that we are going to study next.

Exact solution

Now, we want to find the lowest energy eigenstates of the Hamiltonian presented

in Eq. (6.10). First of all, we realize that both H and H0 are rotationally invariant,

therefore, [H, H0] = [H, L] = 0. Thus, H, H0 and L must have a common eigenbasis,

and this can only be {|m〉}. We determine the eigenvalues of H by merely computing

the expected values

Em = 〈m|H|m〉 =
�

1−
Ω

ω

�

m− γ(m+ 1)(m+ 2) , (6.11)
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in units of ħhω.

It is interesting to point out that the commutator between the Hamiltonians of

the harmonic and anharmonic systems before being projected onto LLL, [H ′, H ′0], is

not zero. Therefore, their lowest energy eigenstates only coincide in the fast rotation

regime.

It is important to know which is the fast rotation regime for the Hamiltonian (6.10)

or, in other words, under which conditions our low energy description of the system

is correct. To see this, we can compute, using perturbation theory, the first correction

to the energy of the second Landau level (NL) states

EN L
m
= (m+ 2)− γ(m+ 7)(m+ 2) . (6.12)

We realize that the LLL is a good description of the lowest energy states, i. e Em ≪
EN L

m
, if 3γ(m + 1) ≪ 1. In this regime, the projection of the Hamiltonian onto the

LLL is a good effective description of our system. From now on, this condition will be

always assumed.

6.1.3 Maximum rotation frequency

In the harmonic case, we realize that if the rotating frequency Ω exceeds the fre-

quency of the trap ω (see Eq. (6.6)), the lower energy states have an infinite angular

momentum, i. e. all the particles of the system are expelled from the trap. This maxi-

mum frequency is usually known as the centrifugal limit. What we are going to study

now is, therefore, how the introduction of the quartic perturbation will affect the cen-

trifugal limit of the system. In order to answer this question we realize two different

analysis that give quite similar results.

The first argument consists of a semi-classical interpretation of the dynamics of

the particle. In the anharmonic system, we have a competition between the attractive

force of the harmonic trap and the repulsive forces corresponding to the quartic cor-

rection and the fictitious centrifugal force. In the central region, the harmonic trap

dominates and the particles are confined, while if a particle was in the exterior region,

it would be expelled. The limit radius between these two regions corresponds to the

maximum of the effective potential that includes both the trap and centrifugal terms.

Furthermore, from the semi-classical point of view, each stationary state |m〉 follows

a circular trajectory of radius r ∼ pm around the origin. We expect then that those

states whose associated radius is less than the limit radius are bound states. Thus, we

find that the maximum rotation frequency, or the centrifugal limit, depends on the
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Figure 6.1: Spectra of the single-particle Hamiltonian shown in Eq. (6.10) that

models the dynamics of a particle in a rotating single site of a triangular optical lattice.

This plot has been realized for γ= 0.01 and Ω = 0.8ω. Notice that for these particular

values of the frequency rotation and the laser intensity, particles with an angular

momentum larger than mL = 8 would be expelled.

maximum angular momentum that we want to keep in the trap. This is a remarkable

difference with respect to the harmonic case, where the centrifugal limit was the same

for any angular momentum state.In particular and according to this semi-classical cri-

terion, the centrifugal limit for a particle with an angular momentum equal or less

than mL is

ΩL =ω
p

1− 4γmL ≃ω(1− 2γmL) . (6.13)

Another approach is to think in terms of the slope of the spectra Em presented

in Eq. (6.11) and plotted in Fig. 6.1. We realize that the single particle energy Em

begins growing with m from m = 0, reaches a maximum at
h

1−Ω−3γ

2γ
+ 1

2

i

, (where

the brackets [ ] represent the integer part function), and becomes monotonically

decreasing from this point. We interpret this in the same way as the harmonic case,

that is to say, those states |m〉 that are in an energy interval with a negative slope are

unstable. According to this interpretation, the angular momentum of a particle must

be less than
h

1−Ω−3γ

2γ
+ 1

2

i

in order to be trapped. This implies that the centrifugal
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limit for a trapped particle with angular momentum mL is

ΩL =ω(1− 2γmL − 4γ) . (6.14)

Although the previous approaches are different, notice that they predict practically

the same centrifugal limit. In our simulations presented in Sec. 6.3, we have taken

the condition given by Eq. (6.14), since it is the most restrictive one.

At this point, we have completely solved the one particle problem. Let us note that

whereas in the harmonic case the maximum rotation frequency coincides always with

the trap frequency, in the system with the quartic perturbation, this centrifugal limit

depends on which is the maximum angular momentum of a particle that we want

to keep trapped. This difference will be crucial to understand why it will be more

difficult to obtain the Laughlin state in the anharmonic case than in the harmonic

one.

6.2 Many particle problem

The Laughlin state is a strongly correlated state, therefore, interaction between atoms

will play an essential role in its experimental realization.

Let us consider, then, a set of N bosons trapped in a well as the one described

previously, and interacting by means of a repulsive contact potential,

V (~r −~r ′) = gδ(~r −~r ′) , (6.15)

where the parameter g accounts for the strength of the interaction, and is related to

the s-wave scattering length, as, and to the localization length in the z direction, ℓz,

by g =
Æ

2
π

as

ℓz
.

We are interested in knowing the ground state of the system for a wide range of g

and V0/ER in order to see under which conditions the Laughlin state could be realized

experimentally. The solution of this problem is trivial in the extreme cases g → 0 and

g →∞.

When g = 0, the atoms do not interact and the ground state of the system is

merely a product state with all the atoms with angular momentum zero.

If g →∞, the atoms will find a configuration in which they are always in a differ-

ent position with the minimum total angular momentum possible. This configuration

that minimizes the interaction energy at the expense of the angular momentum of the

particles is precisely the Laughlin state. As we can see in Eq. (8.1), the interaction
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energy in the Laughlin wave function is strictly zero since the probability that two

atoms are in the same position is null.

For a finite g, the problem of finding the ground state of the system has to be ad-

dressed numerically. In particular, we will solve it by means of exact diagonalization.

With this aim, we can write the Hamiltonian of this system in 2nd quantization form,

Ĥ =

L
∑

j=1

�

(1− 3γ−Ω)n̂i − γn̂2
i
+ 1− 2γ

�

+
1

2

∑

i< j

Vi jkl bi b j b
†
k
b†

l
, (6.16)

where b j and b†
j are the creation and annihilation operators of the mode j which

corresponds to the LLL state with angular momentum j presented in Eq. (6.5), n̂ j ≡
b

†
j b j counts the number of particles with angular momentum j, and Vi jkl are the

coefficients of the interaction in this basis defined by

Vm1 m2 m3 m4
= 〈m1 m2|V̂ |m3 m4〉 =

g

2π

δm1+m2,m3+m4
p

m1!m2!m3!m4!

(m1 +m2)!

2m1+m2
. (6.17)

The cylindrical symmetry of the Hamiltonian allows the diagonalization to be per-

formed in different subspaces of well defined total z-component of L =
∑N

i=1 mi.

Thus, given the parameters Ω, V0/ER and g and a subspace of total angular mo-

mentum L, we construct the multi-particle basis of N particles compatible with L,

calculate the matrix-elements of the Hamiltonian in this subspace by means of Eq.

(6.16), and perform its diagonalization. Once the ground state for each subspace L is

determined, we find the ground state of the system by merely selecting the state with

lowest energy.

An important issue that we have to take into account when we perform the sim-

ulation is to be careful with the centrifugal limit. As we have already seen in Sec.

6.1.3, if we want that the particle with the maximum angular momentum does not

escape from the trap, we have to keep the rotation below the centrifugal limit given

by Eq. (6.14). In our case, in which we want to drive the system into the Laughlin

state, this centrifugal limit is determined by the maximum angular momentum of a

single particle in the Laughlin state, that is N(N −1)/2. Thus, the maximum rotation

frequency is given by Eq. (6.14) taking

mL = N(N − 1)/2 . (6.18)
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6.3 Results and discussion

In what follows, we display the results obtained from exact diagonalization described

in the previous section.

We want to study under which conditions the Laughlin wave function is the ground

state of the system and discuss if these conditions can be realized experimentally.

With this aim, in Fig. 6.2, we present a phase diagram where the fidelity between the

Laughlin state and the ground state of the system is plotted versus the laser intensity

V0/ER and the strength of the contact interaction g. For each value of V0/ER, we

have taken the maximum possible rotation frequency, defined by Eq. (6.14), since it

corresponds to the best condition to achieve the Laughlin wave function. The plot

shows two separated phases. In one of them, the Laughlin state is perfectly obtained

(〈GS|ΨL〉 = 1). It corresponds to high values of the laser intensity and strength of the

interaction. On the contrary, for low values of V0/ER and g the fidelity between the

ground state and the Laughlin state is zero. This phase corresponds to other states

with less angular momenta and not so correlated.

Notice that the transition between the Laughlin and non-Laughlin phases is very

abrupt. This is because the ground state in the non-Laughlin phase has an angular

momentum smaller than the angular momentum that Laughlin state requires. States

with different angular momentum are orthogonal and therefore the fidelity between

them is zero. Nevertheless, when interaction is high enough and it is sufficiently

favorable for the system to have total angular momentum L = N(N−1), the Laughlin

wave function is instantly achieved. This argument is illustrated in Fig. 6.3 for the

case of N = 4 particles. We can see how the system increases its angular momentum

depending on the confinement V0 and the interaction g.

In Fig. 6.2, the shape of the boundary between the Laughlin and non-Laughlin

phases can be easily explained. According to the argument presented in the previous

section, the configuration of the ground state of the system depends on the ratio

between the strength of the interaction g and the energy difference of the single

particle spectrum ∆E ≡ EmL
− E0 = γmL(mL + 1) (see Fig. 6.1). In particular, we

expect two regimes:

• If g ≫∆E, the ground state is the Laughlin state,

• while if g ≪∆E, then ground state is a product state with all the particles with

angular momentum 0.
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Figure 6.2: Density plot of the fidelity between the ground state of the system and the

Laughlin wave function versus the laser intensity V0 and the strength of the contact

interaction g for different number of particles (N=3 and 5). In order to realize the

diagram, the maximum possible rotation frequency ΩL has been considered for each

value of V0. The dashed line represents the dependence of g on the confinement V0 for

the Rubidium atoms case. Although the V0 needed to get the Laughlin as the ground

state of the system increases enormously with the number of particles, we realize that

for small values of N , the laser intensity required is achievable.
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Figure 6.3: Density plot of the angular momentum of the ground state of the system

respect to the laser intensity V0 and the strength of the contact interaction g for N=4.

In order to realize the diagram, the maximum possible rotation frequencyΩL has been

considered for each value of V0.

The transition, then, takes place between these two regimes, that is, when g ∼ ∆E.

This condition implies that

g = f (N)

r

ER

V0
(6.19)

where f (N) ∼ mL(mL + 1) is a function that depends on N .

In Fig. 6.4, we plot the numerical data (
q

ER

V0
, g) corresponding to the points of the

border between the Laughlin and non-Laughlin phases of Fig. 6.2 for N = 4 in order to

see if Eq. (6.19) is fulfilled. We observe a perfect fit between numerical data and Eq.

(6.19) and, performing a linear regression, we determine the slope f (4) = 33.876(1).

The same perfect agreement has been found for N = 3 and N = 5 cases, with slopes

f (3) = 10.779(1) and f (5) = 77.427(3) respectively.

According to Eq. (6.19), we would expect that function f (N) scales as ∼ N(N −
1) (N(N − 1) + 2). Nevertheless, although f (3), f (4) and f (5) seem to scale in this

way, three points are not enough to confirm this behavior.

The dashed line in Fig. 6.2 expresses the dependence of g on the confinement V0

for the Rubidium atoms case (see Eq. (6.20)). It shows the natural path that the sys-

tem would follow increasing the intensity of the laser without improving the strength

of the interaction by means of Feshbach resonance techniques. This illustrates the
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Figure 6.4: Plot of the points (
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ER
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, g) of the border between the two phases (Laugh-

lin and non-Laughlin) of Fig. 6.2 for N = 4. We realize that Eq. 6.19 describes

perfectly its behavior.

advantages of confining ultra-cold gases in an optical lattice. The high confinement

increases the scattering length of the interaction between the atoms,

g =
p

2as|k|
�

V0

ER

�1/4

, (6.20)

which, at the end of the day, is responsible for the high correlation of the ground

state.

Moreover, this enhanced interaction produces a larger energy gap which makes

the optical lattice proposal more robust compared to the harmonic trap setup. This

enhancement in the energy gap of the excitation spectrum can alleviate some of the

challenges for experimental realization of the quantum Hall state for ultra-cold atoms.

In Fig. 6.2, we also realize that the larger the number of atoms of the system is,

higher the laser intensity needed to achieve the Laughlin state. The reason for this is

that for larger N , the maximum angular momenta allowed before the atoms escape

from the trap is larger, mL = N(N − 1)/2. This implies a smaller maximum rotation

frequency ΩL (see Eq. (6.14)), and the requirement of increasing the laser intensity

V0 to compensate this effect. Let us note that increasing V0 we achieve both larger

maximum rotation frequency and a stronger interaction g.

It is interesting to point out that driving the system into the Laughlin wave function
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is not possible by simply increasing the rotation frequency, since the symmetric shape

of the potential conserves the angular momenta and the system would rest in a trivial

non-entangled state with angular momentum zero. To avoid this, we should introduce

some deformation to the wells of the lattice in order to break the spherical symmetry.

For our optical lattice setup this can be achieved by introducing a couple of electro-

optical fast phase modulators whose effect in the rotating frame would be a new

trapping potential with the form Vp ∝ (ω+∆ω)2 x2+ω2 y2. This modification would

change our original Hamiltonian in a new one H +Hε, where

Hε =
ε

4

∑

m

βmb
†
m+2 b

m
+ (m+ 1)b†

m
b

m
+ h.c., (6.21)

where βm =
p

(m+ 2)(m+ 1) and ε=∆ω/ω is a small parameter.

The previous perturbation (6.21) leads to quadrupole excitations, so that states

whose total angular momentum differ by two units are coupled, and the system can

increase its angular momentum. In order to drive the system into the Laughlin state,

we could follow some adiabatic paths in the parameter space (Ω, ε) such that the

gap along this paths is as large as possible, and in this way, keep the system in its

ground state according to the adiabatic theorem [239]. Another possibility would be

to study the optimal control technique which consists of finding a particular variation

of the experimental parameters such that the system finishes at the Laughlin state

after exploring other excited states.

Finally, let us briefly discuss how to check that we have driven the system to the

Laughlin state. First, notice that as the system is in a Mott phase, any measurement

signal will be enhanced by a factor equal to the number of occupied lattice sites.

According to Ref. [240], for any lowest-Landau-level state of a trapped, rotating,

interacting Bose gas, the particle distribution in coordinate space in a time of flight

experiment is related to that in the trap at the time it is turned off by a simple rescaling

and rotation. Thus, it is possible to measure the density profile of our state by merely

accomplishing a time of flight experiment. Notice that by means the density profile it

is possible to estimate the total angular momentum of the system.

Although we can measure the angular momentum of the system, there are many

states with the same angular momentum that are not the Laughlin state. In order

to really distinguish if we got the Laughlin state, or not, we require the measure-

ment of other properties. One possibility is the measurement of correlations. In

Ref. [17], an interesting technique is proposed to measure the correlation functions

g1 = 〈ψ†(r)ψ(r′)〉 and g2 = 〈ψ†(r)ψ†(r′)ψ(r)ψ(r′)〉. These functions are very partic-
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ular for the Laughlin state. In particular, g2 ∝ |r − r ′|4, since, in the Laughlin state,

all the particles have a relative angular momentum mr = 2 between them. Let us just

present the scheme of this technique. The technique is based on the use of gases of

two species that can be coupled via Raman transitions (hyperfine levels). First, all

the atoms are in the same state and the system is driven to the Laughlin state. Then,

we can create an equal superposition of the two species by means of a π/2-pulse

with the laser. Next, we can shift the atoms a small distance compared to the lattice

spacing by moving the lattice of one of the species (as was proposed in Ref. [241]

and experimentally realized in Ref. [242]). Finally, another π/2-pulse is performed

in order to put all the atoms in the same state and the time of flight measurement is

accomplished.

6.4 Conclusions

The method for achieving the Laughlin state in an optical lattice presented in Ref.

[17] has been studied. It has been shown that it is essential to take into account the

anharmonic corrections. A quartic anharmonic term introduces a maximum rotation

frequency that is smaller than in the harmonic case and, therefore, if this was not

considered all the particles would be expelled from their single lattice sites.

Although this more restrictive centrifugal limit makes more difficult to drive the

system into the Laughlin state, since it requires higher values of V0, for systems with

a small number of particles, the Laughlin state is achievable experimentally.

The shape of the boundary between the Laughlin and non-Laughlin phases in

the phase diagram of the system respect to the confinement V0 and the strength of

the interaction g plotted in Fig. 6.2 has been physically explained and analytically

described.





CHAPTER 7

Symmetry breaking in small rotating

cloud of trapped ultracold Bose atoms

In the previous chapter, it has been shown that the Laughlin state is the ground state of

a cloud of repulsive interacting bosons in a rotating harmonic trap when the rotation

frequency is large enough. In this chapter, we want to study which kind of structures

the ground state of the same system has at lower rotation frequencies. In particular,

we wonder if these states would correspond to strongly correlated states (like the

Laughlin case) or, on the contrary, they could be described by means of an order

parameter, in a similar way to the mean-field approach [18]. This order parameter

description of small rotating clouds will allow us to address in a different point of view

the issue of symmetry breaking in Bose-Einstein condensates and the problem of the

interpretation of a time of flight (TOF) measurement in the interference experiment

of two Bose-Einstein condensates.

Symmetry breaking in finite systems has been a subject of intensive debate in

physics, in general (cf. the Ref.[243]), and in physics of ultracold gases in particular

over the years. For Bose-Einstein condensates (BEC) two symmetries play a particular

role: U(1) phase symmetry and SU(2) (or SO(3)) rotational symmetry. In the large

N limit, one breaks these symmetries by hand, as proposed originally by Bogoliubov

[244]. Thus, the accurate way to deal with macroscopic Bose Einstein condensates

129
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(BEC’s) is by the use of a classical field, also called an order parameter, or the wave

function of the condensate. This function is a single particle wave function, which is

the solution of the Gross Pitaevskii equation within the mean field approximation, that

characterizes the system in a proper way [245]. It has an arbitrary, but fixed phase,

and for rotating systems with more than one vortex it exhibits arbitrarily places, but

fixed vortex array. For dilute ultracold Bose gases (i.e. when n|a|3 << 1 [18] where

n is the density and a is the s-wave scattering length) mean field (or Bogoliubov

approach) is capable to reproduce very well the main properties, despite the fact

for finite, fixed N and total angular momentum L, which are both constants of the

motions, mean field theory cannot be exact.

This observation has stimulated a lot of discussion about the nature of the phase

of BEC [246, 247, 248, 249, 250], and particle-conserving Bogoliubov approach

[251, 252, 253]. The modern point of view (for a recent discussion see [254]) implies

that two BEC’s with fixed N each one, will produce a well defined interference pattern

of fringes as a result of the measurement in only one shot (comparable with the cal-

culated n-correlation function) in contrast with the density, which would be obtained

as a mean image of random interference patterns from several shots. The position

of fringes in the given measurement are determined by subsequent localization of

atoms arriving at detectors; the first atom is completely random, second is correlated,

third even more correlated etc. [248, 249]. Thus the information about the pattern

is obtained from the many-body wave function by looking at pair, triple, ... correla-

tions. The breaking of rotational symmetry should occur in large rotating clouds in

the similar way, and a pure L-state would show, in a time-of-flight experiment, a def-

inite interference pattern accurately represented by n-correlation functions, different

from a circular symmetric profile of the single particle density. It would be a test of

the meaning assigned to the measurement. Unfortunately, for large N-systems, the

total angular momentum of the stationary states is not well defined and there is no

qualitative difference between density and n-correlation function, usually showing in

both cases vortex arrays. For small rotating clouds the situation is, however, differ-

ent, as we have shown in Ref. [236]. Typically, the ground states are pure-L states

for most of the values of Ω. Only, in the very narrow window of frequencies, where

the ground states is degenerated with respect to L, vortex arrays can be obtained,

arbitrary small symmetry breaking deformation of the trap potential leads to the ap-

pearance of symmetry breaking vortex arrays both in density and pair-correlations.

Namely, in the regime of pure L ground states, small systems would provide a suit-
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able test for the meaning of the measurement distinguishing between the density or

the pair-correlation output.

In this chapter we study the effects of symmetry breaking in small rotating clouds

of trapped ultracold Bose atoms in more depth, by introducing the rigorous definition

of the condensate wave function, defined as an eigenvector of the one body density

matrix operator (OBDM), corresponding to the largest eigenvalue. Such definition of

the order parameter has been introduced in classical papers on off-diagonal long range

order [255, 256, 257, 258]. It has, however, rarely been used since its application

requires the knowledge of the full many-body wave function, or at least of the exact

OBDM. Since for quantum gases exact analytic solutions are either not known (2D

and 3D), or very difficult to handle (1D), so far this definition has been only applied

to the case of model system with harmonic forces.

Here we apply for the first time to the rotating gas, using exact numerically cal-

culated OBDM for few atom systems. We identify in this way possible states with

vortices, and obtain phase characteristics of the wave function (reflecting quantized

circulation of vortices), and provide unambiguous definition of the degree of con-

densation. With such calculated order parameter we then reproduce the density and

interference patterns for two condensed clouds, and shed new light on the discussion

of the origins of symmetry breaking in finite mesoscopic systems.

7.1 The model: macro-occupied wave function

7.1.1 Description of the system

We consider a two-dimensional system of few Bose atoms trapped in a parabolic ro-

tating trap around the z-axis. The rotating frequency Ω is strong enough to consider

the Lowest Landau Level regime with atoms interacting via contact forces. As we have

seen in the previous chapter, in the second quantized form, the Hamiltonian of the

system projected onto the LLL in the rotating reference frame is described by [236],

Ĥ = α L̂+ β N̂ + V̂ + V̂p ≡ Ĥ0 + V̂ + V̂p , (7.1)

where α = ħh(ω⊥−Ω), β = ħhω⊥, L̂ and N̂ are the total z-component angular momen-

tum and particle number operators, respectively, and

V̂ =
1

2

∑

m1m2m3m4

V1234 a
†
1a

†
2a4 a3 , (7.2)
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where the matrix elements of the interaction term are given by

V1234 = 〈m1 m2 | V | m3 m4〉 =
g

ℓ2π

δm1+m2,m3+m4
p

m1!m2!m3!m4!

(m1 +m2)!

2m1+m2+1
, (7.3)

where g is the interaction coefficient that approximates the potential of the Van der

Waals forces in the very dilute limit, ℓ =
p

ħh/2Mω⊥, and M is the atomic mass. The

last term in Eq. 7.1 is the anisotropic term that mimics the stirring laser and is given

by V̂p = A
∑N

i=1(x
2− y2)i or in second quantized form as

V̂p =
A

2
ℓ2
∑

m

hp

m(m− 1)a+
m

am−2 +
p

(m+ 1)(m+ 2)a†
m

am+2

i

. (7.4)

We assume this term to be a small perturbation of the system, thus, Aℓ2/2
ħh(ω⊥−Ω)

<< 1.

In the previous equations, the operators a†
m

and am create and annihilate a boson

with single-particle angular momentum m, respectively. These single-particle wave

functions are called Fock-Darwin, and are given by

ϕl(~r) = eimθ r le−r2/2/
p
πm! (7.5)

in units of ℓ, where m is the single particle angular momentum. Notice that the many-

body wave functions formed by the product of Fock-Darwin’s are the solutions of Ĥ0

in Eq. (7.1).

The conditions for validity of LLL regime are given by (N−1)g/(4π)≪ (1+Ω/ω⊥)
and (1 − Ω/ω⊥) ≪ (1 + Ω/ω⊥) where ℓ and ħhω⊥ are taken as units of length and

energy, respectively, meaning that the interaction and the kinetic contributions to the

energy per particle are smaller than the energy gap between Landau levels which is

given by (1+Ω/ω⊥). This means that for g = 1 and N less than about 10 particles

the LLL assumption is valid down to frequencies significantly lower than the critical

frequency Ωc, where the nucleation of the first vortex takes place.

7.1.2 Ordered structures in ground states

In Fig. 7.1, it is shown the total angular momentum of the ground state of a system of

N = 5 particles without the anisotropic perturbation V̂p while Ω grows from zero to

ω⊥, the maximum possible value before the system becomes centrifugally unstable.

We observe that the ground state angular momentum remains constant for a finite

range of Ω until transitions to new angular momenta take place at critical values
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labeled as Ωcn. Not all L-values can be associated with the ground states. However,

on the steps, different L-states may be degenerate in energy as in the case of the states

with L = 8, 10 and 12 on the third step (indicated by stars in Fig. 7.1). In Ref. [236], it

is shown that structures of more than one vortex can only be obtained at very specific

plateau steps Ωcn. Only in this steps is possible the unique situation where vortices are

generated in the density corresponds to the steps in the Lgs dependence on Ω, where a

degeneracy of states with different L takes place at Ωcn. At first sight, this result does

not agree with the experimental results reported by Chevy et al. [259]. However, it

can be attributed to an essentially different behavior of systems with a large and a

small number of atoms, respectively. As N grows, the size of some of the plateaus

shown in Fig. 7.1 drastically shrinks in such a way that finite ranges of Ω-values with

energetically degenerate states become possible; not only at critical values Ωcn.
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Figure 7.1: Change of the ground state angular momentum Lgs for N = 5 as the

rotation frequency increases; transitions take place at critical values of the rotational

frequency labeled by Ωcn. (α = ħh(ω⊥−Ω)).

Let us mention, in connection with the previous chapter, that the last possible

ground state at L = N(N − 1) is the Laughlin state, for which the interaction energy

is zero due to the fact that the wave function of each atom has zeros of order two at
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the positions of the other N − 1 atoms; this can be easily deduced from the analytical

expression of the many-body wave function given by,

ΨLaughl in =N
∏

i< j

(zi − z j)
2e−

∑

|zi |2/2ℓ2
. (7.6)

Our main goal is the description of the stationary states for different values of Ω,

analyzed from the rotating frame of reference, unless otherwise stated. Our analysis

is performed using the exact diagonalization formalism, valid for arbitrary interac-

tions and densities. However, in contrast to the mean field approach, this method

deals with multi-particle wave functions and loses the intuitive picture provided by

the mean field order parameter. Our goal is to obtain in a precise way a complex

scalar field that models efficiently the system, and allows to reproduce the important

features, such as the vortex states.

In the regime of relatively low rotation frequency, where the degree of condensa-

tion is high and some vortices appear distributed in an ordered arrays, this scalar field

plays the role of a genuine order parameter. On the other hand, it looses its capabil-

ity to represent the system as Ω approaches the melting point, where the prediction

[235] is that the vortex lattice disappears and the systems turns, for large systems,

into a Laughlin liquid.

7.1.3 Macro-occupied wave function

To obtain the single particle macro-occupied wave function we proceed as follows.

In the first step we generate a vortex state tunning Ω around the critical frequency

within a narrow window where energy degeneracy takes place among eigenfunctions

of Ĥ0 + V̂ , and adjust the anisotropy (the parameter A in Eq. (7.4) to obtain the

appropriate linear combination. A necessary condition to generate vortices is given

by the presence, in the linear combination, of L states with L and L ± 2n where n is

an integer, as can be inferred from Eq. (7.4). The anisotropic term must be extremely

small in such a way that the ground state is extremely similar to the appropriate

combination of the degenerated eigenstates of the symmetric Hamiltonian. To be

concrete, AL/2 must be larger than the energy differences of the L states involved in

the linear combination, and lower than the gaps to their excited states. The output

is quite robust against variations inside these limits. Once the exact vortex ground

state is obtained, information about the mostly occupied Fock-Darwin function is also

available.
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The way to know if there is a "macro-occupied" single particle wave function in the

ground state |GS〉 is to look at the eigenvalues and eigenvectors of the OBDM [18].

That is to say, one must solve the eigenvalue equation
∫

d ~r ′n(1)(~r, ~r ′)ψ∗
l
(~r ′) = nlψ

∗
l
(~r), (7.7)

where

n(1)(~r, ~r ′) = 〈GS | Ψ̂†(~r)Ψ̂(~r ′)|GS〉, (7.8)

with Ψ̂ =
∑∞

m=0ϕm(~r)am being the field operator. If there exist a relevant eigenvalue

n1≫ nk for k = 2, 3, . . . , m0+ 1, then

p
n1ψ1(~r)e

iφ1 (7.9)

plays the role of the order parameter of the system, where φ1 is an arbitrary con-

stant phase. Here, m0 is an integer equal to the largest total angular momentum L

involved in the expansion of the ground state on L eigenfunctions. The order pa-

rameter may be expanded in the form ψ1(~r) =
∑m0

m=0β1mϕm(~r), where ϕm are the

Fock-Darwin functions. Notice that m labels the single particle angular momentum

from m = 0, 1, . . . , m0, whereas k = 1, . . . , m0+1 is a label that distinguishes between

the eigenfunctions of the OBDM.

An alternative, and perhaps even more appropriate single particle basis is de-

termined by the functions ψk(~r). One can define a set of canonical creation and

annihilation operators for them:

b̂
†
k
=

∫

d ~r ′ψ∗
k
(~r ′)Ψ̂(~r ′), (7.10)

and b̂k being the hermitian conjugate of b̂
†
k
. The Hilbert space attain then a tensor

structure with respect to the modes b̂k, and the new Fock (occupation number) many

body basis |n1〉⊗ |n2〉⊗ . . .. The macro-occupied mode contains on average n1 atoms,

but this number fluctuates. This implies that atom number fluctuations between the

macro-occupied mode (condensate) and the rest of the modes (that could be regarded

as phonon modes, quasi-particles) will tend to reduce the fluctuations of the phase.

A natural consequence of this observation is to expect that a very fine approximation

of the ground state is given by the coherent state |α1〉, such that b̂1 |α1〉 =
p

n1ψ1eiφ1

|α1〉. If nk for k = 2, 3, . . . are smaller than n1 we may neglect them, and approximate

the many body wave function by |α1〉 ⊗ |02〉 ⊗ |03〉 ⊗ . . ..
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This representation implies that the next simplifying step would be the represen-

tation of ground state by a classical field containing all the involved coherent states

|αk〉, k = 1, . . . , m0+1 as Ψ(~r) =
∑m0+1

k=1
p

nkψkeiφk with random pases. Calculation of

quantum mechanical averages would then in principle require averaging over random

phases, which makes this approach technically difficult.

As long as the exact ground state is a state with well defined angular momentum,

(a pure L-state solution of the Hamiltonian for Ω far from the narrow windows where

the slight anisotropy has no effect), it is easy to demonstrate that the FD functions

are the eigenstates of Eq. 7.7 and the eigenvalues nl are the occupations usually

used in literature. However, at certain values of Ω where degeneracy takes place

and vortex states without circular symmetry (except the case of only one centered

vortex) are possible [236], the eigenfunctions of Eq. 7.7 are linear combinations of

the FD functions and the macro-occupied functionψ1 that represents the vortex state

has expected single particle angular momentum given by ħhm̃ =
∫

ψ∗1(~r)L̂ψ1(~r)d~r =
∑m0

m=0 | β1 j |2 ħhm .

A convenient definition of the degree of condensation which is sensitive to the loss

of macro-occupation reads

c =
n1 − ñ

N
, (7.11)

where N is the total number of atoms and ñ is the mean occupation calculated without

the first value n1, that is, 1
m0

∑m0+1
k=2 nk. Notice that the usual definition given by n1/N

for N ≫ 1 is not appropriate for small systems as the total number of implied states

(m0 + 1) is now a small number, and so even in the absence of condensation with all

levels equally occupied, such definition implies a condensate fraction of a few percent.

Equation 7.7, on the other hand, approaches zero for equal occupations, as one would

expect.

7.2 Numerical results

7.2.1 Order parameter

In what follows, we show some results that confirm the convenience to represent the

whole system by ψ1 at certain values of Ω. Firs of all, we plot in Fig. 7.2 the degree

of condensation as a function of N , for L = N . Clearly c approaches 1 rapidly as N

grows and is larger than 80% for 8–9 atoms.
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Figure 7.2: Degree of condensation (see Eq. 7.11) as a function of the number of

atoms Nm for the state with L = N .

As a general result, for vortex states, n1 is always larger than the occupation of

the most important FD state within the exact ground state. In addition, ψ1 provides a

non-ambiguous way to characterize vortices, not only showing dimples in the density

profile, but also indicating the position of each one by the change on multiples of 2π

of the phase S(~r) in ψ1(~r) =|ψ1(~r) | eiS(~r) when moving around each vortex.

In Figs. 7.3 and 7.4, for N = 6 atoms, we show for three different values of

Ω, where degeneracy takes place, the comparison between the contour plots of the

density of the exact ground state and the density of ψ1, as well as the map of the

phase S(~r) of ψ1. In the first case, Fig. 7.4(a), the ground state contains two vortices

that appear in a clearer way in the order parameter, as it excludes the non condensed

part that smears the structure of the ground state. The same picture is shown in Fig.

7.4(b) where four vortices become visible. In the second case, the map of the phase

not only localizes vortices with one unit of quantized circulation, but also indicates

that incipient vortices are growing at the edge of the system. In the last case, Fig.

7.4(c), a six-fold symmetry is obtained not attached in this case to vortices, but to

a mixed structure of dimples and bumps, a precursor of the Wigner type structure

observed for few atoms in the Laughlin state at an angular momentum of L = 30

[236].

The degree of condensation decreases as 0.343, 0.192 and 0.015 from Fig. 7.4(a)

to Fig. 7.4(c). The order in vortices and disorder in atoms evolves to order in atoms.
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Figure 7.3: For N = 6, each row shows three dimensional plots of the density of

the ground state and the ψ1 function, respectively. The first row shows a two-vortex

structure at Ω/ω⊥ = 0.941 (degeneracy between L = 10, 12 and 14). The second row

shows a four-vortex structure, Ω/ω⊥ = 0.979 (degeneracy between L = 20, 22 and

24). The third row shows a sixfold structure, Ω/ω⊥ = 0.983 (degeneracy between

L = 24, 26, 28 and 30). In all cases ω⊥ = g = 1 in units of ℓ and ħhω⊥.
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To test the validity of the identification of the order parameter with that of a coherent

state, we calculated the fluctuations of n for the cases considered in Fig. 7.3. We

obtained ∆n = 2.01, 1.32 and 1.25 in qualitative agreement with the values of
p

n

(the fluctuations of real coherent states with the same expected occupation) given by

1.52, 1.15 and 0.97, respectively. This results suggests even better localization of the

phase than for coherent states, and thus justifies the interference calculation of the

following section. As Ω approaches the frequency of the trap, the occupations tend to

equalize and in the Laughlin state, where nl are the FD occupations (since it is a pure

L-state), and the degree of condensation tends to zero.

7.2.2 Interference pattern

Let us now address the issue of the interference pattern produced by the overlap of

two initially independent condensates represented by ψ1 functions. This study is mo-

tivated by an increasing amount of recent work revealing the possibility of obtaining

very detailed experimental information on the interference pattern produced not only

during the overlap of two, or more independent condensates [260, 261, 223, 222],

but also within a unique condensate [262].

The idea underlying our assumption is the following: we represent the two inde-

pendent condensates which we call a and b by their macroscopic occupied function

ψa andψb respectively. By this we mean that the condensates are in two unknown co-

herent states |αa〉 and |αb〉 from which we know their order parameter except for their

constant phases φa and φb (see Eq.(3)). At time t = 0 s the condensates are separated

by a distance d and the traps are switched off. The time evolution of the system is

obtained (once the transformation to the laboratory frame of reference is performed,

multiplying the functions by ex p(−iΩt L̂z)) in three steps: First, the Fourier transform

of the total order parameter (the sum of the two contributions) is performed. Then,

the time evolution of the Fourier components by multiplying them by exponentials

of the type ex p(iħhk2 t/2m) is realized; this step is done under the assumption that

during the time-of-flight the interactions are irrelevant. Finally, in the third step, in-

verse Fourier transformation is performed. The results are shown in Fig. 7.5 where

three different times are considered. Fortunately, the uncertain about the phase re-

lation φ = φa − φb is not important in the case considered, as only two terms are

involved and a change on the relative phase would only produce a global shift of the

interference pattern.



140 Symmetry breaking in small rotating cloud of trapped ultracold Bose atoms

7.2.3 Meaning of a time of flight measurement

We would like to emphasize that systems of small number of particles provide new

possibilities not attachable for large systems with thousands of particles, usually used

in experiments with rotating BEC. This is the case of a possible test on the meaning

of a TOF experiment (see Sec. 5.2). We suggest several possibilities for such experi-

ments. Two types of states could be the appropriate candidates: a pure L state with a

high degree of condensation at relatively low Ω, and the Laughlin state at Ω close to

ω⊥. In both cases, the density and the pair-correlation function have different profiles

in such a way that the outcome of a TOF experiment would distinguish between the

two meanings of measuring.

As an example, we show in Fig. 7.6 the outputs of the Laughlin state for N = 5.

One can consider two different possible ways to realize multiple copies of identical

small systems. Arrays of rotating microtraps, or lattices with rotating on-site potential

wells could be used in one, two, or three dimensions. Alternatively, a one dimensional

lattice rotating around its axis could be employed. Therefore, it is possible to prepare

isolated identical states of few atoms such it has already been shown in the previous

chapter. However, the multiple copies of the systems coming from each site of the

lattice, needed to enhance the signal, could, in principle, destroy the patterns. To pre-

serve the pattern structures present in each site, it is necessary to ensure the same ori-

entation (breaking rotational symmetry) and the same global phase (breaking gauge

symmetry) of all copies in the same way. For our first candidate both symmetries

must be broken, whereas for our second candidate only the second one is needed.

The Laughlin state is a unique number state, linear combination of phase states not

phase degenerated. To achieve the observability of the pattern, we suggest the follow-

ing procedure. On one hand, the presence of a small anisotropy of the trap potential

would break rotational symmetry in the same way in each site and, on the other

hand, phase correlation could be restored, by embedding the microtraps in a “large”

BEC consisting of the same atoms in a different internal state. Such “large” BEC (

a reservoir with a fixed global phase) would provide the phase symmetry-breaking

mechanism for all “small” BEC if a weak Raman coupling between the “large” and

“small” system were used [263, 264]. Namely, the measurement, e.g., of unique

Laughlin-like states should reveal the Wigner-like structures (according to the n-PCF

sampling) if measurement means correlation function and not density. We expect this

possibility to happen. Other ways of detecting small rotating clouds of atoms have

also been discussed in the previous chapter (see Ref. [17]).
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As a last comment let us note that even for 5 atoms the density of the Laughlin

state (see Fig. 7.6)at the center, given by ρ(0) = 0.155, is quite close to its analytical

value in the thermodynamic limit, given by ρ(0) = 1/(2π) = 0.159, that is to say,

apart from non-essential edge effects, the small systems provide a quite good qual-

itative picture typical of larger systems with the same filling factor (or density). It

gives us confidence in our interpretations of stationary states as vortex states, using

the same parameters and definitions used for macro systems.

7.3 Conclusions

We conclude that, we have demonstrated that the use of the eigenfunctions of the

OBDM operator provides a useful and precise tool to analyze the exact ground state

obtained from exact diagonalization and specially the vortex states. These eigen-

functions localize and quantize the vortices and reproduce the time evolution of the

interference pattern of two overlapping condensates. This offers an alternative inter-

pretation about a subject that has attracted much attention recently related with the

interference pattern formation. One possibility suggested by Mullin and collabora-

tors [254] is that the experimental measurement projects the initial condensates in

Fock states into phase states, the atom distribution between the two components be-

come uncertain and the pattern formation is possible. The other possibility discussed

by Cederbaum et al. [265], is that the interference pattern appears if one includes

interaction during the time-of-flight even for states that initially are Fock states. In

our case, the real initial states are Fock states and no interaction is included during

the time-of-flight. However, we assume that the degree of condensation of the initial

states is large enough to be properly represented by an order parameter (condensate

wave function). Fluctuations of the number of condensed atoms reduce the phase

fluctuations and determine the order parameter phase. In effect, exact ground state

manifest themselves as phase states even for small number of particles, and in this

way the interference patter is produced. Note, however, that in our picture the pro-

cess of determination of phase is itself random, and various phases φk are expected

to show up from shot to shot.
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Figure 7.4: For N = 6 the first two pictures on each row show the density contour

plot of the ground state (ρ(x , y)) and the ψ1 function (ρ1(x , y)) respectively. The

third picture shows the map of the phase S(~r) (see text). (a) shows a two vortex

structure at Ω = 0.941 (where degeneracy between L = 10 and 12 takes place). (b)

shows a four vortex structure, Ω = 0.979 (degeneracy between L = 20, 22 and 24).

(c) shows a six-fold structure, Ω = 0.983 (degeneracy between L = 24, 26, 28 and

30). In all cases ω⊥ = g = 1 in units of ℓ and u= ħhω⊥.
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Figure 7.5: Time evolution of the interference pattern during the overlap of two re-

leased condensates initially separated by a distance d = 15ℓ. Initially each condensate

contains N = 6 atoms and their ground states are characterized by L = 6 at Ω = 0.019

and by a mixture of L = 6, 8 and 10 at Ω = 0.0847 respectively (all quantities are in

units of ℓ and u).
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Figure 7.6: For N = 5, three-dimensional and contour plots of the density and pair

correlation function of the Laughlin state (L = 20).



CHAPTER 8

Quantum algorithm for the Laughlin

state

One of the most important goals in the field of quantum computation is to achieve

a faithful and efficient simulation of relevant quantum systems. Feynman first sug-

gested [9, 145] the possibility of emulating a quantum system by means of other

specially designed and controlled quantum systems. Nowadays, as it has been shown

in the previous chapters, ultra-cold atoms in optical lattices are producing the first

quantum simulators [15, 16] and many theoretical proposals have been already pre-

sented in order to approximately simulate strongly correlated systems [17, 266, 267,

268, 216, 232].

In the present chapter, a more ambitious approach to this issue is presented. It

consists in finding the exact quantum circuit that underlies the physics of a given

quantum system. Rather than searching for an analogical simulation, such an exact

quantum circuit would fully reproduce the properties of the system under investiga-

tion without any approximation and for any experimental value of the parameters in

the theory. It is particularly interesting to device new quantum algorithms for strongly

correlated quantum systems of few particles. These could become the first non-trivial

uses of a small size quantum computer. It is worth recalling that strong correlations

are tantamount to a large amount of entanglement in the quantum state and this, in

145



146 Quantum algorithm for the Laughlin state

turn, implies that the system is hard to be simulated numerically [1, 143].

An exact quantum circuit would start from a simple product unentangled state

and would create faithfully any desired state on demand. That is, such a quantum

algorithm would diagonalize the dynamics of the target system. At present, very few

cases are under control [269, 270, 149]. In Ref. [149], the underlying quantum

circuit that reproduces the physics of the thoroughly studied XY Hamiltonian was

obtained. The philosophy inspiring that circuit was to follow the steps of the analytical

solution of that integrable model. It is not obvious how to design a quantum simulator

for non-integrable systems. Here, we shall present a quantum circuit that allows the

controlled construction of a particular case of the Laughlin wave function. Thus, the

quantum algorithm we are putting forward will not produce the complete dynamics of

a Hamiltonian but rather a specific state. That is, our quantum circuit will transform a

trivial product state into a Laughlin state with filling fraction one by means of a finite

amount of local two-body quantum gates.

Let us start by recalling the Laughlin [11] wave function for filling fraction ν =

1/m, which corresponds to

Ψ
(m)

L (z1, . . . , zn) ∼
∏

i< j

(zi − z j)
me−

∑N
i=1 |zi |2/2 , (8.1)

where z j = x j + iy j, j = 1, . . . , n stands for the position of the j-th particle. This state

was postulated by Laughlin as the ground state of the fractional quantum Hall effect

(FQHE) [10]. From the quantum information point of view, the Laughlin state ex-

hibits a considerable von Neumann entropy between for any of its possible partitions

[122]. It is, thus, classically hard to simulate such a wave function making it an ideal

problem for a quantum computer.

8.1 Algorithm design

We shall construct the Laughlin state using a quantum system that consists of a chain

of n qudits (d-dimensional Hilbert spaces). In our case, that is m = 1, the dimension

of the qudits is needed to be d = n. Let us proceed to construct the quantum circuit

by first considering the case of n = 2 particles, then n = 3 and, finally, the general

case.

The Laughlin state can be written in terms of the single particle angular momen-

tum eigenstates, also called Fock-Darwin states ϕl(z) = 〈z|l〉 = z l exp(−|z|2/2)/
p
πl!.
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|1〉
U [2]

∣

∣

∣
Ψ

(2)
L

〉

|0〉

Figure 8.1: Scheme for the quantum circuit that generates the n = 2 Laughlin state

by acting on the product state |Ψ(2)0 〉 = |0, 1〉. Notice that the qubits of the input state

are labeled from bottom to top.

Then, the n = 2 Laughlin wave function reads

Ψ
(2)
L (z1, z2) =

1
p

2

�

ϕ0(z1)ϕ1(z2)−ϕ1(z1)ϕ0(z2)
�

. (8.2)

Let us note that Ψ(2)L (z1, z2) = 〈z1, z2|Ψ(2)2 〉 is simply the projection of the Laughlin state

|Ψ(2)L 〉 =
1
p

2
(|0, 1〉 − |1, 0〉) (8.3)

in coordinates representation, where particle label is retained in the order of qubits

and the angular momentum 0 or 1 is an element of the angular momentum basis. We

switch the representation of the state from coordinates to angular momentum since

we need a finite basis to simulate the state with a quantum circuit. Observables that

depend on the position of the particles need to be written in the new basis in order to

be measured at the circuit output.

8.1.1 Two particles

It is trivial to find a quantum circuit that transforms a product state into the above

n= 2 Laughlin state. Let us first prepare an initial state as |Ψ(2)0 〉 = |0, 1〉 and perform

on it the simple two-qubit gate U[2] as shown in Fig. 8.1. The exact form of the

unitary operator U[2] in the angular momentum basis {|0, 0〉, |0, 1〉, |1, 0〉, |1, 1〉} is

U[2] =













1 0 0 0

0 1p
2

1p
2

0

0 − 1p
2

1p
2

0

0 0 0 1













. (8.4)
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Figure 8.2: Quantum circuit that produces the n = 3 Laughlin state acting on a prod-

uct state |Ψ(3)0 〉 = |0, 1, 2〉.

8.1.2 Three particles

Let us now move to the more complicate case of the Laughlin state with three parti-

cles, n = 3. We now need to consider a system of three qutrits d = n = 3. Following

similar steps as we did for n = 2, we take as initial state |Ψ(3)0 〉 = |0, 1, 2〉, that is,

each qutrit is prepared in a different basis element, representing different angular

momenta. The aim of the quantum circuit is to antisymmetrize this initial state, since

the Laughlin wave function for m = 1 is simply the Slater determinant of the single

particle wave functions

〈z1, z2, z3|Ψ(3)L 〉 =
1
p

6

�

�

�

�

�

�

�

ϕ0(z1) ϕ0(z2) ϕ0(z3)

ϕ1(z1) ϕ1(z2) ϕ1(z3)

ϕ2(z1) ϕ2(z2) ϕ2(z3)

�

�

�

�

�

�

�

. (8.5)

To do this, we define the two-qutrit unitary operators Wi j(p) as

Wi j(p)|i j〉 =pp|i j〉 −
p

1− p| ji〉

Wi j(p)| ji〉 =
p

p| ji〉+
p

1− p|i j〉 , (8.6)

for i < j, 0 ≤ p ≤ 1, and Wi j|kl〉 = |kl〉 if (k, l) 6= (i, j). We realize that for the

case of qubits and p = 1/2 we recover the gate U[2] of Eq. (8.4). Let us note

that the unitary operator Wi j is a linear combination of the identity (p = 1) and the

simple transposition (p = 0) operators, where a simple transposition is defined as

the transposition between two contiguous elements. The architecture of the quantum

circuit that produces the n = 3 Laughlin state in Eq. (8.5) by means of the local gates

from Eq. (8.6) is presented in Fig. 8.2.

8.1.3 General case

So far, we have seen the quantum circuits that produce the Laughlin state for n = 2

and 3. From these cases, a general scheme emerges that will produce the correct
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|n − 2〉
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∣

∣

∣
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Figure 8.3: Quantum circuit that produces the Laughlin state for an arbitrary number

of wires (n+ 1) acting on a product state |Ψ(n)0 〉 = |0, 1, 2, · · · , n〉. Note its recursive

structure, U[n+ 1] = V
[n+1]

1 V
[n+1]

2 . . . V [n+1]
n

U[n], where V gates are defined in Eq.

(8.9).

quantum circuit for an arbitrary number of particles. Let us proceed by induction.

We will assume that we already know the quantum circuit, U[n], that produces the

Laughlin state for n qudits when acting on |Ψ(n)0 〉 = |0, 1, 2, . . . , n− 1〉. We now need

to complete the circuit to achieve the n + 1 Laughlin state from the product state

|Ψ(n+1)
0 〉 = |0, 1, . . . , n− 1, n〉.
The Laughlin state for n qudits has the form

|Ψ(n)L 〉=
1
p

n!

∑

P

sign(P)|a1, . . . , an〉 , (8.7)

where the sum runs over all the possible permutations of the set {0, 1, . . . , n−1} and,

given a permutation, ak represents its k-th element. The relative sign between two

permutations corresponds to the parity of the number of transpositions needed to

transform one into the other. If we add another qudit, the system is in a product state

|Ψ(n)L 〉|n〉. According to Eq. (8.7), we want to generate a superposition of (n + 1)!

permutations corresponding to the n+ 1 states of the Laughlin wave function, from

the superposition of n! permutations that we already have in the n-qudit case.

Let us note that, if we have the set of n! permutations of n elements, we can

generate the set of permutations of n+ 1 elements by performing successive simple

transpositions between the new element and its preceding neighbour in the sequence
�

{a1, . . . , an, n} , {a1, . . . , n, an}, . . ., {n, a1, . . . , an}
�

. This idea suggests a circuit as the

one shown in Fig. 8.3. In this scheme, the gate V [n+1]
n

should produce a superposi-

tion of all the permutations |a1, . . . , an, n〉 with |a1, . . . , n, an〉. The gate V
[n+1]

n−1 should

do the same task in the next site, that is, should produce a superposition between
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|a1, . . . , an−1, n, an〉 and |a1, . . . , n, an−1, an〉. This scheme works successively till V
[n+1]

1 .

This general structure implies that V [n+1]
n

has to be decomposed in terms of the

W -gates presented previously,

V [n+1]
n

=W0n(p)W1n(p) . . . Wn−1 n(p) , (8.8)

where p is a common weight due to the fact that the 0, . . . , n−1 states in the Laughlin

wave function are indistinguishable. Let us note that all the operators Win in the

previous expression commute among themselves and, therefore, the order in which

they are applied is irrelevant.

In order to determine the weight p in the V [n+1]
n

gate, we realize that if all the

transpositions only involve the state n, the states |a1, . . . , an, n〉 will not be affected

by the rest of gates, and they should already have the correct normalization factor
1p
(n+1)!

after applying V [n+1]
n

. This implies p = 1
n+1

.

We proceed in a similar way to determine the rest of gates, and we obtain

V
[n+1]

k
=

n−1
∏

i=0

Win , (8.9)

where, given a k, all the W gates have the same weight 1/(k + 1) and k = 1 . . . n−
1. Notice that the Wi j gates act on states with i < j along the whole circuit and,

therefore, they always generate the negative combination
p

p|i j〉 −
p

1− p| ji〉. This

is the reason why each term of the final state has the appropriate sign, since a minus

sign is carried in each transposition.

The above discussion produces our main result, that is, the circuit shown in Fig.

8.3 that uses the definition of its gates in Eq. (8.9). Such a quantum circuit will

generate the m = 1 Laughlin wave function for an arbitrary number of qudits. In

particular, the quantum circuit corresponding to 5 qudits is presented in Fig. 8.4.

8.2 Circuit analysis

8.2.1 Scaling of the number of gates and the depth of the circuit

respect to n

The recursive structure of the circuit (Fig. 8.3) makes easy to calculate how the

number of gates N(n) and the depth D(n) of the circuit scale with the total number
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Figure 8.4: Quantum circuit that produces the Laughlin state of 5 particles acting on

a product state |01234〉.

of particles n. An elementary counting gives the result

N(n) = (n− 1) + N(n− 1) =
n(n− 1)

2
D(n) = D(n− 1) + 2 = 2n− 3, (8.10)

with N(2) = 1 and D(2) = 1. The quantum circuit that delivers the Laughlin state

is, thus, efficient since the number of gates scales polynomially. This is a non-trivial

result since, in general, an arbitrary unitary transformation acting on n qudits U(dn)

requires an exponential number of two-qudit gates O(d2n−3) to be performed [271].

8.2.2 Proof that the circuit is minimal

Let us now discuss the optimality of our quantum circuit. As we mentioned before, a

simple transposition, si, is defined as the transposition between two contiguous ele-

ments, i and i+1. Any permutation can be decomposed in terms of a series of simple

transpositions and its minimal decomposition is called the canonical reduced decom-

position (CRD). There are two particular interesting permutations: (i) the minimum

permutation (0, 1, 2, . . . , n− 1) whose CRD is the identity, and (ii) the maximum per-

mutation (n− 1, n− 2, . . . , 0) whose CRD reads s1(s2s1)(s3s2s1) . . . (sn−1 . . . s1) , and it

is the permutation with the largest number of simple transpositions in its CRD. Then,

a circuit that produces the state corresponding to the maximum permutation needs

as many gates as the number of simple transpositions of its CRD, that is n(n− 1)/2.

The Laughlin state contains this maximum permutation, therefore, its quantum cir-

cuit must have, at least, n(n− 1)/2 gates, that is precisely the number of gates in our

proposal.
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8.2.3 Entanglement

It is also possible to analyze the way entanglement grows along the circuit. In order

to do this, we calculate how much entanglement each gate of the circuit generates,

that is, we determine the increase of the von Neumann entropy between the two parts

of the system separated by a given gate,

∆S
�

V
[n]

k

�

= log2

�

n

n− k

�

. (8.11)

The von Neumann entropy between k particles and the rest of the system is simply the

sum of the contributions of those gates that are in the row which separates the system

in k and n− k wires. These gates are V
[n′]

k
for k+ 1 ≤ n′ ≤ n and the entanglement

entropy reads

Sn,k =

n
∑

n′=k+1

∆S
�

V
[n′]

k

�

= log2

�

n

k

�

. (8.12)

This expression recovers in a clean way the same result as the one found in Ref.

[122], which was proven exact. Let us also remark that although each single particle

is maximally entangled with the rest of the system, a subset of k ≤ n/2 particles does

not saturate the entropy,

Sn,k ≤ k log2 n . (8.13)

8.3 Experimental realization

A experimental realization of our proposal will probably need to work on qubits rather

than qudits. It is, then, necessary to find an efficient reduction of our algorithm to

qubits. The easiest way to encode a qudit in terms of qubits is the binary basis. Then,

an arbitrary single state |i〉 can be decomposed as

|i〉 = |ir〉 . . . |i2〉|i1〉 , (8.14)

where i =
∑r

k=1 2k−1ik, r ∼ log2 n is the number of bits needed to represent n, and

ik = 0, 1 ∀k = 1, . . . , r.

Now, we want to find the gates that acting on these qubits implement the W

gates. Wi j acts non trivially on the space spanned by the computational basis states

|i j〉 ≡ |ir , . . . , i1, jr, . . . , j1〉 and | ji〉 ≡ | jr , . . . , j1, ir , . . . , i1〉, and is the identity for the

rest of states. Let us define W̃ as the non trivial 2× 2 sub matrix of W that acts on
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this subspace. According to Eq. (8.6), W̃ takes the form

W̃ ≡
 p

p
p

1− p

−
p

1− p
p

p

!

, (8.15)

and it corresponds to the exponentiation W̃ = exp
�

iθσy

�

of the σy Pauli matrix for

p = cos2(θ/2). In order to implement an arbitrary Wi j gate, we have to follow three

steps: (i) first, we compare the binary expressions of ir . . . i1 jr . . . j1 and jr . . . j1ir . . . i1,

and notice which bits are different. Then, we carry out a sequence of binary numbers,

starting with i j and concluding with ji, such that adjacent members of the list differ

in only one bit. These sequences are called Gray codes [145]. (ii) Next, we implement

a quantum circuit performing a series of multi-qubit controlled gates that change the

state i j according to the previous sequence. Each multi-qubit gate transforms the

corresponding state of the sequence into the next one. These multi-qubits gates are

carried out until it only remains a different bit between the last transformed state and

ji. (iii) At this point, we perform a controlled-W̃ gate, or alternatively its complex

conjugate W̃ †, taking this different qubit as target. We will apply W̃ or W̃ † depending

on the initial state in which the single gate is performed. Finally, the reversed previous

sequence of multi-qubit controlled gates is performed.

This abstract construction can be illustrated with the example of the W35 gate that

acts non-trivially on the states |011 101〉 and |101 011〉. One possible sequence of

Gray codes that connect 011 101 and 101 011 is

0 1 1 1 0 1

1 1 1 1 0 1

1 0 1 1 0 1

1 0 1 0 0 1

1 0 1 0 1 1 .

(8.16)

From this, we can read its corresponding circuit, shown in Fig. 8.5. Notice that the

first three multi-qubit controlled gates transforms |011 101〉 into |101 001〉. Next, the

W̃ gate is applied to the fifth qubit, affecting only the states |101 001〉 and |101 011〉
due to the conditions on rest of qubits. Finally, we reverse the application of the multi-

qubit controlled gates, ensuring that |101 001〉 gets swapped back with |011 101〉. It is

important to point out that these multi-qubit controlled gates are not two-qubit gates,

as, in principle, it would be suited. Nevertheless, it is known that these controlled

operations can be performed by means of O(r) single qubit and CNOT gates [272,
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Figure 8.5: Implementation of the W35 gate in terms of multi-qubit control gates. Each

of these controlled operations can be decomposed in single qubit and CNOT gates.

273] which can be implemented experimentally [274, 275]. Thus, if we consider

that the number of W -gates that we have to perform to implement our proposal for n

qudits is n(n− 1)(2n− 1)/6, the number of single qubit and CNOT gates required by

our circuit scales as O
�

n3(log2 n)2
�

. In particular, for n = 2, only 4 single and 2 CNOT

gates are required to construct the Laughlin state. These gates can be performed

experimentally in an ion trap by means of a sequence of 16 laser pulses. In the case

of n = 3, the circuit requires a total of 6 qubits and the action of 72 Toffoli gates, 18

CNOT gates and 20 single gates, which amounts to 1208 laser pulses using present

technology. It seems likely that in a near future a quantum circuit for the n = 3 state

might be experimentally feasible.

There is a second way of encoding a qudit in the state |i〉, that is, take n qubits,

set the i-th one to |1〉, and then the rest to |0〉, i. e. |i〉 = |0 . . . 010 . . . 0〉. Although this

unary encoding requires n qubits, it has the advantage that allows us to implement

the W -gates using O
�

n3
�

gates. This unary encoding requires n qubits compared

to the log2 n required before. Nevertheless, it has the advantage that allows us to

implement the W -gates using O
�

n3
�

gates.

Moreover, let us note that we can transform our antisymmetrization circuit into

a symmetrization one by just changing the signs of the definition of the W gates in

Eq. (8.6), i.e.
p

p|i j〉 ∓
p

1− p| ji〉 → p
p|i j〉 ±

p

1− p| ji〉. Another possibility of

performing the same symmetrization would be to invert the order of the input state of

the circuit (|n−1, . . . , 0〉 instead of |0, . . . , n−1〉) and to apply the gates Wn−1−i,n−1− j ,

instead of Wi j, along the circuit. In both cases, W gates always act in the positive

combination and the final state obtained is fully symmetric in all permutations. This

is the so-called “permanent” state and it is a universal state for quantum computation

[276].
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8.4 Conclusions

We have designed a quantum algorithm that creates the Laughlin state for an arbitrary

number of particles n in the case of filling fraction one. Our proposal is efficient since

it only uses n(n− 1)/2 local qudit gates and its depth scales as 2n− 3.

Moreover, the presented circuit can be used both to symmetrize and anty-symmetrize

any product state. It has been also proven the optimality of the proposal using per-

mutation theory arguments and studied how entanglement develops along the action

of each gate. We have also shown its experimental feasibility decomposing the qudits

and the gates in terms of qubits and two qubit-gates.

Finally, let us conclude with some comments on the generalization of our proposal

to other values of m. The first observation is that, if m > 1, the number of states that

appear in the superposition of the Laughlin wave function is much larger than the

simple permutations of the input single states. The corresponding quantum circuit,

therefore, cannot be only composed of W -gates. This will increase a lot the degrees of

freedom of our elementary gates and, thus, its complexity. Though specific examples

for low values of n and m can be found, a general scheme is still missing.





CHAPTER 9

Conclusions and outlook

In this thesis, we have addressed the simulation of Quantum Mechanics. We have

used tools both from Quantum Information and from Condensed Matter Physics. In

the first part, we have studied entanglement in many body quantum systems and

analyzed which features of those systems can be simulated in a classical computer. It

has been shown that any state that verifies the area-law for the entanglement entropy

can be efficiently represented using tensor networks.

Nevertheless, an issue that it is not clear is which features a Hamiltonian must

have so that its ground state fulfills area-law. On one hand, the situation is well un-

derstood for translationally invariant systems. If such a system has local interactions

and is gapped, an area-law always emerges. If the system is at the critical point, and

therefore gapless, entanglement entropy scales logarithmically. On the other hand,

what happens with the non-translationally invariant systems is not clear yet. In fact,

in Chapter 4, we have presented a simple XX spin chain with the appropriate fine

tuning of the coupling constants that verifies a volume law for the entanglement en-

tropy. A future direction of our work could be to study the necessary and sufficient

conditions for having an area-law.

Another important conclusion of the first part of the thesis is that Quantum In-

formation has provided a series of new tools to study Condensed Matter systems.

Indeed, in Chapter 2, we see how the scaling of the entanglement entropy is com-
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pletely connected with the criticality of the system and, therefore, with its correlation

length. With this respect, we think that it would be interesting to study the con-

nections between multi-partite entanglement and many body quantum systems. The

main obstruction to do this is that a satisfactory definition of a multi-partite entangle-

ment measure has not been found yet. With the aim of finding a measure of multi-

partite entanglement, we have already started to study maximally entangled states in

multipartite systems. Another interesting future work would be to study the scaling

of entanglement and the simulation by tensor network techniques of strongly corre-

lated systems like the Bose Hubbard model or a discretized version of the Fractional

Quantum Hall Effect.

In the second part of the thesis, we have addressed the problem of simulating

quantum many body systems using other well controlled quantum systems. We have

seen that, due to the good experimental control, cold atoms are hot candidates to im-

plement this kind of simulation. Hence, in Chapter 6, we have improved a proposal

of generating a Mott state of Laughlin wave functions in an optical lattice. The cur-

rent control on this kind of systems already allows the implementation of theoretical

proposals. In this context, we think that the tensor networks mentioned before can

be a very good tool in order to provide theoretical proposals of quantum simulators.

In Chapter 7, structures of vortex that appear in a rotating cloud of few atoms

have been described by means of an order parameter. It is interesting to point out

that by changing the rotation frequency of the trap, the structure of the ground state

changes dramatically: from an order parameter (single particle wave function that

describes perfectly the whole system) to the Laughlin sate, i. e. , a strongly correlated

state that cannot be described with less parameters. An interesting question that we

would like to study in detail is how this transition takes place and, in particular, how

entanglement evolves in this transition.

Finally, in the previous chapter, we have proposed a quantum circuit that produces

the Laughlin state for filling fraction equal to one. We have shown that this may be

one of the first applications of the quantum computer prototypes. Although, in this

case, we have been able to find an efficient proposal, the number of single qubit gates

and C-NOTs that must be performed in order to simulate a system of few particles is

large. This will make the experimental realization of this kind of simulations difficult

in a near future.

The interplay between Quantum Information and Condensed Matter physics will

continue to be a fruitful field during the next years. On one hand, tensor networks will
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be an excellent tool to develop theoretical proposals of strongly correlated systems of

few particles. On the other hand, the current experimental control in ultra-cold atoms

will allow us to see and to study some Condensed Matter phenomena that had been

inaccessible until now.





APPENDIX A

Contribution to the entanglement

entropy and the single copy

entanglement of large angular

momenta modes

A.1 Perturbation theory

We need to perform a perturbative computation for large momenta in order to deter-

mine the contribution to the total entropy and single copy entanglement of all angular

momentum modes.

We organize our computation in three parts. In the first part, we carry out per-

turbation theory with matrices, following the same steps as explained in sec. (3.2.2)

when considering the aproximation l ≫ N . This will produce an analitical expres-

sion for the ξ’s parameters. The second part of the computation consists in Taylor

expanding the above results for ξ in a series in l−1. Finally, we will get the entropy

and single copy entanglement contributions, expanding the entropy and single copy

modes in terms of l−1 powers, and summing over l. In this sum l take values from

l0 until infinity, where l0 must be suffitiently large, such that all aproximations done

161



162
Contribution to the entanglement entropy and the single copy entanglement of large

angular momenta modes

previously are right.

A.1.1 Computation of the ξ parameter

Let us recall that, for l ≫ N , the non diagonal elements of K in Eq. (3.20) are

much smaller than the diagonal ones. That gives us the possibility of setting up a

perturbative computation.

We split up the K matrix in a diagonal K0 and non diagonal λη, matrices where

λ is just introduced to account for the order in a perturbative expansion of the non-

diagonal piece,

K = K0+λη . (A.1)

We will follow the steps described in Sec.3.2.2. We expand Ω ≡
p

K in its different

contributions to order λ,

Ω = Ω0+λε+λ
2ε̃+λ3ε̂+O(λ4) . (A.2)

To get each term we impose the condition Ω2 = K ,

(Ω0)i j = Ωiδi j

(ε)i j = εiδi+1, j + ε jδ j+1,i

(ε̃)i j =
ε2

i
+ ε2

i−1

Ωi +Ω j

δi j +
εiε j−1

Ωi +Ω j

δi+2, j

+
ε jεi−1

Ωi +Ω j

δi, j+2

(ε̂)i j =
(εε̃+ ε̃ε)i j

Ωi +Ω j

. (A.3)

where Ω j and ε j are defined since

Ω j ≡
È

l(l + D− 2)

j2
+ω j ,

ω j ≡
�

1+
1

2 j

�D−1

+

�

1−
1

2 j

�D−1

+µ2 ,

ε j ≡−
j + 1

2
p

j( j+ 1)

1

Ω j +Ω j+1
. (A.4)
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We structure Ω in three matrices A, B and C ,

A≡ Ω(1÷n, 1÷n) = A0+λA1 +λ
2A2+O(λ3)

B ≡ Ω(1÷n, n+ 1÷N) =

= λB0 +λ
2B1 +λ

3B2 +O(λ4)

C ≡ Ω(n+ 1÷N , n+ 1÷N) =

= C0 +λC1 +λ
2C2 +O(λ3) . (A.5)

From these matrices, we define β and γ which we write in series of λ

β ≡
1

2
BT A−1B = λ2β0+λ

3β1+λ
4β2+O(λ4)

γ≡ C − β = Ω0+λε+O(λ2) , (A.6)

where,

β0 =
1

2
BT

0 A−1
0 B0 =

ε2
n

2Ωn

δi,1δ j,1

β1 =
1

2
(BT

1 A−1
0 B0 + BT

0 A−1
0 B1 + BT

0 A−1
1 B0) =−

ε2
n

2Ωn

εn+1

Ωn+Ωn+2
(δi,2δ j,1+δi,1δ j,2)

β2 =
1

2
(BT

2 A−1
0 B0 + BT

0 A−1
0 B2 + BT

0 A−1
2 B0 + BT

1 A−1
0 B1 + BT

1 A−1
1 B0 + BT

0 A−1
1 B1) . (A.7)

We shall see later, that at 2n order perturbation in λ, only (β2)11 and (β2)22 of β2 are

necessary. Then,

(β2)11 =
ε2

n

2Ωn

¨

ε2
n−1

ΩnΩn−1
+
ε2

n−1+ ε
2
n

2Ω2
n

+
Ωn

Ωn−1

ε2
n−1

(Ωn+1 +Ωn−1)
2
+

2ε2
n−1

Ωn−1(Ωn+1 +Ωn−1)

+
2

Ωn(Ωn+Ωn+1)

�

ε2
n+1

Ωn+Ωn+2

ε2
n+1+ ε

2
n

2Ωn+1
+
ε2

n
+ ε2

n−1

2Ωn

+
ε2

n−1

Ωn+1 +Ωn−1

�«

(β2)22 =
ε2

n

2Ωn

ε2
n+1

(Ωn+Ωn+2)
2

. (A.8)

Let us diagonalize γ,

γD = VγV T , (A.9)

where V is an orthogonal matrix (V V T = 1l). Therefore, the eigenvalues are

det(γ−w1l) =
N−n
∏

i=1

(Ωn+i −w) +O(λ2) = 0

⇒ wi = Ωn+i +O(λ2) , (A.10)
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and

(γD)i j = (Ωn+i +O(λ2))δi j . (A.11)

If we impose (A.9) over V = V0 +λV1 +λ
2V2 +O(λ3), we obtain,

V0 = 1l

(V1)i j =
εn+i

Ωn+i −Ωn+ j

δi+1, j +
εn+ j

Ωn+ j −Ωn+i

δi, j+1

(V2)11 =
1

2

�

εn+1

Ωn+1−Ωn+2

�2

. (A.12)

Once we have V and γD we are able to compute β ′ = λ2(β ′0 + λβ
′
1 + λ

2β ′2 +O(λ3)),

which is defined by,

β ′ ≡ γ−
1
2

D VβV Tγ
− 1

2
D . (A.13)

Thus,

β ′0 = (γ
− 1

2
D )0β0(γ

− 1
2

D )0

β ′1 = (γ
− 1

2
D )0

�

β1 + V0β1+ β1V T
0 + V1β0+ β0V T

1

�

(γ
− 1

2
D )0

β ′2 = (γ
− 1

2
D )2β0(γ

− 1
2

D )0 + (γ
− 1

2
D )0β0(γ

− 1
2

D )2+ (γ
− 1

2
D )0

�

β2+ V1β1+ β1V T
1 + V2β0+ β0V T

2

+V1β0V T
1

�

(γ
− 1

2
D )0 (A.14)

and therefore,

(β ′0)i j =
ε2

n

2Ωn+1Ωn

δi,1δ j,1

(β ′1)i j =
ε2

n

2Ωn+1Ωn

r

Ωn+1

Ωn+2
εn+1

�

1

Ωn+1 −Ωn+2
+

1

Ωn+Ωn+2

�

(δi,1δ j,2+δi,2δ j,1)

(β ′2)11 =
(β2)11

Ωn+1
−

ε2
n

2ΩnΩn+1

ε2
n+1

(Ωn−Ωn−1)
2

−
ε2

n

2ΩnΩn+1

�

2ε2
n+1

(Ωn+2+Ωn)(Ωn+1 −Ωn+2)
−

1

2Ω2
n+1

�

ε2
n+1

Ωn+1+Ωn+2

Ωn+1−Ωn+2
− ε2

n

Ωn+Ωn+1

Ωn

�
�

(β ′2)22 =
ε2

n
ε2

n+1

2Ωn+2Ωn

�

1

Ωn+1−Ωn+2
+

1

Ωn+Ωn+2

�2

. (A.15)

It will be useful to write β ′ in its matrix form,

β ′ = λ2















an+λ
2cn λdn 0 . . .

λdn λ2en 0 . . .

0 0 0 . . .
...

...
...

. . .















+O(λ5) , (A.16)
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where,

an ≡
ε2

n

2Ωn+1Ωn

dn ≡ an

r

Ωn+1

Ωn+2
εn+1

�

1

Ωn+1−Ωn+2
+

1

Ωn+Ωn+2

�

(A.17)

and cn and en are respectively (β ′2)11 and (β ′2)22. We can observe now, that if we had

not found the second order contribution of (β ′)11 and (β ′)22, we would not have been

able to compute the eigenvalues of β ′ to this order.

Diagonalizing β ′, we find the eigenvalues v1 and v2,

v1 = λ
2

�

an +λ
2

�

cn+
d2

an

�

+O(λ3)

�

v2 = λ
4

�

en−
d2

n

an

�

+O(λ5) = 0+O(λ5) , (A.18)

which allows us to compute the ξi ’s parameters,

ξi =
vi

1+
p

1− v2
i

, (A.19)

and which read

ξ1 =
λ2

2

�

an +λ
2

�

cn+
d2

an

�

+O(λ3)

�

ξ2 = 0+O(λ5)

ξi = O(λ7) ∀ i > 2 . (A.20)

A.1.2 Expansion of ξ in terms of l−1 powers

We rename ξ1 as ξ, and neglect the rest since at this order they are 0 and no con-

tribute neither to the entropy nor to the single copy entanglement. We are interested

in expanding ξ in powers of l−1. To do this, we have to expand first Ω j and ε j,

Ωn = l

9
∑

i=0

Ω(i)
n

l i
+O(l−9) , (A.21)
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where,

Ω(0)
n
=

1

n

Ω(1)
n
=

D− 2

2n

Ω(2)
n
=

nωn

2
+
(D− 2)2

8n

Ω(3)
n
=
(D− 2)3 − 4(D− 2)n2ωn

16n

Ω(4)
n
=−

5(D− 2)4 − 24(D− 2)2n2ωn+ 16n4ω2
n

128n

Ω(5)
n
=

7(D− 2)5

256n
+
−40(D− 2)2n2ωn+ 48n4ω2

n

256n
(A.22)

... .

No more coefficients have been presented here since they have huge expressions and

they don’t shed any light on our arguments. Using Ωn we can obtain the expansion of

εn,

εn =
1

l

6
∑

i=0

ε(i)
n

l i
+O(l−8) , (A.23)

where,

ε(0)
n
=
(η)n,n+1

Ω(0)
n
+Ω

(0)
n+1

ε(1)
n
=−ε(0)

n

Ω(1)
n
+Ω

(1)
n+1

Ω(0)
n
+Ω

(0)
n+1

ε(2)
n
= ε(0)

n







 

Ω(1)
n
+Ω

(1)
n+1

Ω(0)
n
+Ω

(0)
n+1

!2

−
Ω(2)

n
+Ω

(2)
n+1

Ω(0)
n
+Ω

(0)
n+1





 (A.24)

... .

Once we have Ωn and εn in series of l−1, we can expand ξ,

ξ=
1

l4

6
∑

i=0

ξi

l i
+O(l−10) , (A.25)
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with

ξ0 =
(ε(0)

n
)2

4Ω(0)
n
+Ω

(0)
n+1

ξ1 = ε
(0)
n

2ε(1)
n
Ω(0)

n
Ω
(0)
n+1 − ε(0)n

�

Ω(1)
n
Ω
(0)
n+1 +Ω

(0)
n
Ω
(1)
n+1

�

4
�

(Ω(0)
n
)2 + (Ω

(0)
n+1)

2
� (A.26)

... .

Although ξ depends on the number of oscillators which we trace out, we have omitted

the subindex n to simplify the notation.

A.1.3 The entropy

The contribution to the entropy of a (l, {m})-mode becomes,

Sl{m} =− log (1− ξl)−
ξl

1− ξ logξl ≃
∞
∑

k=1

�

1

k
− log(ξ)

�

ξk . (A.27)

If we substitute ξ,

Sl{m} =
1

l4

5
∑

k=0

sk + tk log l

lk
+O(l−10) , (A.28)

where,

s0 = ξ0 − ξ0 logξ0

s1 = −ξ1 logξ0

s2 = −
ξ2

1

2ξ0
− ξ2 logξ0

s3 =
ξ3

1 − 6ξ0ξ1ξ2

6ξ2
0

− ξ3 logξ0

... ,

and

t i = 4ξi 0< i ≤ 3

t4 = 4(ξ2
0 + ξ4)

t5 = 4(2ξ0ξ1 + ξ5) . (A.29)
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To determine the contribution to the entropy of all modes with the same l, we use the

expansion of the degeneration,

ν(l, D) =

�

l + D− 1

l

�

−
�

l + D− 3

l − 2

�

= lD−2
∞
∑

k=0

νk(D)

lk
, (A.30)

which allows us to sum over all the possible values of {m},

∑

{m}
Sl{m} = ν(l, D)Sl{m} =

5
∑

i=0

σi log l +τi

l6−D+i
+O(lD−12) (A.31)

where τk ≡
∑k

j=0 ν j tk− j and σk ≡
∑k

j=0 ν jsk− j. Finally, we can compute the contri-

bution to total entropy, for l from l0 to ∞, where l0 is big enough such that these

aproximations are justified.

∆S ≃
5
∑

j

σ j

 

ζ(6− D+ j)−
l0
∑

l=1

1

l6−D+ j

!

−
5
∑

j

τ j

 

ζ′(6− D+ j) +

l0
∑

l=1

log l

l6−D+ j

!

,

(A.32)

being ζ(k) the Riemann Zeta function, and ζ′(k) its derivative.

A.1.4 The single-copy entanglement

We can do the same as for the entropy to find the contribution to the single-copy

entanglement for large values of l. First, we expand the contribution to the total

single-copy entanglement of the (l, {m})modes,

(E1)l{m} ≃ − log (1− ξl) =

5
∑

i=0

κi

l4+i
+O(l−10) , (A.33)

where,

κi = ξi 0 < i ≤ 3

κ4 = (
ξ2

0

2
+ ξ4)

κ5 = (ξ0ξ1+ ξ5) . (A.34)

Next, we sum for all possible values of {m}, using Eq.(A.30),

(E1)l = ν(l, D)(E1)l{m} =

5
∑

i=0

Λi

lD−6+i
, (A.35)
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where Λk ≡
∑k

j=0 ν jκk− j. Proceeding as before, we finally get

E1 ≃
5
∑

j=0

Λ j

 

ζ(6− D+ j)−
l0
∑

l=1

1

l6−D+ j

!

. (A.36)





APPENDIX B

Real space renormalization group in a

XX model of 4 spins

We consider first a simple XX model with only 4 spins and couplings {λ, 1,λ}. We can

rewrite the Hamiltonian of the system as a perturbation theory problem,

H = H0 +λV , (B.1)

where,

H0 = σ
X
2σ

X
3 +σ

Y
2σ

Y
3 , (B.2)

and

V = σX
1σ

X
2 +σ

Y
1σ

Y
2 +σ

X
3σ

X
4 +σ

Y
3σ

Y
4 . (B.3)

The eigenstates of H0 are

|ψ+〉 =
1
p

2

�

|01〉23 + |10〉23

�

|ψ0〉 = |00〉23

|ψ1〉 = |11〉23 (B.4)

|ψ−〉 =
1
p

2

�

|01〉23 − |10〉23

�

with eigenvalues +2, 0, 0 and -2 respectively. We are interested in study what hap-

pens to the ground state (GS) of the Hamiltonian H when the perturbation λV is
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introduced. The ground state of H0 is degenerate and form a subspace of dimension

4. In particular, we choose the set of vectors {|m〉} = {|0〉1|ψ−〉23|0〉4, |0〉1|ψ−〉23|1〉4,

|1〉1|ψ−〉23|0〉4, |1〉1|ψ−〉23|1〉4} as a basis.

We expect that the perturbation removes the degeneracy in the sense that there

will be 4 perturbed eigenkets all with different energies. Let us call them {|l〉}. As λ

goes to zero, |l〉 tend to |l(0)〉 which are eigenstates of H0, but which in general will

not coincide with |m〉.
According to perturbaton theory, let us expand the eigenstates and the eigenvalues

of H in powers of λ,

|l〉 = |l(0)〉+λ|l(1)〉+λ2|l(2)〉+O(λ3) (B.5)

and

El = E
(0)
GS +λE

(1)
l
+λ2E

(2)
l
+O(λ3) . (B.6)

Notice that the zero order term in the energy expansion does not depend on l, since

the ground state of the non-perturbed Hamiltonian is degenerate. Substituting the

previous expansions into the Schrödinger equation,
�

H0 +λV
�

|l〉 = El |l〉, and equat-

ing the coefficient of various powers of λ, we obtain a set of equations that will allow

us to find the corrections to the perturbed eigenstates and eigenvalues.

At zero order in λ we recover the trivial non-perturbed Schrödinger equation. If

we collect terms of order λ, we get
�

E0
D
−H0

�

|l(1)〉 =
�

V − E
(1)
l

�

|l(0)〉 . (B.7)

In order to calculate the first correction to the energy, we project the previous equation

(B.7) to the degenerate ground state subspace

4
∑

m′=1

Vm,m′〈m′|l(0)〉 = E
(1)
l
〈m|l(0)〉 , (B.8)

where Vm,m′ ≡ 〈m|V |m′〉 is the projection of the interaction to this subspace. In our

particular case, the matrix-elements Vm,m′ = 0 for all m and m′, hence, E
(1)
l
= 0 ∀ l.

This means that the degeneration is not broken at first order in λ and forces us to

consider the second order,
�

E0
D
−H0

�

|l(2)〉 =
�

V − E
(1)
l

�

|l(1)〉 − E
(2)
l
|l(0)〉 . (B.9)

We proceed as previously and project this equation to the degenerate ground state

subspace,

〈m|V − E
(1)
l
|l(1)〉= E

(2)
l
〈m|l(0)〉 . (B.10)
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From equation (B.7) we can compute the first order correction to the eigenstates |l〉,

|l(1)〉 =
∑

k/∈GS

〈k(0)|V |l(0)〉
E
(0)
GS − E

(0)
k

(B.11)

where |k(0)〉 are the H0 eigenstates that do not belong to GS. Now, we substitute this

into (B.9) and get an equation for the 2nd order correction to the energies and the

states |l(0)〉
∑

m′,k

〈m|V |k(0)〉〈k(0)|V |m〉
E
(0)
GS − E

(0)
k

αl
m
= E

(2)
l
αl

m
(B.12)

where αl
m

are the coefficients of |l(0)〉 ≡
∑

m
αl

m
|m〉 expressed in terms of the basis |m〉.

Notice that eq. (B.12) is a diagonalization problem. For our particular Hamiltonian,

it takes the form

2













1 0 0 0

0 1 1 0

0 1 1 0

0 0 0 1













·













α1

α2

α3

α4













= E
(2)
l













α1

α2

α3

α4













. (B.13)

Now the degeneration is completely broken and the perturbed ground state becomes

|GS〉 = |ψ−〉14|ψ−〉23 −λ
1
p

2
(|1001〉+ |0110〉) +O(λ2), (B.14)

with

EGS =−2+O(λ3) . (B.15)

We can obtain an effective Hamiltonian by projecting the original one into the sub-

space of lower energy formed by {|l0〉},

He f f = PHP† =−2+
λ2

2

�

2+σX
1σ

X
4 +σ

Y
1σ

Y
4

�

, (B.16)

where P =
∑

l(0)
|l(0)〉〈l(0)| and |l0〉 ∈ {|ψ−〉14|ψ−〉23, |ψ0〉14|ψ−〉23, |ψ1〉14|ψ−〉23, |ψ+〉14|ψ−〉23}.
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