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## Introduction

Celestial mechanics has been a continuous source of inspiration of the main problems arising in dynamical systems. Particularly, the phenomenon of chaos and the existence of homoclinic orbits appears for the first time in the memory of Poincaré about the stability of the three body problem [Hen90], where the first exponentially small splitting of separatrices was computed.

In this memory we deal with the elliptic restricted three body problem (ERTBP) which appears in a natural way to study global instability, since it has two and a half degrees of freedom. The global instability, commonly known as diffusion, or better said, Arnold diffusion, from the pioneer work of Arnold in 1964 [Arn64], has been studied in the ERTBP in several settings, or more precisely, in several zones of the phase space. Capinsky \& Zgliczynski have studied the instability in this problem, close to librations points in [CZ11] following previous work of Llibre \& Simó [LS80b] and Llibre, Martinez \& Simó [LMS85] for the existence of transversal homoclinic orbits in the classical circular restricted three body problem (CRTBP), as well as Bolotin close to collision [Bol06], Xia has studied micro-diffusion in the ERTBP [Xia93]. Recently, diffusion along mean motion resonances in the ERTBP model for Sun-Jupiter-asteroid systems has been proven by Fejoz, Guardia, Kaloshin \& Roldán in [FGKR14]

In the last years, there have bee several mechanisms used to prove diffusion, like variational and geometrical methods. This memory is based on the application of geometrical methods, which are based on the existence of a scattering map associated to a normally hyperbolic invariant manifold (NHIM) in the phase space [DdILS08, DGdlLS08]. In such cases, both the inner dynamics inside the NHIM as well as the outer dynamics provided by the scattering map, are combined to design diffusing pseudo-trajectories, consisting on invariant tori plus their transversal heteroclinic connections, that is, transition chains in Arnold's language.

In this memory we deal with the existence of diffusion orbits of the ERTBP whose angular momentum increases. Those orbits correspond to motions where the comet moves far from the primaries and comes back many times, increasing at each turn its angular momentum by a small amount.

The ERTBP is a Hamiltonian system of two and a half degrees of freedom. The so-called manifold of infinity can be seen, after a suitable change of variables provided by McGehee in [McG73], as a three dimensional invariant manifold in the extended phase space which behaves topologically as a NHIM, although it is of parabolic type. This means that the rate of approach and departure from it along its invariant manifolds is polynomial in time, instead of exponential-like as happens in a standard NHIM. On the other hand, the inner dynamics is very simple, since it is formed by a two-parameter family of $2 \pi$-periodic orbits in the 5D extended phase space which correspond to constant solutions in the 4 D phase space. As a consequence, the stable and unstable manifold of the infinity manifold are union of the stable and unstable manifolds of its periodic orbits, and as long as these manifolds intersect along transversal heteroclinic orbits, the scattering map can be defined. Unfortunately, since the inner dynamics of the infinity manifold is so simple, the classical mechanisms of diffusion, consisting of combining the inner and outer dynamics, do not work here. Instead, as a novelty, we will be able to find two different scattering maps which will be combined in a suitable way to provide orbits whose angular momentum increases.

The main difficulty of this work is the asymptotic computation, for the mass parameter and eccentricity small enough and big enough angular momentum, of two different scattering maps. This computation relies on the computation of a Melnikov function which is very complicated in this problem. The first computation of this Melnikov function was done for the CRTBP in [LS80a]
which was later corrected and carried out formally for the ERTBP in [MP94]. In both works, one can realize the massive amount of computations required.

In Chapter 2 of this memory, we provide a rigorous computation of the so-called Melnikov potential, with asymptotics and rigorous bounds for the errors for some range of the parameters $\mu$ (mass parameter), $e_{0}$ (eccentricity of the primaries) and $G_{0}$ (angular momentum of the comet). More precisely, the results presented here, are valid for $G_{0}$ big enough, $e_{0} G_{0}$ bounded and $\mu$ small enough.

In Chapter 1, the problem is introduced, as well as the main geometrical objects which play a role in the diffusion mechanism. Particularly, the infinity manifold, its stable and unstable manifolds and the two independent scattering maps as well as the asymptotic formulas for them. The combination of both of them lead to theorem 1.15 for $e_{0} G_{0}=\lambda$ small, and theorem 1.16 for $e_{0} G_{0}=\lambda$ finite, at the end of the chapter.

As a final comment, there are at least three remaining tasks that would complete or extend the research on this problem. First, to compute the Melnikov potential for fixed $0<e_{0}<1$ and $G_{0}$ big enough. Secondly, analogously as it is done in [GMMS12], to prove that a similar formula for the scattering map holds for $0<\mu \leq 1 / 2$. Finally, one needs a suitable shadowing lemma for the infinity manifold, which as already has been said, it is not a genuine NHIM.

## Chapter 1

## Main results

### 1.1 Preliminars

As in the classical setting of the restricted three body problem, consider a particle with zero mass that moves in the plane generated by the dynamics of two point masses called primaries. It is a well known fact that the primaries move over an ellipse with a focus in the center of mass and with certain eccentricity that we will call $e_{0}$. If we fix a coordinate reference system with the origin at the center of mass and call $q_{1}$ and $q_{2}$ the position of the primaries, then under the classical assumptions regarding time units, distance and masses normalization, the motion of the third particle whose position we will call $q$ is given by

$$
\begin{equation*}
\frac{d^{2} q}{d t^{2}}=\frac{(1-\mu)\left(q_{1}\left(t, e_{0}\right)-q\right)}{\left|q_{1}\left(t, e_{0}\right)-q\right|^{3}}+\frac{\mu\left(q_{2}\left(t, e_{0}\right)-q\right)}{\left|q_{2}\left(t, e_{0}\right)-q\right|^{3}} \tag{1.1}
\end{equation*}
$$

where $1-\mu$ is the mass of the particle at $q_{1}$ and $\mu$ the mass of the particle at $q_{2}$. If we introduce the conjugate momenta $p=d q / d t$ and the self-potential function (see [MHO09, p. 28])

$$
\begin{equation*}
U_{\mu}\left(q, t ; e_{0}\right)=\frac{1-\mu}{\left|q-q_{1}\left(t, e_{0}\right)\right|}+\frac{\mu}{\left|q-q_{2}\left(t, e_{0}\right)\right|} \tag{1.2}
\end{equation*}
$$

This equation can be rewritten as a Hamiltonian system with Hamiltonian

$$
\begin{equation*}
H_{\mu}\left(q, p, t ; e_{0}\right)=\frac{p^{2}}{2}-U_{\mu}\left(q, t ; e_{0}\right) . \tag{1.3}
\end{equation*}
$$

This is a time-periodic Hamiltonian of two and a half degrees of freedom.
By the first Kepler law the distance between the primaries (see [Win41, p. 194-195]) is given by

$$
\begin{equation*}
r_{0}(t)=\frac{1-e_{0}^{2}}{1+e_{0} \cos f} \tag{1.4}
\end{equation*}
$$

where $f$ is the so called true anomaly (see [Win41, p. 203], [MP94, p. 303]), which satisfies

$$
\begin{equation*}
\frac{d f}{d t}=\frac{\left(1+e_{0} \cos f\right)^{2}}{\left(1-e_{0}^{2}\right)^{3 / 2}} \tag{1.5}
\end{equation*}
$$

or also by

$$
\begin{equation*}
r_{0}(t)=1-e_{0} \cos E \tag{1.6}
\end{equation*}
$$

in terms of the eccentric anomaly $E$, given by the Kepler equation (see [Win41, p. 195])

$$
\begin{equation*}
t=E-e_{0} \sin E \tag{1.7}
\end{equation*}
$$

### 1.2 Changes of coordinates and setting of the problem

Because of the nature of the problem we are dealing with, it will be better to perform a polarsimplectic change of variables, to the Hamiltonian (1.3) say

$$
\begin{align*}
& X=r \cos \alpha  \tag{1.8a}\\
& Y=r \sin \alpha \tag{1.8b}
\end{align*}
$$

where $q=(X, Y)$. Now, we look for conjugate momenta $P_{r}$ and $P_{\alpha}$ so that the change

$$
\begin{equation*}
\left(X, Y, P_{X}, P_{Y}\right) \quad \xrightarrow{\varphi} \quad\left(r, \alpha, P_{r}, P_{\alpha}\right) \tag{1.9}
\end{equation*}
$$

is canonical. Following [Gol65], we get:

$$
\begin{align*}
& P_{X}=P_{r} \cos \alpha-\frac{P_{\alpha}}{r} \sin \alpha  \tag{1.10a}\\
& P_{Y}=P_{r} \sin \alpha-\frac{P_{\alpha}}{r} \cos \alpha \tag{1.10b}
\end{align*}
$$

In this way, the change of variables (1.10) is simplectic and the equations of motion in the new coordinates are the associated to the Hamiltonian

$$
H_{\mu}^{*}=H_{\mu}\left(\varphi(Q), t ; e_{0}\right)
$$

that we will write as

$$
\begin{equation*}
H_{\mu}^{*}\left(r, \alpha, P_{r}, P_{\alpha}, t ; e_{0}\right)=\frac{P_{r}^{2}}{2}+\frac{P_{\alpha}^{2}}{2 r^{2}}-U_{\mu}^{*}\left(r, \alpha, t ; e_{0}\right) \tag{1.11}
\end{equation*}
$$

and $U_{\mu}^{*}$ defined by

$$
\begin{equation*}
U_{\mu}^{*}\left(r, \alpha, t ; e_{0}\right)=U_{\mu}\left(r \cos \alpha, r \sin \alpha, t ; e_{0}\right) \tag{1.12}
\end{equation*}
$$

In this notation, the primaries are

$$
\begin{align*}
& q_{2}=q_{2}\left(t, e_{0}\right)=-r_{J}\left(t, e_{0}\right)\left(\cos f\left(t, e_{0}\right), \sin f\left(t, e_{0}\right)\right)  \tag{1.13a}\\
& q_{1}=q_{1}\left(t, e_{0}\right)=r_{S}\left(t, e_{0}\right)\left(\cos f\left(t, e_{0}\right), \sin f\left(t, e_{0}\right)\right) \tag{1.13b}
\end{align*}
$$

where

$$
r_{J}\left(t, e_{0}\right)=(1-\mu) r_{0}(t), \quad r_{S}\left(t, e_{0}\right)=\mu r_{0}(t)
$$

and

$$
\begin{gathered}
\left|q-q_{2}\right|^{2}=r^{2}+2(1-\mu) r_{0}(t) r \cos (\alpha-f)+(1-\mu)^{2}\left[r_{0}(t)\right]^{2} \\
\left|q-q_{1}\right|^{2}=r^{2}-2 \mu\left[r_{0}(t)\right] r \cos (\alpha-f)+\mu^{2}\left[r_{0}(t)\right]^{2}
\end{gathered}
$$

From now on we will write

$$
G=P_{\alpha}, \quad y=P_{r} .
$$

and then Hamiltonian (1.11) reads

$$
H_{\mu}^{*}\left(r, \alpha, y, G, t ; e_{0}\right)=\frac{y^{2}}{2}+\frac{G^{2}}{2 r^{2}}-U_{\mu}^{*}\left(r, \alpha, t ; e_{0}\right)
$$

with $U_{\mu}^{*}$ defined in (1.12).

### 1.2.1 McGehee coordinates

To study the behavior of orbits near infinity, we make to the Hamiltonian equations of Hamiltonian $H_{\mu}^{*}\left(r, \alpha, y, G, t ; e_{0}\right)$ the non-canonical change of variables:

$$
\begin{equation*}
r=\frac{2}{x^{2}} \tag{1.14}
\end{equation*}
$$

to we get the so called McGehee coordinates (see [MP94] y [McG73]). Defining

$$
\begin{equation*}
\mathcal{U}_{\mu}\left(x, \alpha, t ; e_{0}\right)=U_{\mu}^{*}\left(2 / x^{2}, \alpha, t ; e_{0}\right) \tag{1.15}
\end{equation*}
$$

the equations associated to (1.11) become:

$$
\begin{array}{ll}
\dot{x}=-\frac{1}{4} x^{3} y & \dot{y}=\frac{1}{8} G^{2} x^{6}-\frac{x^{3}}{4} \frac{\partial \mathcal{U}_{\mu}}{\partial x} \\
\dot{\alpha}=\frac{1}{4} x^{4} G & \dot{G}=\frac{\partial \mathcal{U}_{\mu}}{\partial \alpha} \tag{1.16b}
\end{array}
$$

where

$$
\begin{equation*}
\mathcal{U}_{\mu}\left(x, \alpha, t ; e_{0}\right)=\frac{x^{2}}{2}\left(\frac{1-\mu}{\sigma_{1}}+\frac{\mu}{\sigma_{2}}\right) \tag{1.17}
\end{equation*}
$$

and

$$
\begin{array}{ll}
\sigma_{1}^{2}=1-z_{1} x^{2} \cos (\alpha-f)+\frac{1}{4} z_{1}^{2} x^{4}, & z_{1}=\mu r_{0}(t) \\
\sigma_{2}^{2}=1+z_{2} x^{2} \cos (\alpha-f)+\frac{1}{4} z_{2}^{2} x^{4}, & z_{2}=(1-\mu) r_{0}(t)
\end{array}
$$

It is important to notice that $f$ is present in these equations, and then, becomes necessary to add the equation for $f$ given in (1.5) in order to have the complete description of the dynamics. Equations (1.16) were obtained in [MP94].

## Hamiltonian structure

Proposition 1.1 (quasi-Hamiltonian structure). If $\mathcal{H}_{\mu}$ is defined by

$$
\begin{equation*}
\mathcal{H}_{\mu}\left(x, \alpha, y, G, t ; e_{0}\right)=\frac{y^{2}}{2}+\frac{x^{4} G^{2}}{8}-\mathcal{U}_{\mu}\left(x, \alpha, t ; e_{0}\right) \tag{1.18}
\end{equation*}
$$

and $\mathcal{U}$ is given in (1.17), the equations (1.16) can be written as

$$
\begin{align*}
\dot{x} & =-\frac{x^{3}}{4}\left(\frac{\partial \mathcal{H}_{\mu}}{\partial y}\right) & \dot{y} & =-\frac{x^{3}}{4}\left(-\frac{\partial \mathcal{H}_{\mu}}{\partial x}\right)  \tag{1.19a}\\
\dot{\alpha} & =\frac{\partial \mathcal{H}_{\mu}}{\partial G} & \dot{G} & =-\frac{\partial \mathcal{H}_{\mu}}{\partial \alpha} \tag{1.19b}
\end{align*}
$$

Therefore, equations (1.19) are in fact Hamiltonian with symplectic (non-canonical) form associated:

$$
\begin{equation*}
\omega(\mathbf{z})(\mathbf{u}, \mathbf{v})=\mathbf{u}^{T} \mathcal{J}^{-T} \mathbf{v} \tag{1.20}
\end{equation*}
$$

where $\mathcal{J}=J \mathcal{D}$ with $\mathcal{D}=\operatorname{diag}\left(-x^{3} / 4,1,-x^{3} / 4,1\right)$ and $J$ the symplectic matrix

$$
J=\left(\begin{array}{cc}
0 & I_{2} \\
-I_{2} & 0
\end{array}\right)
$$

As in the classical theory we can write equations (1.19) in terms of the Poisson bracket

$$
\begin{align*}
\{\{f, g\}\}(\mathbf{z}) & =\nabla f(\mathbf{z})^{T} \mathcal{J} \nabla g(\mathbf{z}) \\
& =-\frac{x^{3}}{4}\left(\frac{\partial f}{\partial x} \frac{\partial g}{\partial y}-\frac{\partial f}{\partial y} \frac{\partial g}{\partial x}\right)+\frac{\partial f}{\partial \alpha} \frac{\partial g}{\partial G}-\frac{\partial f}{\partial G} \frac{\partial G}{\partial \alpha} \tag{1.21}
\end{align*}
$$

### 1.3 Invariant manifolds

In order to analyze the structure of system (1.19), we will write $\mathcal{H}_{\mu}$ given in (1.18) as

$$
\begin{equation*}
\mathcal{H}_{\mu}\left(x, \alpha, y, G, t ; e_{0}\right)=\mathcal{H}_{0}(x, y, G)+\mu \mathcal{U}_{\mu}^{*}\left(x, \alpha, t ; e_{0}\right) \tag{1.22}
\end{equation*}
$$

or equivalently we write $\mathcal{U}_{\mu}$ in (1.18) as

$$
\begin{equation*}
\mathcal{U}_{\mu}\left(x, \alpha, t ; e_{0}\right)=\mathcal{U}_{0}(x)+\mu \mathcal{U}_{\mu}^{*}\left(x, \alpha, t ; e_{0}\right)=\frac{x^{2}}{2}+\mu \mathcal{U}_{\mu}^{*}\left(x, \alpha, t ; e_{0}\right) \tag{1.23}
\end{equation*}
$$

and then study the dynamics as a perturbation of the limit case $\mu=0$. From (1.23),

$$
\begin{align*}
\mathcal{U}_{0}^{*}\left(x, \alpha, t ; e_{0}\right) & =\lim _{\mu \rightarrow 0} \frac{1}{\mu}\left(\mathcal{U}_{\mu}\left(x, \alpha, t ; e_{0}\right)-\frac{x^{2}}{2}\right) \\
& =\frac{x^{2}}{\left[4+x^{4} r_{0}^{2}+4 x^{2} r_{0} \cos (\alpha-f)\right]^{1 / 2}}+\left(\frac{x^{2}}{2}\right)^{2} r_{0} \cos (\alpha-f)-\frac{x^{2}}{2} \tag{1.24}
\end{align*}
$$

### 1.3.1 The limit case $\mu=0$

In this case, the Hamiltonian given in (1.18) becomes

$$
\begin{align*}
\mathcal{H}_{0}(x, \alpha, y, G) & =\frac{y^{2}}{2}+\frac{x^{4} G^{2}}{8}-\mathcal{U}_{0}(x) \\
& =\frac{y^{2}}{2}+\frac{x^{4} G^{2}}{8}-\frac{x^{2}}{2} \tag{1.25}
\end{align*}
$$

As the system is autonomous $\mathcal{H}_{0}$ is a first integral. Moreover, $\mathcal{H}_{0}$ is independent of $e_{0}$ and $\alpha$. The equations associated to Hamiltonian (1.25) are

$$
\begin{array}{ll}
\dot{x}=-\frac{1}{4} x^{3} y & \dot{y}=\frac{1}{8} G^{2} x^{6}-\frac{1}{4} x^{4} \\
\dot{\alpha}=\frac{1}{4} x^{4} G & \dot{G}=0
\end{array}
$$

where it is clear that $G$ is a conserved quantity.
The level curves of $\mathcal{H}_{0}$ are represented in Figure 1.1 for $G$ fixed and $\mathcal{H}_{0}=h$.
First, the phase space is given by


Figure 1.1: Level curves of $\mathcal{H}_{0}$

$$
(x, \alpha, y, G) \in \mathbb{R} \times \mathbb{T} \times \mathbb{R}^{2}
$$

From equations (1.26) it is clear that

$$
\begin{equation*}
\mathcal{E}=\left\{z=(x, \alpha, y, G) \in \mathbb{R} \times \mathbb{T} \times \mathbb{R} \times \mathbb{R}_{+} ; x=0\right\} \tag{1.27}
\end{equation*}
$$

is the set of equilibrium points of the system. Moreover, for any fixed $\alpha_{0} \in \mathbb{T}, G_{0} \in \mathbb{R}$,

$$
\Lambda_{\alpha_{0}, G_{0}}=\left\{\left(0, \alpha_{0}, 0, G_{0}\right)\right\}
$$

is a parabolic critical point with stable and unstable 1dimensional invariant manifolds:

$$
\begin{aligned}
\gamma_{\alpha_{0}, G_{0}} & =W^{u}\left(\Lambda_{\alpha_{0}, G_{0}}\right)=W^{s}\left(\Lambda_{\alpha_{0}, G_{0}}\right) \\
& =\left\{z=\left(x, \alpha_{0}, y, G_{0}\right), \mathcal{H}_{0}\left(x, y, G_{0}\right)=0, \alpha=\alpha_{0}-G_{0} \int_{\mathcal{H}_{0}=0} \frac{x}{y} d x\right\} .
\end{aligned}
$$

In a natural way, we define the 2-dimensional manifold

$$
\Lambda_{\infty}=\bigcup_{\alpha_{0}, G_{0}} \Lambda_{\alpha_{0}, G_{0}}
$$

which is a "normally parabolic" invariant manifold with stable and unstable 3-dimensional invariant manifolds

$$
\begin{aligned}
\gamma & =W^{u}\left(\Lambda_{\infty}\right)=W^{s}\left(\Lambda_{\infty}\right) \\
& =\left\{z=(x, \alpha, y, G), \mathcal{H}_{0}(x, y, G)=0\right\}
\end{aligned}
$$

As we will deal with a periodic in time Hamiltonian, let us work in the extended phase space

$$
\tilde{z}=(z, s)=(x, \alpha, y, G, s) \in \mathbb{R} \times \mathbb{T} \times \mathbb{R}^{2} \times \mathbb{T}
$$

just by adding the equation $\dot{s}=1$ to the systems (1.19) and (1.26). Now we are going to write the extended version of the invariant sets we have defined so far. For any $\alpha_{0} \in \mathbb{T}, G_{0} \in \mathbb{R}$, the set

$$
\begin{equation*}
\tilde{\Lambda}_{\alpha_{0}, G_{0}}=\left\{\tilde{z}=\left(0, \alpha_{0}, 0, G_{0}, s_{0}\right), s_{0} \in \mathbb{T}\right\} \tag{1.28}
\end{equation*}
$$

is a $2 \pi$-periodic orbit with motion determined by $\dot{s}=1$.
The manifold

$$
\begin{aligned}
\tilde{\gamma}_{\alpha_{0}, G_{0}} & =W^{u}\left(\tilde{\Lambda}_{\alpha_{0}, G_{0}}\right)=W^{s}\left(\tilde{\Lambda}_{\alpha_{0}, G_{0}}\right) \\
& =\left\{z=\left(x, \alpha_{0}, y, G_{0}, s_{0}\right), s_{0} \in \mathbb{T}, \mathcal{H}_{0}\left(x, y, G_{0}\right)=0, \alpha=\alpha_{0}-G_{0} \int_{\mathcal{H}_{0}=0} \frac{x}{y} d x\right\} .
\end{aligned}
$$

is a 2-dimensional homoclinic manifold to the periodic orbit $\tilde{\Lambda}_{\alpha_{0}, G_{0}}$. On the other hand we can construct the 3-dimensional invariant manifold

$$
\begin{equation*}
\tilde{\Lambda}_{\infty}=\bigcup_{\alpha_{0}, G_{0}} \tilde{\Lambda}_{\alpha_{0}, G_{0}}=\left\{\left(0, \alpha_{0}, 0, G_{0}, s_{0}\right),\left(\alpha_{0}, G_{0}, s_{0}\right) \in \mathbb{T} \times \mathbb{R} \times \mathbb{T}\right\} \tag{1.29}
\end{equation*}
$$

As the motion for points in $\tilde{\Lambda}_{\infty}$ is given by the dynamics on each $\tilde{\Lambda}_{\alpha_{0}, G_{0}}$, taking

$$
\tilde{x}_{0}=\tilde{x}_{0}\left(\alpha_{0}, G_{0}, s_{0}\right)=\left(0, \alpha_{0}, 0, G_{0}, s_{0}\right) \in \tilde{\Lambda}_{\infty} \simeq \mathbb{R} \times \mathbb{T}^{2}
$$

the inner dynamics on $\tilde{\Lambda}_{\infty}$ (see [DdLLS06]) is trivial:

$$
\begin{equation*}
\tilde{\phi}_{t, 0}\left(\tilde{x}_{0}\right)=\left(0, \alpha_{0}, 0, G_{0}, s_{0}+t\right)=\tilde{x}_{0}\left(\alpha_{0}, G_{0}, s_{0}+t\right) \in \tilde{\Lambda}_{\infty} \tag{1.30}
\end{equation*}
$$

The 4-dimensional stable and unstable manifolds of $\tilde{\Lambda}_{\infty}$ coincide along the 4-dimensional homoclinic invariant manifold

$$
\begin{align*}
\tilde{\gamma} & =W^{u}\left(\tilde{\Lambda}_{\infty}\right)=W^{s}\left(\tilde{\Lambda}_{\infty}\right) \\
& =\left\{(x, \alpha, y, G, s),(\alpha, G, s) \in \mathbb{T} \times \mathbb{R} \times \mathbb{T}, \mathcal{H}_{0}(x, \alpha, y, G)=0\right\} \tag{1.31}
\end{align*}
$$

It is possible to parameterize $\tilde{\gamma}_{\alpha_{0}, G_{0}}$ by the solutions of the Hamiltonian flow contained in $\mathcal{H}_{0}=0$ in some time $\tau$ satisfying (see [MP94])

$$
\frac{d t}{d \tau}=\frac{2 G}{x^{2}}
$$

So that, the homoclinic solution to the periodic orbit $\tilde{\Lambda}_{\alpha_{0}, G_{0}}$ of the system (1.26) can be written as

$$
\begin{align*}
x_{h}\left(t ; G_{0}\right) & =\tilde{x}_{h}\left(\tau ; G_{0}\right)  \tag{1.32a}\\
\alpha_{h}\left(t ; \alpha_{0}, G_{0}\right) & =\alpha_{0}+\pi+\tilde{\alpha}_{h}\left(\tau ; G_{0}\right) \tag{1.32b}
\end{align*}
$$

$$
\begin{align*}
y_{h}\left(t ; G_{0}\right) & =\tilde{y}_{h}\left(\tau ; G_{0}\right)  \tag{1.32c}\\
G_{h}\left(t ; G_{0}\right) & =G_{0} \tag{1.32d}
\end{align*}
$$

where $\alpha_{0}$ and $G_{0}$ are free parameters and the relation

$$
\begin{equation*}
t=\frac{G_{0}^{3}}{2}\left(\tau+\frac{\tau^{3}}{3}\right) \tag{1.33}
\end{equation*}
$$

holds. The equations (1.32) are explicitly, in $\tau$-time, given by

$$
\begin{equation*}
\tilde{x}_{h}\left(\tau ; G_{0}\right)=\frac{2}{G_{0}\left(1+\tau^{2}\right)^{1 / 2}}, \quad \tilde{\alpha}_{h}(\tau)=2 \arctan (\tau), \quad \tilde{y}_{h}\left(\tau ; G_{0}\right)=\frac{2 \tau}{G_{0}\left(1+\tau^{2}\right)} \tag{1.34}
\end{equation*}
$$

With this in mind, we have that taking

$$
\begin{align*}
\tilde{\mathbf{z}}_{0} & =\tilde{\mathbf{z}}_{0}\left(\nu, \alpha_{0}, G_{0}, s_{0}\right) \\
& =\left(\mathbf{z}_{0}\left(\nu, \alpha_{0}, G_{0}\right), s_{0}\right) \\
& =\left(x_{h}\left(\nu ; G_{0}\right), \alpha_{h}\left(\nu ; \alpha_{0}, G_{0}\right), y_{h}\left(\nu ; G_{0}\right), G_{0}, s_{0}\right) \in \tilde{\gamma} \tag{1.35}
\end{align*}
$$

we can write

$$
\tilde{\gamma}_{\alpha_{0}, G_{0}}=\left\{\tilde{\mathbf{z}}_{0}=\left(x_{h}\left(\nu ; G_{0}\right), \alpha_{h}\left(\nu ; \alpha_{0}, G_{0}\right), y_{h}\left(\nu ; G_{0}\right), G_{0}, s_{0}\right), \nu \in \mathbb{R}, s_{0} \in \mathbb{T}\right\}
$$

Finally $\tilde{\gamma}$ can be seen as a union of homoclinic orbits to $\tilde{\Lambda}_{\infty}$ (homoclinic manifold).

$$
\tilde{\gamma}=\bigcup_{\alpha_{0}, G_{0}} \tilde{\gamma}_{\alpha_{0}, G_{0}}
$$

and then we can parameterize the 4-dimensional homoclinic manifold as

$$
\begin{equation*}
\tilde{\gamma}=W\left(\tilde{\Lambda}_{\infty}\right)=\left\{\left(x_{h}\left(\nu ; G_{0}\right), \alpha_{h}\left(\nu ; \alpha_{0}, G_{0}\right), y_{h}\left(\nu ; G_{0}\right), G_{0}, s_{0}\right), \nu \in \mathbb{R}, G_{0} \in \mathbb{R},\left(\alpha_{0}, s_{0}\right) \in \mathbb{T}^{2}\right\} \tag{1.36}
\end{equation*}
$$

and the motion in $\tilde{\gamma}$ is given by

$$
\tilde{\phi}_{t, 0}\left(\tilde{\mathbf{z}}_{0}\right)=\left(x_{h}\left(\nu+t ; G_{0}\right), \alpha_{h}\left(\nu+t ; \alpha_{0}, G_{0}\right), y_{h}\left(\nu+t ; G_{0}\right), G_{0}, s_{0}+t\right) \in \tilde{\gamma}
$$

### 1.3.2 The case $\mu \neq 0$

In the general case, we should note some things regarding the manifolds defined in section 1.3.1. First of all the set $\mathcal{E}$ remains invariant and, therefore, so does $\tilde{\Lambda}_{\infty}$, being again a "normally parabolic invariant manifold", and the periodic orbits $\tilde{\Lambda}_{\alpha_{0}, G_{0}}$ persist. The inner dynamics on $\tilde{\Lambda}_{\infty}$, that is the flow restricted to it is also trivial

$$
\begin{equation*}
\left(\alpha_{0}, G_{0}, s_{0}\right) \rightarrow\left(\alpha_{0}, G_{0}, s_{0}+t\right) \tag{1.37}
\end{equation*}
$$

### 1.4 Melnikov potential for the parabolic orbits

From [McG73] we know that $W_{\mu}^{s}\left(\tilde{\Lambda}_{\infty}\right)$ and $W_{\mu}^{u}\left(\tilde{\Lambda}_{\infty}\right)$ exist for $\mu$ small enough and are 4-dimensional in the extended space. The classical geometric Melnikov method to find the first order approximation to the distance between the perturbed manifolds will work in this case because both manifolds have co-dimension one, and then, a normal vector to $\tilde{\gamma}$ will intersect $W_{\mu}^{u}\left(\tilde{\Lambda}_{\infty}\right)$ and $W_{\mu}^{s}\left(\tilde{\Lambda}_{\infty}\right)$ for $\mu$ small enough.

Let us take $\tilde{\mathbf{z}}_{0}=\left(\mathbf{z}_{0}, s_{0}\right)=\left(\mathbf{z}_{0}\left(\nu, \alpha_{0}, G_{0}\right), s_{0}\right) \in \tilde{\gamma}$ as in (1.35). Now, we have to construct points in $W_{\mu}^{s}\left(\tilde{\Lambda}_{\infty}\right)$ and $W_{\mu}^{u}\left(\tilde{\Lambda}_{\infty}\right)$ to measure the distance between them. It is clear from the definition of $\tilde{\gamma}$ that

$$
\mathbf{v}=\left(\nabla \mathcal{H}_{0}\left(\mathbf{z}_{0}\right), 0\right)
$$

is orthogonal to $\tilde{\gamma}=W^{u}\left(\tilde{\Lambda}_{\infty}\right)=W^{s}\left(\tilde{\Lambda}_{\infty}\right)$ and then if the normal bundle is defined by

$$
N\left(\tilde{\mathbf{z}}_{0}\right)=\left\{\tilde{\mathbf{z}}_{0}+\sigma \mathbf{v}, \sigma \in \mathbb{R}\right\}
$$

we have that there exist unique points $\tilde{\mathbf{z}}_{\mu}^{u, s}=\left(z_{\mu}^{u, s}, s_{0}\right)$ such that

$$
\begin{equation*}
\left\{\tilde{\mathbf{z}}_{\mu}^{u, s}\right\}=W_{\mu}^{u, s}\left(\tilde{\Lambda}_{\infty}\right) \cap N\left(\tilde{\mathbf{z}}_{0}\right) \tag{1.38}
\end{equation*}
$$

The distance we want to compute is the signed magnitude given by

$$
\begin{equation*}
d\left(\tilde{\mathbf{z}}_{0}, \mu\right)=\mathcal{H}_{0}\left(\tilde{\mathbf{z}}_{\mu}^{u}\right)-\mathcal{H}_{0}\left(\tilde{\mathbf{z}}_{\mu}^{s}\right) \tag{1.39}
\end{equation*}
$$

Define (see [DdILS06])

$$
\begin{equation*}
\mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)=\int_{-\infty}^{\infty} \mathcal{U}_{0}^{*}\left(x_{h}\left(s ; G_{0}\right), \alpha_{h}\left(s ; \alpha_{0}, G_{0}\right), s+t_{0} ; e_{0}\right) d s \tag{1.40}
\end{equation*}
$$

which is a convergent integral because of formulas (1.32)-(1.34), and

$$
\mathcal{U}_{0}^{*}\left(x, \alpha, s ; e_{0}\right)=O\left(x^{2}\right) \quad \text { as } \quad x \rightarrow \infty
$$

Proposition 1.2. Given $\left(\alpha_{0}, G_{0}, s_{0}\right) \in \mathbb{T} \times \mathbb{R}^{+} \times \mathbb{T}$ assume that the function

$$
\begin{equation*}
\nu \in \mathbb{R} \longrightarrow \mathcal{L}\left(\alpha_{0}, G_{0}, s_{0}-\nu ; e_{0}\right) \in \mathbb{R} \tag{1.41}
\end{equation*}
$$

has a non-degenerate critical point $\nu^{*}=\nu^{*}\left(\alpha_{0}, G_{0}, s_{0} ; e_{0}\right)$. Then for $0<\mu$ small enough, there exists a locally unique point

$$
\tilde{\mathbf{z}}^{*}=\tilde{\mathbf{z}}^{*}\left(\nu^{*}, \alpha_{0}, G_{0}, s_{0} ; \mu\right) \in W_{\mu}^{s}\left(\tilde{\Lambda}_{\infty}\right) \pitchfork W_{\mu}^{u}\left(\tilde{\Lambda}_{\infty}\right)
$$

of the form

$$
\tilde{\mathbf{z}}^{*}=\tilde{\mathbf{z}}_{0}^{*}+O(\mu)
$$

where $\tilde{\mathbf{z}}_{0}^{*}=\left(x_{h}\left(\nu^{*} ; G_{0}\right), \alpha_{h}\left(\nu^{*} ; \alpha_{0}, G_{0}\right), y_{h}\left(\nu^{*} ; G_{0}\right), G_{0}, s_{0}\right) \in \tilde{\gamma}$. Also, there exist unique points $\tilde{\mathbf{z}}_{ \pm}=\left(0, \alpha_{ \pm}, 0, G_{ \pm}, s_{0}\right)=\left(0, \alpha_{0}, 0, G_{0}, s_{0}\right)+O(\mu) \in \tilde{\Lambda}_{\infty}$ such that

$$
\begin{equation*}
\phi_{t, \mu}\left(\tilde{\mathbf{z}}^{*}\right)-\phi_{t, \mu}\left(\tilde{\mathbf{z}}_{ \pm}\right) \rightarrow 0 \quad \text { for } t \rightarrow \pm \infty \tag{1.42}
\end{equation*}
$$

Then, we have

$$
G_{+}-G_{-}=\mu \frac{\partial \mathcal{L}}{\partial \alpha_{0}}\left(\alpha_{0}, G_{0}, s_{0}-\nu^{*}\left(\alpha_{0}, G_{0}, s_{0}\right)\right)+O\left(\mu^{2}\right)
$$

Proof. From equation (1.35) we know that any point $\tilde{\mathbf{z}}_{0} \in \tilde{\gamma}$ have the form

$$
\tilde{\mathbf{z}}_{0}=\tilde{\mathbf{z}}_{0}\left(\nu, \alpha_{0}, G_{0}, s_{0}\right)
$$

As we have seen in (1.38)

$$
\tilde{\mathbf{z}}_{\mu}^{u, s}=\left(\tilde{z}_{\mu}^{u, s}, s_{0}\right) \in W_{\mu}^{u, s}\left(\tilde{\Lambda}_{\infty}\right) \cap N\left(\tilde{\mathbf{z}}_{0}\right)
$$

We are looking for $\tilde{\mathbf{z}}_{0}$ such that $\tilde{\mathbf{z}}_{\mu}^{s}=\tilde{\mathbf{z}}_{\mu}^{u}$. From this, there must exist points $\tilde{\mathbf{z}}_{ \pm}=\left(\tilde{z}_{ \pm}, s_{0}\right) \in \tilde{\Lambda}_{\infty}$ such that

$$
\begin{equation*}
\phi_{t, \mu}\left(\tilde{\mathbf{z}}_{\mu}^{s, u}\right)-\phi_{t, \mu}\left(\tilde{\mathbf{z}}_{ \pm}\right) \xrightarrow[t \rightarrow \pm \infty]{ } 0 \tag{1.43}
\end{equation*}
$$

moreover $\phi_{t, \mu}\left(\tilde{\mathbf{z}}_{\mu}^{s, u}\right)-\phi_{t, 0}\left(\tilde{\mathbf{z}}_{0}\right)=O(\mu)$ (see [McG73]). Since $\mathcal{H}_{0}$ does not depend on time, by the chain rule we have that

$$
\frac{d}{d t} \mathcal{H}_{0}\left(\phi_{t, \mu}\left(\tilde{\mathbf{z}}_{\mu}^{s, u}\right)\right)=\left\{\left\{\mathcal{H}_{0}, \mathcal{H}_{\mu}\right\}\right\}\left(\phi_{t, \mu}\left(\tilde{\mathbf{z}}_{\mu}^{s, u}\right)\right)=\mu\left\{\left\{\mathcal{H}_{0}, \mathcal{U}_{\mu}^{*}\right\}\right\}\left(\phi_{t, \mu}\left(\tilde{\mathbf{z}}_{\mu}^{s, u}\right)\right)
$$

Since $\mathcal{H}_{0}=0$ in $\tilde{\Lambda}_{\infty}$, using (1.43) and the trivial dynamics on $\tilde{\Lambda}_{\infty}$ we obtain

$$
\mathcal{H}_{0}\left(\tilde{\mathbf{z}}_{\mu}^{s, u}\right)=-\mu \int_{0}^{ \pm \infty}\left\{\left\{\mathcal{H}_{0}, \mathcal{U}_{\mu}^{*}\right\}\right\}\left(\phi_{s, \mu}\left(\tilde{\mathbf{z}}_{\mu}^{s, u}\right)\right) d s
$$

Finally, using Taylor's series in $\mu$,

$$
\begin{aligned}
\mathcal{H}_{0}\left(\tilde{\mathbf{z}}_{\mu}^{u}\right)-\mathcal{H}_{0}\left(\tilde{\mathbf{z}}_{\mu}^{s}\right) & =\mu \int_{-\infty}^{\infty}\left\{\left\{\mathcal{H}_{0}, \mathcal{U}_{0}^{*}\right\}\right\}\left(\phi_{t, 0}\left(\tilde{\mathbf{z}}_{0}\right)\right) d t+O\left(\mu^{2}\right) \\
& =\mu \int_{-\infty}^{\infty}\left\{\left\{\mathcal{H}_{0}, \mathcal{U}_{0}^{*}\right\}\right\}\left(x_{h}\left(\nu+t ; G_{0}\right), \alpha_{h}\left(\nu+t ; \alpha_{0}, G_{0}\right), y_{h}\left(\nu+t ; G_{0}\right), G_{0}, s_{0}+t\right) d t+O\left(\mu^{2}\right)
\end{aligned}
$$

On the other hand, from (1.40),

$$
\mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)=\int_{-\infty}^{\infty} \mathcal{U}_{0}^{*}\left(x_{h}\left(s-t_{0} ; G_{0}\right), \alpha_{h}\left(s-t_{0} ; \alpha_{0}, G_{0}\right), s ; e_{0}\right) d s
$$

and then

$$
\begin{aligned}
\frac{\partial \mathcal{L}}{\partial t_{0}}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right) & =-\int_{-\infty}^{\infty}\left\{\left\{\mathcal{U}_{0}^{*}, \mathcal{H}_{0}\right\}\right\}\left(x_{h}\left(s-t_{0} ; G_{0}\right), \alpha_{h}\left(s-t_{0} ; \alpha_{0}, G_{0}\right), y_{h}\left(s-t_{0} ; G_{0}\right), G_{0}, s\right) d s \\
& =\int_{-\infty}^{\infty}\left\{\left\{\mathcal{H}_{0}, \mathcal{U}_{0}^{*}\right\}\right\}\left(x_{h}\left(s-t_{0} ; G_{0}\right), \alpha_{h}\left(s-t_{0} ; \alpha_{0}, G_{0}\right), y_{h}\left(s-t_{0} ; G_{0}\right), G_{0}, s\right) d s
\end{aligned}
$$

so that

$$
\begin{aligned}
\frac{\partial \mathcal{L}}{\partial t_{0}}\left(\alpha_{0}, G_{0}, s_{0}-\nu ; e_{0}\right) & =\int_{-\infty}^{\infty}\left\{\left\{\mathcal{H}_{0}, \mathcal{U}_{0}^{*}\right\}\right\}\left(x_{h}\left(s-s_{0}+\nu ; G_{0}\right), \alpha_{h}\left(s-s_{0}+\nu ; \alpha_{0}, G_{0}\right), y_{h}\left(s-s_{0}+\nu ; G_{0}\right), G_{0}, s\right) d s \\
& =\int_{-\infty}^{\infty}\left\{\left\{\mathcal{H}_{0}, \mathcal{U}_{0}^{*}\right\}\right\}\left(x_{h}\left(t+\nu ; G_{0}\right), \alpha_{h}\left(t+\nu ; \alpha_{0}, G_{0}\right), y_{h}\left(t+\nu ; G_{0}\right), G_{0}, s_{0}+t\right) d t
\end{aligned}
$$

and therefore

$$
d\left(\tilde{\mathbf{z}}_{0}, \mu\right)=\mathcal{H}_{0}\left(\tilde{\mathbf{z}}_{\mu}^{u}\right)-\mathcal{H}_{0}\left(\tilde{\mathbf{z}}_{\mu}^{s}\right)=\mu \frac{\partial \mathcal{L}}{\partial t_{0}}\left(\alpha_{0}, G_{0}, s_{0}-\nu ; e_{0}\right)+O\left(\mu^{2}\right)
$$

Now, it is clear by the implicit function theorem, for $\mu$ small enough, that a non degenerate critical value $\nu^{*}$ of the function (1.41) gives rise to homoclinic points to $\tilde{\Lambda}_{\infty}$ where the manifolds $W_{\mu}^{s}\left(\tilde{\Lambda}_{\infty}\right)$ and $W_{\mu}^{u}\left(\tilde{\Lambda}_{\infty}\right)$ intersect transversally that have the desired form $\tilde{\mathbf{z}}^{*}=\tilde{\mathbf{z}}_{0}^{*}+O(\mu)$.

Consider now the solution of the system (1.19) represented by $\phi_{t, \mu}\left(\tilde{\mathbf{z}}^{*}\right)$. Moreover, by the fundamental theorem of calculus and the definition (1.18) we have

$$
\begin{aligned}
G_{+}-G_{-} & =-\int_{-\infty}^{\infty} \frac{\partial \mathcal{H}_{\mu}}{\partial \alpha}\left(\phi_{t, \mu}\left(\tilde{\mathbf{z}}^{*}\right)\right) d t=\int_{-\infty}^{\infty} \frac{\partial \mathcal{U}_{\mu}}{\partial \alpha}\left(\phi_{t, \mu}\left(\tilde{\mathbf{z}}^{*}\right)\right) d t \\
& =\mu \int_{-\infty}^{\infty} \frac{\partial \mathcal{U}_{0}^{*}}{\partial \alpha}\left(\phi_{t, 0}\left(\tilde{\mathbf{z}}_{0}^{*}\right)\right) d t+O\left(\mu^{2}\right) \\
& =\mu \int_{-\infty}^{\infty} \frac{\partial \mathcal{U}_{0}^{*}}{\partial \alpha}\left(x_{h}\left(\nu^{*}+t ; G_{0}\right), \alpha_{h}\left(\nu^{*}+t ; \alpha_{0}, G_{0}\right), y_{h}\left(\nu^{*}+t ; G_{0}\right), G_{0}, s_{0}+t\right) d t+O\left(\mu^{2}\right) \\
& =\mu \frac{\partial \mathcal{L}}{\partial \alpha}\left(\alpha_{0}, G_{0}, s_{0}-\nu^{*} ; e_{0}\right)+O\left(\mu^{2}\right)
\end{aligned}
$$

Once we have found a critical point $\nu^{*}$ of (1.41) we define the reduced Poincaré function (see [DdILS06])

$$
\begin{equation*}
\mathcal{L}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right):=\mathcal{L}\left(\alpha_{0}, G_{0}, s_{0}-\nu^{*} ; e_{0}\right) \tag{1.44}
\end{equation*}
$$

## The scattering map

The scattering map $S$ is defined from the manifold $\tilde{\Lambda}_{\infty}\left(\right.$ defined in (1.29)) to itself. Take $\tilde{\mathbf{z}}_{-}, \tilde{\mathbf{z}}_{+} \in$ $\tilde{\Lambda}_{\infty}$, then

$$
S_{\mu}\left(\tilde{\mathbf{z}}_{-}\right)=\tilde{\mathbf{z}}_{+}
$$

if there exist $\tilde{\mathbf{z}}^{*} \in W_{\mu}^{u}\left(\tilde{\Lambda}_{\infty}\right) \pitchfork W_{\mu}^{s}\left(\tilde{\Lambda}_{\infty}\right)$ such that

$$
\begin{equation*}
\phi_{t, \mu}\left(\tilde{\mathbf{z}}^{*}\right)-\phi_{t, \mu}\left(\tilde{\mathbf{z}}_{ \pm}\right) \rightarrow 0 \quad \text { for } t \rightarrow \pm \infty \tag{1.45}
\end{equation*}
$$

In the case $\mu=0$ we have that $\tilde{\gamma}=W^{u}\left(\tilde{\Lambda}_{\infty}\right)=W^{s}\left(\tilde{\Lambda}_{\infty}\right)$ implies that the scattering map $S_{0}$ is the identity. Indeed, for a generic point

$$
\tilde{x}_{0}=\left(0, \alpha_{0}, 0, G_{0}, s_{0}\right) \in \tilde{\Lambda}_{\infty}
$$

we have $S_{0}\left(\tilde{x}_{0}\right)=\tilde{x}_{0}$. To see this, take

$$
\tilde{\mathbf{z}}_{0}=\left(x_{h}\left(\nu ; G_{0}\right), \alpha_{h}\left(\nu ; \alpha_{0}\right), y_{h}\left(\nu ; G_{0}\right), G_{0}, s_{0}\right) \in \tilde{\gamma}
$$

then by equations (1.32), (1.33) and (1.34)

$$
\begin{aligned}
& \phi_{t, 0}\left(\tilde{\mathbf{z}}_{0}\right)-\phi_{t, 0}\left(\tilde{x}_{0}\right)= \\
& \quad\left(x_{h}\left(t+\nu ; G_{0}\right), \alpha_{h}\left(t+\nu ; \alpha_{0}\right), y_{h}\left(t+\nu ; G_{0}\right), G_{0}, t+s_{0}\right)-\left(0, \alpha_{0}, 0, G_{0}, t+s_{0}\right) \xrightarrow[t \rightarrow \pm \infty]{ } 0
\end{aligned}
$$

wich proves that $S_{0}=I d$.
The next proposition gives an approximation of the scattering map in the general case $\mu \neq 0$
Proposition 1.3. The scattering map $S_{\mu}$ associated to the non degenerate critical point $\nu^{*}$ of the function defined in (1.41) is given by
$\left(0, \alpha_{-}, 0, G_{-}, s_{-}\right) \longmapsto\left(0, \alpha_{-}+\mu \frac{\partial \mathcal{L}^{*}}{\partial G}\left(\alpha_{-}, G_{-} ; e_{0}\right)+O\left(\mu^{2}\right), 0, G_{-}-\mu \frac{\partial \mathcal{L}^{*}}{\partial \alpha}\left(\alpha_{-}, G_{-} ; e_{0}\right)+O\left(\mu^{2}\right), s_{-}\right)$
where $\mathcal{L}^{*}$ is the Poincaré reduced function introduced in (1.44).
Proof. By hypothesis we have a non degenerate critical point $\nu^{*}$ of (1.41), by using definition (1.44) the proposition 1.2 gives the correspondence we look for between $G_{-}$and $G_{+}$. Finally, the equation

$$
\alpha_{+}-\alpha_{-}=-\mu \frac{\partial \mathcal{L}^{*}}{\partial G}\left(\alpha_{0}, G_{0}, t_{0}^{*}\right)+O\left(\mu^{2}\right)
$$

is a direct consequence of the fact that $\mathcal{L}^{*}$ is symplectic, as shown in [DdlLS08].
Since we know that for all time,

$$
\phi_{t, \mu}\left(\tilde{\mathbf{z}}^{*}\right)=\phi_{t, 0}\left(\tilde{\mathbf{z}}_{0}^{*}\right)+O(\mu),
$$

denoting $G\left(\phi_{t, \mu}\left(\tilde{\mathbf{z}}^{*}\right)\right)$ and $\alpha\left(\phi_{t, \mu}\left(\tilde{\mathbf{z}}^{*}\right)\right)$ the $G$ and $\alpha$ coordinate of $\phi_{t, \mu}\left(\tilde{\mathbf{z}}^{*}\right)$ we have

$$
\begin{aligned}
& G_{ \pm}=\lim _{t \rightarrow \pm \infty} G\left(\phi_{t, \mu}\left(\tilde{\mathbf{z}}^{*}\right)\right)=G_{0}+O(\mu) \\
& \alpha_{ \pm}=\lim _{t \rightarrow \pm \infty} \alpha\left(\phi_{t, \mu}\left(\tilde{\mathbf{z}}^{*}\right)\right)=\alpha_{0}+O(\mu)
\end{aligned}
$$

Using that $G_{-}=G_{0}+O(\mu)$ and $\alpha_{-}=\alpha_{0}+O(\mu)$ we get the required formula which completes the proof.

Next proposition concerns the circular case $e_{0}=0$
Proposition 1.4. If $e_{0}=0$ and $\nu^{*}=\nu^{*}\left(\alpha_{0}, G_{0}, s_{0}\right) \in \mathbb{R}$ is such that $\partial \mathcal{L} / \partial t_{0}\left(\alpha_{0}, G_{0}, s_{0}-\nu^{*} ; 0\right)=0$ then

$$
\frac{\partial \mathcal{L}}{\partial \alpha_{0}}\left(\alpha_{0}, G_{0}, s_{0}-\nu^{*} ; 0\right)=0
$$

that is

$$
\frac{\partial \mathcal{L}^{*}}{\partial \alpha_{0}}\left(\alpha_{0}, G_{0} ; 0\right)=0
$$

Proof. From the equation (1.40) we have that

$$
\begin{align*}
0 & =\frac{\partial \mathcal{L}}{\partial t_{0}}\left(\alpha_{0}, G_{0}, s_{0}-\nu^{*} ; e_{0}\right) \\
& =\int_{-\infty}^{\infty} \frac{\partial \mathcal{U}_{0}^{*}}{\partial t}\left(x_{h}\left(s ; G_{0}\right), \alpha_{h}\left(s ; \alpha_{0}, G_{0}\right), y_{h}\left(s ; G_{0}\right), G_{0}, s+s_{0}-\nu^{*} ; e_{0}\right) d s . \tag{1.46}
\end{align*}
$$

on the other hand, in the circular case $e_{0}=0$, formulas (1.4) and (1.6) give $r_{0}=1$ and $f=t$ in the self potential (1.17), so that $\mathcal{U}_{\mu}$ only depends on $\alpha$ and $t$ through the combination $\alpha-t$ and therefore

$$
\frac{\partial \mathcal{U}_{\mu}^{*}}{\partial \alpha}(x, \alpha, t ; 0)=-\frac{\partial \mathcal{U}_{\mu}^{*}}{\partial t}(x, \alpha, t ; 0) .
$$

Then equation (1.46) reads

$$
\begin{aligned}
0 & =\frac{\partial \mathcal{L}}{\partial t_{0}}\left(\alpha_{0}, G_{0}, s_{0}-\nu^{*} ; 0\right) \\
& =-\int_{-\infty}^{\infty} \frac{\partial \mathcal{U}_{0}^{*}}{\partial \alpha}\left(x_{h}\left(s ; G_{0}\right), \alpha_{h}\left(s ; \alpha_{0}, G_{0}\right), y_{h}\left(s ; G_{0}\right), G_{0}, s+s_{0}-\nu^{*} ; 0\right) d s \\
& =-\frac{\partial \mathcal{L}}{\partial \alpha_{0}}\left(\alpha_{0}, G_{0}, s_{0}-\nu^{*} ; e_{0}\right) \quad \text { (by equation (1.32b) and the chain rule) }
\end{aligned}
$$

By this proposition, if there exists a heteroclinc connection in the circular case, between two periodic orbits $\tilde{\Lambda}_{\alpha_{-}, G_{-}}$and $\tilde{\Lambda}_{\alpha_{+}, G_{+}}$in $\tilde{\Lambda}_{\infty}$ introduced in (1.28), $G_{+}=G_{-}+O\left(\mu^{2}\right)$ by proposition 1.3. But indeed $G_{+}=G_{-}$in the circular case, since there exists the first integral provided by the Jacobi constant $C_{J}=\mathcal{H}_{\mu}+G$ and as $\mathcal{H}_{\mu}=0$ on $\tilde{\Lambda}_{\alpha_{-}, G_{-}}$and $\tilde{\Lambda}_{\alpha_{+}, G_{+}}, G_{+}=G_{-}$. Therefore in the circular case there is no possibility to find diffusive orbits studying the intersection of $W_{\mu}^{s}\left(\tilde{\Lambda}_{\infty}\right)$ and $W_{\mu}^{u}\left(\tilde{\Lambda}_{\infty}\right)$ since by proposition 1.3 the angular momentum remains constant.

From the definition of $\mathcal{L}$ given in (1.40) and equation (1.24) we get

$$
\begin{align*}
& \mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)=\int_{-\infty}^{\infty}\left[\frac{x_{h}^{2}}{\left[4+x_{h}^{4}\left[r_{0}(t)\right]^{2}+4 x_{h}^{2}\left[r_{0}(t)\right] \cos \left(\alpha_{h}-f\right)\right]^{1 / 2}}\right. \\
&\left.+\left(\frac{x_{h}^{2}}{2}\right)^{2}\left[r_{0}(t)\right] \cos \left(\alpha_{h}-f\right)-\frac{x_{h}^{2}}{2}\right] d t \tag{1.47}
\end{align*}
$$

where $x_{h}$ and $\alpha_{h}$ are coordinates of the homoclinic orbit defined in (1.32) whereas $r_{0}$ and $f$ defined in (1.4) and (1.5) and are evaluated at $t+t_{0}$.

The computation of Melnikov potential (1.47) will be done in chapter 2. Such computation will be done in two different ways, corresponding to whether the parameter $\lambda=e_{0} G_{0}$ is small or not. The next two theorems correspond to these two cases.

Theorem 1.5. If $G_{0} \geq 32, e_{0} G_{0}<1 / 8$, then there exists a positive constant $K$ such that the Melnikov potential $\mathcal{L}$ given by (1.47) satisfies

$$
\begin{array}{r}
\mathcal{L}=L_{0}\left(\alpha_{0}\right)-\cos \left(t_{0}-\alpha_{0}\right) \sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{3}^{3}}{3}}\left(1+\tilde{E}_{1}\right)-\cos \left(t_{0}-2 \alpha_{0}\right) 3 \sqrt{2 \pi} e_{0} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{3}^{3}}{3}}\left(1+\tilde{E}_{2}\right) \\
+2 \Re\left\{\tilde{E}_{3}\left(\alpha_{0}\right) \mathrm{e}^{i t_{0}}\right\}+\tilde{E}_{4}\left(t_{0}, \alpha_{0}\right)
\end{array}
$$

with

$$
\begin{aligned}
\left|\tilde{E}_{1}\right| & \leq K\left(G_{0}^{-1}+e_{0}^{2}\right) \\
\left|\tilde{E}_{2}\right| & \leq K\left(G_{0}^{-1}+e_{0}\right)
\end{aligned}
$$

$$
\begin{aligned}
\left|\tilde{E}_{3}\left(\alpha_{0}\right)\right| & \leq K \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\left[\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+e_{0}^{2} G_{0}^{5 / 2}+e_{0} G_{0}^{-3 / 2}\right] \\
\left|\tilde{E}_{4}\left(t_{0}, \alpha_{0}\right)\right| & \leq K G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}
\end{aligned}
$$

for some positive constant $K$ and

$$
L_{0}\left(\alpha_{0}\right)-L_{0,0}=\frac{15}{8} \pi e_{0} G_{0}^{-5} \cos \left(\alpha_{0}\right)+\tilde{F}_{1}+\tilde{F}_{2}
$$

where

$$
\begin{aligned}
& \left|\tilde{F}_{1}\right| \leq S e_{0} G_{0}^{-9} \\
& \left|\tilde{F}_{2}\right| \leq S e_{0}^{2} G_{0}^{-5}
\end{aligned}
$$

for some positive constant $S$. And

$$
L_{0,0}=\frac{\pi}{2} G_{0}^{-3}+F_{1}+F_{4}
$$

with

$$
\begin{aligned}
& \left|F_{1}\right| \leq S G_{0}^{-7} \\
& \left|F_{4}\right| \leq S G_{0}^{-3} e_{0}^{2}
\end{aligned}
$$

Theorem 1.6. Let $\lambda$ be a real positive constant and $c \geq 1$. If

$$
G_{0} \geq \max \left\{(3 c)^{2 / 3}, 32,8 \lambda^{-1}, 3 \lambda^{1 / 3}, \lambda^{4}\right\}
$$

then there exists a positive constant $K$, depending on $\lambda$, such that if $e_{0} G_{0}=\lambda$, the Melnikov potential $\mathcal{L}$ given by (2.7) satisfy

$$
\begin{aligned}
& \mathcal{L}=L_{0}\left(\alpha_{0}\right)+\cos \left(t_{0}-\alpha_{0}\right) \sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3}\left(1+\tilde{E}_{1}\right) \\
&-\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 4 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2} \Re\left\{\left[\mathrm{e}^{-\lambda \mathrm{e}^{-i \alpha_{0}}} \frac{A}{1-A}\right.\right. {\left[\frac{2 A}{ \pm 2 i \sqrt{A(A-1)}} J_{1}( \pm 2 i \sqrt{A(A-1)})\right.} \\
&\left.\left.\left.-J_{0}( \pm 2 i \sqrt{A(A-1)})\right]+A\right] \mathrm{e}^{i t_{0}}\left(1+\mathcal{R}_{1}\left(\alpha_{0}\right)\right)\right\}+\mathcal{R}_{3}\left(\alpha_{0}, G_{0}, t_{0}\right)
\end{aligned}
$$

with

$$
\begin{aligned}
A & =\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}} \\
\frac{A}{A-1} & =\frac{\lambda^{2}-2 \lambda \mathrm{e}^{-i \alpha_{0}}}{\lambda^{2}-4 \lambda \cos \alpha_{0}+4} \\
A(A-1) & =-\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}}\left(1-\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}}\right) .
\end{aligned}
$$

and

$$
\begin{aligned}
&\left|\tilde{E}_{1}\right| \leq K\left(G_{0}^{-1}+\lambda^{2} G_{0}^{-2}\right) \\
&\left|\mathcal{R}_{1}\left(\alpha_{0}\right)\right| \leq K G_{0}^{-1} \\
&\left|\mathcal{R}_{3}\left(\alpha_{0}, G_{0}, t_{0}\right)\right| \leq K G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}} \\
& L_{0}\left(\alpha_{0}\right)-L_{0,0}=-\frac{15}{8} \pi e_{0} G_{0}^{-5} \cos \left(\alpha_{0}\right)+\tilde{F}_{1}+\tilde{F}_{2}
\end{aligned}
$$

with

$$
\left|\tilde{F}_{1}\right| \leq K e_{0} G_{0}^{-9}
$$

$$
\left|\tilde{F}_{2}\right| \leq K e_{0}^{2} G_{0}^{-5}
$$

and

$$
L_{0,0}=\frac{\pi}{2} G_{0}^{-3}+F_{1}+F_{4}
$$

with

$$
\begin{aligned}
& \left|F_{1}\right| \leq K G_{0}^{-7} \\
& \left|F_{4}\right| \leq K G_{0}^{-3} e_{0}^{2}
\end{aligned}
$$

The functions $J_{0}(z)$ and $J_{1}(z)$ are the Bessel's functions of the first kind [AS65] and whose expansion around $z=0$ is given by

$$
J_{n}(z)=\sum_{m=0}^{\infty} \frac{(-1)^{m}}{m!\Gamma(m+n+1)}\left(\frac{z}{2}\right)^{2 m+n}
$$

Corollary 1.7. If $\lambda=e_{0} G_{0}$ is small, theorem 1.6 recovers the asymptotic expression found for the Melnikov potential $\mathcal{L}$ in theorem 1.5.

Proof. The first two terms in the expression for $\mathcal{L}$ in both theorems 1.5 and 1.6, coincides.
From the definition of $A$ we have that $A=O(\lambda)$ and also $A(A-1)=O(\lambda)$, therefore looking for asymptotics for $\lambda$ small is equivalent to look for asymptotics for $A$ small. Using the asymptotics for the Bessel's functions $J_{0}$ and $J_{1}$, given in theorem 1.6 we have

$$
\begin{aligned}
\mathrm{e}^{\lambda \mathrm{e}^{-i \alpha_{0}}} & =\mathrm{e}^{-2 A}=1-2 A+O\left(A^{2}\right) \\
J_{1}( \pm 2 i \sqrt{A(A-1)}) & = \pm i \sqrt{A(A-1)}+O\left([A(A-1)]^{3 / 2}\right) \\
J_{0}( \pm 2 i \sqrt{A(A-1)}) & =1+A^{2}-A+O\left([A(A-1)]^{2}\right) \\
\frac{A}{1-A} & =A+O\left(A^{2}\right)
\end{aligned}
$$

therefore, we can write the third term as follows and get the asymptotic for $\lambda$ small

$$
\begin{aligned}
-\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 4 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2} \Re\left\{\left[\mathrm { e } ^ { - \lambda \mathrm { e } ^ { - i \alpha _ { 0 } } \frac { A } { 1 - A } } \left[\begin{array}{rl} 
\pm 2 i \sqrt{A(A-1)} & \frac{2 A}{}( \pm 2 i \sqrt{A(A-1)}) \\
& \left.\left.\left.-J_{0}( \pm 2 i \sqrt{A(A-1)})\right]+A\right] \mathrm{e}^{i t_{0}}\left(1+\mathcal{R}_{1}\left(\alpha_{0}\right)\right)\right\} \\
=-\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 4 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2} \Re\left\{\mathrm { e } ^ { - 2 A } \frac { A } { 1 - A } \left[\frac{2 A}{ \pm 2 i \sqrt{A(A-1)}} J_{1}( \pm 2 i \sqrt{A(A-1)})\right.\right. \\
& \left.\left.-J_{0}( \pm 2 i \sqrt{A(A-1)})+(1-A) \mathrm{e}^{2 A}\right] \mathrm{e}^{i t_{0}}\left(1+\mathcal{R}_{1}\left(\alpha_{0}\right)\right)\right\} \\
=-\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 4 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2} \Re\left\{\mathrm { e } ^ { - 2 A } \frac { A } { 1 - A } \left[A+O\left(A^{2}\right)-1-A^{2}+A+O\left(A^{2}\right)\right.\right. \\
& \left.\left.+(1-A) \mathrm{e}^{2 A}\right] \mathrm{e}^{i t_{0}}\left(1+\mathcal{R}_{1}\left(\alpha_{0}\right)\right)\right\}=(*)
\end{array}\right.\right.\right.
\end{aligned}
$$

since
$(1-A) \mathrm{e}^{2 A}=1-A+(1-A) 2 A+(1-A) O\left(A^{2}\right)=1-A+2 A-2 A^{2}+O\left(A^{2}\right)=1+A+O\left(A^{2}\right)$
we have

$$
(*)=-\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 4 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2} \Re\left\{\mathrm{e}^{-2 A} \frac{A}{1-A}\left[3 A+O\left(A^{2}\right)\right] \mathrm{e}^{i t_{0}}\left(1+\mathcal{R}_{1}\left(\alpha_{0}\right)\right)\right\}
$$

also, it is clear from the given asymptotics that

$$
\mathrm{e}^{-2 A} \frac{A}{1-A}=A+O\left(A^{2}\right)
$$

and then

$$
(*)=-\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 4 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2} \Re\left\{\left[3 A^{2}+O\left(A^{3}\right)\right] \mathrm{e}^{i t_{0}}\left(1+\mathcal{R}_{1}\left(\alpha_{0}\right)\right)\right\}
$$

and, from its definition $A^{2}=\left(\lambda^{2} / 4\right) \mathrm{e}^{-2 i \alpha_{0}}$ we have

$$
\begin{aligned}
(*) & =-\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 4 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2} \Re\left\{\left[\frac{3}{4} \lambda^{2} \mathrm{e}^{i\left(t_{0}-2 \alpha_{0}\right)}+O\left(A^{3}\right)\right]\left(1+\mathcal{R}_{1}\left(\alpha_{0}\right)\right)\right\} \\
& =-\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 4 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2} \Re\left\{\frac{3}{4} \lambda^{2} \mathrm{e}^{i\left(t_{0}-2 \alpha_{0}\right)}+O\left(\lambda^{2}\right)\left(\lambda+\mathcal{R}_{1}\left(\alpha_{0}\right)\right)\right\} \\
& =-\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 3 \sqrt{2 \pi} e_{0} G_{0}^{3 / 2} \cos \left(t_{0}-2 \alpha_{0}\right)\left[1+\Re\left\{O(\lambda)\left(G_{0}^{1 / 2} \lambda+\mathcal{R}_{1}\left(\alpha_{0}\right)\right)\right\}\right] \\
& =-\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 3 \sqrt{2 \pi} e_{0} G_{0}^{3 / 2} \cos \left(t_{0}-2 \alpha_{0}\right)\left[1+O\left(e_{0} G_{0}^{3 / 2}\left(e_{0} G_{0}+G_{0}^{-3 / 2}\right)\right)\right]
\end{aligned}
$$

which is exactly the second term in the expression for the Melnikov potential $\mathcal{L}$ given in theorem 1.5.

### 1.5 Global diffusion

### 1.5.1 $\quad e_{0} G_{0}=\lambda \ll 1$

To prove diffusion in the case $\lambda_{0}=e_{0} G_{0} \ll 1$ we will use propositions 1.2 and 1.3 to construct a suitable scattering map using the computation of the Melnikov potential given in theorem 1.5. From this theorem, we will introduce the next notation. The Melnikov potential is given by

$$
\begin{equation*}
\mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)=L_{0,0}+\mathcal{L}_{0}\left(\alpha_{0}, G_{0} ; e_{0}\right)+\mathcal{L}_{1}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)+\mathcal{E}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right) \tag{1.48}
\end{equation*}
$$

where $L_{0,0}$ is given in theorem 1.5 as

$$
\begin{equation*}
L_{0,0}=\frac{\pi}{2} G_{0}^{-3}+\mathcal{F}_{1} \tag{1.49}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{F}_{1}=\mathcal{F}_{1}\left(G_{0} ; e_{0}\right)=O\left(e_{0}^{2} G_{0}^{-3}+G_{0}^{-7}\right) \tag{1.50}
\end{equation*}
$$

and,

$$
\begin{align*}
& \mathcal{L}_{0}\left(\alpha_{0}, G_{0} ; e_{0}\right)=-\frac{15}{8} \pi e_{0} G_{0}^{-5} \cos \left(\alpha_{0}\right)+\mathcal{F}\left(\alpha_{0}, G_{0} ; e_{0}\right)  \tag{1.51}\\
& \begin{aligned}
\mathcal{L}_{1}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)=\cos \left(t_{0}-\alpha_{0}\right) & \sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\left(1+\tilde{E}_{1}\right) \\
& -\cos \left(t_{0}-2 \alpha_{0}\right) 3 \sqrt{2 \pi} e_{0} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\left(1+\tilde{E}_{2}\right)+2 \Re\left\{\tilde{E}_{3}\left(\alpha_{0}\right) \mathrm{e}^{i t_{0}}\right\}
\end{aligned}
\end{align*}
$$

$\tilde{E}_{1}, \tilde{E}_{2}$ and $\tilde{E}_{3}$ are bounded in theorem 1.5 and

$$
\begin{align*}
\mathcal{E}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right) & =O\left(G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}\right)  \tag{1.53}\\
\mathcal{F}\left(\alpha_{0}, G_{0} ; e_{0}\right) & =O\left(e_{0}^{2} G_{0}^{-5}, e_{0} G_{0}^{-9}\right) \tag{1.54}
\end{align*}
$$

Lemma 1.8. Let $\mathcal{L}_{1}$ be defined in (1.52) and $p=12 e_{0} G_{0}^{2}=12 \lambda G_{0}$. If $P^{2}=1-2 p \cos \alpha_{0}+p^{2} \neq 0$, then

$$
\mathcal{L}_{1}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)=\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} B \cos \left(t_{0}-\alpha_{0}-\theta\right)
$$

where $\theta=\theta\left(\alpha_{0}, G_{0} ; e_{0}\right) \in(-\pi, \pi]$ and $B=B\left(\alpha_{0}, G_{0} ; e_{0}\right)$ satisfy

$$
\begin{aligned}
B^{2} & =P^{2}+\tilde{B} \\
\tan \theta & =\frac{p \sin \alpha_{0}+\Im\left(\tilde{B}_{1}\right)}{1-p \cos \alpha_{0}}\left(1+O\left(\frac{\Re\left(\tilde{B}_{1}\right)}{1-p \cos \alpha_{0}}\right)\right)
\end{aligned}
$$

with

$$
\begin{aligned}
|\tilde{B}| & \leq K\left[G_{0}^{-1}+e_{0} G_{0}\left(1+p+p^{2}\right)\right] \\
\left|\tilde{B}_{1}\right| & \leq K\left[G_{0}^{-1}+e_{0} G_{0}(1+p)\right]
\end{aligned}
$$

Proof. From the definition of $\mathcal{L}_{1}$ given in (1.52) we can write, defining $p=12 e_{0} G_{0}^{2}$

$$
\mathcal{L}_{1}=\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\left[\cos \left(t_{0}-\alpha_{0}\right)\left(1+\tilde{E}_{1}\right)-p \cos \left(t_{0}-2 \alpha_{0}\right)\left(1+\tilde{E}_{2}\right)+\Re\left\{\widehat{E}_{3}\left(\alpha_{0}\right) \mathrm{e}^{i t_{0}}\right\}\right]
$$

where

$$
\widehat{E}_{3}\left(\alpha_{0}\right)=\sqrt{\frac{8}{\pi}} G_{0}^{1 / 2} \mathrm{e}^{\frac{G_{0}^{3}}{3}} 2 \tilde{E}_{3}\left(\alpha_{0}\right)
$$

and then, by the bounds in theorem 1.5 we have

$$
\left|\widehat{E}_{3}\left(\alpha_{0}\right)\right| \leq K\left[\left(1+e_{0}\right)^{4} G_{0}^{-3}+e_{0}^{2} G_{0}^{3}+e_{0} G_{0}^{-1}\right]
$$

so

$$
\begin{aligned}
\mathcal{L}_{1} & =\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\left[\Re\left(\mathrm{e}^{i\left(t_{0}-\alpha_{0}\right)}\right)\left(1+\tilde{E}_{1}\right)-p \Re\left(\mathrm{e}^{i\left(t_{0}-2 \alpha_{0}\right)}\right)\left(1+\tilde{E}_{2}\right)+\Re\left\{\widehat{E}_{3}\left(\alpha_{0}\right) \mathrm{e}^{i t_{0}}\right\}\right] \\
& =\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \Re\left(\mathrm{e}^{i\left(t_{0}-\alpha_{0}\right)}\left(1+\tilde{E}_{1}-p\left(1+\tilde{E}_{2}\right) \mathrm{e}^{-i \alpha_{0}}+\widehat{E}_{3}\left(\alpha_{0}\right) \mathrm{e}^{i \alpha_{0}}\right)\right)
\end{aligned}
$$

if we write now

$$
\begin{equation*}
1+\tilde{E}_{1}-p\left(1+\tilde{E}_{2}\right) \mathrm{e}^{-i \alpha_{0}}+\widehat{E}_{3}\left(\alpha_{0}\right) \mathrm{e}^{i \alpha_{0}}=B \mathrm{e}^{-i \theta} \tag{1.55}
\end{equation*}
$$

we have that

$$
\begin{aligned}
\mathcal{L}_{1} & =\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} B \Re\left(\mathrm{e}^{i\left(t_{0}-\alpha_{0}-\theta\right)}\right) \\
& =\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} B \cos \left(t_{0}-\alpha_{0}-\theta\right) .
\end{aligned}
$$

Let us find $B$ and $\theta$. From equation (1.55), we have

$$
\begin{equation*}
B \mathrm{e}^{-i \theta}=1-p \mathrm{e}^{-i \alpha_{0}}+\tilde{B}_{1} \tag{1.56}
\end{equation*}
$$

where

$$
\tilde{B}_{1}=\tilde{E}_{1}-p \tilde{E}_{2} \mathrm{e}^{-i \alpha_{0}}+\widehat{E}_{3}\left(\alpha_{0}\right) \mathrm{e}^{i \alpha_{0}}
$$

$\left|\tilde{B}_{1}\right| \leq K\left[G_{0}^{-1}+e_{0} G_{0}(1+p)\right]$. Therefore

$$
B^{2}=\left|1-p \mathrm{e}^{-i \alpha_{0}}\right|^{2}+\tilde{B}
$$

where $\tilde{B}=\left(1-p \mathrm{e}^{-i \alpha_{0}}\right) \overline{\tilde{B}_{1}}+\tilde{B}_{1}\left(1-p \mathrm{e}^{i \alpha_{0}}\right)+\left|\tilde{B}_{1}\right|^{2}$, then using the bounds for $\tilde{B}_{1}$ and the definition of $p,|\tilde{B}| \leq K\left[G_{0}^{-1}+e_{0} G_{0}\left(1+p+p^{2}\right)\right]$.

$$
\begin{align*}
B^{2} & =1-p\left(\mathrm{e}^{-i \alpha_{0}}+\mathrm{e}^{i \alpha_{0}}\right)+p^{2}+\tilde{B} \\
& =1-2 p \cos \alpha_{0}+p^{2}+\tilde{B} \\
& =P^{2}+\tilde{B} \tag{1.57}
\end{align*}
$$

assuming that $1-p \cos \alpha_{0} \neq 0$ we can see that $\tilde{B}_{1} /\left(1-p \cos \alpha_{0}\right)$ is always small and therefore from (1.56)

$$
\begin{aligned}
\tan \theta & =\frac{p \sin \alpha_{0}+\Im\left(\tilde{B}_{1}\right)}{1-p \cos \alpha_{0}+\Re\left(\tilde{B}_{1}\right)} \\
& =\frac{p \sin \alpha_{0}+\Im\left(\tilde{B}_{1}\right)}{1-p \cos \alpha_{0}}\left(1+O\left(\frac{\Re\left(\tilde{B}_{1}\right)}{1-p \cos \alpha_{0}}\right)\right)
\end{aligned}
$$

Remark 1.9. Under the assumptions of lemma 1.8, if $p=1$ and $\cos \alpha_{0}=-1$ the angle $\theta$ is not well defined, but this case corresponds to $B=0$.

By proposition 1.2 we need to find critical points of the function $t_{0} \longmapsto \mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)$, to this end we will check that $t_{0} \longmapsto \mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)$ is a cosine-like function, that is, with a nondegenerate maximum (minimum) and no other critical points. By equation (1.48) and the bound (1.53), for $G_{0}$ big enough, the critical points in the variable $t_{0}$ are well approximated by the critical points of the function $\mathcal{L}$ and therefore will be close to $t_{0}-\alpha_{0}-\theta=0, \pi(\bmod 2 \pi)$ thanks to lemma 1.8. For this purpose, we introduce

$$
\begin{equation*}
\mathcal{L}_{1}^{*}=\mathcal{L}_{1}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right)=\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} B \tag{1.58}
\end{equation*}
$$

where $B=B\left(\alpha_{0}, G_{0} ; e_{0}\right)$ is given in lemma 1.8. With this notation the function $\mathcal{L}_{1}$ of lemma 1.8 can be written as

$$
\begin{equation*}
\mathcal{L}_{1}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)=\mathcal{L}_{1}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right) \cos \left(t_{0}-\alpha_{0}-\theta\right) \tag{1.59}
\end{equation*}
$$

First a technical lemma.
Lemma 1.10. Let $\mathcal{E}$ be the error function defined by (1.48) and $\mathcal{L}_{1}^{*}$ be defined in (1.58). If $G_{0} \gg 1$, $e_{0} G_{0} \ll 1$ and

$$
16 K\left(G_{0}^{-1}+e_{0} G_{0}\right)<\kappa^{2}<\left(1-\frac{\pi^{2}}{16}\right)^{2}
$$

for $|p-1| \geq 1$ or $\alpha_{0} \in[\kappa, 2 \pi-\kappa]$. Then

$$
\left[\left(\frac{\partial \mathcal{E}}{\partial t_{0}}\right)^{2}+\left(\frac{\partial^{2} \mathcal{E}}{\partial t_{0}^{2}}\right)^{2}\right] /\left(\mathcal{L}_{1}^{*}\right)^{2}<\frac{2 K}{\kappa^{2}} G_{0}^{4} \mathrm{e}^{-G_{0}^{3} \frac{2}{9}}
$$

Proof. Since the Melnikov potential $\mathcal{L}$ defined in (1.47) and rewritten in (1.48) is $2 \pi$-periodic in $t_{0}$ we have that except for a constant $\partial \mathcal{E} / \partial t_{0}$ and $\partial^{2} \mathcal{E} / \partial t_{0}^{2}$ have similar bounds to the bound of $\mathcal{E}$, given indirectly in (1.53), therefore for some positive constant $K$

$$
\left[\left(\frac{\partial \mathcal{E}}{\partial t_{0}}\right)^{2}+\left(\frac{\partial^{2} \mathcal{E}}{\partial t_{0}^{2}}\right)^{2}\right] /\left(\mathcal{L}_{1}^{*}\right)^{2}<K \frac{G_{0}^{3} \mathrm{e}^{-G_{0}^{3} \frac{8}{9}}}{G_{0}^{-1} B^{2} \mathrm{e}^{-G_{0}^{3} \frac{2}{3}}}=\frac{K}{B^{2}} G_{0}^{4} \mathrm{e}^{-G_{0}^{3} \frac{2}{9}}
$$

it remains to show that $1 / B^{2}$ can be bounded by $2 / \kappa^{2}$. From the expression for $B^{2}$ given in (1.57) and the triangle inequality we have

$$
\begin{equation*}
B^{2} \geq P^{2}-|\tilde{B}| \geq(p-1)^{2}-|\tilde{B}| \tag{1.60}
\end{equation*}
$$

Let $\kappa \in(0,1)$ and $\omega=1-\kappa, \sigma=\kappa+1$. We have three different cases; if $p \geq \sigma>1, p \leq \omega<1$ and $\omega<p<\sigma$. We know from lemma 1.8 that

$$
\begin{equation*}
|\tilde{B}| \leq K\left[G_{0}^{-1}+e_{0} G_{0}\left(1+p+p^{2}\right)\right] \tag{1.61}
\end{equation*}
$$

then, when $p \geq \sigma=1+\kappa>1$ we have that

$$
\frac{p}{p-1} \leq \frac{1+\kappa}{\kappa}
$$

and then, from (1.61) that

$$
|\tilde{B}| \leq 4 K e_{0} G_{0} p^{2} \leq K e_{0} G_{0} \frac{(p-1)^{2}}{2} 2\left(\frac{1+\kappa}{\kappa}\right)^{2}
$$

if we now choose

$$
\begin{equation*}
\kappa^{2} \geq 16 K e_{0} G_{0} \tag{1.62}
\end{equation*}
$$

we have

$$
|\tilde{B}| \leq \frac{(p-1)^{2}}{2}
$$

and then from (1.60)

$$
B^{2} \geq \frac{(p-1)^{2}}{2}
$$

or equivalently

$$
\frac{1}{B^{2}} \leq \frac{2}{(p-1)^{2}} \leq \frac{2}{\kappa^{2}}
$$

When $p \leq \omega=1-\kappa<1$, from (1.61) that

$$
|\tilde{B}| \leq 3 K\left[G_{0}^{-1}+e_{0} G_{0}\right]
$$

if we now choose

$$
\begin{equation*}
\kappa^{2} \geq 6 K\left(G_{0}^{-1}+e_{0} G_{0}\right) \tag{1.63}
\end{equation*}
$$

we have

$$
|\tilde{B}| \leq \frac{\kappa^{2}}{2}
$$

and then from (1.60)

$$
B^{2} \geq(p-1)^{2}-\frac{\kappa^{2}}{2} \geq \frac{\kappa^{2}}{2}
$$

or equivalently

$$
\frac{1}{B^{2}} \leq \frac{2}{\kappa^{2}}
$$

When $1-\kappa=\omega<p<\sigma=1+\kappa$, from (1.61) we have

$$
\begin{equation*}
|\tilde{B}| \leq 7 K\left[G_{0}^{-1}+e_{0} G_{0}\right] \tag{1.64}
\end{equation*}
$$

The function $P^{2}$ in (1.57) can be written as

$$
P^{2}(p)=\left(p-\cos \alpha_{0}\right)^{2}+\left(1-\cos ^{2} \alpha_{0}\right) \geq 0
$$

or more conveniently as

$$
P^{2}=(p-1)^{2}+2 p\left(1-\cos \alpha_{0}\right) \geq 2 p\left(1-\cos \alpha_{0}\right) \geq 2(1-\kappa)\left(1-\cos \alpha_{0}\right) .
$$

Restricting $\alpha_{0}$ to the interval $[\kappa, 2 \pi-\kappa]$ so that

$$
1-\cos \alpha_{0} \geq 1-\cos \kappa=2 \sin \left(\kappa^{2} / 2\right) \geq 8\left(\kappa^{2} / \pi^{2}\right)
$$

if we choose

$$
\begin{equation*}
16 K\left(G_{0}^{-1}+e_{0} G_{0}\right)<\kappa^{2}<\left(1-\frac{\pi^{2}}{16}\right)^{2} \tag{1.65}
\end{equation*}
$$

we have from (1.60) and (1.64) that

$$
B^{2} \geq 2 \frac{\pi^{2}}{16} \frac{8}{\pi^{2}} \kappa^{2}-\frac{\kappa^{2}}{2}=\frac{\kappa^{2}}{2}
$$

or equivalently

$$
\frac{1}{B^{2}} \leq \frac{2}{\kappa^{2}}
$$

Summarizing, for any $\kappa$ verifying condition (1.65) one has that $1 / B^{2} \leq 2 / \kappa^{2}$ if $|p-1| \geq 1$ or $\alpha_{0} \in[\kappa, 2 \pi-\kappa]$.

Proposition 1.11. Let $\mathcal{L}$ be the Melnikov potential given in (1.48) and $G_{0}, e_{0}, \alpha_{0}$ and $\kappa$ as in lemma 1.10. Then $t_{0} \longmapsto \mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)$ is a cosine-like function, and its the critical point are given by

$$
t_{0, \pm}^{*}=t_{0, \pm}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right)=\varphi_{ \pm}^{*}+\alpha_{0}+\theta
$$

and

$$
\varphi_{ \pm}^{*}=O\left(G_{0}^{2} \mathrm{e}^{-G_{0}^{3} / 9}\right)
$$

Proof. We look for critical points of $t_{0} \longmapsto \mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)$

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial t_{0}}=\frac{\partial \mathcal{L}_{1}}{\partial t_{0}}+\frac{\partial \mathcal{E}}{\partial t_{0}}=0 \tag{1.66}
\end{equation*}
$$

or equivalently, using the formula given in equation (1.102),

$$
\begin{equation*}
\sin (\varphi)=f(\varphi):=\frac{1}{\mathcal{L}_{1}^{*}} \frac{\partial \mathcal{E}}{\partial t_{0}} \quad\left(\varphi=t_{0}-\alpha_{0}-\theta\right) \tag{1.67}
\end{equation*}
$$

By lemma (1.10), for $G_{0}$ large enough, we have that $|f| \ll 1$ and then $\varphi= \pm \pi / 2$ are not solutions of $\sin \varphi=f(\varphi)$. So, on $(-\pi / 2,3 \pi / 2)$ we have

$$
\begin{array}{ll}
\varphi=\arcsin f(\varphi) & \varphi \in(-\pi / 2, \pi / 2) \\
\varphi=\pi-\arcsin f(\varphi) & \varphi \in(\pi / 2,3 \pi / 2)
\end{array}
$$

Since $|f|<1, g(\varphi)=\arcsin f(\varphi)$ maps $[-\pi / 2, \pi / 2]$ into itself and

$$
g^{\prime}(\varphi)=\frac{f^{\prime}(\varphi)}{\sqrt{1-f(\varphi)^{2}}}
$$

therefore $g^{\prime 2}<1$ is equivalent to $f^{2}+f^{\prime 2}<1$ which is a direct consequence of lemma 1.10 . So, $g$ is a contraction and then there exists a unique $\varphi_{-}^{*} \in(-\pi / 2, \pi / 2)$ solution of $\varphi=g(\varphi)$. To prove that it is non degenerate we need to see that

$$
\frac{\partial \mathcal{L}^{2}}{\partial t_{0}^{2}}=\frac{\partial^{2} \mathcal{L}_{1}}{\partial t_{0}^{2}}+\frac{\partial^{2} \mathcal{E}}{\partial t_{0}^{2}} \neq 0 .
$$

To see this we will see that

$$
\begin{equation*}
\left(\frac{\partial^{2} \mathcal{E}}{\partial t_{0}^{2}}\right)^{2}<\left(\frac{\partial^{2} \mathcal{L}_{1}}{\partial t_{0}^{2}}\right)^{2}=\left(\mathcal{L}_{1}^{*}\right)^{2} \cos ^{2} \varphi \tag{1.68}
\end{equation*}
$$

but from (1.67)

$$
\cos ^{2} \varphi=1-\frac{1}{\left(\mathcal{L}_{1}^{*}\right)^{2}}\left(\frac{\partial \mathcal{E}}{\partial t_{0}}\right)^{2}
$$

equation (1.68) is equivalent to

$$
\left(\frac{\partial \mathcal{E}}{\partial t_{0}}\right)^{2}+\left(\frac{\partial^{2} \mathcal{E}}{\partial t_{0}^{2}}\right)^{2}<\left(\mathcal{L}_{1}^{*}\right)^{2}
$$

which is true. By the same lemma 1.10,

$$
\begin{equation*}
\left|\varphi_{-}^{*}\right|=\left|\arcsin f\left(\varphi_{-}^{*}\right)\right|=O\left(\frac{G_{0}^{2}}{\kappa} \mathrm{e}^{-G_{0}^{3} / 9}\right) \tag{1.69}
\end{equation*}
$$

and consequently $t_{0,-}^{*}=\varphi_{-}^{*}+\alpha_{0}+\theta$ is a non degenerate solution of (1.66). Analogously we can solve

$$
\varphi=\pi-\arcsin f(\varphi)=\tilde{g}(\varphi)
$$

showing that $\tilde{g}$ sends $(\pi / 2,3 \pi / 2)$ to itself and is a contraction proving the existence of a non degenerate fix point $\varphi_{+}^{*} \in(\pi / 2,3 \pi / 2)$. Moreover

$$
\begin{equation*}
\left|\varphi_{+}^{*}-\pi\right|=\left|\arcsin \tilde{g}\left(\varphi_{+}^{*}\right)\right|=O\left(\frac{G_{0}^{2}}{\kappa} \mathrm{e}^{-G_{0}^{3} / 9}\right) \tag{1.70}
\end{equation*}
$$

Consequently $t_{0,+}^{*}=\varphi_{+}^{*}+\alpha_{0}+\theta$ is another non degenerate solution of (1.66). This concludes the proof.

From proposition 1.11 we know that there exist $t_{0,-}^{*}$ and $t_{0,+}^{*}$, non degenerate critical points of $t_{0} \longmapsto \mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)$. Therefore, we can define two different reduced Poincaré functions (1.44)

$$
\begin{aligned}
\mathcal{L}_{ \pm}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right)= & \mathcal{L}\left(\alpha_{0}, G_{0}, t_{0, \pm}^{*} ; e_{0}\right) \\
= & L_{0,0}\left(G_{0} ; e_{0}\right)+\mathcal{L}_{0}\left(\alpha_{0}, G_{0} ; e_{0}\right)+\mathcal{L}_{1}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right) \cos \left(t_{0, \pm}^{*}-\right. \\
& \left.=\alpha_{0}-\theta\right) \\
& +\mathcal{E}\left(\alpha_{0}, G_{0}, t_{0, \pm}^{*} ; e_{0}\right)
\end{aligned}
$$

By Taylor's theorem

$$
\begin{aligned}
& \cos \left(t_{0,-}^{*}-\alpha_{0}-\theta\right)=\cos (0)+O\left(\left|\varphi_{-}^{*}\right|^{2}\right)=1+O\left(G_{0}^{4} \mathrm{e}^{-G_{0}^{3} \frac{2}{9}}\right) \\
& \cos \left(t_{0,+}^{*}-\alpha_{0}-\theta\right)=\cos (\pi)+O\left(\left|\varphi_{+}^{*}-\pi\right|^{2}\right)=-1+O\left(G_{0}^{4} \mathrm{e}^{-G_{0}^{3} \frac{2}{9}}\right)
\end{aligned}
$$

so that

$$
\begin{equation*}
\mathcal{L}_{ \pm}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right)=L_{0,0}\left(G_{0} ; e_{0}\right)+\mathcal{L}_{0}\left(\alpha_{0}, G_{0} ; e_{0}\right) \pm \mathcal{L}_{1}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right) \cos \left(t_{0, \pm}^{*}-\alpha_{0}-\theta\right)+E_{ \pm} \tag{1.71}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{ \pm}= \pm \mathcal{L}_{1}^{*} O\left(G_{0}^{4} \mathrm{e}^{-G_{0}^{3} \frac{2}{9}}\right)+\mathcal{E} \tag{1.72}
\end{equation*}
$$

and by the bound of $\mathcal{E}$ given in (1.53), the definition of $\mathcal{L}_{1}^{*}$ and the definition of $B$ given in lemma 1.8 we have that

$$
\left|E_{ \pm}\right| \leq K G_{0}^{3 / 2} \mathrm{e}^{-4 G_{0}^{3} / 9}\left(1+\mathrm{e}^{-G_{0}^{3} / 9} G_{0}^{2}(1+p)^{2}\right) \leq K G_{0}^{7 / 2} \mathrm{e}^{-5 G_{0}^{3} / 9}(1+p)^{2}
$$

the last inequality holds for $G_{0}$ large enough, but in any case is exponentially smaller.
$L_{0,0}, \mathcal{L}_{0}$ and $\mathcal{E}$ are given in (1.49), (1.51) and (1.53). Writing down $L_{0,0}$ and $\mathcal{L}_{0}$ we have

$$
\begin{equation*}
\mathcal{L}_{ \pm}^{*}=\frac{\pi}{2} G_{0}^{-3}+\mathcal{F}_{1}\left(G_{0}, e_{0}\right)-\frac{15}{8} \pi e_{0} G_{0}^{-5} \cos \alpha_{0}+\mathcal{F}\left(\alpha_{0}, G_{0} ; e_{0}\right) \pm \mathcal{L}_{1}^{*}+E_{ \pm} \tag{1.73}
\end{equation*}
$$

From the expression for the scattering map given in proposition 1.3 we can define two different scattering maps, given by

$$
\begin{equation*}
S_{ \pm}\left(\alpha_{0}, G_{0}, s_{0}\right)=\left(\alpha_{0}+\mu \frac{\partial \mathcal{L}_{ \pm}^{*}}{\partial G}\left(\alpha_{0}, G_{0} ; e_{0}\right)+O\left(\mu^{2}\right), G_{0}-\mu \frac{\partial \mathcal{L}_{ \pm}^{*}}{\partial \alpha}\left(\alpha_{0}, G_{0} ; e_{0}\right)+O\left(\mu^{2}\right), s_{0}\right) \tag{1.74}
\end{equation*}
$$

These two scattering maps are different since they depend on the two reduced Poincaré-Melnikov potentials $\mathcal{L}_{ \pm}^{*}$. As it was proved in [DdlLS08] the scattering maps $S_{ \pm}$follow closely the level curves of the Hamiltonians $\mathcal{L}_{ \pm}^{*}$. More precisely, up to $O\left(\mu^{2}\right)$ terms, it is given by the time $-\mu$ map of the Hamiltonian flow of Hamiltonians $\mathcal{L}_{ \pm}^{*}$. Because of this, we want to show that the foliations of $\mathcal{L}_{ \pm}^{*}=$ constant are different, since this will imply that the scattering maps $S_{ \pm}$are different. Even more, we will design a mechanism in which we will determine the places in the plane $\alpha_{0} G_{0}$ where we will change from one scattering map to the other, obtaining trajectories with increasing angular momentum $G$.

In lemma 1.13 we will give the elements to construct a strategy to find a heteroclinc chain of periodic orbits in $\tilde{\Lambda}_{\infty}$ with increasing angular momentum, but first a technical lemma.

Lemma 1.12. Let $\mathcal{L}_{ \pm}^{*}$ be defined by (1.71), $B$ by lemma 1.8 and $p=12 e_{0} G_{0}^{2}$. If $G_{0}, e_{0}, \alpha_{0}$ and $\kappa$ are as in lemma 1.10. Then we have
$\left\{\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right\}=\frac{-\mathcal{L}_{1}^{*}}{B^{2}} \frac{3 \pi p \sin \alpha_{0}}{G_{0}^{4}}\left[1-\frac{25}{4} \frac{e_{0} G_{0}}{G_{0}^{3}} \cos \alpha_{0}-\frac{5}{48} \frac{P^{2}}{G_{0}}\left[1+\frac{1}{2 G_{0}^{3}}-\frac{-\cos \alpha_{0}+p}{P^{2}} \cdot \frac{24 e_{0} G_{0}}{G_{0}^{2}}\right]\right]+E_{J}$
where

$$
\begin{aligned}
E_{J} & =O\left(G_{0}^{-5}+e_{0} G_{0}^{-3}+e_{0}^{2} G_{0}^{3}+p e_{0}^{2} G_{0}^{4}\left(1+p\left(e_{0} G_{0}+G_{0}^{-6}\right)\right)\right) G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3} \\
& +O\left(\left(G_{0}(1+p) \mathrm{e}^{-G_{0}^{3} / 9}+G_{0}^{-1}\right)\right) G_{0}^{1 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}
\end{aligned}
$$

Proof. Using expression (1.71) and using the properties of the Poisson brackets we have that

$$
\begin{equation*}
\left\{\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right\}=2\left\{\mathcal{L}_{1}^{*}, L_{0,0}+\mathcal{L}_{0}\right\}+2\left\{E, L_{0,0}+\mathcal{L}_{0}\right\} \tag{1.75}
\end{equation*}
$$

Where $\mathcal{L}_{1}^{*}$ is given in (1.58), $L_{0,0}$ in (1.49) and $\mathcal{L}_{0}$ in (1.51). From the definition of the Poisson bracket

$$
\begin{equation*}
\left\{\mathcal{L}_{1}^{*}, L_{0,0}+\mathcal{L}_{0}\right\}=\frac{\partial \mathcal{L}_{1}^{*}}{\partial \alpha_{0}} \frac{\partial}{\partial G_{0}}\left(L_{0,0}+\mathcal{L}_{0}\right)-\frac{\partial \mathcal{L}_{1}^{*}}{\partial G_{0}} \frac{\partial}{\partial \alpha_{0}}\left(L_{0,0}+\mathcal{L}_{0}\right) \tag{1.76}
\end{equation*}
$$

to compute the partial derivatives in the above formula we will need to compute the partial derivatives with respect to $\alpha_{0}$ and $G_{0}$ of $B$ given in lemma 1.8 as

$$
B^{2}=P^{2}+\tilde{B}=1-2 p \cos \alpha_{0}+p^{2}+\tilde{B}
$$

where $p=12 e_{0} G_{0}^{2}$ and $\tilde{B}=O\left(G_{0}^{-1}+e_{0} G_{0}\left(1+p+p^{2}\right)\right)$, then

$$
\begin{align*}
\frac{\partial B}{\partial G_{0}} & =\frac{1}{2} \frac{1}{\sqrt{P^{2}+\tilde{B}}}\left(\frac{\partial P^{2}}{\partial G_{0}}+\frac{\partial \tilde{B}}{\partial G_{0}}\right)  \tag{1.77a}\\
\frac{\partial B}{\partial \alpha_{0}} & =\frac{1}{2} \frac{1}{\sqrt{P^{2}+\tilde{B}}}\left(\frac{\partial P^{2}}{\partial \alpha_{0}}+\frac{\partial \tilde{B}}{\partial \alpha_{0}}\right) \tag{1.77b}
\end{align*}
$$

Also,

$$
\begin{align*}
\frac{\partial P^{2}}{\partial G_{0}} & =-2 \cos \alpha_{0} \frac{\partial p}{\partial G_{0}}+2 p \frac{\partial p}{\partial G_{0}} \\
& =\left(-2 \cos \alpha_{0}+2 p\right) \frac{2 p}{G_{0}}  \tag{1.78a}\\
\frac{\partial P^{2}}{\partial \alpha_{0}} & =2 p \sin \alpha_{0} \tag{1.78b}
\end{align*}
$$

substituting equations (1.78) in equations (1.77) we can write

$$
\frac{\partial \mathcal{L}_{1}^{*}}{\partial \alpha_{0}}=\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3} \frac{\partial B}{\partial \alpha_{0}}
$$

$$
\begin{gather*}
=\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3} \frac{2 p \sin \alpha_{0}+\frac{\partial \tilde{B}}{\partial \alpha_{0}}}{2 \sqrt{P^{2}+\tilde{B}}} \\
=\frac{\mathcal{L}_{1}^{*}}{P^{2}+\tilde{B}}\left(p \sin \alpha_{0}+\frac{1}{2} \frac{\partial \tilde{B}}{\partial \alpha_{0}}\right)  \tag{1.79}\\
\frac{\partial \mathcal{L}_{1}^{*}}{\partial G_{0}}=\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3}\left[-\left(\frac{1}{2 G_{0}}+G_{0}^{2}\right) B+\frac{1}{2 B}\left(\left(-2 \cos \alpha_{0}+2 p\right) \frac{2 p}{G_{0}}+\frac{\partial \tilde{B}}{\partial G_{0}}\right)\right] \\
=\mathcal{L}_{1}^{*}\left[-\left(\frac{1}{2 G_{0}}+G_{0}^{2}\right)+\frac{1}{P^{2}+\tilde{B}}\left(\left(-\cos \alpha_{0}+p\right) \frac{2 p}{G_{0}}+\frac{1}{2} \frac{\partial \tilde{B}}{\partial G_{0}}\right)\right] \\
=\frac{\mathcal{L}_{1}^{*}}{P^{2}+\tilde{B}}\left[\left(-\cos \alpha_{0}+p\right) \frac{2 p}{G_{0}}-\left(\frac{1}{2 G_{0}}+G_{0}^{2}\right) P^{2}-\left(\frac{1}{2 G_{0}}+G_{0}^{2}\right) \tilde{B}+\frac{1}{2} \frac{\partial \tilde{B}}{\partial G_{0}}\right] \tag{1.80}
\end{gather*}
$$

and

$$
\begin{align*}
\frac{\partial}{\partial \alpha_{0}}\left(L_{0,0}+\mathcal{L}_{0}\right) & =\frac{15}{8} \pi e_{0} G_{0}^{-5} \sin \alpha_{0}+\frac{\partial \mathcal{F}}{\partial \alpha_{0}}  \tag{1.81}\\
\frac{\partial}{\partial G_{0}}\left(L_{0,0}+\mathcal{L}_{0}\right) & =-\frac{3}{2} \frac{\pi}{G_{0}^{4}}+\frac{75}{8} \frac{\pi}{G_{0}^{6}} e_{0} \cos \alpha_{0}+\frac{\partial}{\partial G_{0}}\left(\mathcal{F}_{1}+\mathcal{F}\right) \tag{1.82}
\end{align*}
$$

substituting equations (1.79), (1.80), (1.81) and (1.82), in the expression for the Poisson bracket given in (1.76) we obtain

$$
\begin{align*}
2\left\{\mathcal{L}_{1}^{*}, L_{0,0}+\mathcal{L}_{0}\right\} & =\frac{\mathcal{L}_{1}^{*}}{P^{2}+\tilde{B}}\left(p \sin \alpha_{0}\right)\left(-\frac{3 \pi}{G_{0}^{4}}+\frac{75}{4} \frac{\pi}{G_{0}^{6}} e_{0} \cos \alpha_{0}\right)+Q_{1} \\
& -\left(\frac{15}{4} \pi e_{0} G_{0}^{-5} \sin \alpha_{0}\right) \frac{\mathcal{L}_{1}^{*}}{P^{2}+\tilde{B}}\left[\left(-\cos \alpha_{0}+p\right) \frac{2 p}{G_{0}}-\left(\frac{1}{2 G_{0}}+G_{0}^{2}\right) P^{2}\right]+Q_{2} \tag{1.83}
\end{align*}
$$

where

$$
\begin{align*}
& Q_{1}=\frac{\mathcal{L}_{1}^{*}}{P^{2}+\tilde{B}}\left[-\left(\frac{3}{2} \frac{\pi}{G_{0}^{4}}-\frac{75}{8} \frac{\pi}{G_{0}^{6}} e_{0} \cos \alpha_{0}\right) \frac{\partial \tilde{B}}{\partial \alpha_{0}}+2 \frac{\partial}{\partial G_{0}}\left(\mathcal{F}_{1}+\mathcal{F}\right)\left(p \sin \alpha_{0}+\frac{1}{2} \frac{\partial \tilde{B}}{\partial \alpha_{0}}\right)\right]  \tag{1.84}\\
& Q_{2}=\frac{\mathcal{L}_{1}^{*}}{P^{2}+\tilde{B}}\left[\left(\frac{15}{4} \pi e_{0} G_{0}^{-5} \sin \alpha_{0}\right)\left[\left(\frac{1}{2 G_{0}}+G_{0}^{2}\right) \tilde{B}-\frac{1}{2} \frac{\partial \tilde{B}}{\partial G_{0}}\right]-2 \frac{\partial \mathcal{F}}{\partial \alpha_{0}}\right. \\
& \left.\quad \cdot\left[\left(-\cos \alpha_{0}+p\right) \frac{2 p}{G_{0}}-\left(\frac{1}{2 G_{0}}+G_{0}^{2}\right) P^{2}-\left(\frac{1}{2 G_{0}}+G_{0}^{2}\right) \tilde{B}+\frac{1}{2} \frac{\partial \tilde{B}}{\partial G_{0}}\right]\right] \tag{1.85}
\end{align*}
$$

factorizing we have from (1.83)

$$
\begin{align*}
2\left\{\mathcal{L}_{1}^{*}, L_{0,0}+\mathcal{L}_{0}\right\}= & \frac{-\mathcal{L}_{1}^{*}}{P^{2}+\tilde{B}} \frac{3 \pi p \sin \alpha_{0}}{G_{0}^{4}}\left[1-\frac{25}{4} \frac{1}{G_{0}^{2}} e_{0} \cos \alpha_{0}\right. \\
& \left.\quad+\frac{5}{48} \frac{1}{G_{0}^{3}}\left[\left(-\cos \alpha_{0}+p\right) \frac{2 p}{G_{0}}-\left(\frac{1}{2 G_{0}}+G_{0}^{2}\right) P^{2}\right]\right]+Q_{1}+Q_{2} \\
= & \frac{-\mathcal{L}_{1}^{*}}{P^{2}+\tilde{B}} \frac{3 \pi p \sin \alpha_{0}}{G_{0}^{4}}\left[1-\frac{25}{4} \frac{e_{0} G_{0}}{G_{0}^{3}} \cos \alpha_{0}-\frac{5}{48} \frac{P^{2}}{G_{0}}\right. \\
\cdot & {\left.\left[1+\frac{1}{2 G_{0}^{3}}-\frac{-\cos \alpha_{0}+p}{P^{2}} \cdot \frac{24 e_{0} G_{0}}{G_{0}^{2}}\right]\right]+Q_{1}+Q_{2} } \tag{1.86}
\end{align*}
$$

To find the size of $Q_{1}$ and $Q_{2}$ we have to bound

$$
\frac{\mathcal{L}_{1}^{*}}{P^{2}+\tilde{B}}=\sqrt{\frac{\pi}{8}} \frac{1}{B} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3}
$$

so, we have to bound $1 / B$ by a positive constant, or equivalently $1 / B^{2}$, which has been done in the proof of lemma 1.10. Therefore

$$
\frac{\mathcal{L}_{1}^{*}}{P^{2}+\tilde{B}}=O\left(\frac{1}{\kappa} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3}\right)
$$

then using the bounds for $\mathcal{F}_{1}$ and $\mathcal{F}$ given in (1.50) and (1.54) and the bound for $\tilde{B}$ given in lemma 1.8 we have from equations (1.84) and (1.85) that

$$
\begin{aligned}
Q_{1} & =O\left(\left(G_{0}^{-5}+e_{0} G_{0}^{-3}+e_{0}^{2} G_{0}^{3}+p e_{0}^{2} G_{0}^{4}\left(1+p e_{0} G_{0}\right)\right)\right) \frac{1}{\kappa} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3} \\
Q_{2} & =O\left(\left(e_{0} G_{0}^{-4}+e_{0}^{2} G_{0}^{-2}\left(1+p+p^{2}\right)\right)\right) \frac{1}{\kappa} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3}
\end{aligned}
$$

and then

$$
\begin{equation*}
Q_{1}+Q_{2}=O\left(G_{0}^{-5}+e_{0} G_{0}^{-3}+e_{0}^{2} G_{0}^{3}+p e_{0}^{2} G_{0}^{4}\left(1+p\left(e_{0} G_{0}+G_{0}^{-6}\right)\right)\right) \frac{1}{\kappa} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3} \tag{1.88}
\end{equation*}
$$

Now we want to know the size of $\left\{E, L_{0,0}+\mathcal{L}_{0}\right\}$. From the computations for the partial derivatives of $L_{0,0}+\mathcal{L}_{0}$ given in equations (1.81) and (1.82) and the size of the errors $\mathcal{F}_{1}$ and $\mathcal{F}$ given in (1.50) and (1.54) we have

$$
\begin{aligned}
\frac{\partial}{\partial \alpha_{0}}\left(L_{0,0}+\mathcal{L}_{0}\right) & =O\left(e_{0} G_{0}^{-5}\right) \\
\frac{\partial}{\partial G_{0}}\left(L_{0,0}+\mathcal{L}_{0}\right) & =O\left(G_{0}^{-4}\right)
\end{aligned}
$$

The size of $E$ is computed in the proof of part (b) of lemma 1.13, and is given in equation (1.95), and therefore

$$
\begin{aligned}
& \frac{\partial E}{\partial \alpha_{0}}=O\left(G_{0}^{1 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}\left(G_{0}^{3}(1+p) \mathrm{e}^{-G_{0}^{3} / 9}+G_{0}\right)\right) \\
& \frac{\partial E}{\partial G_{0}}=O\left(G_{0}^{1 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}\left(G_{0}^{5}(1+p) \mathrm{e}^{-G_{0}^{3} / 9}+G_{0}^{3}\right)\right)
\end{aligned}
$$

with this sizes we can conclude that

$$
\left\{E, L_{0,0}+\mathcal{L}_{0}\right\}=O\left(G_{0}^{1 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}\left(G_{0}(1+p) \mathrm{e}^{-G_{0}^{3} / 9}+G_{0}^{-1}\right)\right)
$$

substituting (1.86) in (1.75) and setting $E_{J}=2\left\{E, L_{0,0}+\mathcal{L}_{0}\right\}+Q_{1}+Q_{2}$ we get the desired result.

Lemma 1.13. Let $\mathcal{L}_{ \pm}^{*}$ be defined in (1.73), and $p=12 e_{0} G_{0}^{2}$. Then
(a) Any curve $\mathcal{L}_{ \pm}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right)=l$ is a closed curve of the form $G=g_{ \pm}\left(\alpha_{0}, l\right), \alpha_{0} \in[0,2 \pi]$, $g_{ \pm}(0, l)=g_{ \pm}(2 \pi, l)$ which is cosine-like: it has a unique non-degenerate maximum for $\alpha_{0}$ close to $\pi$ and a non-degenerate minimum for $\alpha_{0}$ close to 0 .
(b) The total variation of $\mathcal{L}_{ \pm}^{*}\left(\cdot, G_{0} ; e_{0}\right)$ (i. e. the difference between its maximum value and its minimum value) is given by

$$
\Delta \mathcal{L}_{ \pm}^{*}=\Delta \mathcal{L}_{0} \pm \Delta \mathcal{L}_{1}^{*} \pm \Delta E
$$

where

$$
\begin{aligned}
\Delta \mathcal{L}_{0} & =2 \frac{15 \pi e_{0}}{8 G_{0}^{5}}+\Delta \mathcal{F} \\
\Delta \mathcal{L}_{1}^{*} & =\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3}\left[\sqrt{(p+1)^{2}+\tilde{B}_{0}}-\sqrt{(p-1)^{2}+\tilde{B}_{\pi}}\right]
\end{aligned}
$$

$$
\Delta E=O\left(G_{0}^{1 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}\left(G_{0}^{3}(1+p) \mathrm{e}^{-G_{0}^{3} / 9}+G_{0}\right)\right)
$$

and

$$
\begin{aligned}
\Delta \mathcal{F} & =O\left(e_{0}^{2} G_{0}^{-5}, e_{0} G_{0}^{-9}\right) \\
\tilde{B}_{\pi}, \tilde{B}_{0} & =O\left(G_{0}^{-1}+e_{0} G_{0}\left(1+p+p^{2}\right)\right)
\end{aligned}
$$

(c) $\mathcal{L}_{+}^{*}$ and $\mathcal{L}_{-}^{*}$ are functionally independent except for three curves, two of them close to the straight lines $\alpha_{0}=0$ and $\alpha_{0}=\pi$ and a third one cosine-like whenever $G_{0}=O\left(e_{0}^{-2 / 3}\right)$ and close to the curve

$$
\begin{equation*}
p=\sqrt{D\left(1-\cos \alpha_{0}\right)+\frac{3}{4} D^{2}}-1 \tag{1.89}
\end{equation*}
$$

where $D=2 \sqrt{48 G_{0} / 5}$.
Proof. (a) From the expression for $\mathcal{L}_{ \pm}^{*}$ given in (1.73) we have that $l=\mathcal{L}_{ \pm}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right)$ is equivalent to

$$
\begin{equation*}
l=\frac{\pi}{2 G_{0}^{3}}\left(1+\tilde{\mathcal{F}}_{1}-\frac{15 e_{0} \cos \alpha_{0}}{4 G_{0}^{2}}+\tilde{\mathcal{F}}\left(\alpha_{0}, G_{0} ; e_{0}\right) \pm \sqrt{\frac{1}{2 \pi}} G_{0}^{5 / 2} \mathrm{e}^{-G_{0}^{3} / 3} B+\tilde{E}_{ \pm}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)\right) \tag{1.90}
\end{equation*}
$$

where

$$
\begin{aligned}
\tilde{\mathcal{F}}_{1} & =\frac{2 G_{0}^{3}}{\pi} \mathcal{F}_{1}=O\left(e_{0}^{2}+G_{0}^{-4}\right) \\
\tilde{\mathcal{F}}\left(\alpha_{0}, G_{0} ; e_{0}\right) & =\frac{2 G_{0}^{3}}{\pi} \mathcal{F}=O\left(e_{0}^{2} G_{0}^{-2}+e_{0} G_{0}^{-6}\right) \\
\tilde{E}_{ \pm}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right) & =\frac{2 G_{0}^{3}}{\pi}\left(\mathcal{L}_{1}^{*} O\left(G_{0}^{4} \mathrm{e}^{-G_{0}^{3} \frac{2}{9}}\right)+\mathcal{E}\right)=\frac{2 G_{0}^{3}}{\pi}\left(\mathcal{L}_{1}^{*} O\left(G_{0}^{4} \mathrm{e}^{-G_{0}^{3} \frac{2}{9}}\right)+O\left(G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}\right)\right)
\end{aligned}
$$

and $\mathcal{F}_{1}, \mathcal{F}$ and $\mathcal{E}$ are given in (1.50), (1.54) and (1.53), respectively. The actual size of $\tilde{E}_{ \pm}$will depend on the bound of $B$ which in its turn depends on $p$. From lemma 1.8 it is not difficult to see that

$$
|B| \leq \begin{cases}K & \text { if } p \leq 1 \\ K p & \text { if } p>1\end{cases}
$$

and by (1.58), and using that $p=12 e_{0} G_{0}^{2}$,

$$
\left|\mathcal{L}_{1}^{*}\right| \leq \begin{cases}K G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3} & \text { if } p \leq 1  \tag{1.91}\\ K e_{0} G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} / 3} & \text { if } p>1\end{cases}
$$

with this we conclude that

$$
\tilde{E}= \begin{cases}O\left(G_{0}^{13 / 2} \mathrm{e}^{-G_{0}^{3} \frac{5}{9}}\right)+O\left(G_{0}^{9 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}\right) & \text { if } p \leq 1 \\ O\left(e_{0} G_{0}^{17 / 2} \mathrm{e}^{-G_{0}^{3} \frac{5}{9}}\right)+O\left(G_{0}^{9 / 2} \mathrm{e}^{-G_{0}^{3 \frac{4}{9}}}\right) & \text { if } p>1\end{cases}
$$

We can rewrite (1.90) as

$$
\begin{align*}
G_{0} & =\left(\frac{\pi}{2 l}\right)^{1 / 3}\left(\zeta-\frac{15 e_{0} \cos \alpha_{0}}{4 G_{0}^{2}}+\tilde{\mathcal{F}}\left(\alpha_{0}, G_{0} ; e_{0}\right) \pm \sqrt{\frac{1}{2 \pi}} G_{0}^{5 / 2} \mathrm{e}^{-G_{0}^{3} / 3} B+\tilde{E}_{ \pm}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)\right)^{1 / 3} \\
& =g\left(\alpha_{0}, l\right) \tag{1.92}
\end{align*}
$$

where $\zeta=1+\tilde{\mathcal{F}}_{1}=O(1)$. This expression, implies

$$
l=\frac{\zeta \pi}{2 G_{0}^{3}}\left(1+O\left(\frac{e_{0}}{G_{0}^{2}}\right)\right)
$$

or equivalently

$$
G_{0}=\left(\frac{\zeta \pi}{2 l}\right)^{1 / 3}\left(1+O\left(\frac{e_{0}}{G_{0}^{2}}\right)\right)^{1 / 3}=\left(\frac{\zeta \pi}{2 l}\right)^{1 / 3}\left(1+O\left(\frac{e_{0}}{G_{0}^{2}}\right)\right)=\left(\frac{\zeta \pi}{2 l}\right)^{1 / 3}\left(1+O\left(e_{0} l^{2 / 3}\right)\right)
$$

using this expression we can actually know a good estimation of the curve $G_{0}=g\left(\alpha_{0}, l\right)$ substituting it in (1.92) Now, when $\tilde{E}=0, g$ is clearly a cosine-like with a non-degenerate maximum close to $\alpha_{0}=0$ and a non-degenerate minimum close to $\alpha_{0}=\pi$ since its second term is larger than the third and fourth terms. When we also take into a account the fifth term, in the expression of $g$ involving $\tilde{E}$, since this term is much smaller than the other ones, an argument very similar to the one used in the proof of proposition 1.11 implies that $g$ is cosine-like with non-degenerate critical points close to 0 and $\pi$.
(b) From expression (1.73), we are going to analyze every term in $\alpha_{0}$. The term

$$
L_{0,0}=\frac{\pi}{2} G_{0}^{-3}+\mathcal{F}_{1}
$$

gets canceled since its constant with respect to $\alpha_{0}$. From its definition given in (1.51) we have

$$
\mathcal{L}_{0}=-\frac{15}{8} \pi e_{0} G_{0}^{-5} \cos \alpha_{0}+\mathcal{F}\left(\alpha_{0}, G_{0} ; e_{0}\right)
$$

the dominant term is a cosine in $\alpha_{0}$, and then its maximum and minimum are $\alpha_{0}=0, \pi$, so

$$
\begin{equation*}
\Delta \mathcal{L}_{0}=2 \frac{15 \pi e_{0}}{8 G_{0}^{5}}+\Delta \mathcal{F} \tag{1.93}
\end{equation*}
$$

where

$$
\Delta \mathcal{F}=\mathcal{F}\left(0, G_{0} ; e_{0}\right)-\mathcal{F}\left(\pi, G_{0} ; e_{0}\right)=O\left(e_{0}^{2} G_{0}^{-5}, e_{0} G_{0}^{-9}\right)
$$

Now, from the definition of $\mathcal{L}_{1}^{*}$ given in (1.58), the maximum and minimum are determined by $B$. Since the square root is a monotone function, it is enough to analyze when $B^{2}$ have its critical points. From lemma 1.8 we know that $B^{2}=P^{2}+\tilde{B}$, and from the bound of $\tilde{B}$, since $e_{0} G_{0}$ is small it is enough to look for the critical points of

$$
P^{2}=1-2 p \cos \alpha_{0}+p^{2}
$$

which again are attained whenever $\alpha_{0}=0, \pi$. Therefore

$$
\begin{equation*}
\Delta \mathcal{L}_{1}^{*}=\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3}\left[\sqrt{(p+1)^{2}+\tilde{B}_{\pi}}-\sqrt{(p-1)^{2}+\tilde{B}_{0}}\right] \tag{1.94}
\end{equation*}
$$

where

$$
\tilde{B}_{\pi}, \tilde{B}_{0}=O\left(G_{0}^{-1}+e_{0} G_{0}\left(1+p+p^{2}\right)\right)
$$

Finally, from the definition of $E$ given in (1.72) and the size of $\mathcal{L}_{1}^{*}$ given in (1.91) we have that

$$
E= \begin{cases}O\left(G_{0}^{7 / 2} \mathrm{e}^{-G_{0}^{35} \frac{5}{9}}\right)+O\left(G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}\right) & \text { if } p \leq 1 \\ O\left(e_{0} G_{0}^{11 / 2} \mathrm{e}^{-G_{0}^{3} \frac{5}{9}}\right)+O\left(G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}\right) & \text { if } p>1\end{cases}
$$

this can be written as

$$
\begin{equation*}
E=O\left(G_{0}^{1 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}\left(G_{0}^{3}(1+p) \mathrm{e}^{-G_{0}^{3} / 9}+G_{0}\right)\right) \tag{1.95}
\end{equation*}
$$

in any case, $E$ is much more smaller that any term in $\mathcal{L}_{ \pm}^{*}$ implying that the maximum and minimum of $\mathcal{L}_{ \pm}^{*}$ are reached whenever $\alpha_{0}=0, \pi$, concluding then the desired result.
(c) To see that $\mathcal{L}_{+}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right)$ and $\mathcal{L}_{-}^{*}\left(\alpha_{0}, G_{0} ; e_{0}\right)$ are functionally independent we will analyze $\operatorname{det} J\left(\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right)$. Since

$$
\operatorname{det} J\left(\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right)=\left\{\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right\}
$$

we can use lemma 1.12, to conclude that, if the factor outside the brackets in the formula for $\left\{\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right\}$ is zero then $\operatorname{det} J\left(\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right)$ is close to zero or asymptotically is zero. This occurs when
$\alpha_{0}=0, \pi$. We have excluded this values of $\alpha_{0}$ to bound the error in the formula of $\left\{\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right\}$ given in lemma 1.12, and before in lemma 1.10.

Using the dominant term inside the brackets of the formula for $\operatorname{det} J\left(\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right)$ we have

$$
\operatorname{det} J\left(\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right) \sim \frac{\mathcal{L}_{1}^{*}}{B^{2}} \frac{-3 \pi p \sin \alpha_{0}}{G_{0}^{4}} d
$$

where

$$
d=1-\frac{5}{48} \frac{P^{2}}{G_{0}}
$$

this implies that, beside the curves $\alpha_{0}=0$ and $\alpha_{0}=\pi$ the Jacobian can be asymptotically zero if $d=0$. In what follows we will see that this gives a curve cosine-like in the plane $\alpha_{0} G_{0}$. From the definition of $d$ we have that $d=0$ only if

$$
P^{2}=1-2 p \cos \alpha_{0}+p^{2} \sim G_{0}
$$

this is not possible if $p \leq 1$, and if $p>1$, we have that $P^{2} \sim p^{2}$ and then, $d$ will be equal to zero only if

$$
p^{2} \sim G_{0}
$$

or equivalently if

$$
G_{0} \sim e_{0}^{-2 / 3}
$$

From the definition of $P^{2}$ is easy to see that,

$$
(p-1)^{2} \leq P^{2} \leq(p+1)^{2}
$$

this implies that

$$
1-\frac{5}{48 G_{0}}(p+1)^{2} \leq d \leq 1-\frac{5}{48 G_{0}}(p-1)^{2}
$$

from this, is easy to see that if

$$
0<1-\frac{5}{48}(p+1)^{2} \quad \text { or } \quad 1-\frac{5}{48}(p-1)^{2}<0
$$

then $d \neq 0$, or equivalently if

$$
\left|p-\sqrt{\frac{48 G_{0}}{5}}\right| \geq 1
$$

then $d \neq 0$. Therefore $d=0$ in the region

$$
\left|p-\sqrt{\frac{48 G_{0}}{5}}\right| \leq 1
$$

It is convenient then, to introduce

$$
w=p-\sqrt{\frac{48 G_{0}}{5}}
$$

which satisfies $|w| \leq 1$. Writing $d$ in $w$ we have

$$
d=-\frac{5}{48} \frac{1}{G_{0}}\left[(1+w)^{2}+D(c+w)\right]
$$

where $c=\cos \alpha_{0}$ and $D=2 \sqrt{48 G_{0} / 5}$. Then $d=0$ if

$$
\begin{equation*}
c=-\frac{1}{D}(1+w)^{2}-w \tag{1.96}
\end{equation*}
$$

where $|w| \leq 1$ and $c=\cos \alpha_{0}$. Now

- When $c=1$ so that $\alpha_{0}=0$ we have that equation (1.96) is equivalent to the quadratic equation

$$
w^{2}+w(2+D)+1+D=0
$$

whose solutions are $w=-1$ or $w=-1-D$, since $|w| \leq 1$ only the first solution has sense.

- When $c=-1$ so that $\alpha_{0}=\pi$ we have that equation (1.96) is equivalent to the quadratic equation

$$
w^{2}+(2+D) w+1-D=0
$$

whose solutions are

$$
w_{ \pm}=-1-\frac{1}{2}\left(D \mp \sqrt{D^{2}+8 D}\right) .
$$

Clearly $D+\sqrt{D^{2}+8 D} \gg 1$, therefore $w_{-}<-1$ and then do not satisfy our condition $|w| \leq 1$. A straight forward computation shows that

$$
-4<D-\sqrt{D^{2}+8 D}<0
$$

therefore $\left|w_{+}\right|<1$.

- When $-1<c<1$ we have to analyze the behavior of $c$ as a function of $w$. Taking derivative of (1.96) we have

$$
c^{\prime}(w)=-\frac{2}{D}(1+w)-1
$$

if we look for critical points of $c(w)$ and consider $c^{\prime}(w)=0$ we find that

$$
w^{*}=-\frac{D}{2}-1
$$

is the only critical point and is smaller than -1 . Actually this critical point is a maximum of $c(w)$ since

$$
c^{\prime \prime}(w)=-\frac{2}{D}<0 .
$$

Since $c(w)$ is a parabola we have that for $w \in[-1,1], c(w)$ is a decreasing function, and since $c\left(w_{+}\right)=-1$ if we consider $w>w_{+}$we will have that $c(w)<-1$ and because there are no $\alpha_{0}$ such that $\cos \alpha_{0}<-1$ we conclude that in that case $d \neq 0$. Therefore, the only way to have $d=0$ is to consider $w \in\left[-1, w_{+}\right]$. So, whenever $c \in(-1,1)$ there exist an $w \in\left(-1, w_{+}\right)$such that

$$
\cos \alpha_{0}=-\frac{1}{D}(1+w)^{2}-w
$$

which means that there are two different values of $\alpha_{0}$ that make $d=0$.
Coming back to $p$, we have seen that there is a curve contained in the region

$$
\left|p-\sqrt{\frac{48 G_{0}}{5}}\right| \leq 1
$$

with equation given by (1.96). Rewriting this equation using that $c=\cos \alpha_{0}$ and $D=2 \sqrt{48 G_{0} / 5}$ we have

$$
\cos \alpha_{0}=\frac{1}{D}\left(1+p-\frac{D}{2}\right)^{2}-p+\frac{D}{2}
$$

or equivalently

$$
p=\sqrt{D\left(1-\cos \alpha_{0}\right)+\frac{3}{4} D^{2}}-1
$$

which is clearly a cosine-like function in terms of $\left(\alpha_{0}, p\right)$. In the variables $\left(G_{0}, \alpha_{0}\right)$ it is also a cosine-like function since $p=12 e_{0} G_{0}^{2}$ is an increasing function of $G_{0}$.

Remark 1.14. The difference between total variation of $\mathcal{L}_{+}^{*}$ and $\mathcal{L}_{-}^{*}$ is strictly positive but exponentially small. In fact

$$
\Delta \mathcal{L}_{+}^{*}-\Delta \mathcal{L}_{-}^{*}=2 \Delta \mathcal{L}_{1}^{*}+2 \Delta E=O\left(G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3}\right)
$$

### 1.5.2 Strategy for diffusion

We will describe the strategy to construct a chain of heteroclinic connections to the manifold $\tilde{\Lambda}_{\infty}$ defined in (1.29) using the results in lemma 1.13.

Let us take a point in $\tilde{\Lambda}_{\infty}$ in which the reduced Poincaré functions $\mathcal{L}_{ \pm}^{*}$ are functionally independent. From part (c) of lemma $1.13 \alpha_{0}$ should be different from 0 or $\pi$ and not in the curve given in (1.89). In figure 1.3 is shown schematically the curves in the plane $\alpha_{0} G_{0}$ that we will avoid in the following procedure.


Figure 1.2: Zone of diffusion

Take ( $\alpha_{0}=\alpha_{\epsilon}, G_{0}=G_{1}$ ) and apply successively the scattering map $S_{-}$defined in (1.74), its trajectory will follow the level curve $l_{-}=\mathcal{L}_{-}^{*}\left(\alpha_{\epsilon}, G_{1}\right)$ up to certain $\alpha_{0}=\alpha_{\pi}$ close to $\pi$ where $G_{0}$ takes the value $G^{*}$. At this moment, we shift to the scattering map $S_{+}$defined as well in (1.74). From applying $S_{+}$successively, we will get points along the level curve $l_{+}=\mathcal{L}_{+}^{*}\left(\alpha_{\pi}, G^{*}\right)$ up to $\alpha_{0}=\alpha_{2 \pi}$ close to $2 \pi=0(\bmod 2 \pi)$ where $G_{0}$ takes the value $G_{2}$ with $G_{2}>G_{1}$, by remark 1.14, we know that $G_{2}-G_{1}=O\left(\mathrm{e}^{-G_{0}^{3} / 3}\right)$. Continuing in this way, we can travel along all the allowed diffusion zone $G_{1}<G_{0} \ll 1 / e_{0}$ avoiding always to shift from one scattering map to another, in a point of the curve given in (1.89) whenever $G_{0}=O\left(e_{0}^{-2 / 3}\right)$. Using part (a) and (c) of lemma 1.13 we get figure 1.3. The red arrows represent the trajectory that changes from one scattering map to the other.

Inside the domain $1 \ll G_{0} \ll 1 / e_{0}$ we can obtain diffusion orbits along arbitrary paths, except those which intersect the small regions described in lemma 1.10 and the curves given in lemma 1.13. This mechanism given by the application of scattering maps produce indeed pseudo-orbits, that is, heteroclinc connections between different periodic orbits $\tilde{\Lambda}_{\alpha_{0}, G_{0}}$ in $\tilde{\Lambda}_{\infty}$ which are commonly known as transition chains after Arnold's pioneering work [Arn64]. The existence of true orbits of the system which follow closely these transition chains relies on shadowing methods, which are standard for partially hyperbolic periodic orbits (the so-called whiskered tori in the literature) lying on a normally hyperbolic invariant manifold (NHIM). Such shadowing methods are equally applicable in our case, where we have an invariant manifold $\tilde{\Lambda}_{\infty}$ which is only topologically equivalent to a NHIM (see [Rob88], [Rob84], [Moe02], [Moe07], [GdlL06]).


Figure 1.3: Mechanism for diffusion

With all these elements, we can now state our main results
Theorem 1.15. Let $G_{1}^{*}<G_{2}^{*}$ large enough and $e_{0}$ small enough. More precisely $1 \ll G_{1}^{*}<G_{2}^{*} \ll$ $1 / e_{0}$ and $\mu>0$ small enough. Then, for any $G_{1}, G_{2} \in\left(G_{1}^{*}, G_{2}^{*}\right)$ there exists a trajectory of the ERTBP such that $G(0)<G_{1}, G(T)>G_{2}$ for some $T>0$.

### 1.5.3 $e_{0} G_{0}=\lambda, \lambda$ real positive

To prove diffusion in the case $e_{0} G_{0}=\lambda$, for $\lambda$ a fixed positive number, we use propositions 1.2 and 1.3 as in section 1.5.1 to compute the scattering map. Nevertheless, we will use the computation of the Melnikov potential given in theorem 1.6, which gives a more involved expression of the scattering map in terms of the Bessel functions $J_{0}$ and $J_{1}$. Since the complete computations of the scattering maps are very cumbersome, it will not be possible to provide simple conditions, as in the case $\lambda \ll 1$, to guarantee the existence of diffusion on the complete zone $A / e_{0} \leq G_{0} \leq B / e_{0}$. Thus, in this section, we will see the same mechanism used in section 1.5.1 can be straight forwardly applied, up to some technical conditions that can be checked analytically or numerically.

The Melnikov potential is now given by the same formula (1.48), that is

$$
\begin{equation*}
\mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)=L_{0,0}\left(G_{0}\right)+\mathcal{L}_{0}\left(\alpha_{0}, G_{0}\right)+\mathcal{L}_{1}\left(\alpha_{0}, G_{0}, t_{0}\right)+\mathcal{E}\left(\alpha_{0}, G_{0}, t_{0}\right) \tag{1.97}
\end{equation*}
$$

where $L_{0,0}$ is the same function as in equation (1.48) and is given by

$$
\begin{equation*}
L_{0,0}\left(G_{0}\right)=\frac{\pi}{2} G_{0}^{-3}+\mathcal{F}_{1} \tag{1.98}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{F}_{1}=\mathcal{F}_{1}\left(G_{0}\right)=O\left(\lambda^{2} G_{0}^{-5}+G_{0}^{-7}\right)=O\left(G_{0}^{-5}\right) \tag{1.99}
\end{equation*}
$$

$\mathcal{L}_{0}\left(\alpha_{0}, G_{0}\right)$ is also the same function as in equation (1.48) and is given by

$$
\begin{equation*}
\mathcal{L}_{0}\left(\alpha_{0}, G_{0}\right)=-\frac{15}{8} \pi \lambda G_{0}^{-6} \cos \left(\alpha_{0}\right)+\mathcal{F} \tag{1.100}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{F}=\mathcal{F}\left(\alpha_{0}, G_{0}\right)=O\left(\lambda^{2} G_{0}^{-7}, \lambda G_{0}^{-10}\right)=O\left(G_{0}^{-7}\right) \tag{1.101}
\end{equation*}
$$

Finally in this case, $\mathcal{E}=\mathcal{R}_{3}\left(\alpha_{0}, G_{0}, t_{0}\right)$ and therefore, as given in theorem 1.6 we have

$$
\mathcal{E}=\mathcal{R}_{3}\left(\alpha_{0}, G_{0}, t_{0}\right)=O\left(G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}\right)
$$

Notice that we have omitted the dependence on $e_{0}$ by using that $e_{0}=\lambda / G_{0}$ so that the functions depend on $\lambda$ instead of $e_{0}$, although this dependence with respect to $\lambda$ will not be written explicitly, since $\lambda$ will be fixed along this section.

The expression for the function $\mathcal{L}_{1}$ differs from the one in equation (1.52). From theorem 1.6 we get now

$$
\begin{align*}
& \mathcal{L}_{1}\left(\alpha_{0}, G_{0}, t_{0}\right)=\cos \left(t_{0}-\alpha_{0}\right) \sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-G_{0}^{3} / 3}\left(1+\tilde{E}_{1}\right)-\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 4 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2} \\
& \cdot \Re\left\{\mathrm{e}^{i t_{0}}\left[\mathrm{e}^{-2 A} \frac{A}{1-A}\left[2 f_{1}(A(A-1))-f_{0}(A(A-1))\right]+A\right]\right. \\
&\left.\left(1+\mathcal{R}_{1}\left(\alpha_{0}\right)\right)\right\}+\mathcal{R}_{3}\left(\alpha_{0}, G_{0}, t_{0}\right) \tag{1.102}
\end{align*}
$$

where $f_{0}(x)=J_{0}(2 i \sqrt{x}), f_{1}(x)=J_{1}(2 i \sqrt{x}) /(2 i \sqrt{x})$ (and both functions can be written in terms of the function $W(x)=\sum_{n \geq 0} x^{n} /(n!)^{2}$ introduced in section B.4), $A=(\lambda / 2) \mathrm{e}^{-i \alpha_{0}}$ and the errors $\tilde{E}_{1}, \mathcal{R}_{1}$ and $\mathcal{R}_{3}$ satisfy

$$
\begin{align*}
& \left|\tilde{E}_{1}\right| \leq K\left(G_{0}^{-1}+\lambda^{2} G_{0}^{-2}\right)=O\left(G_{0}^{-1}\right)  \tag{1.103}\\
& \left|\mathcal{R}_{1}\right| \leq K G_{0}^{-1}, \quad\left|\mathcal{R}_{3}\right| \leq K G_{0}^{3 / 2} \mathrm{e}^{-4 G_{0}^{3} / 9} . \tag{1.104}
\end{align*}
$$

Analogously as lemma 1.8 , we can write $\mathcal{L}_{1}$ in the form

$$
\begin{equation*}
\mathcal{L}_{1}\left(\alpha_{0}, G_{0}, t_{0}\right)=\sqrt{8 \pi} G_{0}^{1 / 2} \mathrm{e}^{-G_{0}^{3} / 3} B \cos \left(t_{0}-\alpha_{0}-\theta\right) \tag{1.105}
\end{equation*}
$$

where

$$
\begin{equation*}
B \mathrm{e}^{-i \theta}=\frac{1+\tilde{E}_{1}}{8 G_{0}}-\left[\frac{\mathrm{e}^{-2 A}}{1-A}\left[2 A f_{1}(A(A-1))-f_{0}(A(A-1))\right]+1\right]\left(1+\mathcal{R}_{1}\left(\alpha_{0}\right)\right)+\mathcal{R}_{3}\left(\alpha_{0}, G_{0}, t_{0}\right) \tag{1.106}
\end{equation*}
$$

and $B=B\left(\alpha_{0}, \lambda_{0}\right) \geq 0$ and $\theta=\theta\left(\alpha_{0}, \lambda\right)$ is defined $\bmod (2 \pi)$. As in lemma $1.8, \theta$ is only well defined for those $\left(\alpha_{0}, G_{0}\right)$ such that $B>0$. Notice that for $G_{0}$ big enough $B$ will be positive as long as

$$
\frac{\mathrm{e}^{-2 A}}{1-A}\left[2 A f_{1}(A(A-1))-f_{0}(A(A-1))\right]+1 \neq 0
$$

where we recall that $A=(\lambda / 2) \mathrm{e}^{-i \alpha_{0}}$.
To check that the function $t_{0} \longmapsto \mathcal{L}\left(\alpha_{0}, G_{0}, t_{0}\right)$ is a cosine-like function we just need a similar result to lemma 1.10 where now

$$
\begin{equation*}
\mathcal{L}_{1}^{*}=\sqrt{8 \pi} G_{0}^{1 / 2} \mathrm{e}^{-G_{0}^{3} / 3} B \tag{1.107}
\end{equation*}
$$

and $\mathcal{L}_{1}^{*}=\mathcal{L}_{1}^{*}\left(\alpha_{0}, \lambda\right)$. Lemma 1.10 holds equally in this case since the size of the error term $\mathcal{E}$ in (1.97) is the same as the $\mathcal{E}$ in (1.48), in particular exponentially smaller than $\mathcal{L}_{1}^{*}$.

Analogously to proposition 1.11, we obtain two critical points $t_{0 \pm}^{*}=t_{0 \pm}^{*}\left(\alpha_{0}, \lambda\right)$ of the cosine-like function $t_{0} \longmapsto \mathcal{L}\left(\alpha_{0}, G_{0}, t_{0}\right)$ which leads to two reduced Poincaré functions $\mathcal{L}_{ \pm}^{*}$ which are given by

$$
\begin{equation*}
\mathcal{L}_{ \pm}^{*}\left(\alpha_{0}, G_{0}\right)=L_{0,0}\left(G_{0}\right)+\mathcal{L}_{0}\left(\alpha_{0}, G_{0}\right) \pm \mathcal{L}_{1}^{*}\left(\alpha_{0}, \lambda\right)+E_{ \pm}\left(\alpha_{0}, G_{0}\right) \tag{1.108}
\end{equation*}
$$

with $E_{ \pm}=O\left(\mathrm{e}^{-2 G_{0}^{3} / 9}\right)$ which leads to an analogous formula to the one in (1.73).

We have now two scattering maps $S_{ \pm}$as the one given in (1.74). As before, it is essential to play with both of them, so we need them to be different, that is, we need some transversality condition like in lemma 1.13 which relies on the computation of the Poisson bracket $\left\{\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right\}$ performed in lemma 1.12. The computation of this Poisson bracket relies on a better knowledge of the function $B$ given in (1.106).

We have now all the elements to use the same strategy of diffusion explained in section 1.5.2 which leads to the following diffusion theorem.

Theorem 1.16. Fix $0<\lambda_{1}<\lambda_{2}$. Consider $G_{1}^{*}$, $G_{2}^{*}$ large enough and $e_{0}>0$ small enough such that $\lambda_{1} / e_{0} \leq G_{1}^{*}<G_{2}^{*} \leq \lambda_{2} / e_{0}$, and $\mu>0$ small enough. Then for any $G_{1}, G_{2} \in\left(G_{1}^{*}, G_{2}^{*}\right)$ in the zone where $\left\{\mathcal{L}_{+}^{*}, \mathcal{L}_{-}^{*}\right\} \neq 0$ one can find orbits of the ERTBP such that $G_{0}(0)<G_{1}, G(T)>G_{2}$ for some $T>0$.

To finish this memory, some words about the existence of diffusion for the case $e_{0} G_{0}$ big, not studied here, are necessary. Most of the computations performed along this memory remain valid, for what concerns the computations of the Fourier coefficients $L_{q, k}$ of the Melnikov potential. The main difficulty relies on justify the validity of theorem 1.6 without the assumption $e_{0} G_{0}=\lambda$.

We believe that the error terms $\tilde{E}_{1}, \mathcal{R}_{1}$ and $\mathcal{R}_{3}$ in theorem 1.6 are still small in the general case $\lambda=e_{0} G_{0} \mathrm{big}$, but the strategy to prove it has to be improved. In particular, the estimates for the error terms $\tilde{\mathcal{E}}_{i}$ of theorem 2.19 are not good enough in the case $\lambda=e_{0} G_{0}$ big, and lemmas A.3, A.4, A. 5 and A. 6 need to be improved and as well as, and mainly, lemma A.7. On the other hand, the dominant part of the Melnikov potential which gives rise to the Poincaré reduced function $\mathcal{L}^{*}$ is easier in this case, since there are well known asymptotics for the Bessel functions $J_{0}(z)$ and $J_{1}(z)$ for $|z|$ large.

## Chapter 2

## Estimation of the Melnikov Potential

To prove theorems 1.5 and 1.6 we need to compute the Melnikov potential, whose formula is given by (1.47) in section 1.4 and reads

$$
\begin{align*}
\mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)=\int_{-\infty}^{\infty}\left[\frac{x_{h}^{2}}{\left[4+x_{h}^{4} r_{0}^{2}+4 x_{h}^{2} r_{0} \cos \left(\alpha_{h}-f\right)\right]^{1 / 2}}\right. & \\
& \left.+\left(\frac{x_{h}^{2}}{2}\right)^{2} r_{0} \cos \left(\alpha_{h}-f\right)-\frac{x_{h}^{2}}{2}\right] d t \tag{2.1}
\end{align*}
$$

where $x_{h}$ and $\alpha_{h}$ are coordinates of the homoclinic orbit which passes through the point $\tilde{\mathbf{z}}_{0} \in \tilde{\gamma}$ defined in (1.32) we have chosen and are evaluated at $t . f$ is the true anomaly defined in (1.5) and $r_{0}$ is defined in (1.4) and both are evaluated in $t+t_{0}$.

To estimate this Melnikov potential, we will follow different strategies, depending on the size of $e_{0} G_{0}$. The main idea is to separate the periodic part from the one depending on the homoclinic. This will be done in the following way, if we rewrite equation (2.1) as

$$
\mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)=\int_{-\infty}^{\infty} m\left(x_{h}(t), \alpha_{h}(t), t+t_{0}\right) d t
$$

where $m(x, \alpha, s)$ is periodic in $s$. The classical way to compute these type of integrals is to use the Fourier expansion

$$
m(x, \alpha, s)=\sum_{q \in \mathbb{Z}} m_{q}(x, \alpha) \mathrm{e}^{i q s}
$$

to get

$$
\mathcal{L}\left(\alpha_{0}, G_{0}, t_{0} ; e_{0}\right)=\sum_{q \in \mathbb{Z}} L_{q} \mathrm{e}^{i q t_{0}}
$$

where

$$
L_{q}=\int_{-\infty}^{\infty} m_{q}\left(x_{h}(t), \alpha_{h}(t)\right) \mathrm{e}^{i q t} d t
$$

The main problem here is that we do not have an explicit expression for the Fourier coefficients $m_{q}$. Besides this, other problem is that we neither have explicit expressions for $x_{h}(t)$ and $\alpha_{h}(t)$, we only know these through a re-parametrization of time, given in equations (1.34).

To begin the computation of the Melnikov potential (2.1), first we present some results that will be useful. The Fourier expansion of the Melnikov potential is needed. Let us introduce some notation

$$
\begin{equation*}
L_{q, 0}=\sum_{l \geq 1} \tilde{c}_{q}{ }^{2 l, \quad{ }^{0} N(q, l, l)} \tag{2.2a}
\end{equation*}
$$

$$
\begin{align*}
L_{q, 1} & =\sum_{l \geq 2} \tilde{c}_{q}^{2 l-1,-1} N(q, l-1, l)  \tag{2.2~b}\\
L_{q,-1} & =\sum_{l \geq 2} \tilde{c}_{q}^{2 l-1,}{ }^{1} N(q, l, l-1)  \tag{2.2c}\\
L_{q, k} & =\sum_{l \geq k} \tilde{c}_{q}^{2 l-k,-k} N(q, l-k, l) \quad \text { for } k \geq 2  \tag{2.2d}\\
L_{q,-k} & =\sum_{l \geq k} \tilde{c}_{q}^{2 l-k, \quad k} N(q, l, l-k) \quad \text { for } k \geq 2 \tag{2.2e}
\end{align*}
$$

where $\tilde{c}_{q}^{n, m}$ is defined for $q, m, n \in \mathbb{Z}$ by the next Fourier expansion, given in [MP94, Win41]

$$
\begin{equation*}
\left[r_{0}(f(s))\right]^{n} \mathrm{e}^{i m f(s)}=\sum_{q \in \mathbb{Z}} \tilde{c}_{q}^{n, m} \mathrm{e}^{i q(s)} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
N(q, m, n)=\frac{2^{m+n}}{G_{0}^{2 m+2 n-1}}\binom{-1 / 2}{m}\binom{-1 / 2}{n} \int_{-\infty}^{\infty} \frac{e^{i q \frac{G_{0}^{3}}{2}\left(\tau+\frac{\tau^{3}}{3}\right)}}{(\tau-i)^{2 m}(\tau+i)^{2 n}} d \tau \tag{2.4}
\end{equation*}
$$

Because of equation (1.4), we know that $r_{0}(s)$ is a periodic function in $s$ and because of equation (1.32b) $\cos \left(\alpha_{h}-f\right)$ is periodic in $s$ and $\alpha_{0}$ and therefore $\mathcal{L}$ is periodic in $t_{0}$ and $\alpha_{0}$. With this in mind, the next proposition, whose proof is in appendix B makes sense

Proposition 2.1. The Melnikov potential given in (1.47) can be written as

$$
\begin{equation*}
\mathcal{L}=\sum_{q \in \mathbb{Z}} L_{q} \mathrm{e}^{i q t_{0}} \quad \text { with } \quad L_{q}=\sum_{k \in \mathbb{Z}} L_{q, k} \mathrm{e}^{i k \alpha_{0}} \tag{2.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathcal{L}=\sum_{q \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} L_{q, k} \mathrm{e}^{i\left(q t_{0}+k \alpha_{0}\right)}=2 \sum_{q \geq 0} \sum_{k \in \mathbb{Z}} L_{q, k} \cos \left(q t_{0}+k \alpha_{0}\right) . \tag{2.6}
\end{equation*}
$$

where $L_{q, k}$ are given in (2.2).
Even more, since $\mathcal{L}$ is a real function even with respect to $\left(\alpha_{0}, G_{0}\right)$, and $\overline{L_{q, k}}=L_{-q,-k}=L_{q, k}$ and then $\overline{L_{q}}=L_{-q}$

$$
\begin{equation*}
\mathcal{L}=L_{0}+2 \Re\left\{\sum_{q \geq 1} L_{q} \mathrm{e}^{i q t_{0}}\right\} \tag{2.7}
\end{equation*}
$$

where we can write

$$
L_{q}=L_{q, 0}+\sum_{k \geq 1}\left[L_{q, k} \mathrm{e}^{i k \alpha_{0}}+L_{q,-k} \mathrm{e}^{-i k \alpha_{0}}\right]
$$

for $q \geq 0$.
In view of proposition (2.1) and formulas (2.2), to compute the dominant part of the Melnikov potential and obtain effective bounds of the errors we will need to estimate the constants $\tilde{c}_{q}^{n, m}$ defined in (2.3) and the integrals $N(q, m, n)$ defined in (2.4). This is done in the next three propositions.

Proposition 2.2. Let $n, m, q \in \mathbb{Z}, n, q \geq 0, n-m+1 \geq 0$. Then the Fourier coefficients $\tilde{c}_{q}^{n, m}$ defined in (2.3) satisfy

$$
\left|\tilde{c}_{q}^{n, m}\right| \leq \begin{cases}2^{q+n+1} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} e_{0}^{|m-q|} & m \geq 0 \\ \left(1+e_{0}\right)^{n+1} & m<0\end{cases}
$$

Also, the Fourier coefficients $\tilde{c}_{q}^{n, m}$ satisfy $\overline{\tilde{c}_{q}^{n, m}}=\tilde{c}_{-q}^{n,-m}$.

Proof. The integral formula for the Fourier coefficients reads

$$
\begin{equation*}
\tilde{c}_{q}^{n, m}=\frac{1}{2 \pi} \int_{0}^{2 \pi} r_{0}(t)^{n} \mathrm{e}^{i m f(t)} \mathrm{e}^{-i q t} d t \tag{2.8}
\end{equation*}
$$

Changing the variable of integration $t$, using the identities (see [Win41, p. 194])

$$
\begin{align*}
t(E) & =E-e_{0} \sin E  \tag{2.9a}\\
\hat{r}(E)=r(t(E)) & =1-e_{0} \cos E  \tag{2.9b}\\
\hat{r}(E) \mathrm{e}^{i \hat{f}(E)}=r(t(E)) \mathrm{e}^{i f(t(E))} & =a^{2} \mathrm{e}^{i E}-e_{0}+\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{-i E}  \tag{2.9c}\\
a^{2}=\frac{1+\sqrt{1-e_{0}^{2}}}{2} & =\frac{e_{0}^{2}}{2\left(1-\sqrt{1-e_{0}^{2}}\right)} \tag{2.9d}
\end{align*}
$$

we have

$$
\begin{equation*}
\tilde{c}_{q}^{n, m}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[\hat{r}(E) \mathrm{e}^{i \hat{f}(E)}\right]^{m} \hat{r}(E)^{n-m+1} \mathrm{e}^{-i q t(E)} d E \tag{2.10}
\end{equation*}
$$

To bound this integral we will consider two different cases for $m \geq 0: 0 \leq q \leq m$ and $0 \leq m<q$. Let us first consider the case $0 \leq q \leq m$. By the analyticity and periodicity of the integral we change the path of integration from $\Im(E)=0$ to $\Im E=\ln \left(2 a^{2} / e_{0}\right)$, i. e.,

$$
E=u+i \ln \left(\frac{2 a^{2}}{e_{0}}\right) \quad u \in[0,2 \pi]
$$

we have

$$
\mathrm{e}^{i E}=\mathrm{e}^{i u-\ln \left(\frac{2 a^{2}}{e_{0}}\right)}=\frac{e_{0}}{2 a^{2}} \mathrm{e}^{i u}
$$

and then

$$
\begin{align*}
\tilde{r}(u) \mathrm{e}^{i \tilde{f}(u)}=\hat{r}(E(u)) \mathrm{e}^{i \hat{f}(E(u))} & =a^{2} \frac{e_{0}}{2 a^{2}} \mathrm{e}^{i u}-e_{0}+\frac{e_{0}^{2}}{4 a^{2}} \frac{2 a^{2}}{e_{0}} \mathrm{e}^{-i u} \\
& =\frac{e_{0}}{2} \mathrm{e}^{i u}-e_{0}+\frac{e_{0}}{2} \mathrm{e}^{-i u} \\
& =e_{0}(\cos u-1) \tag{2.11}
\end{align*}
$$

therefore

$$
\begin{equation*}
\tilde{c}_{q}^{n, m}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[\tilde{r}(u) \mathrm{e}^{i \tilde{f}(u)}\right]^{m} \tilde{r}(u)^{n-m+1}\left[\frac{2 a^{2}}{e_{0}} \mathrm{e}^{-i u} \mathrm{e}^{\frac{e_{0}^{2}}{4 a^{2}}} \mathrm{e}^{i u}-a^{2} \mathrm{e}^{-i u}\right]^{q} d u \tag{2.14}
\end{equation*}
$$

to bound this we just have to notice that thanks to (2.11), (2.12) and (2.9d)

$$
\begin{equation*}
\left|\tilde{r}(u) \mathrm{e}^{i \tilde{f}(u)}\right| \leq 2 e_{0} \tag{2.15}
\end{equation*}
$$

$$
|\tilde{r}(u)|=\sqrt{\left(1-\cos u\left(\frac{e_{0}^{2}}{4 a^{2}}+a^{2}\right)\right)^{2}+\sin ^{2} u\left(a^{2}-\frac{e_{0}^{2}}{4 a^{2}}\right)^{2}}
$$

$$
\begin{align*}
& =\sqrt{(1-\cos u)^{2}+\sin ^{2} u\left(1-e_{0}^{2}\right)} \\
& =\sqrt{2(1-\cos u)-e_{0}^{2} \sin ^{2} u} \\
& \leq 2 \tag{2.16}
\end{align*}
$$

and using the definition of $a^{2}$ in (2.9)

$$
\begin{align*}
\left|\mathrm{e}^{\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{i u}-a^{2} \mathrm{e}^{-i u}}\right| & =\left|\mathrm{e}^{\left(\frac{e_{0}^{2}}{2 a^{2}}-a^{2}\right) \cos u+i \sin u\left(\frac{e_{0}^{2}}{2 a^{2}}+a^{2}\right)}\right| \\
& =\mathrm{e}^{\left(\frac{e_{0}^{2}}{2 a^{2}}-a^{2}\right) \cos u} \\
& =\mathrm{e}^{-\sqrt{1-e_{0}^{2}} \cos u} \\
& \leq \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \tag{2.17}
\end{align*}
$$

substituting this bounds in the integral (2.14) and noticing that $a^{2} \leq 1$ we find directly the desired result for $0 \leq q \leq m$.

Now consider the case $0 \leq m<q$. From equation (2.10) we perform the change of the integration variable through

$$
E=v-i \ln \left(\frac{2 a^{2}}{e_{0}}\right), \quad \tau \in[0,2 \pi]
$$

we have

$$
\mathrm{e}^{i E}=\mathrm{e}^{i v+\ln \left(\frac{2 a^{2}}{e_{0}}\right)}=\frac{2 a^{2}}{e_{0}} \mathrm{e}^{i v}
$$

and using (2.9)

$$
\begin{aligned}
& \tilde{\tilde{r}}(v) \mathrm{e}^{i \tilde{\tilde{f}}(v)}=r(E(v)) \mathrm{e}^{i f(E(v))}=a^{2} \frac{2 a^{2}}{e_{0}} \mathrm{e}^{i v}-e_{0}+\frac{e_{0}^{2}}{4 a^{2}} \frac{e_{0}}{2 a^{2}} \mathrm{e}^{-i v} \\
&=\frac{2 a^{4}}{e_{0}} \mathrm{e}^{i v}-e_{0}+\frac{e_{0}^{3}}{8 a^{4}} \mathrm{e}^{-i v} \\
&=\frac{1}{e_{0}}\left(2 a^{4} \mathrm{e}^{i v}-e_{0}^{2}+\frac{e_{0}^{4}}{8 a^{4}} \mathrm{e}^{-i v}\right) \\
& \tilde{\tilde{r}}(v)=1-\frac{e_{0}}{2}\left(\frac{2 a^{2}}{e_{0}} \mathrm{e}^{i v}+\frac{e_{0}}{2 a^{2}} \mathrm{e}^{-i v}\right) \\
&=1-a^{2} \mathrm{e}^{i v}-\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{-i v} \\
& \mathrm{e}^{-i\left(E-e_{0} \sin E\right)}=\frac{e_{0}}{2 a^{2}} \mathrm{e}^{-i v} \mathrm{e}^{\frac{e_{0}}{2}}\left(\frac{2 a^{2}}{e_{0}} \mathrm{e}^{i v}-\frac{e_{0}}{2 a^{2}} \mathrm{e}^{-i v}\right) \\
&=\frac{e_{0}}{2 a^{2}} \mathrm{e}^{-i v} \mathrm{e}^{a^{2} \mathrm{e}^{i v}-\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{-i v}}
\end{aligned}
$$

therefore
to bound this we just have to notice that, using the definition of $a^{2}$ given in (2.9), $a^{2} \geq 1 / 2$

$$
\left|\tilde{\tilde{r}}(v) \mathrm{e}^{i \tilde{\tilde{f}}(v)}\right| \leq \frac{1}{e_{0}}\left(2+e_{0}^{2}+\frac{1}{2} e_{0}^{4}\right)<\frac{7}{2} \frac{1}{e_{0}}
$$

$$
\begin{aligned}
|\tilde{r}(v)| & =\sqrt{\left(1-\cos v\left(\frac{e_{0}^{2}}{4 a^{2}}+a^{2}\right)\right)^{2}+\sin ^{2} v\left(a^{2}-\frac{e_{0}^{2}}{4 a^{2}}\right)^{2}} \\
& =\sqrt{(1-\cos v)^{2}+\sin ^{2} v\left(1-e_{0}^{2}\right)} \\
& =\sqrt{2(1-\cos v)-e_{0}^{2} \sin ^{2} v} \\
& \leq 2
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\mathrm{e}^{a^{2} \mathrm{e}^{i v}-\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{-i v}}\right| & =\left|\mathrm{e}^{\left(a^{2}-\frac{e_{0}^{2}}{2 a^{2}}\right) \cos v+i \sin v\left(\frac{e_{0}^{2}}{2 a^{2}}+a^{2}\right)}\right| \\
& =\mathrm{e}^{\left(a^{2}-\frac{e_{0}^{2}}{2 a^{2}}\right) \cos v} \\
& =\mathrm{e}^{\sqrt{1-e_{0}^{2}} \cos v} \\
& \leq \mathrm{e}^{\sqrt{1-e_{0}^{2}}}
\end{aligned}
$$

using that $a^{2} \geq 1 / 2$ we conclude

$$
\begin{aligned}
\left|\tilde{c}_{q}^{n, m}\right| & \leq\left(\frac{7}{2}\right)^{m} 2^{n-m+1} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} e_{0}^{q-m} \\
& \leq\left(\frac{7}{4}\right)^{m} 2^{n+1} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} e_{0}^{q-m}
\end{aligned}
$$

and since $7 / 4<2$ and $0 \leq m<q$ we have that

$$
\left(\frac{7}{4}\right)^{m}<2^{q}
$$

from where we get the desired result for this case too.
For $m<0$ we bound directly over the equation (2.10). Since $\left|\mathrm{e}^{i f}\right|=\left|\mathrm{e}^{-i t}\right|=1$ we have

$$
\left|\tilde{c}_{q}^{n, m}\right| \leq \frac{1}{2 \pi} \int_{0}^{2 \pi}|\hat{r}(E)|^{n+1} d E
$$

by noticing that $|r(E)| \leq\left(1+e_{0}\right)$ we conclude the proof of the bounds for the $\tilde{c}_{q}^{n, m}$. Now, define

$$
P_{n, m}(t)=\left[r_{0}(f(t))\right]^{n} \mathrm{e}^{i m f(t)}
$$

then

$$
\bar{P}_{n, m}(t)=\left[r_{0}(f(t))\right]^{n} \mathrm{e}^{-i m f(t)}=P_{n,-m}
$$

but by equation (2.3)

$$
\begin{aligned}
\bar{P}_{n, m}(t) & =\sum_{q \in \mathbb{Z}} \tilde{c}_{q}^{n, m} \mathrm{e}^{-i q t} \\
P_{n,-m}(t) & =\sum_{q \in \mathbb{Z}} \tilde{c}_{q}^{n,-m} \mathrm{e}^{i q t}
\end{aligned}
$$

from where $\tilde{c}_{-q}^{n,-m}=\tilde{c}_{q}^{n, m}=\tilde{\tilde{c}}_{q}^{n, m}$.
As we can see from equations (2.2) the Fourier coefficients of the Melnikov potential $\mathcal{L}$ depend on the function $N$ defined in (2.4), so that the next result, proved in appendix B will be useful
Proposition 2.3. Let $q, m, n \in \mathbb{Z}, m, n \geq 0 m+n>0, q>0, c \geq 1$ and $G_{0} \geq c^{2 / 3}$. Then,

$$
|N(q, m, n)| \leq K_{2} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}} \mathrm{e}^{q c^{2}} 2^{n+m} G_{0}^{m-2 n-\frac{1}{2}}
$$

with $K_{2}=6 \pi \mathrm{e}^{-1 / 2}$

As we want to compute an asymptotic formula for the Melnikov potential (1.47), propositions 2.2 and 2.3 allow us to easily bound a lot of Fourier coefficients $L_{q, k}$. Nevertheless, we need to compute the integral involved in $N(q, m, n)$ given in (2.4) for some values of $m, n$ and $q$. Next proposition comes in that direction. But before, we need to introduce the constants $d_{j}^{n, m}$. Let us define

$$
h(\tau)=i\left(\frac{\tau^{3}}{3}+\tau\right)
$$

and

$$
\begin{equation*}
u(\tau)=h(i)-h(\tau)=-\frac{2}{3}-i\left(\frac{\tau^{3}}{3}+\tau\right)=(\tau-i)^{2}-\frac{i}{3}(\tau-i)^{3} \tag{2.18}
\end{equation*}
$$

It is easy to see that $u$ is an increasing real valued function in the direction of increasing imaginary part over the set $\Im(h(\tau))=0$ (see figure 2.1), moreover

$$
u\left(\left\{\tau^{+}: \Im\left(h\left(\tau^{+}\right)\right)=0, \Re\left(\tau^{+}\right)>0\right\}\right)=u\left(\left\{\tau^{-}: \Im\left(h\left(\tau^{-}\right)\right)=0, \Re\left(\tau^{-}\right)<0\right\}\right) \subset \mathbb{R}_{0}^{+}
$$



Figure 2.1: $\Im(h(\tau))$

Therefore $u$ has two inverses inverses; $\tau^{+}$and $\tau^{-}$with domain in $\mathbb{R}_{0}^{+}$. Now let

$$
F_{m, n}^{ \pm}(u)=\frac{1}{\left(\tau^{ \pm}(u)-i\right)^{2 m+1}\left(\tau^{ \pm}(u)+i\right)^{2 n+1}}
$$

whose expansion in $\sqrt{u}$ is given in lemma (A.4):

$$
\begin{equation*}
F_{m, n}^{ \pm}(u)=( \pm \sqrt{u})^{-2 m-1} \sum_{j=0}^{\infty} d_{j}^{n, m}( \pm \sqrt{u})^{j} \tag{2.19}
\end{equation*}
$$

for some coefficients $d_{j}^{n, m}$.
Let us call

$$
\begin{equation*}
d_{m, n}=i 2^{m+n}\binom{-1 / 2}{n}\binom{-1 / 2}{m} \tag{2.20}
\end{equation*}
$$

Next proposition provides an asymptotic expression for $N(q, m, n)$ for big values of $G_{0}$. Its proof is given in section B.3.

Proposition 2.4. Let $n+m>0$ and the constants $d_{j}^{n, m}$ be defined by equation (2.19) and $d_{n, m}$ by equation (2.20). If $q, n, m \in \mathbb{Z}, m, n \geq 0, q \geq 0$ then

$$
N(q, m, n)=\frac{d_{m, n} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}}}{G_{0}^{2 m+2 n-1}}\left[\sum_{s=0}^{m}(-1)^{s} \sqrt{\pi} \frac{2^{\frac{3}{2}} q^{s-\frac{1}{2}}}{(2 s-1)!!} d_{2 m-2 s}^{n, m} G_{0}^{3 s-\frac{3}{2}}+T_{m, n}^{q}+R_{m, n}^{q}\right]
$$

where

$$
\left|T_{m, n}^{q}\right| \leq K_{11} \gamma_{4}^{m} G_{0}^{-3} \quad\left|R_{m, n}^{q}\right| \leq K_{12} q^{m-1} G_{0}^{3 m-3} .
$$

and

$$
\beta=\left(-1+\frac{\sqrt{11}}{4} \sqrt{3+\frac{\sqrt{11}}{2}}\right)^{1 / 2}, \quad \gamma_{4}=\frac{2}{\beta^{2}}, \quad K_{11}=2^{2}\left(\sqrt{2}+\frac{2}{\beta(1-\beta)}\right), \quad K_{12}=2 \pi \mathrm{e}^{4 / 3} .
$$

When $s=0$ the factor $1 /(2 s-1)!!$ in the formula should be replaced by 1 .

## $2.1 \quad e_{0} G_{0} \ll 1$

In view of proposition 2.4, the dominant part of the Melnikov potential $\mathcal{L}$ comes from the Fourier coefficient $L_{1}$, the main terms of this coefficients are computed using proposition 2.4 , and the rest of the terms will be bounded using propositions 2.2 and 2.3 .

In this section we will prove a much more quantitative version of theorem 1.5 wich will immediately imply it.

Theorem 2.5. Let $c \geq 1$. If $G_{0} \geq 32$, $e_{0} G_{0}<1 / 8$, then the Melnikov potential $\mathcal{L}$ given by (2.7) satisfy

$$
\begin{aligned}
& \mathcal{L}=L_{0}\left(\alpha_{0}\right)+\cos \left(t_{0}-\alpha_{0}\right)\left(\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+E_{3}+E_{5}+E_{7}\right)-\cos \left(t_{0}-2 \alpha_{0}\right)\left(3 \sqrt{2 \pi} e_{0} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+E_{4}+E_{6}+E_{8}\right) \\
&+ 2 \Re\left\{E_{2}\left(\alpha_{0}\right) \mathrm{e}^{i t_{0}}\right\}+E_{1}\left(t_{0}, \alpha_{0}\right)
\end{aligned}
$$

$$
\begin{aligned}
\left|E_{1}\left(t_{0}, \alpha_{0}\right)\right| & \leq K_{5} 2^{6} \mathrm{e}^{2 \sqrt{1-e_{0}^{2}}} G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}} \\
\left|E_{2}\left(\alpha_{0}\right)\right| & \leq K_{6} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\left[\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+2^{6} \mathrm{e}^{\sqrt{1-e_{0}^{2}}}\left(e_{0}^{2} G_{0}^{5 / 2}+e_{0} G_{0}^{-3 / 2}\right)\right] \\
\left|E_{3}\right| & \leq K_{7} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} G_{0}^{-3 / 2} \\
\left|E_{4}\right| & \leq K_{8} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} e_{0} G_{0}^{1 / 2} \\
\left|E_{5}\right| & \leq 2^{5} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} K_{13} G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|E_{6}\right| & \leq 2^{4} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} e_{0} K_{13} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|E_{7}\right| & \leq \sqrt{\frac{\pi}{8}} 98 e_{0}^{2} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|E_{8}\right| & \leq \sqrt{2 \pi} 50 e_{0}^{2} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
\end{aligned}
$$

with

$$
\begin{aligned}
K_{5} & =1152 \pi \mathrm{e}^{-1 / 2} \\
K_{6} & =2^{4} 12 \pi \mathrm{e}^{c^{2}-1 / 2} \\
K_{7} & =2^{14} \cdot 3 \pi \mathrm{e}^{c^{2}-1 / 2} \\
K_{8} & =2^{12} \cdot 3 \pi \mathrm{e}^{c^{2}-1 / 2} \\
\beta & =\left(-1+\frac{\sqrt{11}}{4} \sqrt{3+\frac{\sqrt{11}}{2}}\right)^{1 / 2} \\
K_{11} & =2^{2}\left(\sqrt{2}+\frac{2}{\beta(1-\beta)}\right) \\
K_{12} & =2 \pi \mathrm{e}^{4 / 3} \\
\gamma_{4} & =\frac{2}{\beta^{2}} \\
K_{13} & =40 \sqrt{\frac{\pi}{3}}+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)
\end{aligned}
$$

and

$$
L_{0}\left(\alpha_{0}\right)-L_{0,0}=-\frac{15}{8} \pi e_{0} G_{0}^{-5} \cos \left(\alpha_{0}\right)+F_{2}+F_{3}+F_{5}
$$

where

$$
\begin{aligned}
& \left|F_{2}\right| \leq K_{22} 2^{3} e_{0} G_{0}^{-9} \\
& \left|F_{3}\right| \leq K_{23} e_{0}^{2} G_{0}^{-7} \\
& \left|F_{5}\right| \leq K_{25} G_{0}^{-5} e_{0}^{2}
\end{aligned}
$$

with

$$
\begin{aligned}
& K_{22}=2^{10} \mathrm{e}^{-1} \pi \\
& K_{23}=2^{7} \mathrm{e}^{-1} \pi \\
& K_{25}=57 \pi / 4
\end{aligned}
$$

The proof of the theorem will be done constructively through the following series of lemmas and propositions

Let us first compute some coefficients $\tilde{c}_{q}^{n, m}$, more precisely $\tilde{c}_{1}^{3,1}, \tilde{c}_{1}^{2,2}, \tilde{c}_{0}^{2,0}$ and $\tilde{c}_{0}^{3,1}$
Lemma 2.6. Let $\tilde{c}_{q}^{n, m}$ be defined by (2.3). Then

$$
\begin{aligned}
& \tilde{c}_{1}^{3,1}=1+Q_{1} \\
& \tilde{c}_{1}^{2,2}=-3 e_{0}+Q_{2} \\
& \tilde{c}_{0}^{2,0}=1+Q_{3} \\
& \tilde{c}_{0}^{3,1}=-\frac{5}{2} e_{0}+Q_{4}
\end{aligned}
$$

with

$$
\begin{aligned}
& \left|Q_{1}\right| \leq 98 e_{0}^{2} \\
& \left|Q_{2}\right| \leq 50 e_{0}^{2} \\
& \left|Q_{3}\right| \leq 4 e_{0}^{2} \\
& \left|Q_{4}\right| \leq 19 e_{0}^{2}
\end{aligned}
$$

Proof. From its definition given in (2.3) and using the change of variable $t=E-e_{0} \sin E$ we have

$$
\begin{aligned}
& \tilde{c}_{1}^{3,1}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[r(E) \mathrm{e}^{i f(E)}\right] r(E)^{3} \mathrm{e}^{-i t(E)} d E \\
& \tilde{c}_{1}^{2,2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[r(E) \mathrm{e}^{i f(E)}\right]^{2} r(E) \mathrm{e}^{-i t(E)} d E \\
& \tilde{c}_{0}^{2,0}=\frac{1}{2 \pi} \int_{0}^{2 \pi} r(E)^{3} d E \\
& \tilde{c}_{0}^{3,1}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[r(E) \mathrm{e}^{i f(E)}\right] r(E)^{3} d E
\end{aligned}
$$

From equations (2.9) we have

$$
\begin{align*}
& \tilde{c}_{1}^{3,1}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[a^{2} \mathrm{e}^{i E}-e_{0}+\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{-i E}\right]\left(1-e_{0} \cos E\right)^{3} \mathrm{e}^{-i E} \mathrm{e}^{i e_{0} \sin E} d E  \tag{2.21}\\
& \tilde{c}_{1}^{2,2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[a^{2} \mathrm{e}^{i E}-e_{0}+\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{-i E}\right]^{2}\left(1-e_{0} \cos E\right) \mathrm{e}^{-i E} \mathrm{e}^{i e_{0} \sin E} d E  \tag{2.22}\\
& \tilde{c}_{0}^{2,0}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(1-e_{0} \cos E\right)^{3} d E  \tag{2.23}\\
& \tilde{c}_{0}^{3,1}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left[a^{2} \mathrm{e}^{i E}-e_{0}+\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{-i E}\right]\left(1-e_{0} \cos E\right)^{3} d E \tag{2.24}
\end{align*}
$$

To bound $\tilde{c}_{1}^{3,1}$ we use equation (2.21). It is easy to see that

$$
\begin{align*}
a^{2} \mathrm{e}^{i E}-e_{0}+\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{-i E} & =\mathrm{e}^{i E}-e_{0}+\bar{E}_{1}  \tag{2.25a}\\
\left(1-e_{0} \cos E\right)^{3} & =1-3 e_{0} \cos E+\bar{E}_{2}  \tag{2.25b}\\
\mathrm{e}^{i e_{0} \sin E} & =1+i e_{0} \sin E+\bar{E}_{3} \tag{2.25c}
\end{align*}
$$

where

$$
\begin{aligned}
& \bar{E}_{1}=\left(a^{2}-1\right) \mathrm{e}^{i E}+\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{-i E} \\
& \bar{E}_{2}=3 e_{0}^{2} \cos ^{2} E-e_{0}^{3} \cos ^{3} E \\
& \bar{E}_{3}=\frac{1}{2}\left(i e_{0} \sin E\right)^{2} \sum_{j=0}^{\infty} 2 \frac{\left(i e_{0} \sin E\right)^{j}}{(j+2)!}
\end{aligned}
$$

Since

$$
\begin{align*}
0 & \leq e_{0} \leq 1  \tag{2.26a}\\
\frac{1}{2} & \leq a^{2} \leq 1  \tag{2.26b}\\
\left|a^{2}-1\right| & =\left|\frac{\sqrt{1-e_{0}^{2}}-1}{2}\right|=\left|\frac{-e_{0}^{2}}{2\left(\sqrt{1-e_{0}^{2}}+1\right)}\right| \leq \frac{e_{0}^{2}}{2} \tag{2.26c}
\end{align*}
$$

we have

$$
\begin{aligned}
& \left|\bar{E}_{1}\right| \leq \frac{e_{0}^{2}}{2}+\frac{e_{0}^{2}}{2}=e_{0}^{2} \\
& \left|\bar{E}_{2}\right| \leq 4 e_{0}^{2} \\
& \left|\bar{E}_{3}\right| \leq \frac{e_{0}^{2}}{2} \mathrm{e}^{e_{0}} \leq e_{0}^{2} \frac{\mathrm{e}}{2} \leq 2 e_{0}^{2}
\end{aligned}
$$

Using equations (2.25), we have from equation (2.21) that $\tilde{c}_{1}^{3,1}$ is the Fourier coefficient of order 1 of the function

$$
\begin{aligned}
& \left(\mathrm{e}^{i E}-e_{0}+\bar{E}_{1}\right)\left(1-3 e_{0} \cos E+\bar{E}_{2}\right)\left(1+i e_{0} \sin E+\bar{E}_{3}\right)= \\
& \mathrm{e}^{i E}-e_{0}-3 e_{0} \cos E \mathrm{e}^{i E}+i e_{0} \sin E \mathrm{e}^{i E}+\tilde{Q}_{1}(E)
\end{aligned}
$$

where

$$
\begin{aligned}
\tilde{Q}_{1}(E) & =\bar{E}_{1}-3 e_{0}^{2} \cos E-3 e_{0} \bar{E}_{1} \cos E+\bar{E}_{2}\left(\mathrm{e}^{i E}-e_{0}+\bar{E}_{1}\right) \\
& -i e_{0}^{2} \sin E-3 i e_{0}^{2} \cos E \sin E \mathrm{e}^{i E}-3 i e_{0}^{3} \cos E \sin E-3 i e_{0}^{2} \sin E \cos E \bar{E}_{2}+i e_{0} \sin E \bar{E}_{2}\left(\mathrm{e}^{i E}-e_{0}+\bar{E}_{1}\right) \\
& +\bar{E}_{3}\left(\mathrm{e}^{i E}-e_{0}+\bar{E}_{1}-3 e_{0} \cos E \mathrm{e}^{i E}-3 e_{0}^{2} \cos E-3 e_{0} \bar{E}_{1} \cos E+\bar{E}_{2}\left(\mathrm{e}^{i E}-e_{0}+\bar{E}_{1}\right)\right)
\end{aligned}
$$

this implies that, up to order one in $e_{0}$ the Fourier coefficient $\tilde{c}_{1}^{3,1}$ is exactly one. From the bounds for $\bar{E}_{1}, \bar{E}_{2}$ and $\bar{E}_{3}$ we find $\left|\tilde{Q}_{1}(E)\right| \leq 98 e_{0}^{2}$ wich implies the result for $\tilde{c}_{1}^{3,1}$.

From equation (2.22), it is easy to see that, using equation (2.25a)

$$
\left[a^{2} \mathrm{e}^{i E}-e_{0}+\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{-i E}\right]^{2}=\left[\mathrm{e}^{i E}-e_{0}+\bar{E}_{1}\right]^{2}=\mathrm{e}^{2 i E}-2 e_{0} \mathrm{e}^{i E}+\bar{E}_{4}
$$

where

$$
\bar{E}_{4}=e_{0}^{2}+2 \bar{E}_{1}\left(\mathrm{e}^{i E}-e_{0}\right)+\bar{E}_{1}^{2}
$$

in regard of equations (2.26) and the bound for $\tilde{E}_{1}$ we have

$$
\left|\bar{E}_{4}\right| \leq e_{0}^{2}+2 e_{0}^{2}\left(1+e_{0}\right)+e_{0}^{4} \leq 6 e_{0}^{2} .
$$

Using equation (2.25c), we see from equation (2.22) that $\tilde{c}_{1}^{2,2}$ is the Fourier coefficient of order 1 of the function

$$
\begin{aligned}
& \left(\mathrm{e}^{2 i E}-2 e_{0} \mathrm{e}^{i E}+\bar{E}_{4}\right)\left(1-e_{0} \cos E\right)\left(1+i e_{0} \sin E+\bar{E}_{3}\right)= \\
& \quad \mathrm{e}^{2 i E}-e_{0} \cos E \mathrm{e}^{2 i E}-2 e_{0} \mathrm{e}^{i E}+i e_{0} \sin E \mathrm{e}^{2 i E}+\tilde{Q}_{2}(E)
\end{aligned}
$$

where

$$
\begin{aligned}
\tilde{Q}_{2}(E) & =2 e_{0}^{2} \cos E \mathrm{e}^{i E}+\bar{E}_{4}-e_{0} \bar{E}_{4} \cos E \\
& =i e_{0} \sin E\left(-e_{0} \cos E \mathrm{e}^{2 i E}-2 e_{0} \mathrm{e}^{i E}+2 e_{0}^{2} \cos E \mathrm{e}^{i E}+\bar{E}_{4}-e_{0} \bar{E}_{4} \cos E\right) \\
& =\bar{E}_{3}\left(\mathrm{e}^{2 i E}-e_{0} \cos E \mathrm{e}^{2 i E}-2 e_{0} \mathrm{e}^{i E}+2 e_{0}^{2} \cos E \mathrm{e}^{i E}+\bar{E}_{4}-e_{0} \bar{E}_{4} \cos E\right)
\end{aligned}
$$

with this expressions, we conclude that, up to order one in $e_{0}$, the Fourier coefficient $c_{1}^{2,2}$ is exactly $-3 e_{0}$, and from the bounds for $\bar{E}_{4}$ and $\bar{E}_{3}$ we find that $\left|\tilde{Q}_{2}(E)\right| \leq 50 e_{0}^{2}$ wich implies the result for $\tilde{c}_{1}^{2,2}$.

Using equation (2.23) to compute $\tilde{c}_{0}^{2,0}$ we have using equation (2.25b)

$$
\tilde{c}_{0}^{2,0}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(1-3 e_{0} \cos E+\bar{E}_{2}\right) d E=1+Q_{3}
$$

then, by setting

$$
Q_{3}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \bar{E}_{2} d E
$$

we have immediately, using the bound for $\bar{E}_{2}$, that $\left|Q_{3}\right| \leq 4 e_{0}^{2}$, the desired result for $\tilde{c}_{0}^{2,0}$.
Using equation (2.24) to compute $\tilde{c}_{0}^{3,1}$ using we have, (2.25a) and (2.25b)

$$
\tilde{c}_{0}^{3,1}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(\mathrm{e}^{i E}-e_{0}+\bar{E}_{1}\right)\left(1-3 e_{0} \cos E+\bar{E}_{2}\right) d E
$$

Now, we want to find, up to order $e_{0}$ the Fourier coefficient of order zero of the function

$$
\left(\mathrm{e}^{i E}-e_{0}+\bar{E}_{1}\right)\left(1-3 e_{0} \cos E+\bar{E}_{2}\right)=\mathrm{e}^{i E}-3 e_{0} \mathrm{e}^{i E} \cos E-e_{0}+\bar{E}_{5}
$$

where

$$
\bar{E}_{5}=\bar{E}_{2} \mathrm{e}^{i E}+3 e_{0}^{2} \cos E-e_{0} \bar{E}_{2}+\bar{E}_{1}-3 e_{0} \bar{E}_{1} \cos E+\bar{E}_{2} \bar{E}_{1}
$$

from where we find

$$
\tilde{c}_{0}^{3,1}=-\frac{5}{2} e_{0}+Q_{4}
$$

we can bound

$$
Q_{4}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \bar{E}_{5} d E
$$

using the bounds for $\bar{E}_{2}$ and $\bar{E}_{1}$ to find $\left|Q_{4}\right| \leq 19 e_{0}^{2}$.
Lemma 2.7. Let $c \geq 1, G_{0}>32$. If $q, k \in \mathbb{N}, k \geq 2$, then

$$
\begin{aligned}
& \left|L_{q,}, 0\right| \leq K_{3} 2^{q+5} \mathrm{e}^{q \sqrt{1-e_{0}^{2}} e_{0}^{q} G_{0}^{-3 / 2} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)}} \begin{array}{|l|l|l|} 
\\
\left|L_{q,}, \quad\right| \leq K_{3} 2^{3}\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2} \mathrm{e}^{-q \frac{G_{3}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)} \\
\left|L_{q,-1}\right| \leq K_{3} 2^{q+7} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} e_{0}^{1-q \mid} G_{0}^{-1 / 2} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& \left|L_{q, k}\right| \leq K_{3} 2^{k}\left(1+e_{0}\right)^{k+1} G_{0}^{-2 k-1 / 2} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)} \\
& \left|L_{q,-k}\right| \leq K_{3} 2^{q+2 k+1} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} e_{0}^{|k-q|} G_{0}^{k-1 / 2} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)}
\end{aligned}
$$

where $K_{3}=12 \pi \mathrm{e}^{-1 / 2}$.
Proof. From equations (2.2) by propositions 2.2 and 2.3 we have

$$
\begin{aligned}
& \left|L_{q,}, \quad 0\right| \leq 2 K_{2} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)}\left(2 e_{0} \mathrm{e}^{\left.\sqrt{1-e_{0}^{2}}\right)^{q}} G_{0}^{-1 / 2} \sum_{l \geq 1}\left(2^{4} G_{0}^{-1}\right)^{l}\right. \\
& \left|L_{q, \quad}\right| \leq 2^{-1} K_{2} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)} G_{0}^{-3 / 2} \sum_{l \geq 2}\left(\left(1+e_{0}\right)^{2} 2^{2} G_{0}^{-1}\right)^{l} \\
& \left|L_{q,-1}\right| \leq 2^{-1} K_{2} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} 2^{q} e_{0}^{|1-q|} G_{0}^{3 / 2} \sum_{l \geq 2}\left(2^{4} G_{0}^{-1}\right)^{l} \\
& \left|L_{q, \quad k}\right| \leq 2^{-k} K_{2} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)}\left(1+e_{0}\right)^{-k} G_{0}^{-k-1 / 2} \sum_{l \geq k}\left(\left(1+e_{0}\right)^{2} 2^{2} G_{0}^{-1}\right)^{l} \\
& \left|L_{q,-k}\right| \leq 2^{-2 k+1} K_{2} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} 2^{q} e_{0}^{|k-q|} G_{0}^{2 k-1 / 2} \sum_{l \geq k}\left(2^{4} G_{0}^{-1}\right)^{l}
\end{aligned}
$$

since by hypothesis $2^{4} / G_{0} \leq 1 / 2$ all these series converge and by setting

$$
K_{3}=2 K_{2}
$$

we have proven the lemma.
Lemma 2.8. If $q \in \mathbb{N}, q \geq 2$. Assume $G_{0} \geq 32, e_{0} G_{0}<1 / 8$ then

$$
\begin{equation*}
\left|L_{q}\right| \leq \sum_{k \in \mathbb{Z}}\left|L_{q, k}\right| \leq K_{4} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}}\left[2^{3 q} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{q-1 / 2}\right] \tag{2.28}
\end{equation*}
$$

where $K_{4}=288 \pi \mathrm{e}^{-1 / 2}$
Proof. From lemma (2.7) we have for any $c \geq 1$

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}}\left|L_{q, k}\right| & \leq\left|L_{q, 0}\right|+\left|L_{q, 1}\right|+\left|L_{q,-1}\right|+\sum_{k \geq 2}\left(\left|L_{q, k}\right|+\left|L_{q,-k}\right|\right) \\
& \leq K_{3} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)}\left[2^{5} 2^{q} e_{0}^{q} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{-3 / 2}+2^{3}\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+2^{7+q} e_{0}^{q-1} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{-1 / 2}\right. \\
& \left.+\sum_{k \geq 2}\left(2^{k}\left(1+e_{0}\right)^{k+1} G_{0}^{-2 k-1 / 2}+2^{2 k+q+1} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} e_{0}^{|k-q|} G_{0}^{k-1 / 2}\right)\right] \\
& \leq K_{3} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)}\left[2^{7} 2^{q} e_{0}^{q-1} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{-1 / 2}+2^{3}\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+\left(1+e_{0}\right) G_{0}^{-1 / 2} \sum_{k=2}^{\infty}\left(2\left(1+e_{0}\right) G_{0}^{-2}\right)^{k}\right. \\
& \left.+\mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{-1 / 2} 2^{q+1} e_{0}^{q} \sum_{k=2}^{q-1}\left(4 G_{0} e_{0}^{-1}\right)^{k}+\mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{-1 / 2} e_{0}^{-q} 2^{q+1} \sum_{k=q}^{\infty}\left(4 e_{0} G_{0}\right)^{k}\right]
\end{aligned}
$$

choosing $c=1$, we have that $G_{0} \geq(3 c)^{2 / 3}$, and therefore using that $e_{0} G_{0} \leq 1 / 8$

$$
\sum_{k \in \mathbb{Z}}\left|L_{q, k}\right| \leq K_{3} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}}\left[2^{7} 2^{q} e_{0}^{q-1} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{-1 / 2}+2^{3}\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+2^{3}\left(1+e_{0}\right)^{3} G_{0}^{-9 / 2}\right.
$$

$$
\begin{aligned}
& \left.+2^{3 q} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{q-3 / 2} e_{0}+\mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{q-1 / 2} 2^{3 q+2}\right] \\
& \leq K_{3} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}}\left[2^{7} 2^{q} e_{0}^{q-1} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{-1 / 2}+2^{4}\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}\right. \\
& \left.+2^{3 q} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{q-3 / 2} e_{0}+\mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{q-1 / 2} 2^{3 q+2}\right] \\
& \leq K_{3} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}}\left[2^{7} 2^{q} e_{0}^{q-1} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{-1 / 2}+2^{4}\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}\right. \\
& \left.+2^{3 q+3} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{q-1 / 2}\right] \\
& \leq K_{3} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}}\left[3 \cdot 2^{3 q+3} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} G_{0}^{q-1 / 2}\right]
\end{aligned}
$$

setting $K_{4}=3 \cdot 2^{3} K_{3}$, we conclude the proof.
Lemma 2.9. If $\mathcal{L}$ is given by (2.7), $G_{0} \geq 32, e_{0} G_{0}<1 / 8$. Then

$$
\mathcal{L}=L_{0}+2 \Re\left\{\mathrm{e}^{i t_{0}} L_{1}\right\}+E_{1}\left(t_{0}, \alpha_{0}\right)
$$

where

$$
\left|E_{1}\left(t_{0}, \alpha_{0}\right)\right| \leq K_{5} 2^{6} \mathrm{e}^{2 \sqrt{1-e_{0}^{2}}} G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}
$$

and $K_{5}=1152 \pi \mathrm{e}^{-1 / 2}$.
Proof. From equation (2.7) we have that

$$
E_{1}\left(t_{0}, \alpha_{0}\right)=2 \Re\left\{\sum_{q \geq 2} \mathrm{e}^{i q t_{0}} L_{q}\right\}
$$

and then by lemma 2.8

$$
\begin{aligned}
\left|E_{1}\left(t_{0}, \alpha_{0}\right)\right| & \leq 2 K_{4} G_{0}^{-1 / 2} \sum_{q \geq 2}\left[\mathrm{e}^{-G_{0}^{3} \frac{2}{9}} 2^{3} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} G_{0}\right]^{q} \\
& \leq 4 K_{4} 2^{6} \mathrm{e}^{2 \sqrt{1-e_{0}^{2}}} G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}
\end{aligned}
$$

where the last bound holds if

$$
\begin{equation*}
\mathrm{e}^{-G_{0}^{3} \frac{2}{9}} 2^{3} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} G_{0} \leq \frac{1}{2} \tag{2.29}
\end{equation*}
$$

wich is true for every $G_{0} \geq 32$.
Letting $K_{5}=4 K_{4}=1152 \pi \mathrm{e}^{-1 / 2}$ we have proven the lemma.
The next step is to compute an asymptotic formula for $L_{1}$.
Lemma 2.10. If $L_{1}$ is given by (2.7), $G_{0} \geq 32, e_{0} G_{0} \leq 1 / 8$ then

$$
\Re\left\{\mathrm{e}^{i t_{0}} L_{1}\right\}=\Re\left\{\left[\left(\tilde{c}_{1}^{3,1} N(1,2,1)+E_{3}\right) \mathrm{e}^{-i \alpha_{0}}+\left(\tilde{c}_{1}^{2,2} N(1,2,0)+E_{4}\right) \mathrm{e}^{-2 i \alpha_{0}}+E_{2}\left(\alpha_{0}\right)\right] \mathrm{e}^{i t_{0}}\right\}
$$

where

$$
\begin{aligned}
\left|E_{2}\left(\alpha_{0}\right)\right| & \leq K_{6} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\left[\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+2^{6} \mathrm{e}^{\sqrt{1-e_{0}^{2}}}\left(e_{0}^{2} G_{0}^{5 / 2}+e_{0} G_{0}^{-3 / 2}\right)\right] \\
\left|E_{3}\right| & \leq K_{7} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} G_{0}^{-3 / 2} \\
\left|E_{4}\right| & \leq K_{8} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} e_{0} G_{0}^{1 / 2}
\end{aligned}
$$

and $K_{6}=2^{4} 12 \pi \mathrm{e}^{c^{2}-1 / 2}, K_{7}=2^{14} \cdot 3 \pi \mathrm{e}^{c^{2}-1 / 2}, K_{8}=2^{12} \cdot 3 \pi \mathrm{e}^{c^{2}-1 / 2}$

Proof. From equation (2.5), we have that

$$
\begin{aligned}
L_{1} & =L_{1,0}+\sum_{k \geq 1}\left(L_{1, k} \mathrm{e}^{i k \alpha_{0}}+L_{1,-k} \mathrm{e}^{-i k \alpha_{0}}\right) \\
& =L_{1,-1} \mathrm{e}^{-i \alpha_{0}}+L_{1,-2} \mathrm{e}^{-2 i \alpha_{0}}+\sum_{k \geq 0} L_{1, k} \mathrm{e}^{i k \alpha_{0}}+\sum_{k \geq 3} L_{1,-k} \mathrm{e}^{-i k \alpha_{0}}
\end{aligned}
$$

Now, setting

$$
\begin{equation*}
E_{2}\left(\alpha_{0}\right)=\sum_{k \geq 0} L_{1, k} \mathrm{e}^{i k \alpha_{0}}+\sum_{k \geq 3} L_{1,-k} \mathrm{e}^{-i k \alpha_{0}} \tag{2.30}
\end{equation*}
$$

we can write

$$
\begin{equation*}
\Re\left\{L_{1} \mathrm{e}^{i t_{0}}\right\}=\Re\left\{\left(L_{1,-1} \mathrm{e}^{-i \alpha_{0}}+L_{1,-2} \mathrm{e}^{-2 i \alpha_{0}}+\bar{E}_{2}\left(\alpha_{0}\right)\right) \mathrm{e}^{i t_{0}}\right\} \tag{2.31}
\end{equation*}
$$

By definitions (2.2) we have

$$
\begin{align*}
& L_{1,-1}=\tilde{c}_{1}^{3,1} N(1,2,1)+\sum_{l \geq 3} \tilde{c}_{1}^{2 l-1,1} N(1, l, l-1)  \tag{2.32a}\\
& L_{1,-2}=\tilde{c}_{1}^{2,2} N(1,2,0)+\sum_{l \geq 3} \tilde{c}_{1}^{2 l-2,2} N(1, l, l-2) \tag{2.32b}
\end{align*}
$$

If we set

$$
\begin{align*}
& E_{3}=\sum_{l \geq 3} \tilde{c}_{1}^{2 l-1,1} N(1, l, l-1)  \tag{2.33a}\\
& E_{4}=\sum_{l \geq 3} \tilde{c}_{1}^{2 l-2,2} N(1, l, l-2) \tag{2.33b}
\end{align*}
$$

we have from equations (2.32) and (2.31) that

$$
\begin{equation*}
\Re\left\{\mathrm{e}^{i t_{0}} L_{1}\right\}=\Re\left\{\left[\left(\tilde{c}_{1}^{3,1} N(1,2,1)+E_{3}\right) \mathrm{e}^{-i \alpha_{0}}+\left(\tilde{c}_{1}^{2,2} N(1,2,0)+E_{4}\right) \mathrm{e}^{-2 i \alpha_{0}}+E_{2}\left(\alpha_{0}\right)\right] \mathrm{e}^{i t_{0}}\right\} \tag{2.34}
\end{equation*}
$$

This is exactly the equation we want, it only remains to bound properly the $\bar{E}$ 's.
Now from equation (2.30), by the triangle inequality and lemma 2.7 we have

$$
\begin{align*}
\left|E_{2}\left(\alpha_{0}\right)\right| & \leq\left|L_{1,0}\right|+\left|L_{1,1}\right|+\sum_{k \geq 2}\left|L_{1, k}\right|+\sum_{k \geq 3}\left|L_{1,-k}\right| \\
& \leq K_{3} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \mathrm{e}^{c^{2}}\left[2^{6} e_{0} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} G_{0}^{-3 / 2}+2^{3}\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+\sum_{k \geq 2} 2^{k}\left(1+e_{0}\right)^{k+1} G_{0}^{-2 k-1 / 2}\right. \\
& \left.+\sum_{k \geq 3} 2^{2 k+2} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} e_{0}^{k-1} G_{0}^{k-1 / 2}\right] \\
& \leq K_{3} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \mathrm{e}^{c^{2}}\left[2^{6} e_{0} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} G_{0}^{-3 / 2}+2^{3}\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+\left(1+e_{0}\right) G_{0}^{-1 / 2} \sum_{k=2}^{\infty}\left(2\left(1+e_{0}\right) G_{0}^{-2}\right)^{k}\right. \\
& \left.+2^{2} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} e_{0}^{-1} G_{0}^{-1 / 2} \sum_{k \geq 3}\left(2^{2} e_{0} G_{0}\right)^{k}\right] \\
& \leq K_{3} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \mathrm{e}^{c^{2}}\left[2^{6} e_{0} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} G_{0}^{-3 / 2}+2^{3}\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+2^{3}\left(1+e_{0}\right)^{3} G_{0}^{-9 / 2}\right. \\
& \left.+2^{9} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} e_{0}^{2} G_{0}^{5 / 2}\right] \\
& \leq K_{3} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \mathrm{e}^{c^{2}}\left[2^{4}\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+2^{10} \mathrm{e}^{\sqrt{1-e_{0}^{2}}}\left(e_{0}^{2} G_{0}^{5 / 2}+e_{0} G_{0}^{-3 / 2}\right)\right] \\
& \leq K_{6} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\left[\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+2^{6} \mathrm{e}^{\sqrt{1-e_{0}^{2}}}\left(e_{0}^{2} G_{0}^{5 / 2}+e_{0} G_{0}^{-3 / 2}\right)\right] \tag{2.35}
\end{align*}
$$

with

$$
\begin{equation*}
K_{6}=2^{4} K_{3} \mathrm{e}^{c^{2}}=2^{4} 12 \pi \mathrm{e}^{c^{2}-1 / 2} \tag{2.36}
\end{equation*}
$$

Now $E_{3}$ and $E_{4}$. By propositions 2.2 and 2.3 , we have from equations (2.33)

$$
\begin{align*}
\left|E_{3}\right| & \leq \sum_{l \geq 3}\left|\tilde{c}_{1}^{2 l-1,1} N(1, l, l-1)\right| \\
& \leq K_{2} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \mathrm{e}^{c^{2}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} G_{0}^{3 / 2} \sum_{l \geq 3}\left(2^{4} G_{0}^{-1}\right)^{l} \\
& \leq K_{7} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} G_{0}^{-3 / 2}  \tag{2.37}\\
\left|E_{4}\right| & \leq \sum_{l \geq 3}| |_{1}^{2 l-2,2} N(1, l, l-2) \mid \\
& \leq K_{2} 2^{-2} e_{0} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \mathrm{e}^{c^{2}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} G_{0}^{7 / 2} \sum_{l \geq 3}\left(2^{4} G_{0}^{-1}\right)^{l} \\
& \leq K_{8} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} e_{0} G_{0}^{1 / 2} \tag{2.38}
\end{align*}
$$

where

$$
K_{7}=2^{13} K_{2} \mathrm{e}^{c^{2}}=2^{14} \cdot 3 \pi \mathrm{e}^{c^{2}-1 / 2} \quad K_{8}=2^{11} K_{2} \mathrm{e}^{c^{2}}=2^{12} \cdot 3 \pi \mathrm{e}^{c^{2}-1 / 2}
$$

In regard of equation (2.34) and the estimations (2.35), (2.37) and (2.38) we have proven this lemma.

With the lemma 2.10, we have, from lemma 2.9 that

$$
\begin{equation*}
\mathcal{L}=L_{0}+2 \Re\left\{\left[\left(\tilde{c}_{1}^{3,1} N(1,2,1)+E_{3}\right) \mathrm{e}^{-i \alpha_{0}}+\left(\tilde{c}_{1}^{2,2} N(1,2,0)+E_{4}\right) \mathrm{e}^{-2 i \alpha_{0}}+E_{2}\left(\alpha_{0}\right)\right] \mathrm{e}^{i t_{0}}\right\}+E_{1}\left(t_{0}, \alpha_{0}\right) \tag{2.39}
\end{equation*}
$$

where

$$
\begin{align*}
\left|E_{1}\left(t_{0}, \alpha_{0}\right)\right| & \leq K_{5} 2^{6} \mathrm{e}^{2 \sqrt{1-e_{0}^{2}}} G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}  \tag{2.40a}\\
\left|E_{2}\left(\alpha_{0}\right)\right| & \leq K_{6} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\left[\left(1+e_{0}\right)^{4} G_{0}^{-7 / 2}+2^{6} \mathrm{e}^{\sqrt{1-e_{0}^{2}}}\left(e_{0}^{2} G_{0}^{5 / 2}+e_{0} G_{0}^{-3 / 2}\right)\right]  \tag{2.40b}\\
\left|E_{3}\right| & \leq K_{7} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} G_{0}^{-3 / 2}  \tag{2.40c}\\
\left|E_{4}\right| & \leq K_{8} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} e_{0} G_{0}^{1 / 2} \tag{2.40d}
\end{align*}
$$

and

$$
K_{5}=1152 \pi \mathrm{e}^{-1 / 2}, \quad K_{6}=2^{4} 12 \pi \mathrm{e}^{c^{2}-1 / 2} \quad K_{7}=2^{14} \cdot 3 \pi \mathrm{e}^{c^{2}-1 / 2} \quad K_{8}=2^{12} \cdot 3 \pi \mathrm{e}^{c^{2}-1 / 2}
$$

Lemma 2.11. Let $N$ be defined by equations (2.4) then

$$
\begin{aligned}
& N(1,2,1)=\frac{1}{4} \sqrt{\frac{\pi}{2}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+{ }^{1} E_{T T} \\
& N(1,2,0)=\sqrt{\frac{\pi}{2}} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+{ }^{2} E_{T T}
\end{aligned}
$$

where

$$
\left|{ }^{1} E_{T T}\right| \leq K_{13} G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \quad\left|{ }^{2} E_{T T}\right| \leq K_{13} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
$$

with

$$
K_{13}=40 \sqrt{\frac{\pi}{3}}+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)
$$

with $K_{11}, K_{12}$ and $\gamma_{4}$ are defined in proposition 2.4.

Proof. From proposition 2.4 we have

$$
\begin{equation*}
N(1,2,1)=\frac{d_{2,1}}{G_{0}^{5}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\left[d_{4}^{1,2} \sqrt{\pi}\left(\frac{2}{G_{0}}\right)^{3 / 2}-2^{2} d_{2}^{1,2} \sqrt{\pi} \sqrt{\frac{G_{0}^{3}}{2}}+\frac{2^{3}}{3} d_{0}^{1,2} \sqrt{\pi}\left(\sqrt{\frac{G_{0}^{3}}{2}}\right)^{3}+T_{2,1}^{1}+R_{2,1}^{1}\right] \tag{2.41}
\end{equation*}
$$

where

$$
\left|T_{2,1}^{1}\right| \leq K_{11} \gamma_{4}^{2} G_{0}^{-3} \quad\left|R_{2,1}^{1}\right| \leq K_{12} G_{0}^{3}
$$

and

$$
\begin{equation*}
N(1,2,0)=\frac{d_{2,0}}{G_{0}^{3}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\left[2 d_{4}^{0,2} \sqrt{\pi}\left(\sqrt{\frac{G_{0}^{3}}{2}}\right)^{-1}-2^{2} d_{2}^{0,2} \sqrt{\pi} \sqrt{\frac{G_{0}^{3}}{2}}+\frac{2^{3}}{3} d_{0}^{0,2} \sqrt{\pi}\left(\sqrt{\frac{G_{0}^{3}}{2}}\right)^{3}+T_{2,0}^{1}+R_{2,0}^{1}\right] \tag{2.42}
\end{equation*}
$$

where

$$
\left|T_{2,0}^{1}\right| \leq K_{11} \gamma_{4}^{2} G_{0}^{-3} \quad\left|R_{2,0}^{1}\right| \leq K_{12} G_{0}^{3}
$$

Computing explicitly the exponents of $G_{0}$ and taking the largest of the errors in equations (2.41) and (2.42) we can write them as

$$
\begin{equation*}
N(1,2,1)=d_{2,1} d_{0}^{1,2} \frac{2 \sqrt{2}}{3} \sqrt{\pi} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+{ }^{1} E+{ }^{1} E_{T R} \tag{2.43}
\end{equation*}
$$

where

$$
{ }^{1} E=2^{\frac{3}{2}} d_{2,1} \sqrt{\pi}\left(d_{4}^{1,2} G_{0}^{-\frac{13}{2}}-d_{2}^{1,2} G_{0}^{-\frac{7}{2}}\right) \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \quad{ }^{1} E_{T R}=\left(T_{2,1}^{1}+R_{2,1}^{1}\right) d_{2,1} G_{0}^{-5} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
$$

with bounds

$$
\left|{ }^{1} E\right| \leq 2^{\frac{3}{2}}\left|d_{2,1}\right| \sqrt{\pi}\left(\left|d_{4}^{1,2}\right|+\left|d_{2}^{1,2}\right|\right) G_{0}^{-\frac{7}{2}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \quad\left|{ }^{1} E_{T R}\right| \leq\left|d_{2,1}\right| \gamma_{4}^{2}\left(K_{11}+K_{12}\right) G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
$$

and

$$
\begin{equation*}
N(1,2,0)=d_{2,0} d_{0}^{0,2} \frac{2 \sqrt{2}}{3} \sqrt{\pi} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+{ }^{2} E+{ }^{2} E_{T R} \tag{2.44}
\end{equation*}
$$

where

$$
{ }^{2} E=2^{\frac{3}{2}} d_{2,0} \sqrt{\pi}\left(d_{4}^{0,2} G_{0}^{-\frac{9}{2}}-d_{2}^{0,2} G_{0}^{-\frac{3}{2}}\right) \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \quad{ }^{2} E_{T R}=\left(T_{2,0}^{1}+R_{2,0}^{1}\right) d_{2,0} G_{0}^{-3} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
$$

with the bounds

$$
\left.\right|^{2} E\left|\leq 2^{\frac{3}{2}}\right| d_{2,0}\left|\sqrt{\pi}\left(\left|d_{4}^{0,2}\right|+\left|d_{2}^{0,2}\right|\right) G_{0}^{-\frac{3}{2}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \quad\right|{ }^{2} E_{T R}\left|\leq\left|d_{2,0}\right| \gamma_{4}^{2}\left(K_{11}+K_{12}\right) \mathrm{e}^{-\frac{G_{0}^{3}}{3}}\right.
$$

Using lemma A.4, $d_{0}^{n, m}=1 /(2 i)^{2 n+1}$ and by definition (2.20) for $d_{m, n}$ we have that

$$
\begin{aligned}
& d_{2,1} d_{0}^{1,2}=-i 2^{3}\binom{-1 / 2}{2}\binom{-1 / 2}{1}\left(\frac{i}{2^{3}}\right)=-\frac{3}{2^{4}} \\
& d_{2,0} d_{0}^{0,2}=i 2^{2}\binom{-1 / 2}{2}\left(-\frac{i}{2}\right)=\frac{3}{2^{2}} .
\end{aligned}
$$

We can then write equation (2.43) as

$$
\begin{equation*}
N(1,2,1)=\frac{1}{4} \sqrt{\frac{\pi}{2}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+{ }^{1} E_{T T} \tag{2.45}
\end{equation*}
$$

where

$$
{ }^{1} E_{T T}={ }^{1} E+{ }^{1} E_{T R},
$$

using lemma A. 7 to bound $d_{j}^{n, m}$ we find

$$
\begin{aligned}
{ }^{1} E_{T T} \mid & \leq\left[3 \sqrt{2 \pi}\left(\left|d_{4}^{1,2}\right|+\left|d_{2}^{1,2}\right|\right)+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)\right] G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
& \leq\left[3 \sqrt{2 \pi}\left(\left|d_{4}^{1,2}\right|+\left|d_{2}^{1,2}\right|\right)+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)\right] G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
& \leq\left[K_{1} 20 \sqrt{2 \pi}+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)\right] G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
& \leq\left[40 \sqrt{\frac{\pi}{3}}+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)\right] G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
\end{aligned}
$$

so, defining

$$
K_{13}=40 \sqrt{\frac{\pi}{3}}+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)
$$

we have

$$
\left|{ }^{1} E_{T T}\right| \leq K_{13} G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
$$

Analogously, equation (2.44) can be written as

$$
\begin{equation*}
N(1,2,0)=\sqrt{\frac{\pi}{2}} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+{ }^{2} E_{T T} \tag{2.46}
\end{equation*}
$$

where

$$
{ }^{2} E_{T T}={ }^{2} E+{ }^{2} E_{T R}
$$

with

$$
\begin{aligned}
{ }^{1} E_{T T} \mid & \leq\left[3 \sqrt{2 \pi}\left|d_{4}^{0,2}-d_{2}^{0,2}\right|+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)\right] \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
& \leq\left[3 \sqrt{2 \pi}\left(\left|d_{4}^{0,2}\right|+\left|d_{2}^{0,2}\right|\right)+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)\right] \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
& \leq\left[K_{1} 20 \sqrt{2 \pi}+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)\right] \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
& \leq\left[40 \sqrt{\frac{\pi}{3}}+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)\right] \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
\end{aligned}
$$

then, we have

$$
\left|{ }^{2} E_{T T}\right| \leq K_{13} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
$$

this proves the lemma.
Using the approximations given in lemma 2.11 we have from lemmas 2.9 and 2.10
Lemma 2.12. If $\mathcal{L}$ is given by (2.7), $G_{0} \geq 32, e_{0} G_{0} \leq 1 / 8$. Then

$$
\begin{array}{r}
\mathcal{L}=L_{0}+\cos \left(t_{0}-\alpha_{0}\right)\left(\tilde{c}_{1}^{3,1} \sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+E_{3}+E_{5}\right)+\cos \left(t_{0}-2 \alpha_{0}\right)\left(\tilde{c}_{1}^{2,2} \sqrt{2 \pi} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+E_{4}+E_{6}\right) \\
+2 \Re\left\{E_{2}\left(\alpha_{0}\right) \mathrm{e}^{i t_{0}}\right\}+E_{1}\left(t_{0}, \alpha_{0}\right)
\end{array}
$$

where $E_{k}$ with $k=1, \ldots, 4$ are given in equations (2.40) and

$$
\begin{align*}
& \left|E_{5}\right| \leq 2^{5} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} K_{13} G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}  \tag{2.47}\\
& \left|E_{6}\right| \leq 2^{4} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} e_{0} K_{13} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \tag{2.48}
\end{align*}
$$

where $K_{13}$ is defined in lemma 2.11 .

Proof. By lemma 2.11 we have that $N(1,2,1)$ and $N(1,2,0)$ are real and then coincide with their real part. Equation (2.39) gives the correct estimation of $\mathcal{L}$. To complete the proof is enough to take

$$
E_{5}=\tilde{c}_{1}^{3,1}\left({ }^{1} E_{T T}\right) \quad \text { and } \quad E_{6}=\tilde{c}_{1}^{2,2}\left({ }^{2} E_{T T}\right)
$$

where ${ }^{1} E_{T T}$ and ${ }^{2} E_{T T}$ are given in lemma 2.11. Therefore by proposition 2.2 we find directly the bounds of $E_{5}$ and $E_{6}$.

Lemma 2.13. If $\mathcal{L}$ is given by (2.7), $G_{0} \geq 32, e_{0} G_{0}<1 / 8$. Then

$$
\begin{aligned}
\mathcal{L}=L_{0}+\cos \left(t_{0}-\alpha_{0}\right)\left(\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+E_{3}+E_{5}+E_{7}\right)-\cos \left(t_{0}-2 \alpha_{0}\right)\left(3 \sqrt{2 \pi} e_{0} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+E_{4}+E_{6}+E_{8}\right) \\
+2 \Re\left\{E_{2}\left(\alpha_{0}\right) \mathrm{e}^{i t_{0}}\right\}+E_{1}\left(t_{0}, \alpha_{0}\right)
\end{aligned}
$$

where $E_{k}$ with $k=1, \ldots, 6$ are given in lemma 2.12 and

$$
\begin{aligned}
\left|E_{7}\right| & \leq \sqrt{\frac{\pi}{8}} 98 e_{0}^{2} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|E_{8}\right| & \leq \sqrt{2 \pi} 50 e_{0}^{2} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
\end{aligned}
$$

Proof. From lemma 2.6 we have

$$
\begin{aligned}
\tilde{c}_{1}^{3,1} \sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} & =\sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+E_{7} \\
\tilde{c}_{1}^{2,2} \sqrt{2 \pi} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} & =-3 \sqrt{2 \pi} e_{0} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+E_{8}
\end{aligned}
$$

with

$$
\begin{aligned}
& E_{7}=Q_{1} \sqrt{\frac{\pi}{8}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
& E_{8}=Q_{2} \sqrt{2 \pi} G_{0}^{3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
\end{aligned}
$$

Therefore by lemma (2.12) and the bounds of $Q_{1}$ and $Q_{2}$ given in lemma 2.6 we conclude the proof.

Now, we are going to study the term $L_{0}$, first a lemma
Lemma 2.14. Let $N$ be defined by equations (2.4) then for $m, n \in \mathbb{N}, m+n>0$

$$
|N(0, m, n)| \leq K_{20} 2^{m+n} G_{0}^{-2 m-2 n+1}
$$

where $K_{20}=\mathrm{e}^{-1} \pi$.
Proof. Since in the integral (2.4) $\tau \in \mathbb{R}$ then is easy to see that

$$
\frac{1}{|\tau+i|}, \frac{1}{|\tau-i|} \leq 1
$$

and then

$$
\frac{1}{|\tau+i|^{2 n}} \leq \frac{1}{|\tau+i|^{2}} \quad \frac{1}{|\tau-i|^{2 m}} \leq \frac{1}{|\tau-i|^{2}}
$$

then using that $n, m>0$, by equation (2.4) and lemma A. 1 we have that

$$
\begin{aligned}
|N(0, m, n)| & \leq 2^{m+n} G_{0}^{-2 m-2 n+1} \mathrm{e}^{-1} \int_{-\infty}^{\infty} \frac{d \tau}{1+\tau^{2}} \\
& =2^{m+n} G_{0}^{-2 m-2 n+1} \mathrm{e}^{-1} \pi
\end{aligned}
$$

naming $K_{20}=e^{-1} \pi$ we have proven this lemma.

Lemma 2.15. Let $k \in \mathbb{N}$ and $L_{0, \pm k}$ defined by equations (2.2). Then

$$
\begin{aligned}
L_{0, k} & =\sum_{l \geq k+1} \tilde{c}_{0}^{2 l-k,-k} N(0, l-k, l) \\
L_{0,-k} & =\sum_{l \geq k+1} \tilde{c}_{0}^{2 l-k,}{ }^{k} N(0, l, l-k)
\end{aligned}
$$

Proof. From equations (2.2), we have just to prove that for $k \geq 2$

$$
N(0,0, k)=N(0, k, 0)=0 .
$$

By equations (2.4) this reduces to show that

$$
\int_{-\infty}^{\infty} \frac{d \tau}{(\tau \pm i)^{2 k}}=0
$$

where the positive sign in the denominator correspond to $I(0,0, k)$ and the negative to $I(0, k, 0)$. Since the variable $\tau \in \mathbb{R}$ this integral is trivial

$$
\int_{-\infty}^{\infty} \frac{d \tau}{(\tau \pm i)^{2 k}}=-\left.\frac{1}{2 k-1} \frac{1}{(\tau \pm i)^{2 k-1}}\right|_{-\infty} ^{\infty}=0
$$

this proves the lemma.
Lemma 2.16. Let $L_{0, \pm k}$ be defined by equations (2.2) If $k \in \mathbb{N}$ and $G_{0} \geq 4$ then

$$
\left|L_{0, \pm k}\right| \leq K_{21} e_{0}^{k} 2^{2 k} G_{0}^{-2 k-3}
$$

with $K_{21}=2^{6} \mathrm{e}^{-1} \pi$.
Proof. From lemma 2.15, we have

$$
\begin{aligned}
& \left|L_{0,}, k\right| \leq \sum_{l \geq k+1}\left|\tilde{c}_{0}^{2 l-k,-k}\right||N(0, l-k, l)| \\
& \left|L_{0,-k}\right| \leq \sum_{l \geq k+1}\left|\tilde{c}_{0}^{2 l-k, \quad k}\right||N(0, l, l-k)|
\end{aligned}
$$

by proposition 2.2 we have that $\tilde{c}_{0}^{2 l-k,-k}=\overline{\tilde{c}_{0}^{2 l-k, k}}$ and by lemma 2.14 we can easily see that $N(0, l-k, l)$ and $N(0, l, l-k)$ have the same bound. Therefore

$$
\begin{aligned}
\left|L_{0, \pm k}\right| & \leq K_{20} 2^{-2 k+1} e_{0}^{k} G_{0}^{2 k+1} \sum_{l \geq k+1}\left(2^{4} G_{0}^{-4}\right)^{l} \\
& \leq K_{20} e_{0}^{k} 2^{2 k+6} G_{0}^{-2 k-3}
\end{aligned}
$$

setting $K_{21}=2^{6} K_{20}=2^{6} \mathrm{e}^{-1} \pi$ the proof is completed.
Lemma 2.17. Let $L_{0}$ be defined by equation (2.7). Then if $G_{0} \geq 4$ we have

$$
\begin{aligned}
L_{0} & =L_{0,0}+\tilde{c}_{0}^{3,1} \frac{3}{4} \pi G_{0}^{-5} \cos \left(\alpha_{0}\right)+F_{2}+F_{3} \\
L_{0,0} & =\tilde{c}_{0}^{2,0} \frac{\pi}{2} G_{0}^{-3}+F_{1}
\end{aligned}
$$

where

$$
\begin{aligned}
& \left|F_{1}\right| \leq K_{22} G_{0}^{-7} \\
& \left|F_{2}\right| \leq K_{22} 2^{3} e_{0} G_{0}^{-9} \\
& \left|F_{3}\right| \leq K_{23} e_{0}^{2} G_{0}^{-7}
\end{aligned}
$$

where $K_{22}=2^{10} \mathrm{e}^{-1} \pi$ and $K_{23}=2^{7} \mathrm{e}^{-1} \pi$

Proof. From proposition 2.1 is easy to deduce that

$$
L_{0}=L_{0,0}+2 \Re\left\{\sum_{k \geq 1} L_{0, k} \mathrm{e}^{i k \alpha_{0}}\right\}
$$

From lemma 2.15 we have that

$$
\begin{align*}
& L_{0,}=\tilde{c}_{0}^{2,} \quad{ }^{0} N(0,1,1)+\sum_{l \geq 2} \tilde{c}_{0}{ }^{2 l, \quad{ }^{0} N(0, l, l)}  \tag{2.49a}\\
& L_{0,} \quad 1=\tilde{c}_{0}^{3,-1} N(0,1,2)+\sum_{l \geq 3} \tilde{c}_{0}^{2 l-1,-1} N(0, l-1, l)  \tag{2.49b}\\
& L_{0,} \quad k=\sum_{l \geq k+1} \tilde{c}_{0}^{2 l-k,-k} N(0, l-k, l) \quad \text { for } k \geq 2 \tag{2.49c}
\end{align*}
$$

then, define

$$
\begin{aligned}
& F_{1}=\sum_{l \geq 2} \tilde{c}_{0}{ }^{2 l, \quad{ }^{0} N(0, l, l)} \\
& F_{2}=2 \Re\left\{\mathrm{e}^{i \quad \alpha_{0}} \sum_{l \geq 3} \tilde{c}_{0}^{2 l-1,-1} N(0, l-1, l)\right\} \\
& F_{3}=2 \Re\left\{\sum_{k \geq 2} \mathrm{e}^{i k \alpha_{0}} L_{0, k}\right\}
\end{aligned}
$$

by lemmas $2.14,2.16$ and proposition 2.2 , using the hypothesis on $G_{0}$ we have

$$
\begin{aligned}
\left|F_{1}\right| & \leq K_{20} 2 G_{0} \sum_{l \geq 2}\left(2^{4} G_{0}^{-4}\right)^{l} \\
& \leq K_{20} 2^{10} G_{0}^{-7} \\
\left|F_{2}\right| & \leq K_{20} e_{0} G_{0}^{3} \sum_{l \geq 3}\left(2^{4} G_{0}^{-4}\right)^{l} \\
& \leq K_{20} 2^{13} e_{0} G_{0}^{-9} \\
\left|F_{3}\right| & \leq 2 \sum_{k \geq 2}\left|L_{0, k}\right| \\
& \leq K_{21} 2^{6} e_{0}^{2} G_{0}^{-7}
\end{aligned}
$$

Now, from definition (2.4) we have that

$$
\begin{aligned}
& N(0,1,1)=\frac{2^{2}}{G_{0}^{3}}\binom{-1 / 2}{1}\binom{-1 / 2}{1} \int_{-\infty}^{\infty} \frac{d \tau}{\left(\tau^{2}+1\right)^{2}}=2^{2}\left(-\frac{1}{2}\right)\left(-\frac{1}{2}\right) G_{0}^{-3}=\frac{\pi}{2} G_{0}^{-3} \\
& N(0,1,2)=\frac{2^{3}}{G_{0}^{5}}\binom{-1 / 2}{1}\binom{-1 / 2}{2} \int_{-\infty}^{\infty} \frac{d \tau}{(\tau-i)(\tau+i)^{2}}=2^{3}\left(-\frac{1}{2}\right)\left(\frac{3}{2^{3}}\right)\left(-\frac{\pi}{4}\right) G_{0}^{-5}=\frac{3}{8} \pi G_{0}^{-5}
\end{aligned}
$$

From these equations, substituting equations (2.49) in the definition of $L_{0}$ and the bounds given in equations (2.50) simply by setting

$$
\begin{aligned}
K_{22} & =2^{10} K_{20}=2^{10} \mathrm{e}^{-1} \pi \\
K_{23} & =2^{6} K_{21}=2^{7} \mathrm{e}^{-1} \pi
\end{aligned}
$$

we have proven this lemma.
A refinement of this lemma is

Lemma 2.18. Let $L_{0}$ be defined by equation (2.7). Then if $G_{0} \geq 2^{3 / 2}$ we have

$$
\begin{aligned}
L_{0} & =L_{0,0}-\frac{15}{8} \pi e_{0} G_{0}^{-5} \cos \left(\alpha_{0}\right)+F_{2}+F_{3}+F_{5} \\
L_{0,0} & =\frac{\pi}{2} G_{0}^{-3}+F_{1}+F_{4}
\end{aligned}
$$

where $F_{1}, F_{2}$ and $F_{3}$ are given in lemma 2.17 and

$$
\begin{aligned}
& \left|F_{4}\right| \leq K_{24} G_{0}^{-3} e_{0}^{2} \\
& \left|F_{5}\right| \leq K_{25} G_{0}^{-5} e_{0}^{2}
\end{aligned}
$$

with $K_{24}=2 \pi$ and $K_{25}=57 \pi / 4$
Proof. In lemma 2.6 we have computed the constants $\tilde{c}_{0}^{2,0}$ and $\tilde{c}_{0}^{3,1}$, then by setting

$$
\begin{aligned}
F_{4} & =\frac{\pi}{2} Q_{3} G_{0}^{-3} \\
F_{5} & =\frac{3}{4} \pi Q_{4} G_{0}^{-5} \cos \alpha_{0}
\end{aligned}
$$

and using the bounds for $Q_{3}$ and $Q_{4}$ we find the desired bound for $F_{4}$ and $F_{5}$.
With this lemma we can rewrite lemma 2.13 exactly as theorem 2.5 , and so we have proved it.

## $2.2 e_{0} G_{0}=\lambda, \lambda$ real positive

In this section we will follow the same structure as in the case $e_{0} G_{0} \ll 1$ except that some computations will be done in a different way. The main difference comes in the way we bound the module of the Fourier coefficient $L_{q}$ given in (2.5). In section 2.1, the terms $\left|L_{q,-k}\right|$ were bounded in lemma 2.7, later on used to bound $\left|L_{q}\right|$ in lemma 2.8. To do this, since we sum over the index $k$, we have used the assumption $e_{0} G_{0} \ll 1$. To overcome this assumption in this section, we will actually estimate the whole sum $\sum_{k \geq 0} L_{q,-k}$ by noticing that this sum can be computed as the Fourier coefficient of a suitable function, this will be done in proposition 2.22.

As we have done before, we will prove a much more quantitative version of theorem 1.6 wich will immediately imply it. We will prove the next theorem.

Theorem 2.19. Let $\lambda$ be a real positive constant, $\gamma_{4}=16 /(3+\sqrt{11}), c \geq 1$. If

$$
G_{0} \geq \max \left\{(3 c)^{2 / 3}, 32,(24 \lambda)^{1 / 3}, 8 \lambda^{-1},\left(2^{4} \lambda\right)^{1 / 3}, 2^{3 / 2}, 2\left(\gamma_{4} \lambda\right)^{1 / 3},\left(2^{5} \gamma_{4}\right)^{1 / 4}\right\}
$$

then there exists a positive constant $K$, depending on $\lambda$, such that if $e_{0} G_{0}=\lambda$, the Melnikov potential $\mathcal{L}$ given by (2.7) satisfies

$$
\mathcal{L}=L_{0}\left(\alpha_{0}\right)+2 \Re\left\{L_{1} \mathrm{e}^{i t_{0}}+\mathcal{E}\right\}
$$

where

$$
\begin{aligned}
& L_{1}=\left(+\frac{1}{4} \sqrt{\frac{\pi}{2}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+E_{3}+E_{5}+E_{7}\right) \mathrm{e}^{-i \alpha_{0}} \\
& \begin{aligned}
+\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 2 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2}\left[\mathrm { e } ^ { - \lambda \mathrm { e } ^ { - i \alpha _ { 0 } } } \frac { A } { A - 1 } \left[\frac{2 A}{ \pm 2 i \sqrt{A(A-1)}}\right.\right. & J_{1}( \pm 2 i \sqrt{A(A-1)}) \\
& \left.\left.-J_{0}( \pm 2 i \sqrt{A(A-1)})\right]-A\right] \\
& +\tilde{\mathcal{E}}_{3}+\tilde{\mathcal{E}}_{2}+\tilde{\mathcal{E}}_{1}+E_{1}
\end{aligned}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|E_{3}\right| & \leq K_{7} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} G_{0}^{-3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|E_{5}\right| & \leq 2^{5} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} K_{13} G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|E_{7}\right| & \leq \sqrt{\frac{\pi}{8}} 98 e_{0}^{2} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|\tilde{\mathcal{E}}_{1}\right| & \leq K \mathrm{e}^{(8 / 3) \lambda} \lambda \mathrm{e}^{\sqrt{1-e_{0}^{2}}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|\tilde{\mathcal{E}}_{2}\right| & \leq K \lambda^{3} \mathrm{e}^{2 \lambda} G_{0}^{-3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|\tilde{\mathcal{E}}_{3}\right| & \leq K e_{0}^{2} G_{0}^{1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|E_{1}\right| & \leq K_{4}^{\prime} \mathrm{e}^{-G_{0}^{3} / 3} G_{0}^{-3 / 2}\left(2 e_{0} \mathrm{e}^{\sqrt{1-e_{0}^{2}}}+G_{0}^{-2}\right) \\
|\mathcal{E}| & \leq K G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}
\end{aligned}
$$

with

$$
\begin{aligned}
K_{4}^{\prime} & =2^{14} \cdot 3 \pi \mathrm{e}^{-\frac{1}{2}} \mathrm{e}^{c^{2}} \\
K_{7} & =2^{14} \cdot 3 \pi \mathrm{e}^{c^{2}-1 / 2} \\
\beta & =\left(-1+\frac{\sqrt{11}}{4} \sqrt{3+\frac{\sqrt{11}}{2}}\right)^{1 / 2} \\
K_{11} & =2^{2}\left(\sqrt{2}+\frac{2}{\beta(1-\beta)}\right) \\
K_{12} & =2 \pi \mathrm{e}^{4 / 3} \\
K_{13} & =40 \sqrt{\frac{\pi}{3}}+\frac{3}{2} \gamma_{4}^{2}\left(K_{11}+K_{12}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
A & =\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}} \\
\frac{A}{A-1} & =\frac{\lambda^{2}-2 \lambda \mathrm{e}^{-i \alpha_{0}}}{\lambda^{2}-4 \lambda \cos \alpha_{0}+4} \\
A(A-1) & =-\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}}\left(1-\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}}\right) .
\end{aligned}
$$

Also,

$$
L_{0}\left(\alpha_{0}\right)-L_{0,0}=-\frac{15}{8} \pi e_{0} G_{0}^{-5} \cos \left(\alpha_{0}\right)+F_{2}+F_{3}+F_{5}
$$

where

$$
\begin{aligned}
& \left|F_{2}\right| \leq K_{22} 2^{3} e_{0} G_{0}^{-9} \\
& \left|F_{3}\right| \leq K_{23} e_{0}^{2} G_{0}^{-7} \\
& \left|F_{5}\right| \leq K_{25} G_{0}^{-5} e_{0}^{2}
\end{aligned}
$$

with

$$
\begin{aligned}
& K_{22}=2^{10} \mathrm{e}^{-1} \pi \\
& K_{23}=2^{7} \mathrm{e}^{-1} \pi \\
& K_{25}=57 \pi / 4
\end{aligned}
$$

The functions $J_{0}(z)$ and $J_{1}(z)$ are the Bessel functions of the first kind [AS65] and whose expansion around $z=0$ is given by

$$
J_{n}(z)=\sum_{m=0}^{\infty} \frac{(-1)^{m}}{m!\Gamma(m+n+1)}\left(\frac{z}{2}\right)^{2 m+n}
$$

The next series of lemmas and propositions go in the direction of proving this theorem. First let us bound the terms $L_{q, k}$ in $L_{q}$.

Proposition 2.20. Let $c \geq 1, q \geq 1$ and $L_{q}$ be defined in (2.5) and $G_{0} \geq \max \left\{(3 c)^{2 / 3}, 32\right\}$. Then

$$
L_{q}=\tilde{L}_{q}+E_{q}
$$

where

$$
\begin{equation*}
\tilde{L}_{q}=\sum_{k \geq 1} L_{q,-k} \mathrm{e}^{-i k \alpha_{0}} \tag{2.51}
\end{equation*}
$$

and

$$
\left|E_{q}\right| \leq \begin{cases}K_{4}^{\prime} \mathrm{e}^{-G_{0}^{3} / 3} G_{0}^{-3 / 2}\left(2 e_{0} \mathrm{e}^{\sqrt{1-e_{0}^{2}}}+G_{0}^{-2}\right) & q=1 \\ K_{4}^{\prime} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}} G_{0}^{-3 / 2}\left[\left(2 e_{0} \mathrm{e}^{\sqrt{1-e_{0}^{2}}}\right)^{q}+G_{0}^{-2}\right] & q \geq 2\end{cases}
$$

with $K_{4}^{\prime}=2^{14} \cdot 3 \pi \mathrm{e}^{-\frac{1}{2}} \mathrm{e}^{c^{2}}$.
Proof. By equation (2.5) we have that

$$
L_{q}=\sum_{k \geq 1} L_{q,-k} \mathrm{e}^{-i k \alpha_{0}}+\sum_{k \geq 0} L_{q, k} \mathrm{e}^{i k \alpha_{0}}
$$

therefore, if we call

$$
E_{q}=\sum_{k \geq 0} L_{q, k} \mathrm{e}^{i k \alpha_{0}}
$$

it remains to bound it. By lemma 2.7, given $q \geq 1$, we have

$$
\begin{align*}
\left|E_{q}\right| & \leq 2^{3} G_{0}^{-1 / 2} K_{3} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right.}\left[2^{q+2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} e_{0}^{q} G_{0}^{-1}+\left(1+e_{0}\right)^{4} G_{0}^{-3}+\left(1+e_{0}\right) 2^{-3} \sum_{k \geq 2}\left(2\left(1+e_{0}\right) G_{0}^{-2}\right)^{k}\right] \\
& \leq 2^{3} G_{0}^{-1 / 2} K_{3} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)}\left[2^{q+2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} e_{0}^{q} G_{0}^{-1}+\left(1+e_{0}\right)^{4} G_{0}^{-3}+\left(1+e_{0}\right)^{3} G_{0}^{-4}\right] \\
& \leq 2^{3} G_{0}^{-1 / 2} K_{3} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)}\left[2^{q+2} \mathrm{e}^{\left.q \sqrt{1-e_{0}^{2}} e_{0}^{q} G_{0}^{-1}+2\left(1+e_{0}\right)^{4} G_{0}^{-3}\right]}\right. \\
& \leq 2^{8} K_{3} G_{0}^{-3 / 2} \mathrm{e}^{-q \frac{G_{3}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right.}\left[\left(2 e_{0} \mathrm{e}^{\left.\left.\sqrt{1-e_{0}^{2}}\right)^{q}+G_{0}^{-2}\right]}\right.\right. \tag{2.52}
\end{align*}
$$

by setting $K_{4}^{\prime}=2^{8} K_{3} \mathrm{e}^{c^{2}}$ we get the desired bound for $q=1$. To bound it for $q \geq 2$ we use our hypothesis that $G_{0} \geq(3 c)^{2 / 3}$ we have

$$
\mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)} \leq \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}}
$$

As we did in proposition 2.4, we need to compute the function $N$ defined in equation (2.4), but now, we need an explicit computation of the residue $R_{m, n}^{q}$ of the function involved in the integral of $N$. The proof of the next proposition is found in appendix B.

Proposition 2.21. Let the constants $d_{j}^{n, m}$ be defined by equation (2.19) and $d_{n, m}$ by equation (2.20). If $q, n, m \in \mathbb{Z}, m, n \geq 0, m+n>0, q \geq 1$ then
$N(q, m, n)=\frac{d_{m, n} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}}}{G_{0}^{2 m+2 n-1}}\left[\sum_{s=0}^{m}(-1)^{s} \sqrt{\pi} \frac{2^{\frac{3}{2}} q^{s-\frac{1}{2}}}{(2 s-1)!!} d_{2 m-2 s}^{n, m} G_{0}^{3 s-\frac{3}{2}}+2 \sum_{s=0}^{m-1} d_{2(m-s)-1}^{n, m}\left(-\frac{q}{2} G_{0}^{3}\right)^{s} \frac{1}{s!}+T_{m, n}^{q}\right]$
where

$$
\left|T_{m, n}^{q}\right| \leq K_{11} \gamma_{4}^{m} G_{0}^{-3}
$$

and

$$
\beta=\left(-1+\frac{\sqrt{11}}{4} \sqrt{3+\frac{\sqrt{11}}{2}}\right)^{1 / 2}, \quad \gamma_{4}=\frac{2}{\beta^{2}}, \quad K_{11}=2^{2}\left(\sqrt{2}+\frac{2}{\beta(1-\beta)}\right) .
$$

When $s=0$ the factor $1 /(2 s-1)!!$ in the formula should be replaced by 1 .
Using proposition 2.21 to rewrite equations (2.2c) and (2.2e) we have that

$$
\begin{align*}
& L_{q,-1}=\mathrm{e}^{-q \frac{G_{0}^{3}}{3}}\left[\sum_{l \geq 2} \sum_{s=0}^{l} \tilde{c}_{q}^{2 l-1,1} g_{s l 1}^{q}+\sum_{l \geq 2} \sum_{s=0}^{l-1} \tilde{c}_{q}^{2 l-1,1} h_{s l 1}^{q}+\sum_{l \geq 2} \tilde{c}_{q}^{2 l-1,1} d_{l, l-1} G_{0}^{-4 l+3} T_{l, l-1}^{q}\right]  \tag{2.53}\\
& L_{q,-k}=\mathrm{e}^{-q \frac{G_{0}^{3}}{3}}\left[\sum_{l \geq k} \sum_{s=0}^{l} \tilde{c}_{q}^{2 l-k, k} g_{s l k}^{q}+\sum_{l \geq k} \sum_{s=0}^{l-1} \tilde{c}_{q}^{2 l-k, k} h_{s l k}^{q}+\sum_{l \geq k} \tilde{c}_{q}^{2 l-k, k} d_{l, l-k} G_{0}^{-4 l+2 k+1} T_{l, l-k}^{q}\right] \tag{2.54}
\end{align*}
$$

where

$$
\begin{align*}
& g_{s l k}^{q}=(-1)^{s} \sqrt{\pi} 2^{\frac{3}{2}} q^{s-\frac{1}{2}} \frac{d_{l, l-k} d_{2(l-s)}^{l-k, l}}{(2 s-1)!!} G_{0}^{-4 l+2 k+3 s-\frac{1}{2}}  \tag{2.55}\\
& h_{s l k}^{q}=(-1)^{s} 2 q^{s} \frac{d_{l, l-k} d_{2(l-s)-1}^{l-k, l}}{2^{s} s!} G_{0}^{-4 l+2 k+3 s+1} \tag{2.56}
\end{align*}
$$

where $d_{m, n}$ is defined in equation (2.20), $d_{j}^{n, m}$ in equation (2.19), $\tilde{c}_{q}^{n, m}$ in equation (2.3) and by proposition 2.21, for $k \geq 1$

$$
\left|T_{l, l-k}^{q}\right| \leq K_{11} \gamma_{4}^{l} G_{0}^{-3}
$$

also note that in formula (2.53) when $s=0$, the factor $1 /(2 s-1)$ !! in the formula should be replaced by 1 .

From the definition of $\tilde{L}_{q}$ given in (2.51) we have that

$$
\begin{aligned}
\tilde{L}_{q}=L_{q,-1} \mathrm{e}^{-i \alpha_{0}}+\mathrm{e}^{-q \frac{G_{3}^{3}}{3}}\left[\sum_{k \geq 2} \sum_{l \geq k} \sum_{s=0}^{l} \tilde{c}_{q}^{2 l-k, k} g_{s l k}^{q} \mathrm{e}^{-i k \alpha_{0}}\right. & +\sum_{k \geq 2} \sum_{l \geq k} \sum_{s=0}^{l-1} \tilde{c}_{q}^{2 l-k, k} h_{s l k}^{q} \mathrm{e}^{-i k \alpha_{0}} \\
& \left.+\sum_{k \geq 2} \sum_{l \geq k} \tilde{c}_{q}^{2 l-k, k} d_{l, l-k} G_{0}^{-4 l+2 k+1} \mathrm{e}^{-i k \alpha_{0}} T_{l, l-k}^{q}\right]
\end{aligned}
$$

To bound $\tilde{L}_{q}$ we could use the bounds for the $\tilde{c}_{q}^{2 l-k, k}$ given in proposition 2.2. Nevertheless, it is better to notice that, from the equation defining the constants $\tilde{c}_{q}^{n, m}$ given in (2.3), it can be seen that $\mathrm{e}^{q \frac{G_{0}^{3}}{3}}\left(\tilde{L}_{q}-L_{q,-1} \mathrm{e}^{-i \alpha_{0}}\right)$ is the $q$-th Fourier coefficient of the function

$$
\begin{aligned}
& \tilde{M}_{q}(s)=\sum_{k \geq 2} \sum_{l \geq k} \sum_{s=0}^{l} r_{0}^{2 l-k}(f(s)) \mathrm{e}^{i k f(s)} g_{s l k}^{q} \mathrm{e}^{-i k \alpha_{0}}+\sum_{k \geq 2} \sum_{l \geq k} \sum_{s=0}^{l-1} r_{0}^{2 l-k}(f(s)) \mathrm{e}^{i k f(s)} h_{s l \mathrm{k}}^{q} \mathrm{e}^{-i k \alpha_{0}} \\
&+\sum_{k \geq 2} \sum_{l \geq k} r_{0}^{2 l-k}(f(s)) \mathrm{e}^{i k f(s)} d_{l, l-k} G_{0}^{-4 l+2 k+1} \mathrm{e}^{-i k \alpha_{0}} T_{l, l-k}^{q}
\end{aligned}
$$

In fact, this function $\tilde{M}_{q}(s)$ depends on $s$ through the true anomaly $f(s)$. For convenience, we will write

$$
\begin{align*}
\tilde{M}_{q}(s) & +\sum_{k \geq 2} \sum_{l \geq k} \sum_{s=0}^{l} r_{0}^{2(l-k)}\left[r_{0} \mathrm{e}^{i f}\right]^{k} g_{s l k}^{q} \mathrm{e}^{-i k \alpha_{0}}+\sum_{k \geq 2} \sum_{l \geq k} \sum_{s=0}^{l-1} r_{0}^{2(l-k)}\left[r_{0} \mathrm{e}^{i f}\right]^{k} h_{s l k}^{q} \mathrm{e}^{-i k \alpha_{0}} \\
& +\sum_{k \geq 2} \sum_{l \geq k} r_{0}^{2(l-k)}\left[r_{0} \mathrm{e}^{i f}\right]^{k} d_{l, l-k} G_{0}^{-4 l+2 k+1} \mathrm{e}^{-i k \alpha_{0}} T_{l, l-k}^{q} \tag{2.57}
\end{align*}
$$

therefore

$$
\mathrm{e}^{q \frac{G_{0}^{3}}{3}}\left(\tilde{L}_{q}-L_{q,-1} \mathrm{e}^{-i \alpha_{0}}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \tilde{M}_{q}(s) \mathrm{e}^{-i q s} d s
$$

Using (1.7) as a change of variables, that is $s=E-e_{0} \sin E$, and using the identity $r_{0}=1-e_{0} \cos E$ already given in (1.6) we have

$$
\mathrm{e}^{q \frac{G_{0}^{3}}{3}}\left(\tilde{L}_{q}-L_{q,-1} \mathrm{e}^{-i \alpha_{0}}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} M_{q}\left(\hat{r}(E), \hat{r}(E) \mathrm{e}^{i \hat{f}(E)}\right) \mathrm{e}^{-i q t(E)} \hat{r}(E) d E
$$

where $\hat{r}(E), \hat{r}(E) \mathrm{e}^{i \hat{f}(E)}$ and $t(E)$ are given in equations (2.9). If we now, using the periodicity of the eccentric anomaly $E$, change the path of integration to

$$
E=u+i \ln \left(\frac{2 a^{2}}{e_{0}}\right) \quad u \in[0,2 \pi]
$$

we find that

$$
\begin{equation*}
\left.\mathrm{e}^{q \frac{G_{0}^{3}}{3}}\left(\tilde{L}_{q}-L_{q,-1} \mathrm{e}^{-i \alpha_{0}}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} M_{q}\left(\tilde{r}(u), \tilde{r}(u) \mathrm{e}^{i \tilde{f}(u)}\right)\right)\left[\frac{2 a^{2}}{e_{0}} \mathrm{e}^{-i u} \mathrm{e}^{\frac{e_{0}^{2}}{4 a^{2}}} \mathrm{e}^{i u}-a^{2} \mathrm{e}^{-i u}\right]^{q} \tilde{r}(u) d u \tag{2.58}
\end{equation*}
$$

where from equations (2.11), (2.12) and (2.13)

$$
\begin{aligned}
\tilde{r}(u) \mathrm{e}^{i \tilde{f}(u)} & =e_{0}(\cos u-1) \\
\tilde{r}(u) & =1-\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{i u}-a^{2} \mathrm{e}^{-i u}
\end{aligned}
$$

Let $\mathcal{M}_{q}(u)$ denote $\tilde{M}_{q}(s)$ after performing the changes of variables

$$
\begin{align*}
s & =E-e_{0} \sin E  \tag{2.59}\\
E & =u+i \ln \left(\frac{2 a^{2}}{e_{0}}\right) \tag{2.60}
\end{align*}
$$

that is

$$
\begin{equation*}
\mathcal{M}_{q}(u)=\tilde{M}_{q}\left(\tilde{r}(u), \tilde{r}(u) \mathrm{e}^{i \tilde{f}(u)}\right) \tag{2.61}
\end{equation*}
$$

and then (2.58) can be written as

$$
\begin{equation*}
\mathrm{e}^{q \frac{G_{0}^{3}}{3}}\left(\tilde{L}_{q}-L_{q,-1} \mathrm{e}^{-i \alpha_{0}}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathcal{M}_{q}(u)\left[\frac{2 a^{2}}{e_{0}} \mathrm{e}^{-i u} \frac{\frac{e_{0}^{2}}{4 a^{2}}}{} \mathrm{e}^{i u}-a^{2} \mathrm{e}^{-i u}\right]^{q} \tilde{r}(u) d u \tag{2.62}
\end{equation*}
$$

We will compute $\tilde{L}_{1}$ or equivalently $\mathcal{M}_{1}$ and show that the remaining terms are smaller, bound for $\mathcal{M}_{q}$ when $q>1$ and use the bounds for $L_{q,-1}$ given in lemma 2.7. We have clearly computed the term $L_{1,-1}$ defined in equation (2.32a) in lemmas 2.10, 2.11 and 2.13, getting that

$$
\begin{equation*}
L_{1,-1}=\frac{1}{4} \sqrt{\frac{\pi}{2}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+E_{3}+E_{5}+E_{7} \tag{2.63}
\end{equation*}
$$

where

$$
\begin{aligned}
&\left|E_{3}\right| \leq K_{7} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} G_{0}^{-3 / 2} \\
&\left|E_{5}\right| \leq 2^{5} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} K_{13} G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
&\left|E_{7}\right| \leq \sqrt{\frac{\pi}{8}} 98 e_{0}^{2} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
\end{aligned}
$$

To bound $L_{q}$ for $q \geq 2$ we will find good bounds for $\tilde{L}_{q}$ introduced in (2.51). Next proposition gives an asymptotic formula for $\mathcal{M}_{1}$ and bounds for $\mathcal{M}_{q}$ when $q \geq 2$.
Proposition 2.22. Let $\mathcal{M}_{q}$ be defined in equation (2.61) and (2.57), $\lambda$ real positive constant and $\gamma_{4}$ be given in proposition 2.21, and

$$
G_{0} \geq \max \left\{8 \lambda^{-1},\left(2^{4} \lambda\right)^{1 / 3}, 2^{3 / 2}, 2\left(\gamma_{4} \lambda\right)^{1 / 3},\left(2^{5} \gamma_{4}\right)^{1 / 4}\right\}
$$

Then there exists a positive constant $K$ such that if $e_{0} G_{0}=\lambda$,

$$
\mathcal{M}_{1}(u)=\sqrt{2 \pi} G_{0}^{-1 / 2}\left[\mathrm{e}^{-\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}}-1+\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}\right]+\mathcal{E}_{1}
$$

and

$$
\mathcal{E}_{1} \leq K \lambda^{2} \mathrm{e}^{(8 / 3) \lambda} G_{0}^{-3 / 2}
$$

Also, for $q \geq 1$

$$
\left|\mathcal{M}_{q}(u)\right| \leq K \lambda^{2} \sqrt{q} \mathrm{e}^{(8 / 3) q \lambda} G_{0}^{-1 / 2}
$$

Proof. From the definition of $\tilde{M}_{q}(s)$ given in equation (2.57), we can see that is composed of three different sums and then so is $\mathcal{M}_{q}(u)$ in (2.61). The strategy is to change the order of the indexes to get bounds of each sum. Let us first begin by changing the order in the first sum of (2.57) To do so, we denote

$$
\begin{equation*}
G_{s, l, k}^{q}=\tilde{r}^{2(l-k)}\left[\tilde{r} \mathrm{e}^{i \tilde{f}}\right]^{k} g_{s l k}^{q} \mathrm{e}^{-i k \alpha_{0}} \tag{2.64}
\end{equation*}
$$

then

$$
\begin{aligned}
\sum_{k \geq 2} \sum_{l \geq k} \sum_{s=0}^{l} G_{s, l, k} & =\sum_{k \geq 2}\left(\sum_{s=0}^{k-1} \sum_{l=k}^{\infty} G_{s, l, k}^{q}+\sum_{s=k}^{\infty} \sum_{l=s}^{\infty} G_{s, l, k}^{q}\right) \\
& =\sum_{k \geq 2} \sum_{s=0}^{k-1} \sum_{l=k}^{\infty} G_{s, l, k}^{q}+\sum_{k \geq 2} \sum_{s=k}^{\infty} \sum_{l=s}^{\infty} G_{s, l, k}^{q} \\
& =\sum_{s=0}^{1} \sum_{k=2}^{\infty} \sum_{l=k}^{\infty} G_{s, l, k}^{q}+\sum_{s=2}^{\infty} \sum_{k=s+1}^{\infty} \sum_{l=k}^{\infty} G_{s, l, k}^{q}+\sum_{k \geq 2} \sum_{s=k}^{\infty} \sum_{l=s}^{\infty} G_{s, l, k}^{q} \\
& =\sum_{s=0}^{1} \sum_{l=2}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q}+\sum_{s=2}^{\infty} \sum_{l=s+1}^{\infty} \sum_{k=s+1}^{l} G_{s, l, k}^{q}+\sum_{s=2}^{\infty} \sum_{k=2}^{s} \sum_{l=s}^{\infty} G_{s, l, k}^{q} \\
& =\sum_{s=0}^{1} \sum_{l=2}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q}+\sum_{s=2}^{\infty} \sum_{l=s+1}^{\infty} \sum_{k=s+1}^{l} G_{s, l, k}^{q}+\sum_{s=2}^{\infty} \sum_{l=s}^{\infty} \sum_{k=2}^{s} G_{s, l, k}^{q} \\
& =\sum_{s=0}^{1} \sum_{l=2}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q}+\sum_{s=2}^{\infty}\left(\sum_{l=s+1}^{\infty} \sum_{k=s+1}^{l} G_{s, l, k}^{q}+\sum_{l=s}^{\infty} \sum_{k=2}^{s} G_{s, l, k}^{q}\right) \\
& =\sum_{s=0}^{1} \sum_{l=2}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q}+\sum_{s=2}^{\infty} \sum_{l=s}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q} \\
& =\sum_{s=0}^{1} \sum_{l=2}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q}+\sum_{s=2}^{\infty} \sum_{k=2}^{s} G_{s, s, k}^{q}+\sum_{s=2}^{\infty} \sum_{l=s+1}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q}
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{s=0}^{1} \sum_{l=2}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q}+\sum_{s=2}^{\infty} G_{s, s, s}^{q}+\sum_{s=3}^{\infty} \sum_{k=2}^{s-1} G_{s, s, k}^{q}+\sum_{s=2}^{\infty} \sum_{l=s+1}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q} \\
& =\sum_{s=2}^{\infty} G_{s, s, s}^{q}+E_{G}^{q} \tag{2.65}
\end{align*}
$$

where

$$
\begin{equation*}
E_{G}^{q}=\sum_{s=0}^{1} \sum_{l=2}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q}+\sum_{s=3}^{\infty} \sum_{k=2}^{s-1} G_{s, s, k}^{q}+\sum_{s=2}^{\infty} \sum_{l=s+1}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q} \tag{2.66}
\end{equation*}
$$

We will bound $E_{G}^{q}$, then we will compute the sum involving $G_{s, s, s}^{q}$. From its definition given in (2.64) and the definition of $g_{s l k}^{q}$ given in equation (2.55) we have

$$
\begin{align*}
& G_{s, l, k}^{q}=\tilde{r}^{2(l-k)}\left[\tilde{r} \mathrm{e}^{i \tilde{f}}\right]^{k}(-1)^{s} \sqrt{\pi} 2^{\frac{3}{2}} q^{s-\frac{1}{2}} \frac{d_{l, l-k} d_{2(l-s)}^{l-k, l}}{(2 s-1)!!} G_{0}^{-4 l+2 k+3 s-\frac{1}{2}} \mathrm{e}^{-i k \alpha_{0}}  \tag{2.67a}\\
& G_{s, s, k}^{q}=\tilde{r}^{2(s-k)}\left[\tilde{r} \mathrm{e}^{i \tilde{f}}\right]^{k}(-1)^{s} \sqrt{\pi} 2^{\frac{3}{2}} q^{s-\frac{1}{2}} \frac{d_{s, s-k} d_{0}^{s-k, s}}{(2 s-1)!!} G_{0}^{-s+2 k-\frac{1}{2}} \mathrm{e}^{-i k \alpha_{0}}  \tag{2.67b}\\
& G_{s, s, s}^{q}=\left[\tilde{\mathrm{r}} \mathrm{i}^{i \tilde{f}}\right]^{s}(-1)^{s} \sqrt{\pi} 2^{\frac{3}{2}} q^{s-\frac{1}{2}} \frac{d_{s, 0} d_{0}^{0, s}}{(2 s-1)!!} G_{0}^{s-\frac{1}{2}} \mathrm{e}^{-i s \alpha_{0}} \tag{2.67c}
\end{align*}
$$

From lemma A. 4 and the bounds given in lemmas A. 1 and A. 7 we have

$$
\begin{aligned}
\left|d_{2(l-s)}^{l-k, l}\right| & \leq 2^{l}\left(\frac{2}{3}\right)^{s} \\
\left|d_{l, l-k}\right| & \leq \mathrm{e}^{-1 / 2} 2^{2 l-k} \\
\left|d_{0}^{s-k, s}\right| & =\frac{1}{2^{2(s-k)+1}}
\end{aligned}
$$

the bound for $\left|d_{2(l-s)}^{l-k, l}\right|$ in not optimized. We have that

$$
(2 s-1)!!=\prod_{k=0}^{s-1}(2 s-1-2 k) \geq \prod_{k=0}^{s-2} 2(s-1-k)=2^{s-1}(s-1)!
$$

and then

$$
\frac{1}{(2 s-1)!!} \leq \frac{2}{2^{s}(s-1)!}
$$

Recall, from proposition 2.21, that when $s=0$ the corresponding factor to $1 /(2 s-1)!!$ and its bound is exactly one. Therefore, using the bounds for $\tilde{r}$ and $\tilde{r} \mathrm{e}^{i \tilde{f}}$ given in (2.16) and (2.15) we have from (2.67a) and (2.67b) that

$$
\begin{align*}
& \left|G_{s, l, k}^{q}\right| \leq 2^{2(l-k)}\left[2 e_{0}\right]^{k} \sqrt{\pi} 2^{\frac{3}{2}} q^{s-\frac{1}{2}} \frac{1}{\sqrt{\mathrm{e}}} \frac{2 \cdot 2^{2 l-k}}{2^{s}(s-1)!} 2^{l}\left(\frac{2}{3}\right)^{s} G_{0}^{-4 l+2 k+3 s-\frac{1}{2}}  \tag{2.68}\\
& \left|G_{s, s, k}^{q}\right| \leq 2^{2(s-k)}\left[2 e_{0}\right]^{k} \sqrt{\pi} 2^{\frac{3}{2}} q^{s-\frac{1}{2}} \frac{1}{\sqrt{\mathrm{e}}} \frac{2 \cdot 2^{2 s-k}}{2^{s}(s-1)!} \frac{1}{2^{2(s-k)+1}} G_{0}^{-s+2 k-\frac{1}{2}} \tag{2.69}
\end{align*}
$$

From inequality (2.68) and using that $e_{0} G_{0}=\lambda$ and the hypothesis on $G_{0}$ we have

$$
\begin{aligned}
\left|\sum_{s=0}^{1} \sum_{l=2}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q}\right| & \leq \sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2}{\sqrt{q G_{0}}} \sum_{s=0}^{1}\left(\frac{q}{3} G_{0}^{3}\right)^{s} \frac{2}{(s-1)!} \sum_{l=2}^{\infty}\left(\frac{2^{5}}{G_{0}^{4}}\right)^{l} \sum_{k=2}^{l}\left(\frac{G_{0} \lambda}{2^{2}}\right)^{k} \\
& \leq \sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2^{2}}{\sqrt{q G_{0}}} \sum_{s=0}^{1}\left(\frac{q}{3} G_{0}^{3}\right)^{s} \frac{2}{(s-1)!} \sum_{l=2}^{\infty}\left(\frac{2^{3} \lambda}{G_{0}^{3}}\right)^{l}
\end{aligned}
$$

$$
\begin{align*}
& \leq \sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2^{3}}{\sqrt{q G_{0}}} \sum_{s=0}^{1}\left(\frac{q}{3} G_{0}^{3}\right)^{s} \frac{2}{(s-1)!} \frac{2^{6} \lambda^{2}}{G_{0}^{6}} \\
& \leq \sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2^{9}}{\sqrt{q G_{0}}} \frac{\lambda^{2}}{G_{0}^{6}}\left(1+q \frac{2}{3} G_{0}^{3}\right) \\
& \leq \sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2^{11}}{3} \lambda^{2} \sqrt{q} G_{0}^{-7 / 2} \tag{2.70}
\end{align*}
$$

in the same way we bound the third term of $E_{G}^{q}$ in (2.66)

$$
\begin{align*}
\left|\sum_{s=2}^{\infty} \sum_{l=s+1}^{\infty} \sum_{k=2}^{l} G_{s, l, k}^{q}\right| & \leq \sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2}{\sqrt{q G_{0}}} \sum_{s=2}^{\infty}\left(\frac{q}{3} G_{0}^{3}\right)^{s} \frac{2}{(s-1)!} \sum_{l=s+1}^{\infty}\left(\frac{2^{5}}{G_{0}^{4}}\right)^{l} \sum_{k=2}^{l}\left(\frac{G_{0} \lambda}{2^{2}}\right)^{k} \\
& \leq \sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2^{2}}{\sqrt{q G_{0}}} \sum_{s=2}^{\infty}\left(\frac{q}{3} G_{0}^{3}\right)^{s} \frac{2}{(s-1)!} \sum_{l=s+1}^{\infty}\left(\frac{2^{3} \lambda}{G_{0}^{3}}\right)^{l} \\
& \leq \sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2^{3}}{\sqrt{q G_{0}}} \sum_{s=2}^{\infty}\left(\frac{2^{3}}{3} q \lambda\right)^{s} \frac{2}{(s-1)!} \cdot \frac{2^{3} \lambda}{G_{0}^{3}} \\
& =\sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2^{4}}{\sqrt{q G_{0}}} \sum_{s=2}^{\infty}\left(\frac{2^{3}}{3} q \lambda\right)^{s-1} \frac{1}{(s-1)!} \cdot \frac{2^{3}}{3} q \lambda \cdot \frac{2^{3} \lambda}{G_{0}^{3}} \\
& =\sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2^{10}}{3} \lambda^{2} \sqrt{q} G_{0}^{-7 / 2} \sum_{s=1}^{\infty}\left(\frac{2^{3}}{3} q \lambda\right)^{s} \frac{1}{s!} \\
& =\sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2^{10}}{3} \lambda^{2} \sqrt{q} G_{0}^{-7 / 2}\left(\mathrm{e}^{\frac{2}{3}_{3}^{3}} q \lambda-1\right) \tag{2.71}
\end{align*}
$$

From inequality (2.69) we bound the second term of $E_{G}^{q}$ in (2.66)

$$
\begin{align*}
\left|\sum_{s=3}^{\infty} \sum_{k=2}^{s-1} G_{s, s, k}^{q}\right| & \leq \sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2}{\sqrt{q G_{0}}} \sum_{s=3}^{\infty}\left(\frac{2 q}{G_{0}}\right)^{s} \frac{1}{(s-1)!} \sum_{k=2}^{s-1}\left(G_{0} \lambda\right)^{k} \\
& \leq \sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2^{2}}{\sqrt{q G_{0}}} \sum_{s=3}^{\infty}(2 q \lambda)^{s} \frac{1}{(s-1)!} \cdot \frac{1}{G_{0} \lambda} \\
& =\sqrt{\frac{2 \pi}{\mathrm{e}}} \frac{2^{2}}{\sqrt{q G_{0}}} \sum_{s=3}^{\infty}(2 q \lambda)^{s-1} \frac{1}{(s-1)!} \cdot \frac{2 q \lambda}{G_{0} \lambda} \\
& =\sqrt{\frac{2 \pi}{\mathrm{e}}} 2^{3} \sqrt{q} G_{0}^{-3 / 2} \sum_{s=2}^{\infty}(2 q \lambda)^{s} \frac{1}{s!} \\
& =\sqrt{\frac{2 \pi}{\mathrm{e}}} 2^{3} \sqrt{q} G_{0}^{-3 / 2}\left(\mathrm{e}^{2 q \lambda}-1-2 q \lambda\right) . \tag{2.72}
\end{align*}
$$

From inequalities (2.70), (2.71) and (2.72), $E_{G}^{q}$ defined in (2.66) can be bounded as

$$
\begin{equation*}
\left|E_{G}^{q}\right| \leq K \lambda^{2} \sqrt{q}\left(G_{0}^{-7 / 2}+G_{0}^{-7 / 2} \mathrm{e}^{(8 / 3) q \lambda}+G_{0}^{-3 / 2} \mathrm{e}^{2 q \lambda}\right) \tag{2.73}
\end{equation*}
$$

Now, we will bound the second term of in $\tilde{M}_{q}$ in (2.57). Analogously as we did with the first one, let us denote

$$
\begin{equation*}
H_{s, l, k}^{q}=\tilde{r}^{2(l-k)}\left[\tilde{r} \mathrm{e}^{i \tilde{f}}\right]^{k} h_{s l k}^{q} \mathrm{e}^{-i k \alpha_{0}} \tag{2.74}
\end{equation*}
$$

Then, we can write the second term in the definition of $\tilde{M}_{q}$ given in equation (2.57) as

$$
\begin{equation*}
E_{H}^{q}=\sum_{k \geq 2} \sum_{l \geq k} \sum_{s=0}^{l-1} H_{s, l, k}^{q} \tag{2.75}
\end{equation*}
$$

Now, changing the order of the indexes in $E_{H}^{q}$ we have

$$
\begin{align*}
E_{H}^{q} & =\sum_{k \geq 2}\left(\sum_{s=0}^{k-2} \sum_{l=k}^{\infty} H_{s, l, k}^{q}+\sum_{s=k-1}^{\infty} \sum_{l=s+1}^{\infty} H_{s, l, k}^{q}\right) \\
& =\sum_{k \geq 2} \sum_{s=0}^{k-2} \sum_{l=k}^{\infty} H_{s, l, k}^{q}+\sum_{k \geq 2} \sum_{s=k-1}^{\infty} \sum_{l=s+1}^{\infty} H_{s, l, k}^{q} \\
& =\sum_{s=0}^{\infty} \sum_{k=s+2}^{\infty} \sum_{l=k}^{\infty} H_{s, l, k}^{q}+\sum_{k \geq 2} \sum_{s=k-1}^{\infty} \sum_{l=s+1}^{\infty} H_{s, l, k}^{q} \\
& =\sum_{s=0}^{\infty} \sum_{k=s+2}^{\infty} \sum_{l=k}^{\infty} H_{s, l, k}^{q}+\sum_{s=1}^{\infty} \sum_{k=2}^{s+1} \sum_{l=s+1}^{\infty} H_{s, l, k}^{q} \\
& =\sum_{s=0}^{\infty} \sum_{l=s+2}^{\infty} \sum_{k=s+2}^{l} H_{s, l, k}^{q}+\sum_{s=1}^{\infty} \sum_{k=2}^{s+1} \sum_{l=s+1}^{\infty} H_{s, l, k}^{q} \\
& =\sum_{s=0}^{\infty} \sum_{l=s+2}^{\infty} \sum_{k=s+2}^{l} H_{s, l, k}^{q}+\sum_{s=1}^{\infty} \sum_{l=s+1}^{\infty} \sum_{k=2}^{s+1} H_{s, l, k}^{q} \\
& =\sum_{l=2}^{\infty} \sum_{k=2}^{l} H_{0, l, k}^{q}+\sum_{s=1}^{\infty} \sum_{l=s+2}^{\infty} \sum_{k=s+2}^{l} H_{s, l, k}^{q}+\sum_{s=1}^{\infty} \sum_{l=s+1}^{\infty} \sum_{k=2}^{s+1} H_{s, l, k}^{q} \\
& =\sum_{l=2}^{\infty} \sum_{k=2}^{l} H_{0, l, k}^{q}+\sum_{s=1}^{\infty}\left(\sum_{l=s+2}^{\infty} \sum_{k=s+2}^{l} H_{s, l, k}^{q}+\sum_{l=s+1}^{\infty} \sum_{k=2}^{s+1} H_{s, l, k}^{q}\right) \\
& =\sum_{l=2}^{\infty} \sum_{k=2}^{l} H_{0, l, k}^{q}+\sum_{s=1}^{\infty}\left(\sum_{l=s+1}^{\infty} \sum_{k=2}^{l} H_{s, l, k}^{q}\right) \\
& =\sum_{l=2}^{\infty} \sum_{k=2}^{l} H_{0, l, k}^{q}+\sum_{s=1}^{\infty} \sum_{l=s+1}^{\infty} \sum_{k=2}^{l} H_{s, l, k}^{q} \tag{2.76}
\end{align*}
$$

From its definition given in (2.74) and the definition of $h_{s l k}^{q}$ given in equation (2.56) we have

$$
\begin{align*}
& H_{s, l, k}^{q}=\tilde{r}^{2(l-k)}\left[\tilde{r} \mathrm{e}^{i \tilde{f}]^{k}(-1)^{s} 2 q^{s} \frac{d_{l, l-k} d_{2(l-s)-1}^{l-k, l}}{2^{s} s!} G_{0}^{-4 l+2 k+3 s+1} \mathrm{e}^{-i k \alpha_{0}}}\right.  \tag{2.77}\\
& H_{0, l, k}^{q}=\tilde{r}^{2(l-k)}\left[\tilde{r} \mathrm{e}^{i \tilde{f}]^{k} 2 d_{l, l-k} d_{2 l-1}^{l-k, l} G_{0}^{-4 l+2 k+1} \mathrm{e}^{-i k \alpha_{0}}}\right. \tag{2.78}
\end{align*}
$$

From the bounds given in lemmas A. 1 and A. 7 we have

$$
\begin{aligned}
\left|d_{2(l-s)-1}^{l-k, l}\right| & \leq \sqrt{\frac{2}{3}} 2^{l}\left(\frac{2}{3}\right)^{s} \\
\left|d_{2 l-1}^{l-k, l}\right| & \leq \sqrt{\frac{2}{3}} 2^{l} \\
\left|d_{l, l-k}\right| & \leq \mathrm{e}^{-1 / 2} 2^{2 l-k}
\end{aligned}
$$

Using the bounds for $\tilde{r}(u)$ and $\tilde{r}(u) \mathrm{e}^{i \tilde{f}(u)}$ given in (2.16) and (2.15) we have from (2.77) and (2.78) that

$$
\begin{align*}
& \left|H_{s, l, k}^{q}\right| \leq 2^{2(l-k)}\left[2 e_{0}\right]^{k} 2 q^{s} 2^{2 l-k} \frac{1}{\sqrt{\mathrm{e}}} \sqrt{\frac{2}{3}} 2^{l}\left(\frac{2}{3}\right)^{s} \frac{1}{2^{s} s!} G_{0}^{-4 l+2 k+3 s+1}  \tag{2.79}\\
& \left|H_{0, l, k}^{q}\right| \leq 2^{2(l-k)}\left[2 e_{0}\right]^{k} 22^{2 l-k} \frac{1}{\sqrt{\mathrm{e}}} \sqrt{\frac{2}{3}} 2^{l} G_{0}^{-4 l+2 k+1} \tag{2.80}
\end{align*}
$$

From inequality (2.79) and using that $e_{0} G_{0}=\lambda$ and the hypotheses on $G_{0}$ made on the statement of this proposition, we can bound the second term of $E_{H}^{q}$ in (2.75)

$$
\begin{align*}
\left|\sum_{s=1}^{\infty} \sum_{l=s+1}^{\infty} \sum_{k=2}^{l} H_{s, l, k}^{q}\right| & \leq \frac{2}{\sqrt{\mathrm{e}}} \sqrt{\frac{2}{3}} G_{0} \sum_{s=1}^{\infty}\left(\frac{q G_{0}^{3}}{3}\right)^{s} \frac{1}{s!} \sum_{l=s+1}^{\infty}\left(\frac{2^{5}}{G_{0}^{4}}\right)^{l} \sum_{k=2}^{l}\left(\frac{\lambda G_{0}}{2^{2}}\right)^{k} \\
& \leq \frac{2^{2}}{\sqrt{\mathrm{e}}} \sqrt{\frac{2}{3}} G_{0} \sum_{s=1}^{\infty}\left(\frac{q G_{0}^{3}}{3}\right)^{s} \frac{1}{s!} \sum_{l=s+1}^{\infty}\left(\frac{2^{3} \lambda}{G_{0}^{3}}\right)^{l} \\
& \leq \frac{2^{3}}{\sqrt{\mathrm{e}}} \sqrt{\frac{2}{3}} G_{0} \sum_{s=1}^{\infty}\left(\frac{2^{3} q \lambda}{3}\right)^{s} \frac{1}{s!} \cdot \frac{2^{3} \lambda}{G_{0}^{3}} \\
& =\frac{2^{6}}{\sqrt{\mathrm{e}}} \sqrt{\frac{2}{3}} \lambda G_{0}^{-2} \sum_{s=1}^{\infty}\left(\frac{2^{3} q \lambda}{3}\right)^{s} \frac{1}{s!} \\
& =\frac{2^{6}}{\sqrt{\mathrm{e}}} \sqrt{\frac{2}{3}} \lambda G_{0}^{-2}\left(\mathrm{e}^{\frac{2^{3}}{3} q \lambda}-1\right) \tag{2.81}
\end{align*}
$$

in the same way we can bound the first term of $E_{H}^{q}$ in (2.75)

$$
\begin{align*}
\left|\sum_{l=2}^{\infty} \sum_{k=2}^{l} H_{0, l, k}^{q}\right| & \leq \frac{2}{\sqrt{\mathrm{e}}} \sqrt{\frac{2}{3}} G_{0} \sum_{l=2}^{\infty}\left(\frac{2^{5}}{G_{0}^{4}}\right)^{l} \sum_{k=2}^{l}\left(\frac{G_{0} \lambda}{2^{2}}\right)^{k} \\
& \leq \frac{2^{2}}{\sqrt{\mathrm{e}}} \sqrt{\frac{2}{3}} G_{0} \sum_{l=2}^{\infty}\left(\frac{2^{3} \lambda}{G_{0}^{3}}\right)^{l} \\
& \leq \frac{2^{3}}{\sqrt{\mathrm{e}}} \sqrt{\frac{2}{3}} G_{0}\left(\frac{2^{3} \lambda}{G_{0}^{3}}\right)^{2} \\
& =\frac{2^{9}}{\sqrt{\mathrm{e}}} \sqrt{\frac{2}{3}} \lambda^{2} G_{0}^{-5} \tag{2.82}
\end{align*}
$$

therefore the second term of $\tilde{M}_{q}$ in (2.57) denoted by $E_{H}^{q}$ and given in (2.75) and (2.76) can be bounded as

$$
\begin{equation*}
\left|E_{H}^{q}\right| \leq K \lambda^{2}\left(G_{0}^{-5}+G_{0}^{-2} \mathrm{e}^{(8 / 3) q \lambda}\right) \tag{2.83}
\end{equation*}
$$

Finally, if we call $E_{T}^{q}$ the last term of $\tilde{M}_{q}$ in (2.57):

$$
\begin{equation*}
E_{T}^{q}=\sum_{k \geq 2} \sum_{l \geq k} \tilde{r}^{2(l-k)}\left[\tilde{r} e^{i \tilde{f}}\right]^{k} d_{l, l-k} G_{0}^{-4 l+2 k+1} \mathrm{e}^{-i k \alpha_{0}} T_{l, l-k}^{q} \tag{2.84}
\end{equation*}
$$

we have, using the bound for $d_{l, l-k}$ given in lemma A. 1 and the bounds for $\tilde{r}(u)$ and $\tilde{r} \mathrm{e}^{i \tilde{f}(u)}$ given in (2.16) and (2.15) and the bound for $T_{l, l-k}^{q}$ given in proposition 2.21 we have that

$$
\begin{aligned}
\left|E_{T}^{q}\right| & \leq \sum_{k \geq 2} \sum_{l \geq k} 2^{2(l-k)}\left[2 e_{0}\right]^{k} \frac{2^{2 l-k}}{\sqrt{\mathrm{e}}} G_{0}^{-4 l+2 k+1} K_{11} \gamma_{4}^{l} G_{0}^{-3} \\
& \leq \frac{K_{11}}{\sqrt{\mathrm{e}}} G_{0}^{-2} \sum_{k \geq 2} \sum_{l \geq k} 2^{2(l-k)} e_{0}^{k} 2^{2 l} G_{0}^{-4 l+2 k} \gamma_{4}^{l} \\
& \leq \frac{K_{11}}{\sqrt{\mathrm{e}}} G_{0}^{-2} \sum_{k \geq 2}\left(\frac{\lambda G_{0}}{2^{2}}\right)^{k} \sum_{l \geq k}\left(\frac{2^{4} \gamma_{4}}{G_{0}^{4}}\right)^{l} \\
& \leq 2 \frac{K_{11}}{\sqrt{\mathrm{e}}} G_{0}^{-2} \sum_{k \geq 2}\left(\frac{2^{2} \gamma_{4} \lambda}{G_{0}^{3}}\right)^{k} \\
& \leq 2^{2} \frac{K_{11}}{\sqrt{\mathrm{e}}} G_{0}^{-2}\left(\frac{2^{2} \gamma_{4} \lambda}{G_{0}^{3}}\right)^{2}
\end{aligned}
$$

$$
\begin{align*}
& =2^{6} \frac{K_{11}}{\sqrt{\mathrm{e}}} \gamma_{4}^{2} \lambda^{2} G_{0}^{-8} \\
& \leq K \lambda^{2} G_{0}^{-8} \tag{2.85}
\end{align*}
$$

From the definition of $E_{G}^{q}, E_{H}^{q}$ and $E_{T}^{q}$ given in (2.66), (2.75) and (2.84) we have, using equation (2.65), from the definition of $\mathcal{M}_{q}(u)$ given in (2.61) that

$$
\begin{equation*}
\mathcal{M}_{q}(u)=\sum_{s=2}^{\infty} G_{s, s, s}^{q}+E_{G}^{q}+E_{H}^{q}+E_{T}^{q} \tag{2.86}
\end{equation*}
$$

For $q \geq 2$ we will bound the sum of the $G_{s, s, s}^{q}$ and for $q=1$ we will compute it. From the definition of $G_{s, s, s}^{q}$ given in $(2.67 \mathrm{c})$ we need to compute $d_{s, 0}$ and $d_{0}^{0, s}$. It is not difficult to see that

$$
\binom{-1 / 2}{s}=\frac{(-1)^{s}}{s!} \frac{1}{2^{s}}(2 s-1)!!
$$

and therefore by its definition given in (2.20)

$$
d_{s, 0}=\frac{i}{s!}(-1)^{s}(2 s-1)!!
$$

From lemma A.4, we have that $d_{0}^{0, s}=1 / 2 i$, and then

$$
d_{s, 0} d_{0}^{0, s}=\frac{(-1)^{s}}{2} \frac{(2 s-1)!!}{s!}
$$

From this, we can rewrite (2.67c) as

$$
\begin{equation*}
G_{s, s, s}^{q}=\left[\tilde{r}(u) \mathrm{e}^{i \tilde{f}(u)}\right]^{s} \sqrt{2 \pi} \frac{q^{s-\frac{1}{2}}}{s!} G_{0}^{s-\frac{1}{2}} \mathrm{e}^{-i s \alpha_{0}} \tag{2.87}
\end{equation*}
$$

Then, from the bound for $\tilde{r}(u) \mathrm{e}^{i \tilde{f}(u)}$ given in (2.15)

$$
\left|G_{s, s, s}^{q}\right| \leq\left[2 e_{0}\right]^{s} \sqrt{2 \pi} \frac{q^{s-\frac{1}{2}}}{s!} G_{0}^{s-\frac{1}{2}}
$$

therefore, since $e_{0} G_{0}=\lambda$,

$$
\begin{align*}
\left|\sum_{s=2}^{\infty} G_{s, s, s}^{q}\right| & \leq \sqrt{\frac{2 \pi}{q G_{0}}} \sum_{s=2}^{\infty} \frac{(2 q \lambda)^{s}}{s!} \\
& =\sqrt{\frac{2 \pi}{q G_{0}}}\left(\mathrm{e}^{2 q \lambda}-1-2 q \lambda\right) \\
& \leq K\left(q G_{0}\right)^{-1 / 2} \mathrm{e}^{2 q \lambda} \tag{2.88}
\end{align*}
$$

From the expression for $\mathcal{M}_{q}$ given in (2.86), we have that

$$
\left|\mathcal{M}_{q}\right| \leq K\left(q G_{0}\right)^{-1 / 2} \mathrm{e}^{2 q \lambda}+\left|E_{G}^{q}\right|+\left|E_{H}^{q}\right|+\left|E_{T}^{q}\right|
$$

and using the bounds for $E_{G}^{q}, E_{H}^{q}$ and $E_{T}^{q}$ given in (2.73), (2.83) and (2.85)

$$
\begin{aligned}
\left|\mathcal{M}_{q}\right| & \leq K \lambda^{2}\left(q G_{0}\right)^{-1 / 2} \mathrm{e}^{2 q \lambda}+K \lambda^{2} \sqrt{q}\left(G_{0}^{-7 / 2}+G_{0}^{-7 / 2} \mathrm{e}^{(8 / 3) q \lambda}+G_{0}^{-3 / 2} \mathrm{e}^{2 q \lambda}\right)+K \lambda^{2}\left(G_{0}^{-5}+G_{0}^{-2} \mathrm{e}^{(8 / 3) q \lambda}\right)+K \lambda^{2} G_{0}^{-8} \\
& \leq K \lambda^{2}\left[\mathrm{e}^{2 q \lambda}\left(\left(q G_{0}\right)^{-1 / 2}+\sqrt{q} G_{0}^{-3 / 2}\right)+\mathrm{e}^{(8 / 3) q \lambda}\left(\sqrt{q} G_{0}^{-7 / 2}+G_{0}^{-2}\right)+\left(G_{0}^{-5}+G_{0}^{-8}+\sqrt{q} G_{0}^{-7 / 2}\right)\right] \\
& \leq K \lambda^{2}\left[\mathrm{e}^{2 q \lambda}\left(\sqrt{q} G_{0}^{-1 / 2}+\sqrt{q} G_{0}^{-3 / 2}\right)+\mathrm{e}^{(8 / 3) q \lambda}\left(\sqrt{q} G_{0}^{-7 / 2}+G_{0}^{-2}\right)+\sqrt{q} G_{0}^{-7 / 2}\right] \\
& \leq K \lambda^{2}\left[\mathrm{e}^{2 q \lambda} \sqrt{q} G_{0}^{-1 / 2}+\mathrm{e}^{(8 / 3) q \lambda}\left(\sqrt{q} G_{0}^{-7 / 2}+G_{0}^{-2}\right)+\sqrt{q} G_{0}^{-7 / 2}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \leq K \lambda^{2}\left[\mathrm{e}^{2 q \lambda} \sqrt{q} G_{0}^{-1 / 2}+\mathrm{e}^{(8 / 3) q \lambda} \sqrt{q} G_{0}^{-2}+\sqrt{q} G_{0}^{-7 / 2}\right] \\
& \leq K \lambda^{2}\left[\sqrt{q}\left(\mathrm{e}^{2 q \lambda} G_{0}^{-1 / 2}+\mathrm{e}^{(8 / 3) q \lambda} G_{0}^{-2}+G_{0}^{-7 / 2}\right)\right] \\
& \leq K \lambda^{2}\left[\sqrt{q} \mathrm{e}^{(8 / 3) q \lambda}\left(G_{0}^{-1 / 2}+G_{0}^{-2}+G_{0}^{-7 / 2}\right)\right] \\
& \leq K \lambda^{2} \sqrt{q} \mathrm{e}^{(8 / 3) q \lambda} G_{0}^{-1 / 2}
\end{aligned}
$$

this is the desired result for $q \geq 1$. For $q=1$ we have, using the expression (2.11) for $\tilde{r}(u) \mathrm{e}^{i \tilde{f}(u)}$ and (2.87)

$$
\begin{aligned}
\sum_{s=2}^{\infty} G_{s, s, s}^{1} & =\sum_{s=2}^{\infty}\left[\tilde{r} \mathrm{e}^{i \tilde{f}}\right]^{s} \sqrt{2 \pi} \frac{1}{s!} G_{0}^{s-\frac{1}{2}} \mathrm{e}^{-i s \alpha_{0}} \\
& =\sqrt{2 \pi} G_{0}^{-1 / 2} \sum_{s=2}^{\infty}\left[e_{0}(\cos u-1)\right]^{s} \frac{1}{s!} G_{0}^{s} \mathrm{e}^{-i s \alpha_{0}} \\
& =\sqrt{2 \pi} G_{0}^{-1 / 2} \sum_{s=2}^{\infty}\left[-e_{0} G_{0}(1-\cos u) \mathrm{e}^{-i \alpha_{0}}\right]^{s} \frac{1}{s!} \\
& =\sqrt{2 \pi} G_{0}^{-1 / 2} \sum_{s=2}^{\infty}\left[-\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}\right]^{s} \frac{1}{s!} \\
& =\sqrt{2 \pi} G_{0}^{-1 / 2}\left[\mathrm{e}^{-\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}}-1+\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}\right]
\end{aligned}
$$

Therefore using equation (2.86) we have

$$
\mathcal{M}_{1}=\sqrt{2 \pi} G_{0}^{-1 / 2}\left[\mathrm{e}^{-\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}}-1+\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}\right]+\mathcal{E}_{1}
$$

where

$$
\mathcal{E}_{1}=E_{G}^{1}+E_{H}^{1}+E_{T}^{1}
$$

Analogously as we did to bound $\mathcal{M}_{q}$ we find that

$$
\left|\mathcal{E}_{1}\right| \leq K \lambda^{2} \mathrm{e}^{(8 / 3) \lambda} G_{0}^{-3 / 2}
$$

This concludes the proof of proposition 2.22

The proposition 2.22 allow us to bound $L_{q}$ for $q \geq 2$
Proposition 2.23. Let $q \in \mathbb{N}, q \geq 2, c \geq 1, \gamma_{4}$ be given in proposition 2.21 and $\lambda$ real positive constant. If

$$
G_{0} \geq\left\{32,(24 \lambda)^{1 / 3},(3 c)^{2 / 3}, 8 \lambda^{-1},\left(2^{4} \lambda\right)^{1 / 3}, 2^{3 / 2}, 2\left(\gamma_{4} \lambda\right)^{1 / 3},\left(2^{5} \gamma_{4}\right)^{1 / 4}\right\}
$$

then, exist a positive constant $K$, such that if $e_{0} G_{0}=\lambda$

$$
\left|L_{q}\right| \leq K \lambda^{2} G_{0}^{-1 / 2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}}\left(4 G_{0} \lambda^{-1}\right)^{q} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}}
$$

Proof. Let $q \in \mathbb{N}, q \geq 2$. From expression (2.62) and using proposition 2.22 and the bounds (2.16) and (2.17), we have

$$
\begin{aligned}
\mathrm{e}^{q \frac{G_{0}^{3}}{3}}\left|\tilde{L}_{q}-L_{q,-1} \mathrm{e}^{-i \alpha_{0}}\right| & \leq \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\mathcal{M}_{q}(u)\right|\left|\frac{2 a^{2}}{e_{0}} \mathrm{e}^{-i u} \mathrm{e}^{\frac{e_{0}^{2}}{4 a^{2}}} \mathrm{e}^{i u}-a^{2} \mathrm{e}^{-i u}\right|^{q}|\tilde{r}(u)| d u \\
& \leq \frac{1}{2 \pi} \int_{0}^{2 \pi} K \lambda^{2} \sqrt{q} \mathrm{e}^{(8 / 3) q \lambda} G_{0}^{-1 / 2}\left(\frac{2 a^{2}}{e_{0}}\right)^{q} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} 2 d u \\
& \leq 2 K \lambda^{2} \sqrt{q} \mathrm{e}^{q}\left(\sqrt{1-e_{0}^{2}}+(8 / 3) \lambda\right)\left(\frac{2}{e_{0}}\right)^{q} G_{0}^{-1 / 2}
\end{aligned}
$$

then

$$
\left|\tilde{L}_{q}-L_{q,-1} \mathrm{e}^{-i \alpha_{0}}\right| \leq 2 K \lambda^{2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{8}{G_{0}^{3}} \lambda\right)} \sqrt{q}\left(\frac{2}{e_{0}}\right)^{q} G_{0}^{-1 / 2}
$$

using that $G_{0} \geq(24 \lambda)^{1 / 3}$ and $\sqrt{q} \leq 2^{q}$ for $q \geq 2$, we have

$$
\begin{aligned}
\left|\tilde{L}_{q}-L_{q,-1} \mathrm{e}^{-i \alpha_{0}}\right| & \leq 2 K \lambda^{2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}} \sqrt{q}\left(\frac{2}{e_{0}}\right)^{q} G_{0}^{-1 / 2} \\
& \leq 2 K \lambda^{2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}}\left(\frac{4}{e_{0}}\right)^{q} G_{0}^{-1 / 2}
\end{aligned}
$$

from this, using the triangle inequality we have

$$
\left|\tilde{L}_{q}\right| \leq\left|L_{q,-1}\right|+2 K \lambda^{2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} \mathrm{e}^{-q G_{0}^{3} \frac{2}{g}}\left(\frac{4}{e_{0}}\right)^{q} G_{0}^{-1 / 2}
$$

and by lemma 2.7

$$
\left|\tilde{L}_{q}\right| \leq K_{3} 2^{q+7} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} e_{0}^{q-1} G_{0}^{-1 / 2} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}\left(1-\frac{3}{G_{0}^{3}} c^{2}\right)}+2 K \lambda^{2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}}\left(\frac{4}{e_{0}}\right)^{q} G_{0}^{-1 / 2}
$$

and using that $G_{0} \geq(3 c)^{2 / 3}$

$$
\begin{aligned}
\left|\tilde{L}_{q}\right| & \leq \mathrm{e}^{q \sqrt{1-e_{0}^{2}}} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}} G_{0}^{-1 / 2}\left[K_{3} 2^{q+7} e_{0}^{q-1}+2 K \lambda^{2}\left(\frac{4}{e_{0}}\right)^{q}\right] \\
& \leq K \lambda^{2} G_{0}^{-1 / 2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}}\left(\frac{4}{e_{0}}\right)^{q} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}}
\end{aligned}
$$

From proposition 2.20 we have

$$
\begin{aligned}
\left|L_{q}\right| & \leq\left|\tilde{L}_{q}\right|+\left|E_{q}\right| \\
& \leq K \lambda^{2} G_{0}^{-1 / 2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}}\left(\frac{4}{e_{0}}\right)^{q} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}}+K_{4} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}} G_{0}^{-3 / 2}\left(2 e_{0} \mathrm{e}^{\sqrt{1-e_{0}^{2}}}\right)^{q} \\
& \leq K \lambda^{2} G_{0}^{-1 / 2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}}\left(\frac{4}{e_{0}}\right)^{q} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}} .
\end{aligned}
$$

Proposition 2.24. Let $\lambda$ be a real positive constant and $\gamma_{4}$ be given in proposition $2.21, G_{0} \geq$ $\max \left\{8 \lambda^{-1},\left(2^{4} \lambda\right)^{1 / 3}, 2^{3 / 2}, 2\left(\gamma_{4} \lambda\right)^{1 / 3},\left(2^{5} \gamma_{4}\right)^{1 / 4}\right\}$. Then there exists a positive constant $K=K(\lambda)$ such that If $e_{0} G_{0}=\lambda$,

$$
\begin{aligned}
& L_{1}=\left(\frac{1}{4} \sqrt{\frac{\pi}{2}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}+E_{3}+E_{5}+E_{7}\right) \mathrm{e}^{-i \alpha_{0}} \\
& \qquad \begin{aligned}
&+\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 2 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2}\left[\mathrm { e } ^ { - \lambda \mathrm { e } ^ { - i \alpha _ { 0 } } } \frac { A } { A - 1 } \left[\frac{2 A}{ \pm 2 i \sqrt{A(A-1)}} J_{1}( \pm 2 i \sqrt{A(A-1)})\right.\right. \\
&\left.\left.-J_{0}( \pm 2 i \sqrt{A(A-1)})\right]-A\right] \\
&+\tilde{\mathcal{E}}_{3}+\tilde{\mathcal{E}}_{2}+\tilde{\mathcal{E}}_{1}+E_{1}
\end{aligned}
\end{aligned}
$$

where

$$
\begin{aligned}
\left|E_{3}\right| & \leq K_{7} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} G_{0}^{-3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|E_{5}\right| & \leq 2^{5} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} K_{13} G_{0}^{-2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
\left|E_{7}\right| & \leq \sqrt{\frac{\pi}{8}} 98 e_{0}^{2} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
\end{aligned}
$$

$$
\begin{aligned}
& \left|\tilde{\mathcal{E}}_{1}\right| \leq K \mathrm{e}^{(8 / 3) \lambda} \lambda \mathrm{e}^{\sqrt{1-e_{0}^{2}}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
& \left|\tilde{\mathcal{E}}^{2}\right| \leq K \lambda^{3} \mathrm{e}^{2 \lambda} G_{0}^{-3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
& \left|\tilde{\mathcal{E}}_{3}\right| \leq K e_{0}^{2} G_{0}^{1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
& \left|E_{1}\right| \leq K_{4}^{\prime} \mathrm{e}^{-G_{0}^{3} / 3} G_{0}^{-3 / 2}\left(2 e_{0} \mathrm{e}^{\sqrt{1-e_{0}^{2}}}+G_{0}^{-2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
A & =\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}} \\
\frac{A}{A-1} & =\frac{\lambda^{2}-2 \lambda \mathrm{e}^{-i \alpha_{0}}}{\lambda^{2}-4 \lambda \cos \alpha_{0}+4} \\
A(A-1) & =\frac{-\lambda}{2} \mathrm{e}^{-i \alpha_{0}}\left(1-\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}}\right)
\end{aligned}
$$

The functions $J_{0}(z)$ and $J_{1}(z)$ are the Bessel's functions of the first kind [AS65] and whose expansion around $z=0$ is given by

$$
J_{n}(z)=\sum_{m=0}^{\infty} \frac{(-1)^{m}}{m!\Gamma(m+n+1)}\left(\frac{z}{2}\right)^{2 m+n}
$$

Proof. From expression (2.62) and proposition 2.22 we have that
$\tilde{L}_{1}-L_{1,-1} \mathrm{e}^{-i \alpha_{0}}$
$=\mathrm{e}^{-\frac{G_{0}^{3}}{3}} \frac{\sqrt{2 \pi}}{2 \pi} G_{0}^{-1 / 2} \int_{0}^{2 \pi}\left[\mathrm{e}^{-\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}}-1+\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}\right]\left[\frac{2 a^{2}}{e_{0}} \mathrm{e}^{-i u} \mathrm{e}^{\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{i u}-a^{2} \mathrm{e}^{-i u}} \tilde{r}(u) d u+\tilde{\mathcal{E}}_{1}\right.$
where

$$
\tilde{\mathcal{E}}_{1}=\mathrm{e}^{-\frac{G_{0}^{3}}{3}} \frac{1}{2 \pi} \int_{0}^{2 \pi} \mathcal{E}_{1}\left[\frac{2 a^{2}}{e_{0}} \mathrm{e}^{-i u} \mathrm{e}^{\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{i u}-a^{2} \mathrm{e}^{-i u}} \tilde{r}(u) d u\right.
$$

using the bounds for $\tilde{r}$ and $\tilde{r} \mathrm{e}^{i \tilde{f}}$ given in (2.16) and (2.15) and the bound for $\mathcal{E}_{1}$ given in proposition 2.22 we have that

$$
\begin{align*}
\left|\tilde{\mathcal{E}}_{1}\right| & \leq K \lambda^{2} \mathrm{e}^{(8 / 3) \lambda} G_{0}^{-3 / 2} \frac{2}{e_{0}} \mathrm{e}^{\sqrt{1-e_{0}^{2}}} 2 \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \\
& \leq K \mathrm{e}^{(8 / 3) \lambda} \lambda \mathrm{e}^{\sqrt{1-e_{0}^{2}}} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \tag{2.90}
\end{align*}
$$

To compute the integral in (2.89) we first notice, using the definition of $a^{2}$ given in (2.9d) and the definition of $\tilde{r}$ given in (2.12), that

$$
\begin{aligned}
& \frac{2 a^{2}}{e_{0}}=\frac{1}{e_{0}}\left(1+\sqrt{1-e_{0}^{2}}\right)=\frac{2}{e_{0}}\left(1+O\left(e_{0}^{2}\right)\right) \\
& \mathrm{e}^{\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{i u}}=\mathrm{e}^{\frac{e_{0}^{2}}{4}\left(1+O\left(e_{0}^{2}\right)\right) \mathrm{e}^{i u}}=\left(1+O\left(e_{0}^{2}\right)\right) \\
& \tilde{r}(u)=1-\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{i u}-a^{2} \mathrm{e}^{-i u}=1-\frac{e_{0}^{2}}{4}\left(1+O\left(e_{0}^{2}\right)\right) \mathrm{e}^{i u}-\left(1+O\left(e_{0}^{2}\right)\right) \mathrm{e}^{-i u}=1-\mathrm{e}^{-i u}+O\left(e_{0}^{2}\right) \\
& \mathrm{e}^{-a^{2} \mathrm{e}^{-i u}}=\mathrm{e}^{-\left(1+O\left(e_{0}^{2}\right)\right) \mathrm{e}^{-i u}}=\mathrm{e}^{-\mathrm{e}^{-i u}}\left(1+O\left(e_{0}^{2}\right)\right)
\end{aligned}
$$

therefore

$$
\begin{aligned}
{\left[\frac{2 a^{2}}{e_{0}} \mathrm{e}^{\frac{e_{0}^{2}}{4 a^{2}} \mathrm{e}^{i u}-a^{2} \mathrm{e}^{-i u}}\right] \tilde{r}(u) } & =\frac{2}{e_{0}}\left(1+O\left(e_{0}^{2}\right)\right)\left(1+O\left(e_{0}^{2}\right)\right) \mathrm{e}^{-\mathrm{e}^{-i u}}\left(1+O\left(e_{0}^{2}\right)\right)\left[1-\mathrm{e}^{-i u}+O\left(e_{0}^{2}\right)\right] \\
& =\frac{2}{e_{0}} \mathrm{e}^{-\mathrm{e}^{-i u}}\left[1-\mathrm{e}^{-i u}+O\left(e_{0}^{2}\right)\right]\left(1+O\left(e_{0}^{2}\right)\right)
\end{aligned}
$$

$$
=\frac{2}{e_{0}} \mathrm{e}^{-\mathrm{e}^{-i u}}\left(1-\mathrm{e}^{-i u}\right)\left(1+O\left(e_{0}^{2}\right)\right)+\mathrm{e}^{-\mathrm{e}^{-i u}} O\left(e_{0}\right)
$$

From this, we can rewrite (2.89) as

$$
\begin{align*}
& \tilde{L}_{1}-L_{1,-1} \mathrm{e}^{-i \alpha_{0}} \\
& =\mathrm{e}^{-\frac{G_{0}^{3}}{3}} \frac{\sqrt{2 \pi}}{2 \pi} G_{0}^{-1 / 2}\left(1+O\left(e_{0}^{2}\right)\right) \frac{2}{e_{0}} \int_{0}^{2 \pi}\left[\mathrm{e}^{-\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}}-1+\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}\right] \mathrm{e}^{-\mathrm{e}^{-i u}} \mathrm{e}^{-i u}\left(1-\mathrm{e}^{-i u}\right) d u+\tilde{\mathcal{E}}_{2}+\tilde{\mathcal{E}}_{1} \tag{2.91}
\end{align*}
$$

with

$$
\tilde{\mathcal{E}}_{2}=\mathrm{e}^{-\frac{G_{0}^{3}}{3}} O\left(e_{0}\right) \frac{\sqrt{2 \pi}}{2 \pi} G_{0}^{-1 / 2} \int_{0}^{2 \pi}\left[\mathrm{e}^{\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}}-1-\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}\right] \mathrm{e}^{-i u} \mathrm{e}^{-\mathrm{e}^{-i u}} d u
$$

and since $\left|\mathrm{e}^{-i u} \mathrm{e}^{-\mathrm{e}^{-i u}}\right| \leq \mathrm{e}, \mathrm{e}^{z}-1-z \leq|z|^{2} \mathrm{e}^{|z|}$ and $e_{0} G_{0}=\lambda$ we have

$$
\begin{equation*}
\left|\tilde{\mathcal{E}}_{2}\right| \leq K \lambda^{2} \mathrm{e}^{2 \lambda} G_{0}^{-1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} e_{0} \leq K \lambda^{3} \mathrm{e}^{2 \lambda} G_{0}^{-3 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}} \tag{2.92}
\end{equation*}
$$

It remains to compute the integral in (2.91). It can be expressed as the sum of three integrals as follows

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{0}^{2 \pi} {\left[\mathrm{e}^{-\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}}-1+\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}\right] \mathrm{e}^{-\mathrm{e}^{-i u}} \mathrm{e}^{-i u}\left(1-\mathrm{e}^{-i u}\right) d u } \\
& \quad=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{-\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}} \mathrm{e}^{-\mathrm{e}^{-i u}} \mathrm{e}^{-i u}\left(1-\mathrm{e}^{-i u}\right) d u \\
&-\frac{1}{2 \pi} \int_{0}^{2 \pi}(1-\lambda) \mathrm{e}^{-\mathrm{e}^{-i u}} \mathrm{e}^{-i u}\left(1-\mathrm{e}^{-i u}\right) d u \\
& \quad-\frac{1}{2 \pi} \int_{0}^{2 \pi} \lambda(\cos u) \mathrm{e}^{-i \alpha_{0}} \mathrm{e}^{-\mathrm{e}^{-i u}} \mathrm{e}^{-i u}\left(1-\mathrm{e}^{-i u}\right) d u \tag{2.93}
\end{align*}
$$

To compute the first of these three integrals we notice that

$$
\begin{align*}
\mathrm{e}^{-\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}} \mathrm{e}^{-\mathrm{e}^{-i u}} & =\mathrm{e}^{-\lambda \mathrm{e}^{-i \alpha_{0}}} \mathrm{e}^{\lambda \cos u \mathrm{e}^{-i \alpha_{0}}} \mathrm{e}^{-\mathrm{e}^{-i u}} \\
& =\mathrm{e}^{-\lambda \mathrm{e}^{-i \alpha_{0}}} \mathrm{e}^{(\lambda / 2) \mathrm{e}^{-i \alpha_{0}}\left(\mathrm{e}^{i u}+\mathrm{e}^{-i u}\right)} \mathrm{e}^{-\mathrm{e}^{-i u}} \\
& =\mathrm{e}^{-\lambda \mathrm{e}^{-i \alpha_{0}}} \mathrm{e}^{A \mathrm{e}^{i u}} \mathrm{e}^{(A-1) \mathrm{e}^{-i u}} \tag{2.94}
\end{align*}
$$

with

$$
A=\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}}
$$

Therefore, using expression (2.94) we see that, to compute the first integral in (2.93) is equivalent to

$$
\mathrm{e}^{-\lambda \mathrm{e}^{-i \alpha_{0}}}\left(\mathcal{N}_{1}-\mathcal{N}_{2}\right)
$$

where $\mathcal{N}_{1}$ and $\mathcal{N}_{2}$ are the first two Fourier coefficients of the function

$$
\mathcal{N}(u)=\mathrm{e}^{A \mathrm{e}^{i u}} \mathrm{e}^{(A-1) \mathrm{e}^{-i u}}=\sum_{q \in \mathbb{Z}} \mathcal{N}_{q} \mathrm{e}^{i q u}
$$

Expanding in Taylor series we have

$$
\mathcal{N}(u)=\sum_{j=0}^{\infty} \frac{\left(A \mathrm{e}^{i u}\right)^{j}}{j!} \sum_{k=0}^{\infty} \frac{\left[(A-1) \mathrm{e}^{-i u}\right]^{k}}{k!}
$$

then the Fourier coefficient $\mathcal{N}_{1}$ is given by

$$
\mathcal{N}_{1} \mathrm{e}^{i u}=\sum_{j=1}^{\infty} \frac{\left(A \mathrm{e}^{i u}\right)^{j}}{j!} \frac{\left[(A-1) \mathrm{e}^{-i u}\right]^{j-1}}{(j-1)!}=A \sum_{j=1}^{\infty} \frac{[A(A-1)]^{j-1}}{j!(j-1)!} \mathrm{e}^{i u}=A W^{\prime}(A(A-1)) \mathrm{e}^{i u}
$$

and the Fourier coefficient $\mathcal{N}_{2}$ is given by

$$
\mathcal{N}_{2} \mathrm{e}^{2 i u}=\sum_{j=2}^{\infty} \frac{\left(A \mathrm{e}^{i u}\right)^{j}}{j!} \frac{\left[(A-1) \mathrm{e}^{-i u}\right]^{j-2}}{(j-2)!}=A^{2} \sum_{j=2}^{\infty} \frac{[A(A-1)]^{j-2}}{j!(j-2)!} \mathrm{e}^{2 i u}=A^{2} W^{\prime \prime}(A(A-1)) \mathrm{e}^{2 i u}
$$

where

$$
W(w)=\sum_{n=0}^{\infty} \frac{w^{n}}{(w!)^{2}}
$$

and its properties are detailed in appendix B. With these two Fourier coefficients we have that

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}}} \mathrm{e}^{-\mathrm{e}^{-i u}} \mathrm{e}^{-i u}\left(1-\mathrm{e}^{-i u}\right) d u & = \\
& \mathrm{e}^{-\lambda \mathrm{e}^{-i \alpha_{0}}}\left[A W^{\prime}(A(A-1))-A^{2} W^{\prime \prime}(A(A-1))\right]
\end{aligned}
$$

Using the expressions for $W^{\prime}$ and $W^{\prime \prime}$ given in (B.24) and (B.26) we have

$$
\begin{aligned}
A W^{\prime}(A(A-1)) & =\frac{2 A}{ \pm 2 i \sqrt{A(A-1)}} J_{1}( \pm 2 i \sqrt{A(A-1)}) \\
A^{2} W^{\prime \prime}(A(A-1)) & =\frac{A}{A-1}\left(J_{0}( \pm 2 i \sqrt{A(A-1)})-\frac{2}{ \pm 2 i \sqrt{A(A-1)}} J_{1}( \pm 2 i \sqrt{A(A-1)})\right)
\end{aligned}
$$

then,

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{-\lambda(1-\cos u) \mathrm{e}^{-i \alpha_{0}} \mathrm{e}^{-\mathrm{e}^{-i u}} \mathrm{e}^{-i u}\left(1-\mathrm{e}^{-i u}\right) d u} \\
& =\mathrm{e}^{-\lambda \mathrm{e}^{-i \alpha_{0}}}\left[\frac{2 A}{ \pm 2 i \sqrt{A(A-1)}} J_{1}( \pm 2 i \sqrt{A(A-1)})\left(1+\frac{1}{A-1}\right)-\frac{A}{A-1} J_{0}( \pm 2 i \sqrt{A(A-1)})\right] \\
& =\mathrm{e}^{-\lambda \mathrm{e}^{-i \alpha_{0}}} \frac{A}{A-1}\left[\frac{2 A}{ \pm 2 i \sqrt{A(A-1)}} J_{1}( \pm 2 i \sqrt{A(A-1)})-J_{0}( \pm 2 i \sqrt{A(A-1)})\right] \tag{2.95}
\end{align*}
$$

where

$$
\begin{align*}
\frac{A}{A-1} & =\frac{A}{A-1} \cdot \frac{\bar{A}-1}{\bar{A}-1}=\frac{|A|^{2}-A}{|A-1|^{2}}=\frac{\lambda^{2}-2 \lambda \mathrm{e}^{-i \alpha_{0}}}{\lambda^{2}-4 \lambda \cos \alpha_{0}+4}  \tag{2.96}\\
A(A-1) & =-\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}}\left(1-\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}}\right) . \tag{2.97}
\end{align*}
$$

Now, the second integral in (2.93) is clearly equal to zero, since the function $\mathrm{e}^{-\mathrm{e}^{-i u}}$ has no positive harmonics. The third integral, can be written as

$$
\begin{aligned}
-\frac{\lambda}{2} \mathrm{e}^{-i \alpha_{0}} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left(\mathrm{e}^{i u}+\mathrm{e}^{-i u}\right) \mathrm{e}^{-\mathrm{e}^{-i u}} \mathrm{e}^{-i u}\left(1-\mathrm{e}^{-i u}\right) d u & =A \frac{1}{2 \pi} \int_{0}^{2 \pi}\left(1+\mathrm{e}^{-2 i u}\right) \mathrm{e}^{-\mathrm{e}^{-i u}}\left(1-\mathrm{e}^{-i u}\right) d u \\
& =A \frac{1}{2 \pi} \int_{0}^{2 \pi}\left(1-\mathrm{e}^{-i u}+\mathrm{e}^{-2 i u}-\mathrm{e}^{-3 i u}\right) \mathrm{e}^{-\mathrm{e}^{-i u}} d u \\
& =A
\end{aligned}
$$

Substituting this and (2.95) in expression (2.93) we have by (2.91) that
$\tilde{L}_{1}-L_{1,-1} \mathrm{e}^{-i \alpha_{0}}$

$$
\begin{align*}
& =\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 2 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2}\left(1+O\left(e_{0}^{2}\right)\right)\left[\mathrm{e}^{-\lambda \mathrm{e}^{-i \alpha_{0}}} \frac{A}{A-1}\left[\frac{2 A}{ \pm 2 i \sqrt{A(A-1)}} J_{1}( \pm 2 i \sqrt{A(A-1)})-J_{0}( \pm 2 i \sqrt{A(A-1)})\right]+A\right] \\
& +\tilde{\mathcal{E}}_{2}+\tilde{\mathcal{E}}_{1} \\
& =\mathrm{e}^{-\frac{G_{0}^{3}}{3}} 2 \sqrt{2 \pi} \lambda^{-1} G_{0}^{1 / 2}\left[\mathrm{e}^{-\lambda \mathrm{e}^{-i \alpha_{0}}} \frac{A}{A-1}\left[\frac{2 A}{ \pm 2 i \sqrt{A(A-1)}} J_{1}( \pm 2 i \sqrt{A(A-1)})-J_{0}( \pm 2 i \sqrt{A(A-1)})\right]+A\right] \\
& +\tilde{\mathcal{E}}_{3}+\tilde{\mathcal{E}}_{2}+\tilde{\mathcal{E}}_{1} \tag{2.98}
\end{align*}
$$

where

$$
\left|\tilde{\mathcal{E}}_{3}\right| \leq K e_{0}^{2} G_{0}^{1 / 2} \mathrm{e}^{-\frac{G_{0}^{3}}{3}}
$$

with $K=K(\lambda)$. From the expression for $L_{1,-1}$ given in (2.63) and using equation (2.98) along with proposition 2.20 we get the proof of proposition 2.24

Analogously as we did in lemma 2.9 we have the next lemma
Lemma 2.25. Let $\mathcal{L}$ be given by (2.7) and $q \in \mathbb{N}, q \geq 2, c \geq 1, \gamma_{4}$ be given in proposition 2.21 and $\lambda$ real positive constant. If

$$
G_{0} \geq\left\{32,(24 \lambda)^{1 / 3},(3 c)^{2 / 3}, 8 \lambda^{-1},\left(2^{4} \lambda\right)^{1 / 3}, 2^{3 / 2}, 2\left(\gamma_{4} \lambda\right)^{1 / 3},\left(2^{5} \gamma_{4}\right)^{1 / 4}\right\}
$$

Then, there exist a positive constant $K$ depending on $\lambda$, such that if $e_{0} G_{0}=\lambda$,

$$
\begin{equation*}
\mathcal{L}=L_{0}\left(\alpha_{0}\right)+2 \Re\left\{\mathrm{e}^{i t_{0}} L_{1}\left(\alpha_{0}\right)+\mathcal{E}\left(t_{0}, \alpha_{0}\right)\right\} \tag{2.99}
\end{equation*}
$$

where

$$
\left|\mathcal{E}\left(t_{0}, \alpha_{0}\right)\right| \leq K G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3 \frac{4}{9}}}
$$

Proof. From the formula for the Melnikov potential (2.7), we can write directly equation (2.99) by defining

$$
\mathcal{E}\left(t_{0}, \alpha_{0}\right)=\sum_{q \geq 2} L_{q} \mathrm{e}^{i q t_{0}}
$$

Then, by proposition 2.23 we have

$$
\begin{aligned}
\left|\mathcal{E}\left(t_{0}, \alpha_{0}\right)\right| & \leq \sum_{q \geq 2} K \lambda^{2} G_{0}^{-1 / 2} \mathrm{e}^{q \sqrt{1-e_{0}^{2}}}\left(4 G_{0} \lambda^{-1}\right)^{q} \mathrm{e}^{-q G_{0}^{3} \frac{2}{9}} \\
& \leq K \lambda^{2} G_{0}^{-1 / 2} \sum_{q \geq 2}\left(\mathrm{e}^{\sqrt{1-e_{0}^{2}}} 4 G_{0} \lambda^{-1} \mathrm{e}^{-G_{0}^{3} \frac{2}{9}}\right)^{q} \\
& \leq 2 K G_{0}^{-1 / 2}\left(\mathrm{e}^{\sqrt{1-e_{0}^{2}}} 4 G_{0} \lambda^{-1} \mathrm{e}^{-G_{0}^{3} \frac{2}{9}}\right)^{2} \\
& \leq 2 K G_{0}^{-1 / 2} \mathrm{e}^{2 \sqrt{1-e_{0}^{2}}} 16 G_{0}^{2} \lambda^{-2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}} \\
& \leq K G_{0}^{3 / 2} \mathrm{e}^{-G_{0}^{3} \frac{4}{9}}
\end{aligned}
$$

the third bound is possible since for $G_{0} \geq 32$ we have $\mathrm{e}^{\sqrt{1-e_{0}^{2}}} 4 G_{0} \lambda^{-1} \mathrm{e}^{-G_{0}^{3} \frac{2}{9}}<1 / 2$. This concludes the proof of lemma 2.25 .

Finally, theorem 2.19 and therefore theorem 1.6 is a direct consequence of proposition 2.24 and lemma 2.25 . The condition imposed on $G_{0}$ in theorem 1.6 is obtained simply by noticing that $\gamma_{4}<3$, from its definition given in proposition 2.21.

## Appendices

## Appendix A

## Change to complex integral

The aim of this appendix is to show how a change of path in the integral (2.4) can be made to pursue a good estimation. So, let us call that integral

$$
\begin{equation*}
I(q, m, n)=\int_{-\infty}^{\infty} \frac{\mathrm{e}^{i q \frac{G_{0}^{3}}{2}\left(\tau+\frac{\tau^{3}}{3}\right)}}{(\tau-i)^{2 m}(\tau+i)^{2 n}} d \tau \tag{A.1}
\end{equation*}
$$

We will write

$$
\begin{equation*}
h(\tau)=i\left(\frac{\tau^{3}}{3}+\tau\right) \tag{A.2}
\end{equation*}
$$

Since the integral $I$ involves an exponential, it will be useful a Laplace type method (see [Erd56]) of integration. In particular when $\Im(h(\tau))=0$. So, let us define the path

$$
\begin{equation*}
\Gamma=\Gamma_{1} \cup \Gamma_{2} \cup \Gamma_{3} \cup \Gamma_{4} \cup \Gamma_{5} \tag{A.3}
\end{equation*}
$$

where $\varepsilon>0$ and $c$ is taken such that $c \geq 1$ and $c \varepsilon<1$ :

$$
\begin{align*}
& \Gamma_{1}=\{\tau \in \mathbb{C} \mid \Im(h(\tau))=0\} \cap\left\{\tau \in \mathbb{C} \mid \Re(\tau) \leq \Re\left(-\bar{\tau}^{*}\right)\right\} \\
& \Gamma_{5}=\{\tau \in \mathbb{C} \mid \Im(h(\tau))=0\} \cap\left\{\tau \in \mathbb{C} \mid \Re(\tau) \geq \Re\left(\tau^{*}\right)\right\} \\
& \Gamma_{2}=\{\tau \in \mathbb{C} \mid \Im(h(\tau))=0\} \cap\left\{\tau \in \mathbb{C} \mid \Re\left(-\bar{\tau}^{*}\right) \leq \Re(\tau) \leq 0\right\} \cap\{\tau \in \mathbb{C}| | \tau-i \mid \geq c \varepsilon\} \\
& \Gamma_{4}=\{\tau \in \mathbb{C} \mid \Im(h(\tau))=0\} \cap\left\{\tau \in \mathbb{C} \mid 0 \leq \Re(\tau) \leq \Re\left(\tau^{*}\right)\right\} \cap\{\tau \in \mathbb{C}| | \tau-i \mid \geq c \varepsilon\} \\
& \Gamma_{3}=\{\tau \in \mathbb{C} \mid \Im(h(\tau)) \leq 0\} \cap\{\tau \in \mathbb{C}| | \tau-i \mid=c \varepsilon\} \tag{A.4}
\end{align*}
$$



By means of the Cauchy-Goursat theorem and a limit argument, it can be shown that the integral $I(q, m, n)$, defined in (A.1), which is taken over the real axis, is equal to the one taken over the path $\Gamma$ thinking of $\tau$ as a complex number (see [LS80a]). In fact, by the same argument, its value does not depend on $\varepsilon$.

The positive branch of the hyperbola defined by $\Im(h(\tau))=0$ intersects the circumference of radius $\varepsilon$ in two points that can be expressed as $C$ and $-\bar{C}$ and rigorously are defined in the following way

$$
\begin{align*}
\{C\} & =\Gamma_{3} \cap \Gamma_{4}  \tag{A.5}\\
\{-\bar{C}\} & =\Gamma_{3} \cap \Gamma_{2} \tag{A.6}
\end{align*}
$$

Since the integral over $\Gamma$ does not depend on $\varepsilon$, we will choose a particular value of $\varepsilon$ to bound $I(q, m, n)$ and consequently $N(q, m, n)$ defined in (2.4). Later on, in proposition 2.4 we will just compute the $\varepsilon$-independent terms.

It is not difficult to see that if we define the function

$$
\begin{equation*}
u(\tau)=h(i)-h(\tau)=-\frac{2}{3}-i\left(\frac{\tau^{3}}{3}+\tau\right)=(\tau-i)^{2}-\frac{i}{3}(\tau-i)^{3} \tag{A.7}
\end{equation*}
$$

then

$$
u\left(\Gamma_{1} \cup \Gamma_{2}\right), u\left(\Gamma_{4} \cup \Gamma_{5}\right) \subset \mathbb{R}_{0}^{+}
$$

Moreover, if $\tau^{-} \in \Gamma_{1} \cup \Gamma_{2}$ then $\tau^{+}=-\bar{\tau}^{-} \in \Gamma_{4} \cup \Gamma_{5}$ and

$$
u\left(\tau^{-}\right)=u\left(\tau^{+}\right)
$$

On the other hand one can see that $u$ is an increasing function while moving along $\Gamma_{1} \cup \Gamma_{2}$ or $\Gamma_{4} \cup \Gamma_{5}$ in the direction of increasing imaginary part. Therefore in $\mathbb{R}_{0}^{+} u$ has two inverses; $\tau^{+}$and $\tau_{-}$. Before writing them down let us notice that the point $C$ defined in (A.5) can be written as

$$
\begin{equation*}
C=i+\varepsilon c \mathrm{e}^{i \theta_{\varepsilon}} \quad \text { with } \quad \theta_{\varepsilon} \in(0, \pi / 2) \tag{A.8}
\end{equation*}
$$

and in coordinates $u$, defined in (A.7), has the expression

$$
\begin{equation*}
u(C)=\varepsilon^{2} c^{2} \mathrm{e}^{2 i \theta_{\varepsilon}}-\frac{\varepsilon^{3} c^{3}}{3} i \mathrm{e}^{3 i \theta_{\varepsilon}}=O\left(\varepsilon^{2} c^{2}\right) \tag{A.9}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
u(C)=|u(C)|=\varepsilon^{2} c^{2}\left|1-\frac{\varepsilon}{3} i \mathrm{e}^{i \theta_{\varepsilon}}\right|=\varepsilon^{2} c^{2} k_{\varepsilon} \tag{A.10}
\end{equation*}
$$

with $1 \leq k_{\varepsilon}$. To see this, just consider

$$
\begin{aligned}
k_{\varepsilon}=\left|1-\frac{\varepsilon c}{3} i \mathrm{e}^{i \theta_{\varepsilon}}\right| & =\left|1-\frac{\varepsilon c}{3} i\left(\cos \theta_{\varepsilon}+i \sin \theta_{\varepsilon}\right)\right| \\
& =\left|1-\frac{\varepsilon c}{3}\left(i \cos \theta_{\varepsilon}-\sin \theta_{\varepsilon}\right)\right| \\
& =\left|1+\frac{\varepsilon c}{3} \sin \theta_{\varepsilon}-i \frac{\varepsilon c}{3} \cos \theta_{\varepsilon}\right| \\
& =\sqrt{\left(1+\frac{\varepsilon c}{3} \sin \theta_{\varepsilon}\right)^{2}+\left(\frac{\varepsilon c}{3} \cos \theta_{\varepsilon}\right)^{2}} \geq 1
\end{aligned}
$$

since by construction, $\theta_{\varepsilon} \in(0, \pi / 2)$ and then $0<\sin \theta_{\varepsilon}$.
Now, we can write the inverses of the function $u$

$$
\begin{array}{rlrl}
\tau^{+}:[u(C),+\infty) & \rightarrow \Gamma_{4} \cup \Gamma_{5} & \tau^{-}:[u(C),+\infty) & \rightarrow \Gamma_{1} \cup \Gamma_{2}  \tag{A.11}\\
u & u \longrightarrow \xi(u)+i \eta(u) & u \longrightarrow-\xi(u)+i \eta(u)
\end{array}
$$

The change (A.7) is useful over $\Gamma_{1} \cup \Gamma_{2}$ and $\Gamma_{4} \cup \Gamma_{5}$, thus performing this change in (2.4), we have that for any $\varepsilon>0$

$$
\begin{equation*}
N(q, m, n)=\frac{d_{m, n} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}}}{G_{0}^{2 m+2 n-1}}\left[\int_{u(C)}^{\infty}\left[F_{m, n}^{+}(u)-F_{m, n}^{-}(u)\right] \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u+(-i) \mathrm{e}^{q \frac{G_{0}^{3}}{3}} \int_{\Gamma_{3}} f_{m, n}^{q}(\tau) d \tau\right] \tag{A.12}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{m, n}=i 2^{m+n}\binom{-1 / 2}{n}\binom{-1 / 2}{m} \tag{A.13}
\end{equation*}
$$

$$
\begin{align*}
F_{m, n}^{ \pm}(u) & =\frac{1}{\left(\tau^{ \pm}(u)-i\right)^{2 m+1}\left(\tau^{ \pm}(u)+i\right)^{2 n+1}}  \tag{A.14}\\
f_{m, n}^{q}(\tau) & =\frac{\mathrm{e}^{q \frac{G_{0}^{3}}{2} h(\tau)}}{(\tau-i)^{2 m}(\tau+i)^{2 n}} \tag{A.15}
\end{align*}
$$

Now a series of lemmas that will be useful.
Lemma A.1. Let $m, n \in \mathbb{Z}, m, n \geq 0$ and $d_{m, n}$ be defined by equation (A.13). Then

$$
\begin{array}{ll}
\left|d_{m, n}\right| \leq \mathrm{e}^{-1 / 2} 2^{m+n} & \text { if } m+n>0 \\
\left|d_{m, n}\right| \leq \mathrm{e}^{-1} 2^{m+n} & \text { if } m, n>0
\end{array}
$$

Proof. Let $s \in \mathbb{N}$, then

$$
\begin{aligned}
\left|\binom{-1 / 2}{s}\right| & =\left|\frac{(-1)^{s}}{s!}\left(\frac{1}{2}\right)\left(\frac{1}{2}+1\right) \cdots\left(\frac{1}{2}+s-1\right)\right| \\
& \left.=\frac{1}{2^{s}}\left[1 \cdot \frac{3}{2} \cdots \frac{2(s-1)}{s}\right]\right] \\
& \leq \frac{1}{2^{s}}\left(2-\frac{1}{s}\right)^{s} \\
& =\left(1-\frac{1}{2 s}\right)^{s} \\
& \leq \lim _{s \rightarrow \infty}\left(1-\frac{1}{2 s}\right)^{s} \\
& =\mathrm{e}^{-1 / 2}
\end{aligned}
$$

Using this inequality and equation (A.13) we have that, in the case $n+m>0, n$ and $m$ cannot be simultaneously zero and therefore the product of combinatorial is at most $\mathrm{e}^{-1 / 2}$ if neither of $m$ and $n$ is zero, then clearly, that product is bounded by $\mathrm{e}^{-1}$.

The next lemma, found in [Erd56], gives information of $\tau^{ \pm}(u)$ when $u \in \mathbb{C}$
Lemma A.2. A local expression for the inverses $\tau^{ \pm}$given in (A.11) is

$$
\begin{equation*}
\tau^{ \pm}(u)-i=\sum_{n=1}^{\infty} A_{n}( \pm \sqrt{u})^{n} \tag{A.16}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{n}=\frac{i^{n-1} \Gamma(3 n / 2-1)}{n!\Gamma(n / 2) 3^{n-1}} \tag{A.17}
\end{equation*}
$$

the series (A.16) is convergent whenever $|\sqrt{u}|<2 / \sqrt{3}$.
Lemma A.3. Let $\tau^{ \pm}$be defined by equations (A.11) and $u^{*}=(3+\sqrt{13}) / 6$. Then, for $u \in \mathbb{R}$ and $0<u<u^{*}$ we have that

$$
\left|\tau^{ \pm}(u)-i\right|<1
$$

and $\left|\tau^{ \pm}\left(u^{*}\right)-i\right|=1$. Moreover, for $u \in \mathbb{C}$ with $|\sqrt{u}| \leq \sqrt{2 / 3}$ we have that

$$
\left|\tau^{ \pm}(u)-i\right| \leq 1
$$

and the curve $\left|\tau^{ \pm}(u)-i\right|=1$ is contained in the ring

$$
\sqrt{\frac{2}{3}} \leq|\sqrt{u}| \leq \frac{2}{\sqrt{3}}
$$

Therefore the region $\left|\tau^{ \pm}(u)-i\right| \leq 1$ is contained in the disk $|\sqrt{u}| \leq 2 / \sqrt{3}$.

Proof. First we will consider the case where $u \in \mathbb{R}$, that is when $\Im(h(\tau(u)))=0$. Let us write

$$
\begin{equation*}
\tau=\xi+i \eta \tag{A.18}
\end{equation*}
$$

from this we have

$$
h(\tau)=i\left(\frac{\tau^{3}}{3}+\tau\right)=-\eta\left(1+\xi^{2}-\frac{\eta^{2}}{3}\right)+i\left(\xi+\frac{\xi^{3}}{3}-\eta^{2} \xi\right)
$$

and then

$$
\Im(h(\tau))=\xi+\frac{\xi^{3}}{3}-\eta^{2} \xi
$$

from this equation, $\Im(h(\tau))=0$ if

$$
\begin{equation*}
\eta= \pm \sqrt{1+\frac{\xi^{2}}{3}} \tag{A.19}
\end{equation*}
$$

The positive sign in the last equation correspond clearly to the positive branch of a hyperbola. Having this in mind, equation (A.7) can be expressed as

$$
\begin{equation*}
u=-\frac{2}{3}+\eta\left(1+\xi^{2}-\frac{\eta^{2}}{3}\right)=-\frac{2}{3}+\frac{\eta}{3}\left(8 \eta^{2}-6\right) \tag{A.20}
\end{equation*}
$$

Let $\tau_{*}^{ \pm}= \pm \xi_{*}+i \eta_{*}$ be such that $\Im\left(h\left(\tau_{*}^{ \pm}\right)\right)=0$ and

$$
\left|\tau_{*}^{ \pm}-i\right|=1
$$

or, using equation (A.19) (we are only interested in the positive branch of the hyperbola)

$$
\xi_{*}^{2}+\left(\sqrt{1+\frac{\xi_{*}^{2}}{3}}-1\right)^{2}-1=0
$$

from where

$$
\xi_{*}^{2}=\frac{3}{8}(\sqrt{13}-1)
$$

and then by equation (A.19), since we are only interested in the positive branch of the hyperbola

$$
\eta_{*}=\sqrt{1+\frac{1}{8}(\sqrt{13}-1)}=\frac{1}{4}(1+\sqrt{13})
$$

with this, we define, by means of equation (A.20)

$$
u^{*}=u\left(\tau_{*}^{ \pm}\right)=-\frac{2}{3}+\frac{1}{24}(1+\sqrt{13})^{3}-\frac{1}{2}(1+\sqrt{13})=\frac{1}{6}(3+\sqrt{13}) \approx 1.1009
$$

By construction $\left|\tau^{ \pm}\left(u^{*}\right)-i\right|=1$. Also, we have, as expected that $\sqrt{u^{*}} \approx 1.0492<2 / \sqrt{3}$.
It is clear from equation (A.20) that $u$ is a monotone increasing function of $\eta$ with $\eta \in[1,+\infty)$ therefore its inverse $\tau^{ \pm}(u)$ is a monotone increasing function of $u$ and then

$$
\left|\tau^{ \pm}(u)-i\right|=\sqrt{\xi(u)^{2}+(\eta(u)-1)^{2}}=\sqrt{4 \eta(u)^{2}-2(1+\eta(u))}
$$

is a monotone increasing function of $u$. This completes the case $u \in \mathbb{R}$.
Now, let $u \in \mathbb{C}$. If we fix

$$
\begin{equation*}
\tau^{ \pm}-i=s \mathrm{e}^{i \theta} \quad \theta \in[0,2 \pi) \quad 0<s \leq 1 \tag{A.21}
\end{equation*}
$$

From equation (A.7) we have

$$
u(\tau)=(\tau-i)^{2}-\frac{i}{3}(\tau-i)^{3}
$$

and using (A.21)

$$
|u(\tau)|=s^{2}\left|1-\frac{i s}{3} \mathrm{e}^{i \theta}\right|=s^{2} \sqrt{1+\frac{s^{2}}{9}+\frac{2 s}{3} \sin \theta}
$$

From where, since $-1 \leq \sin \theta \leq 1$, we have

$$
\begin{aligned}
& \sqrt{u_{\max }}=\max _{|\tau-i|=s}|\sqrt{u(\tau)}|=s\left(1+\frac{s^{2}}{9}+\frac{2 s}{3}\right)^{1 / 4} \\
& \sqrt{u_{\min }}=\min _{|\tau-i|=s}|\sqrt{u(\tau)}|=s\left(1+\frac{s^{2}}{9}-\frac{2 s}{3}\right)^{1 / 4}
\end{aligned}
$$

and since the functions between brackets are increasing in $[0,1]$ we have that

$$
\begin{gathered}
\sqrt{u_{\max }} \leq \sqrt{u_{\max }^{*}}=\max _{|\tau-i|=1}|\sqrt{u(\tau)}|=\frac{2}{\sqrt{3}} \\
\sqrt{u_{\min }} \leq \sqrt{u_{\min }^{*}}=\min _{|\tau-i|=1}|\sqrt{u(\tau)}|=\sqrt{\frac{2}{3}}
\end{gathered}
$$

From these equations we conclude two things. First, that the interior of the curve defined by

$$
\tau^{ \pm}(u)-i=\mathrm{e}^{i \theta} \quad \theta \in[0,2 \pi)
$$

contains all the points such that $\left|\tau^{ \pm}(u)-i\right| \leq 1$. Second, that the circle $|\sqrt{u}|=\sqrt{u_{\min }^{*}}$ lies entirely in the interior of that curve. From these two points it is clear now that if $|\sqrt{u}| \leq \sqrt{u_{\text {min }}^{*}}$ then $\left|\tau^{ \pm}(u)-i\right| \leq 1$ and that the curve

$$
\left|\tau^{ \pm}(u)-i\right|=1
$$

is contained in the ring $\sqrt{u_{\text {min }}^{*}} \leq|\sqrt{u}| \leq \sqrt{u_{\max }^{*}}$, wich conclude the proof.

The next lemma is a straightforward observation from lemma A. 2 and $\tau^{ \pm}(0)=i$
Lemma A.4. Let $F_{m, n}^{ \pm}(u)$ defined by (A.14), then

$$
\begin{equation*}
F_{m, n}^{ \pm}(u)=( \pm \sqrt{u})^{-2 m-1} \sum_{j=0}^{\infty} d_{j}^{n, m}( \pm \sqrt{u})^{j} \tag{A.22}
\end{equation*}
$$

This series is convergent for $|\sqrt{u}|<\sqrt{2 / 3}$. Equation (A.22) defines the constants $d_{j}^{n, m}$, in particular $d_{0}^{n, m}=1 /(2 i)^{2 n+1}$.
Proof. From equation (A.16) we have that

$$
\begin{aligned}
& \left(\tau^{ \pm}(u)-i\right)^{2 m+1}=\left[\sum_{k=1}^{\infty} A_{k}( \pm \sqrt{u})^{k}\right]^{2 m+1} \\
& \left(\tau^{ \pm}(u)+i\right)^{2 n+1}=\left[2 i+\sum_{k=1}^{\infty} A_{k}( \pm \sqrt{u})^{k}\right]^{2 n+1}
\end{aligned}
$$

from these equations we have

$$
\left(\tau^{ \pm}(u)-i\right)^{2 m+1}\left(\tau^{ \pm}(u)+i\right)^{2 n+1}=( \pm \sqrt{u})^{2 m+1} \sum_{j=0}^{\infty} B_{j}( \pm \sqrt{u})^{j}
$$

for some coefficients $B_{j}$. It is easy to see that

$$
B_{0}=(2 i)^{2 n+1}\left(A_{1}\right)^{2 m+1}=(2 i)^{2 n+1}
$$

And therefore is possible to solve the equation

$$
\begin{equation*}
\sum_{j=0}^{\infty} d_{j}^{n, m}( \pm \sqrt{u})^{j}=\left[\sum_{j=0}^{\infty} B_{j}( \pm \sqrt{u})^{j}\right]^{-1}=( \pm \sqrt{u})^{2 m+1} F_{m, n}^{ \pm}(u) \tag{A.23}
\end{equation*}
$$

for $d_{j}^{n, m}$. In particular

$$
d_{0}^{n, m}=\frac{1}{B_{0}}=\frac{1}{(2 i)^{2 n+1}} .
$$

The series in equation (A.22) can be written as

$$
\begin{equation*}
T_{ \pm}(x):=x^{2 m+1} F_{m, n}^{ \pm}\left(x^{2}\right)=\sum_{j=0}^{\infty} d_{j}^{n, m} x^{j} \tag{A.24}
\end{equation*}
$$

We have already seen that $T_{ \pm}(0)=1 /(2 i)^{2 n+1}$. To find a radius where $T_{ \pm}$is analytic we look at the definition of $F_{m, n}^{ \pm}\left(x^{2}\right)$ given in equation (A.14) and notice that if $\left|\tau^{ \pm}\left(x^{2}\right)-i\right| \leq 1$, then by the triangle inequality we have that $1 \leq\left|\tau^{ \pm}\left(x^{2}\right)+i\right|$ and therefore $T_{ \pm}$would be analytic. By lemma A.3, we know that $\left|\tau^{ \pm}\left(x^{2}\right)-i\right| \leq 1$ whenever $x \leq \sqrt{2 / 3}$ or in other words, the series is convergent when $\sqrt{u} \leq \sqrt{2 / 3}$. This conclude the proof.

From equation (A.22) we have

$$
\begin{equation*}
F_{m, n}^{ \pm}(u)=( \pm \sqrt{u})^{-2 m-1} \sum_{j=0}^{2 m} d_{j}^{n, m}( \pm \sqrt{u})^{j}+g_{m, n}^{ \pm}( \pm \sqrt{u}) \tag{A.25}
\end{equation*}
$$

where the regular part of the function $F_{m, n}^{ \pm}(u)$ is given by

$$
\begin{equation*}
g_{m, n}^{ \pm}( \pm \sqrt{u})=( \pm \sqrt{u})^{-2 m-1} \sum_{j=2 m+1}^{\infty} d_{j}^{n, m}( \pm \sqrt{u})^{j} \tag{A.26}
\end{equation*}
$$

and $d_{j}^{n, m}$ are defined by equation (A.22).
Lemma A.5. Let $F_{m, n}^{ \pm}(u)$ defined by (A.14). Then for $u \in \mathbb{R}$ such that $0<u \leq u^{*}$, with $u^{*}$ defined in lemma A.3. Then

$$
(\sqrt{u})^{2 m+1}\left|F_{m, n}^{ \pm}(u)\right| \leq K_{1} \gamma_{1}^{\min \{m, n\}}<\gamma_{1}^{\min \{m, n\}}
$$

with $K_{1}=\sqrt{2 / 3}$ and $\gamma_{1}=2 / 3$.
Proof. From lemma A. 3 and the triangle inequality is easy to deduce that

$$
\begin{equation*}
1 \leq\left|\tau^{ \pm}(u)+i\right| \leq 3 \tag{A.27}
\end{equation*}
$$

However the upper bound can be refined. Since $\tau^{ \pm}(u)$ is a point over the hyperbola $\Im(h(\tau))=0$ its largest norm is reached when the hyperbola intersects the circle centered in $i$ with radius 1. These intersection points are

$$
z^{ \pm}= \pm \frac{1}{2} \sqrt{\frac{3}{2}(\sqrt{13}-1)}+\frac{i}{4}(1+\sqrt{13})
$$

and then

$$
\begin{equation*}
1 \leq\left|\tau^{ \pm}(u)+i\right| \leq\left|z^{ \pm}+i\right|=\sqrt{\frac{1}{2}(1+\sqrt{13})}<\frac{16}{10}<2 \tag{A.28}
\end{equation*}
$$

From these we have

$$
\begin{equation*}
\left|\frac{\sqrt{\tau^{ \pm}+2 i}}{\tau^{ \pm}+i}\right|=\left|\sqrt{\frac{\tau^{ \pm}+2 i}{\left(\tau^{ \pm}+i\right)^{2}}}\right|=\left|\left(\frac{1}{\tau^{ \pm}+i}+\frac{i}{\left(\tau^{ \pm}+i\right)^{2}}\right)^{1 / 2}\right| \leq(1+1)^{1 / 2}=2^{1 / 2} \tag{A.29}
\end{equation*}
$$

Now, from equation (A.7) we have

$$
u=\left(\tau^{ \pm}-i\right)^{2}\left(\tau^{ \pm}+2 i\right) \frac{1}{3 i}
$$

and then from equation (A.14),

$$
(\sqrt{u})^{2 m+1} F_{m, n}^{ \pm}(u)=\frac{1}{(\sqrt{3 i})^{2 m+1}} \frac{\left(\sqrt{\tau^{ \pm}(u)+2 i}\right)^{2 m+1}}{\left(\tau^{ \pm}(u)+i\right)^{2 n+1}} .
$$

From this equation we write down two different expressions depending on $n$ and $m$. These expressions are

$$
\begin{aligned}
& (\sqrt{u})^{2 m+1} F_{m, n}^{ \pm}(u)=\frac{1}{(\sqrt{3 i})^{2 m+1}}\left(\frac{\sqrt{\tau^{ \pm}+2 i}}{\tau^{ \pm}+i}\right)^{2 m+1}\left(\tau^{ \pm}+i\right)^{2(m-n)} \text { if } \quad m \leq n \\
& (\sqrt{u})^{2 m+1} F_{m, n}^{ \pm}(u)=\frac{1}{(\sqrt{3 i})^{2 m+1}}\left(\frac{\sqrt{\tau^{ \pm}+2 i}}{\tau^{ \pm}+i}\right)^{2 n+1}\left(\sqrt{\tau^{ \pm}+2 i}\right)^{2(m-n)} \quad \text { if } \quad m>n
\end{aligned}
$$

naturally, from (A.28) and (A.29) we have

$$
\begin{array}{ll}
(\sqrt{u})^{2 m+1}\left|F_{m, n}^{ \pm}(u)\right| \leq \frac{1}{3^{m+\frac{1}{2}}} 2^{m+\frac{1}{2}} & \text { if } \quad m \leq n \\
(\sqrt{u})^{2 m+1}\left|F_{m, n}^{ \pm}(u)\right| \leq \frac{1}{3^{m+\frac{1}{2}}} 2^{n+\frac{1}{2}} 3^{m-n} & \text { if } \quad m>n \tag{A.30}
\end{array}
$$

in this way, we have that

$$
\begin{align*}
& (\sqrt{u})^{2 m+1}\left|F_{m, n}^{ \pm}(u)\right| \leq\left(\frac{2}{3}\right)^{1 / 2}\left(\frac{2}{3}\right)^{m} \quad \text { if } \quad m \leq n  \tag{A.31}\\
& (\sqrt{u})^{2 m+1}\left|F_{m, n}^{ \pm}(u)\right| \leq\left(\frac{2}{3}\right)^{1 / 2}\left(\frac{2}{3}\right)^{n} \quad \text { if } \quad m>n
\end{align*}
$$

So, by letting $\gamma_{1}=2 / 3$ and $K_{1}=\sqrt{2 / 3}$ we have proved the lemma.
From the proof of this lemma, we can actually prove another one, very similar, that will be useful in the proof of the proposition 2.4
Lemma A.6. Let $F_{m, n}^{ \pm}(u)$ defined by (A.14). Then, for $u \in \mathbb{C}$ such that $|\sqrt{u}| \leq \sqrt{2 / 3}$. Then

$$
(\sqrt{u})^{2 m+1}\left|F_{m, n}^{ \pm}(u)\right| \leq K_{1} \gamma_{2}^{m}<\gamma_{2}^{m}
$$

with $K_{1}$ given in lemma A. 5 and $\gamma_{2}=4 / 3$.
Proof. Since $|\sqrt{u}| \leq \sqrt{2 / 3}$, by lemma A. 3 we have that $\left|\tau^{ \pm}(u)-i\right| \leq 1$ then by the triangle inequality, (A.27) is still valid, and therefore equation (A.30) becomes

$$
(\sqrt{u})^{2 m+1}\left|F_{m, n}^{ \pm}(u)\right| \leq \frac{1}{3^{m+\frac{1}{2}}} 2^{n+\frac{1}{2}} 4^{m-n}=\left(\frac{2}{3}\right)^{1 / 2}\left(\frac{4}{3}\right)^{m}\left(\frac{1}{2}\right)^{n} \quad \text { if } \quad m>n
$$

Then, in regard of inequality (A.31), we conclude the desired result.
The next lemma give us information about the coefficients $d_{j}^{n, m}$ defined in equation (A.22).
Lemma A.7. Let $d_{j}^{n, m}$ be defined by equation (A.22) and $u^{* *}=2 / 3$. Then

$$
\left|d_{j}^{n, m}\right| \leq \frac{1}{\left(\sqrt{u^{* *}}\right)^{j}} K_{1} \gamma_{2}^{m}<\frac{1}{\left(\sqrt{u^{* *}}\right)^{j}} \gamma_{2}^{m}
$$

where $K_{1}$ in lemma A. 5 and $\gamma_{2}$ in lemma A. 6.

Proof. The function $T_{ \pm}$defined in equation (A.24), by lemma A.4, is analytic for $\sqrt{u} \leq \sqrt{2 / 3}$.
Therefore, if $|x| \leq x_{\min }^{*}=\sqrt{u^{* *}}$ we can use the lemma A. 6 to get that $\left|T_{ \pm}(x)\right| \leq K_{1} \gamma_{2}^{m}$, then using Cauchy estimates we have

$$
\left|d_{j}^{n, m}\right| \leq \frac{1}{\left(\sqrt{u^{* *}}\right)^{j}} K_{1} \gamma_{2}^{m}
$$

With this lemma is possible to prove the next one.
Lemma A.8. Let $g_{m, n}^{ \pm}( \pm \sqrt{u})$ as in equation (A.26), $0<\beta<1$ and $0<\sqrt{u}<\beta \sqrt{u^{* *}}<\sqrt{u^{* *}}$. Then

$$
\left|g_{m, n}^{ \pm}( \pm \sqrt{u})\right|<\frac{K_{1}}{1-\beta} \gamma_{2}^{m}\left(\sqrt{u^{* *}}\right)^{-2 m-1}
$$

where $u^{* *}$ is given in lemma A.7, $K_{1}$ in lemma A. 5 and $\gamma_{2}$ in lemma A. 6 .
Proof. It is clear from equation (A.26) that

$$
g_{m, n}^{ \pm}( \pm \sqrt{u})=\sum_{s=0}^{\infty} d_{s+2 m+1}^{n, m}( \pm \sqrt{u})^{s}
$$

by hypothesis $0<\sqrt{u}<\beta \sqrt{u^{* *}}<\sqrt{u^{* *}}$, then by lemma A. 7

$$
\begin{aligned}
\left|g_{m, n}^{ \pm}( \pm \sqrt{u})\right| & \leq K_{1} \gamma_{2}^{m} \frac{1}{\left(\sqrt{u^{* *}}\right)^{2 m+1}} \sum_{s=0}^{\infty} \frac{1}{\left(\sqrt{u^{* *}}\right)^{s}}(\sqrt{u})^{s} \\
& \leq K_{1} \gamma_{2}^{m} \frac{1}{\left(\sqrt{u^{* *}}\right)^{2 m+1}} \sum_{s=0}^{\infty} \frac{1}{\left(\sqrt{u^{* *}}\right)^{s}}\left(\beta \sqrt{u^{* *}}\right)^{s} \\
& =K_{1} \gamma_{2}^{m} \frac{1}{\left(\sqrt{u^{* *}}\right)^{2 m+1}} \sum_{s=0}^{\infty} \beta^{s} \\
& =K_{1} \gamma_{2}^{m} \frac{1}{\left(\sqrt{u^{* *}}\right)^{2 m+1}} \frac{1}{1-\beta}
\end{aligned}
$$

which proves the lemma.

## Appendix B

## Proofs of Propositions 2.1, 2.3, <br> 2.4, 2.21 <br> $W$ function

## B. 1 Proof of Proposition 2.1

Lemma B.1. Let $q, n, m \in \mathbb{Z}, q, n, m \geq 0$ and

$$
\begin{align*}
I(q, m, n) & =\int_{-\infty}^{\infty} \frac{\mathrm{e}^{i q \frac{G_{0}^{3}}{2}\left(\tau+\frac{\tau^{3}}{3}\right)}}{(\tau-i)^{2 m}(\tau+i)^{2 n}} d \tau  \tag{B.1a}\\
N(q, m, n) & =\frac{2^{m+n}}{G_{0}^{2 m+2 n-1}}\binom{-1 / 2}{m}\binom{-1 / 2}{n} I(q, m, n) \tag{B.1b}
\end{align*}
$$

Let $k, l \in \mathbb{N}$ and $\tilde{L}, \tilde{S}$ be defined by

$$
\left.\left.\begin{array}{rl}
\tilde{L}(q, \quad k, \quad l) & =\tilde{c}_{q}^{2 l-k,-k} N(q, l-k,
\end{array}\right) \quad l\right)=\tilde{c}_{q}^{2 l-k,}{ }^{k} N(q, \quad l, l-k)
$$

where the constants appearing in (B.2) are defined by (2.3).
Then the Fourier coefficients defined in (2.5) satisfy

$$
\begin{align*}
L_{q, 0} & =\sum_{l \geq 1} \tilde{L}(q, 0, l)  \tag{B.3a}\\
L_{q, 1} & =\sum_{l \geq 2} \tilde{L}(q, 1, l)  \tag{B.3b}\\
L_{q,-1} & =\sum_{l \geq 2} \tilde{S}(q,-1,-l)  \tag{B.3c}\\
L_{q, k} & =\sum_{l \geq k} \tilde{L}(q, k . l) \quad \text { for } \quad k \geq 2  \tag{B.3d}\\
L_{q,-k} & =\sum_{l \geq k} \tilde{S}(q,-k,-l) \quad \text { for } \quad k \geq 2 \tag{B.3e}
\end{align*}
$$

Proof. We have from equation (1.47) that

$$
\begin{equation*}
\mathcal{L}=\tilde{\mathcal{L}}_{1}+\int_{-\infty}^{\infty}\left[\left(\frac{x_{h}^{2}}{2}\right)^{2} r_{0} \cos \left(\alpha_{h}-f\right)-\frac{x_{h}^{2}}{2}\right] d t \tag{B.4}
\end{equation*}
$$

where

$$
\tilde{\mathcal{L}}_{1}=\int_{-\infty}^{\infty} \frac{x_{h}^{2}}{\left[4+x_{h}^{4} r_{0}^{2}+4 x_{h}^{2} r_{0} \cos \left(\alpha_{h}-f\right)\right]^{1 / 2}} d t
$$

this can be written as
$\tilde{\mathcal{L}}_{1}=\int_{-\infty}^{\infty} \frac{x_{h}^{2}}{2}\left(1+\frac{x_{h}^{2}}{2} r_{0}\left(f\left(t+t_{0}\right)\right) \mathrm{e}^{i\left(\alpha_{h}-f\left(t+t_{0}\right)\right)}\right)^{-1 / 2}\left(1+\frac{x_{h}^{2}}{2} r_{0}\left(f\left(t+t_{0}\right)\right) \mathrm{e}^{-i\left(\alpha_{h}-f\left(t+t_{0}\right)\right)}\right)^{-1 / 2} d t$
using that

$$
\begin{equation*}
(1+z)^{-\frac{1}{2}}=\sum_{k=0}^{\infty}\binom{-1 / 2}{k} z^{k} \tag{B.5}
\end{equation*}
$$

we get that

$$
\tilde{\mathcal{L}}_{1}=\sum_{k \geq 0} \sum_{l \geq k} \tilde{L}_{k}^{l}+\sum_{k<0} \sum_{l \leq k} \tilde{S}_{k}^{l}
$$

where
$\tilde{L}_{k}^{l}=\frac{1}{2^{2 l-k+1}}\binom{-1 / 2}{l-k}\binom{-1 / 2}{l} \int_{-\infty}^{\infty} x_{h}^{4 l-2 k+2}\left[r_{0}\left(f\left(t+t_{0}\right)\right)\right]^{2 l-k} \mathrm{e}^{i k \alpha_{h}} \mathrm{e}^{-i k f\left(t+t_{0}\right)} d t ; \quad 0 \leq k \leq l$
$\tilde{S}_{k}^{l}=\frac{1}{2^{-2 l+k+1}}\binom{-1 / 2}{-l+k}\binom{-1 / 2}{-l} \int_{-\infty}^{\infty} x_{h}^{-4 l+2 k+2}\left[r_{0}\left(f\left(t+t_{0}\right)\right)\right]^{-2 l+k} \mathrm{e}^{i k \alpha_{h}} \mathrm{e}^{-i k f\left(t+t_{0}\right)} d t ; \quad l \leq k<0$.
With these expressions is easy to see that $\tilde{L}_{0}^{0}$ cancels out the last term in the integral (B.4) and that $\tilde{L}_{1}^{1}+\tilde{S}_{-1}^{-1}$ cancels the cosine term, so

$$
\begin{equation*}
\mathcal{L}=\sum_{l \geq 1} \tilde{L}_{0}^{l}+\sum_{l \geq 2} \tilde{L}_{1}^{l}+\sum_{l \leq-2} \tilde{S}_{-1}^{l}+\sum_{k>1} \sum_{l \geq k} \tilde{L}_{k}^{l}+\sum_{k<-1} \sum_{l \leq k} \tilde{S}_{k}^{l} \tag{B.6}
\end{equation*}
$$

Equation (2.3) allow us to expand in Fourier series the function

$$
\left[r_{0}\left(f\left(t+t_{0}\right)\right)\right]^{n} \mathrm{e}^{i m f\left(t+t_{0}\right)} .
$$

Considering this and performing the change of variable

$$
t=\frac{G_{0}^{3}}{2}\left(\tau+\frac{\tau^{3}}{3}\right)
$$

introduced in (1.33) one gets from the equation for $x_{h}$ given in (1.32a) and the function for $\alpha_{h}$ given in (1.32b) which implies

$$
\mathrm{e}^{i \alpha_{h}}=\frac{\tau-i}{\tau+i} \mathrm{e}^{i \alpha_{0}}
$$

that
$\tilde{L}_{k}^{l}=\mathrm{e}^{i k \alpha_{0}} \frac{2^{2 l-k}}{G_{0}^{4 l-2 k-1}}\binom{-1 / 2}{l-k}\binom{-1 / 2}{l} \sum_{q \in \mathbb{Z}} \mathrm{e}^{i q t_{0}} \tilde{c}_{q}^{2 l-k,-k} \int_{-\infty}^{\infty} \frac{\mathrm{e}^{i q \frac{G_{0}^{3}}{2}\left(\tau+\frac{\tau^{3}}{3}\right)}}{(\tau+i)^{2 l}(\tau-i)^{2 l-2 k}} d \tau ; \quad 0 \leq k \leq l$
$\tilde{S}_{k}^{l}=\mathrm{e}^{i k \alpha_{0}} \frac{2^{-2 l+k}}{G_{0}^{-4 l+2 k-1}}\binom{-1 / 2}{-l+k}\binom{-1 / 2}{-l} \sum_{q \in \mathbb{Z}} \mathrm{e}^{i q t_{0}} \tilde{c}_{q}^{-2 l+k,-k} \int_{-\infty}^{\infty} \frac{\mathrm{e}^{i q \frac{G_{0}^{3}}{2}\left(\tau+\frac{\tau^{3}}{3}\right)}}{(\tau-i)^{-2 l}(\tau+i)^{-2 l+2 k}} d \tau ; \quad l \leq k<0$
substituting now equations (B.7) in (B.6) we get in terms of the definitions (B.1) and (B.2) that

$$
\mathcal{L}=\sum_{q \in \mathbb{Z}} \sum_{l \geq 1} \mathrm{e}^{i q t_{0}} \tilde{L}(q, 0, l)
$$

$$
\begin{align*}
& +\sum_{q \in \mathbb{Z}} \sum_{l \geq 2} \mathrm{e}^{i\left(q t_{0}+\alpha_{0}\right)} \tilde{L}(q, 1, l)+\sum_{q \in \mathbb{Z}} \sum_{l \leq-2} \mathrm{e}^{i\left(q t_{0}-\alpha_{0}\right)} \tilde{S}(q,-1, l) \\
& +\sum_{q \in \mathbb{Z}} \sum_{k>1} \sum_{l \geq k} \mathrm{e}^{i\left(q t_{0}+k \alpha_{0}\right)} \tilde{L}(q, k . l)+\sum_{q \in \mathbb{Z}} \sum_{k<-1} \sum_{l \leq k} \mathrm{e}^{i\left(q t_{0}+k \alpha_{0}\right)} \tilde{S}(q, k, l) \tag{B.8}
\end{align*}
$$

If we use the equations for $L_{q, k}$ given in (B.3), the lemma becomes clear.

## B. 2 Proof of proposition 2.3

We will bound $N(q, m, n)$ by means of the expression (A.12) separating the terms in it. First take $u^{*}$ as in lemma A. 3 and choose

$$
\varepsilon=G_{0}^{-3 / 2}
$$

with $G_{0}>c^{2 / 3}$. We write down then

$$
\int_{u(C)}^{\infty} F_{m, n}^{ \pm}(u) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u=\int_{u^{*}}^{\infty} F_{m, n}^{ \pm}(u) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u+\int_{u(C)}^{u^{*}} F_{m, n}^{ \pm}(u) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u
$$

and bound independently the two terms in the right. We have

$$
\begin{align*}
\left|\int_{u(C)}^{u^{*}} F_{m, n}^{ \pm}(u) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u\right| & \leq \int_{G_{0}^{-3} c^{2} k_{\epsilon}}^{u^{*}}\left|F_{m, n}^{ \pm}(u)\right| \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u \quad(\text { by means of (A.10)) } \\
& \leq \int_{G_{0}^{-3} c^{2}}^{u *}\left|F_{m, n}^{ \pm}(u)\right| \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u \quad\left(k_{\epsilon} \geq 1\right) \\
& \leq K_{1} \gamma_{1}^{\min \{m, n\}} \int_{G_{0}^{-3} c^{2}}^{u *} u^{-m-\frac{1}{2}} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u \quad \text { (by lemma A.5) } \\
& \leq \gamma_{1}^{\min \{m, n\}} \frac{G_{0}^{3 m+\frac{3}{2}}}{c^{2 m+1}} \frac{2}{q G_{0}^{3}}\left[\mathrm{e}^{-q \frac{c^{2}}{2}}-\mathrm{e}^{-q \frac{G_{0}^{3}}{2} u^{*}}\right] \quad(c \geq 1) \\
& \leq 2 \gamma_{1}^{\min \{m, n\}} G_{0}^{3 m-\frac{3}{2}} \tag{B.9}
\end{align*}
$$

Now, using the definitions of $F_{m, n}^{ \pm}(u)$ given in (A.14) and $u^{*}$ in lemma A.3,

$$
\begin{align*}
\left|\int_{u^{*}}^{\infty} F_{m, n}^{ \pm}(u) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u\right| & \leq \int_{u^{*}}^{\infty} \frac{\mathrm{e}^{-q \frac{G_{0}^{3}}{2} u}}{\left|\left(\tau^{ \pm}(u)-i\right)^{2 m+1}\left(\tau^{ \pm}(u)+i\right)^{2 n+1}\right|} d u \\
& \leq \frac{2 \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u^{*}}}{q G_{0}^{3}} \frac{1}{\left|\tau^{ \pm}\left(u^{*}\right)-i\right|^{2 m+1}} \frac{1}{\left|\tau^{ \pm}\left(u^{*}\right)+i\right|^{2 n+1}} \\
& \leq 2 G_{0}^{-3} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u^{*}} \quad(\text { by lemma A.3) } \\
& \leq 2 G_{0}^{-3} \tag{B.10}
\end{align*}
$$

It remains only the last integral of (A.12) where the integrand is given in (A.15) and the domain $\Gamma_{3}$ in (A.4). The path $\Gamma_{3}$ can be parametrized by

$$
\begin{equation*}
\tau=i+c G_{0}^{-\frac{3}{2}} \mathrm{e}^{\mathrm{i} \theta} \quad \text { with } \theta \in\left[\theta_{1}, \theta_{2}\right]=\left[\pi-\theta_{\epsilon}, \theta_{\epsilon}\right] \tag{B.11}
\end{equation*}
$$

If we define

$$
\tilde{h}(\theta)=h(\tau(\theta))=i\left(\frac{\tau(\theta)^{3}}{3}+\tau(\theta)\right)
$$

a straightforward computation using (A.7) shows that

$$
\tilde{h}(\theta)=-\frac{2}{3}-G_{0}^{-3}\left(c^{2} \mathrm{e}^{2 i \theta}+\frac{1}{3 i} c^{3} G_{0}^{-\frac{3}{2}} \mathrm{e}^{3 i \theta}\right)
$$

and then

$$
\begin{align*}
\left|\mathrm{e}^{q \frac{G_{0}^{3}}{2} \tilde{h}(\theta)}\right| & =\mathrm{e}^{-\frac{q}{3} G_{0}^{3}} \mathrm{e}^{-\frac{q}{2} c^{2}\left(\cos 2 \theta+\frac{c}{3} G_{0}^{-\frac{3}{2}} \sin 3 \theta\right)} \\
& \leq \mathrm{e}^{-\frac{q}{3} G_{0}^{3}} \mathrm{e}^{\frac{q}{2} c^{2}\left(1+\frac{c}{3} G_{0}^{-\frac{3}{2}}\right)} \\
& \leq \mathrm{e}^{-\frac{q}{3} G_{0}^{3}} \mathrm{e}^{q c^{2}} \quad\left(\text { for } G_{0} \geq\left(c^{2} / 9\right)^{1 / 3}\right) \tag{B.12}
\end{align*}
$$

Note that over $\Gamma_{3}$ we have, for $G_{0} \geq c^{2 / 3}$, that

$$
\left|1+\frac{\tau-i}{2 i}\right| \geq 1-\left|\frac{\tau-i}{2 i}\right|=1-\frac{c}{2} G_{0}^{-3 / 2} \geq \frac{1}{2}
$$

and therefore

$$
\begin{equation*}
|\tau+i|^{2 n}=|2 i|^{2 n}\left|1+\frac{\tau-i}{2 i}\right|^{2 n} \geq 2^{2 n} \frac{1}{2^{2 n}}=1 \tag{B.13}
\end{equation*}
$$

Now, we can bound the last integral of (A.12)

$$
\begin{align*}
\left|\int_{\Gamma_{3}} \frac{\mathrm{e}^{q \frac{G_{0}^{3}}{2} h(\tau)}}{(\tau-i)^{2 m}(\tau+i)^{2 n}} d \tau\right| & \leq\left|\int_{\theta_{1}}^{\theta_{2}} \frac{\mathrm{e}^{q \frac{G_{0}^{3}}{2}} \tilde{h}(\theta)}{(\tau(\theta)-i)^{2 m}(\tau(\theta)+i)^{2 n}} i c G_{0}^{-\frac{3}{2}} \mathrm{e}^{i \theta} d \theta\right| \\
& \leq \int_{\theta_{1}}^{\theta_{2}} \frac{\left|\mathrm{e}^{q} \frac{G_{0}^{3}}{2} \tilde{h}(\theta)\right|}{\left|c G_{0}^{-3 / 2} \mathrm{e}^{i \theta}\right|^{2 m}} c G_{0}^{-\frac{3}{2}} d \theta \quad \text { (by (B.11) and (B.13)) } \\
& \leq \int_{\theta_{1}}^{\theta_{2}} \frac{\mathrm{e}^{-\frac{q}{3} G_{0}^{3}} \mathrm{e}^{q c^{2}}}{c^{2 m} G_{0}^{-3 m}} c G_{0}^{-\frac{3}{2}} d \theta \quad(\text { by (B.12)) } \\
& \leq \frac{2 \pi}{c^{2 m-1}} G_{0}^{3 m-3 / 2} \mathrm{e}^{-\frac{q}{3} G_{0}^{3}} \mathrm{e}^{q c^{2}} \\
& \leq 2 \pi G_{0}^{3 m-3 / 2} \mathrm{e}^{-\frac{q}{3} G_{0}^{3}} \mathrm{e}^{q c^{2}} \tag{B.14}
\end{align*}
$$

From lemma A. 1 and the bounds (B.9), (B.10) and (B.14), we can bound $N(q, m, n)$ by equation (A.12) as follows

$$
\begin{aligned}
|N(q, m, n)| & \leq \mathrm{e}^{-1 / 2} 2^{m+n} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}} G_{0}^{-2 m-2 n+1}\left(4 \gamma_{1}^{\min \{m, n\}} G_{0}^{3 m-3 / 2}+4 G_{0}^{-3}+2 \pi G_{0}^{3 m-3 / 2} \mathrm{e}^{q c^{2}}\right) \\
& \leq 2 \pi \mathrm{e}^{-1 / 2} \mathrm{e}^{q c^{2}} 2^{m+n} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}} G_{0}^{-2 m-2 n+1}\left(\gamma_{1}^{\min \{m, n\}} G_{0}^{3 m-3 / 2}+G_{0}^{-3}+G_{0}^{3 m-3 / 2}\right) \\
& \leq 2 \pi \mathrm{e}^{-1 / 2} \mathrm{e}^{q c^{2}} 2^{m+n} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}} G_{0}^{m-2 n-\frac{1}{2}}\left(\gamma_{1}^{\min \{m, n\}}+1+1\right) \\
& \leq K_{2} 2^{m+n} \mathrm{e}^{q c^{2}} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}} G_{0}^{m-2 n-\frac{1}{2}}
\end{aligned}
$$

with

$$
K_{2}=6 \pi \mathrm{e}^{-1 / 2}
$$

This proves proposition 2.3.

## B. 3 Proof of propositions 2.4 and 2.21

The only difference in proving these two propositions consists in the treatment of the residue $R_{m, n}^{q}$ of the function $f_{m, n}^{q}$ given in (A.15). At the end of this section we point out the difference and conclude the proof of either case.

To prove the statement we will proceed as in the proof of proposition 2.3 changing the path of integration to the path $\Gamma$ defined in (A.3) leading to equation (A.12). The important fact to notice is that the integral (A.12) does not depend on $\varepsilon$. So, we will compute only the $\varepsilon$-independent terms of that integral. We will follow a series of lemmas leading to the proof of the statement.

Lemma B.2. Let $0<\varepsilon<1 / c \leq 1$ and $u(C)$ be as in equation (A.9), $F_{m, n}^{ \pm}$defined by (A.14) and $0<\beta<1$, then if $u^{* *}=2 / 3$ as given in lemma A. 7 and $0<\sqrt{u}<\sqrt{u_{*}}=\beta \sqrt{u^{* *}}<\sqrt{u^{* *}}$ for any $\varepsilon>0$ small enough we have

$$
\int_{u(C)}^{\infty} F_{m, n}^{ \pm}(u) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u=\sum_{j=0}^{2 m} \int_{u(C)}^{u_{*}} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d_{j}^{n, m}( \pm \sqrt{u})^{-2 m-1+j} d u+\widehat{E}_{1}+\widehat{E}_{2}
$$

where

$$
\left|\widehat{E}_{1}\right| \leq 2 \cdot \rho^{-2 m-1} G_{0}^{-3}, \quad\left|\widehat{E}_{2}\right| \leq \frac{2}{(1-\beta)} \gamma_{3}^{m} G_{0}^{-3}
$$

with $\rho=\left|\tau^{ \pm}\left(u_{*}\right)-i\right| \leq 1$ and $\gamma_{3}=2$.
Proof. By definition, for $\varepsilon>0$ small enough we have that $0<u(C)<u_{*}<\sqrt{u_{*}}<2 / \sqrt{3}$, then

$$
\int_{u(C)}^{\infty} F_{m, n}^{ \pm}(u) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u=\int_{u(C)}^{u_{*}} F_{m, n}^{ \pm}(u) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u+\widehat{E}_{1}
$$

with

$$
\widehat{E}_{1}=\int_{u_{*}}^{\infty} F_{m, n}^{ \pm}(u) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u
$$

now, since $0<u_{*}<u^{*}$ by lemma A. 3 and the triangle inequality

$$
\begin{align*}
\left|\widehat{E}_{1}\right|=\left|\int_{u_{*}}^{\infty} F_{m, n}^{ \pm}(u) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u\right| & \leq \int_{u_{*}}^{\infty} \frac{\mathrm{e}^{-q \frac{G_{0}^{3}}{2} u}}{\left|\left(\tau^{ \pm}(u)-i\right)^{2 m+1}\left(\tau^{ \pm}(u)+i\right)^{2 n+1}\right|} d u \\
& \leq \frac{2 \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u_{*}}}{q G_{0}^{3}} \frac{1}{\left|\tau^{ \pm}\left(u_{*}\right)-i\right|^{2 m+1}} \frac{1}{\left|\tau^{ \pm}\left(u_{*}\right)+i\right|^{2 n+1}} \\
& \leq 2 G_{0}^{-3} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u_{*}}\left(\frac{1}{\rho}\right)^{2 m+1} \\
& \leq 2 G_{0}^{-3} \rho^{-2 m-1} \tag{B.15}
\end{align*}
$$

By lemma A. 4 and equation (A.25) we have

$$
\int_{u(C)}^{u_{*}} F_{m, n}^{ \pm}(u) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u=\sum_{j=0}^{2 m} \int_{u(C)}^{u_{*}} d_{j}^{n, m} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u}( \pm \sqrt{u})^{-2 m-1+j} d u+\widehat{E}_{2}
$$

where

$$
\widehat{E}_{2}=\int_{u(C)}^{u_{*}} g_{m, n}^{ \pm}( \pm \sqrt{u}) \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u
$$

then by lemma A. 8 we have that for any $\varepsilon>0$ small enough

$$
\begin{aligned}
\left|\widehat{E}_{2}\right| & \leq \int_{u(C)}^{u_{*}}\left|g_{m, n}^{ \pm}( \pm \sqrt{u})\right| \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u \\
& \leq \frac{K_{1}}{1-\beta} \gamma_{2}^{m}\left(\sqrt{u^{* *}}\right)^{-2 m-1} \int_{0}^{\infty} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u \\
& \leq \frac{2 K_{1}}{q(1-\beta)} \gamma_{2}^{m}\left(\sqrt{u^{* *}}\right)^{-2 m-1} G_{0}^{-3} \\
& \leq \frac{2 K_{1}}{(1-\beta)} \gamma_{2}^{m}\left(\sqrt{u^{* *}}\right)^{-2 m-1} G_{0}^{-3} \\
& =\frac{2}{(1-\beta)} \gamma_{3}^{m} G_{0}^{-3}
\end{aligned}
$$

now the lemma is proven.

The next lemma is a straight forward application of the last one.
Lemma B.3. Let $0<\varepsilon<1 / c \leq 1$ and $u(C)$ be as in equation (A.12), $F_{m, n}^{ \pm}$defined by (A.14) and $0<\beta<1$, then if $u^{* *}$ is given by lemma A. 7 and $0<\sqrt{u}<\sqrt{u_{*}}=\beta \sqrt{u^{* *}}<\sqrt{u^{* *}}$ for any $\varepsilon>0$ small enough we have

$$
\int_{u(C)}^{\infty}\left[F_{m, n}^{+}(u)-F_{m, n}^{-}(u)\right] \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u=2 \sum_{s=0}^{m} \int_{u(C)}^{u_{*}} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d_{2 m-2 s}^{n, m}(\sqrt{u})^{-2 s-1} d u+2 \widehat{E}_{1}+2 \widehat{E}_{2}
$$

where $\widehat{E}_{1}$ and $\widehat{E}_{2}$ are the same as in lemma B.2.
Proof. By lemma B. 2 we have
$\int_{u(C)}^{\infty}\left[F_{m, n}^{+}(u)-F_{m, n}^{-}(u)\right] \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u=\sum_{j=0}^{2 m} \int_{u(C)}^{u_{*}} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d_{j}^{n, m}\left[1-(-1)^{-2 m-1+j}\right](\sqrt{u})^{-2 m-1+j} d u+2 \widehat{E}_{1}+2 \widehat{E}_{2}$
then the non trivial terms in the sum are given when $-2 m-1+j=-2 s-1$ with $s=0, . ., m$.
This observation proves the lemma.
Lemma B.4. Let $0<\varepsilon<1 / c \leq 1$ and $u(C)$ be as in equation (A.12), $0<\beta<1$, then if $u^{* *}=2 / 3$ as given in lemma A. 7 and $\sqrt{u_{*}}=\beta \sqrt{u^{* *}}<\sqrt{u^{* *}}$, then the $\varepsilon$-independent term of

$$
\int_{u(C)}^{u_{*}} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d_{2 m-2 s}^{n, m}(\sqrt{u})^{-2 s-1} d u
$$

is

$$
(-1)^{s} 2^{s+\frac{3}{2}}(2 s+1) \frac{(s+1)!}{(2 s+2)!} d_{2 m-2 s}^{n, m} q^{s-\frac{1}{2}} G_{0}^{3 s-\frac{3}{2}} \Gamma\left(\frac{1}{2}\right)+\widehat{E}_{3}(m, s)
$$

with

$$
\left|\widehat{E}_{3}(m, s)\right| \leq 2 \gamma_{3}^{m} \beta^{-2 s-1} G_{0}^{-3} .
$$

and $\gamma_{3}=2$.
Proof. First we write down

$$
\begin{equation*}
\int_{u(C)}^{u_{*}} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d_{2 m-2 s}^{n, m}(\sqrt{u})^{-2 s-1} d u=\int_{u(C)}^{\infty} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d_{2 m-2 s}^{n, m}(\sqrt{u})^{-2 s-1} d u+\widehat{E}_{3} \tag{B.16}
\end{equation*}
$$

where

$$
\widehat{E}_{3}(m, s)=-\int_{u_{*}}^{\infty} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d_{2 m-2 s}^{n, m}(\sqrt{u})^{-2 s-1} d u
$$

observe that $E_{3}(m, s)$ is independent of $\varepsilon$. Let us bound $\widehat{E}_{3}(m, s)$

$$
\begin{aligned}
\left|\widehat{E}_{3}(m, s)\right| & \leq\left|d_{2 m-2 s}^{n, m}\right|\left(\sqrt{u_{*}}\right)^{-2 s-1} \int_{u_{*}}^{\infty} \mathrm{e}^{-q \frac{G_{0}^{3}}{2}} d u \\
& \leq\left|d_{2 m-2 s}^{n, m}\right|\left(\sqrt{u_{*}}\right)^{-2 s-1} 2 \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u_{*}} \frac{G_{0}^{-3}}{q} \\
& \leq 2\left|d_{2 m-2 s}^{n, m}\right|\left(\beta \sqrt{u^{* *}}\right)^{-2 s-1} G_{0}^{-3} \\
& \leq 2 \frac{1}{\left(\sqrt{u^{* *}}\right)^{2 m-2 s}} K_{1} \gamma_{2}^{m}\left(\beta \sqrt{u^{* *}}\right)^{-2 s-1} G_{0}^{-3} \quad \quad \text { (by lemma A.7) } \\
& \leq 2 \frac{1}{\left(\sqrt{u^{* *}}\right)^{2 m}} K_{1} \gamma_{2}^{m} \beta^{-2 s-1}\left(\sqrt{u^{* *}}\right)^{-1} G_{0}^{-3} \\
& =2 \gamma_{3}^{m} \beta^{-2 s-1} G_{0}^{-3},
\end{aligned}
$$

where $\gamma_{3}=2$.

By equation (A.9) we know that $u(C)=O\left(c \varepsilon^{2}\right)$ and then the following definitions make sense

$$
\begin{aligned}
I_{p, s}(\varepsilon) & =\int_{u(C)}^{\infty} \mathrm{e}^{-q \delta u} u^{\frac{1}{2}(-2 s-1)+p} d u \\
f_{p, s}(\varepsilon) & =(u(C))^{\frac{1}{2}(-2 s-1)+p} \mathrm{e}^{-q \delta u(C)} \\
\delta & =\frac{G_{0}^{3}}{2}
\end{aligned}
$$

using this notation and integrating by parts we have

$$
\begin{align*}
I_{p-1, s}(\varepsilon) & =\frac{q \delta}{-s-\frac{1}{2}+p} \int_{u(C)}^{\infty} \mathrm{e}^{-q \delta u} u^{\frac{1}{2}(-2 s-1)+p} d u-\frac{1}{-s-\frac{1}{2}+p}(u(C))^{\frac{1}{2}(-2 s-1)+p} \mathrm{e}^{-q \delta u(C)} \\
& =\frac{1}{-s-\frac{1}{2}+p}\left[q \delta I_{p, s}(\varepsilon)-f_{p, s}(\varepsilon)\right] \tag{B.17}
\end{align*}
$$

also

$$
\begin{equation*}
\int_{u(C)}^{\infty} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d_{2 m-2 s}^{n, m}(\sqrt{u})^{-2 s-1} d u=d_{2 m-2 s}^{n, m} I_{0, s}(\varepsilon) \tag{B.18}
\end{equation*}
$$

Now, in the case where $s>0$, using equation (B.17) $s$-times we get

$$
I_{0, s}(\varepsilon)=\frac{(q \delta)^{s}}{\left(-s-\frac{1}{2}+1\right)\left(-s-\frac{1}{2}+2\right) \cdots\left(-\frac{1}{2}\right)} I_{s, s}(\varepsilon)-\sum_{p=1}^{s} \frac{(q \delta)^{p-1} f_{p, s}(\varepsilon)}{\left(-s-\frac{1}{2}+1\right) \cdots\left(-s-\frac{1}{2}+p\right)}
$$

The $\varepsilon$-independent term of $I_{0, s}(\varepsilon)$ is given by

$$
\begin{aligned}
\frac{(q \delta)^{s}}{\left(-s-\frac{1}{2}+1\right)\left(-s-\frac{1}{2}+2\right) \cdots\left(-\frac{1}{2}\right)} \lim _{\varepsilon \rightarrow 0} I_{s, s}(\varepsilon) & =\frac{(q \delta)^{s}}{\left(-s-\frac{1}{2}+1\right)\left(-s-\frac{1}{2}+2\right) \cdots\left(-\frac{1}{2}\right)} \frac{1}{\sqrt{q \delta}} \Gamma\left(\frac{1}{2}\right) \\
& =\frac{(\sqrt{q \delta})^{2 s-1}}{\left(-s-\frac{1}{2}+1\right)\left(-s-\frac{1}{2}+2\right) \cdots\left(-\frac{1}{2}\right)} \Gamma\left(\frac{1}{2}\right)
\end{aligned}
$$

then the $\varepsilon$-independent term of the integral in equation (B.18) is

$$
\frac{d_{2 m-2 s}^{n, m}(\sqrt{q \delta})^{2 s-1}}{\left(-s-\frac{1}{2}+1\right)\left(-s-\frac{1}{2}+2\right) \cdots\left(-\frac{1}{2}\right)} \Gamma\left(\frac{1}{2}\right)
$$

when $s>0$.
In the same way, we have, that the $\varepsilon$-independent term of

$$
I_{0,0}(\varepsilon)=\int_{u(C)}^{\infty} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d_{2 m}^{n, m}(\sqrt{u})^{-1} d u
$$

is $d_{2 m}^{n, m}(\sqrt{q \delta})^{-1} \Gamma\left(\frac{1}{2}\right)$ and by equation (B.16) and the bound on $E_{3}$ the lemma is proved if we notice that

$$
\begin{aligned}
\left(-s-\frac{1}{2}+1\right)\left(-s-\frac{1}{2}+2\right) \cdots\left(-\frac{1}{2}\right) & =\frac{1}{2^{s}}(-2 s+1)(-2 s+3) \cdots(-1) \\
& =\frac{(-1)^{s}}{2^{s}}(2 s-1)(2 s-3) \cdots(1) \\
& =\frac{(-1)^{s}}{2^{s}} \frac{(2 s+1)!!}{2 s+1}
\end{aligned}
$$

and using that

$$
(2 s+1)!!=\frac{(2 s+2)!}{2^{s}(s+1)!}
$$

we get

$$
\left(-s-\frac{1}{2}+1\right)\left(-s-\frac{1}{2}+2\right) \cdots\left(-\frac{1}{2}\right)=\frac{(-1)^{s}}{2^{2 s+1}(2 s+1)} \frac{(2 s+2)!}{(s+1)!}
$$

This expression allow us to write the cases $s>0$ and $s=0$ in one equation which completes the proof.

Lemma B.5. Let $u(C)$ given in equation (A.9) and $F_{m, n}^{ \pm}$defined by (A.14), then the $\varepsilon$-independent terms of

$$
\int_{u(C)}^{\infty}\left[F_{m, n}^{+}(u)-F_{m, n}^{-}(u)\right] \mathrm{e}^{-q \frac{G_{0}^{3}}{2} u} d u
$$

are given by

$$
\sum_{s=0}^{m}(-1)^{s} 2^{s+\frac{5}{2}}(2 s+1) \frac{(s+1)!}{(2 s+2)!} d_{2 m-2 s}^{n, m} q^{s-\frac{1}{2}} G_{0}^{3 s-\frac{3}{2}} \Gamma\left(\frac{1}{2}\right)+T_{m, n}^{q}
$$

where

$$
\left|T_{m, n}^{q}\right| \leq K_{11} \gamma_{4}^{m} G_{0}^{-3}
$$

with

$$
\beta=\left(-1+\frac{\sqrt{11}}{4} \sqrt{3+\frac{\sqrt{11}}{2}}\right)^{1 / 2}, \quad \gamma_{4}=\frac{2}{\beta^{2}}, \quad K_{11}=2^{2}\left(\sqrt{2}+\frac{2}{\beta(1-\beta)}\right)
$$

Proof. A straight forward application of lemmas B. 3 and B. 4 gives the correct prediction on the value of integral, it only remains to show that the errors behave as stated. Let

$$
T_{m, n}^{q}=2 \widehat{E}_{1}+2 \widehat{E}_{2}+2 E_{3}^{\prime}
$$

with $\widehat{E}_{1}$ and $\widehat{E}_{2}$ are given by lemma B. 3 and

$$
E_{3}^{\prime}=\sum_{s=0}^{m} \widehat{E}_{3}(m, s)
$$

where $\widehat{E}_{3}(m, s)$ is given in lemma B.4. In this way

$$
\begin{aligned}
\left|T_{m, n}^{q}\right| & \leq 2\left|\widehat{E}_{1}\right|+2\left|\widehat{E}_{2}\right|+2 \sum_{s=0}^{m}\left|\widehat{E}_{3}(m, s)\right| \\
& \leq 2^{2} \rho^{-2 m-1} G_{0}^{-3}+\frac{2^{2}}{(1-\beta)} \gamma_{3}^{m} G_{0}^{-3}+2^{2} \gamma_{3}^{m} G_{0}^{-3} \sum_{s=0}^{m} \beta^{-2 s-1} \\
& =2^{2} G_{0}^{-3}\left(\rho^{-2 m-1}+\frac{\gamma_{3}^{m}}{1-\beta}+\frac{\gamma_{3}^{m}}{\beta} \sum_{s=0}^{m} \beta^{-2 s}\right)
\end{aligned}
$$

since $\gamma_{3}=2$ and

$$
\sum_{s=0}^{m} \beta^{-2 s}=\frac{\beta^{-2 m-2}-1}{\beta^{-2}-1} \leq \frac{\beta^{-2 m}}{1-\beta^{2}} \leq \frac{\beta^{-2 m}}{1-\beta}
$$

choosing $\rho=1 / \sqrt{2}$ we have

$$
\begin{aligned}
\left|T_{m, n}^{q}\right| & \leq 2^{2} G_{0}^{-3}\left(\gamma_{3}^{m} \sqrt{2}+\frac{\gamma_{3}^{m}}{1-\beta}+\frac{1}{\beta}\left(\frac{\gamma_{3}}{\beta^{2}}\right)^{m} \frac{1}{1-\beta}\right) \\
& \leq 2^{2} G_{0}^{-3}\left(\frac{\gamma_{3}}{\beta^{2}}\right)^{m}\left(\sqrt{2}+\frac{2}{\beta(1-\beta)}\right)
\end{aligned}
$$

As we have proceeded in the proof of lemma A.3, from fixing $\rho^{2}=\left|\tau^{ \pm}\left(u_{*}\right)-i\right|^{2}=1 / 2$, using equations (A.18), (A.19) and (A.20) we can find $u_{*}$, and therefore, by its definition given in lemma B. 2 we have that

$$
\beta^{2}=\frac{u_{*}}{u^{*} *}=-1+\frac{\sqrt{11}}{4} \sqrt{3+\frac{\sqrt{11}}{2}} \approx 0.79
$$

and then by setting

$$
K_{11}=2^{2}\left(\sqrt{2}+\frac{2}{\beta(1-\beta)}\right) \quad \gamma_{4}=\frac{2}{\beta^{2}} \approx 2.53
$$

we have

$$
\left|T_{m, n}^{q}\right| \leq K_{11} \gamma_{4}^{m} G_{0}^{-3}
$$

Lemma B.6. Let $f_{m, n}^{q}$ be defined in equation (A.15), then

$$
\begin{equation*}
\operatorname{Res}\left(f_{m, n}^{q}(\tau), i\right)=\frac{\mathrm{e}^{-q G_{0}^{3} / 3}}{(2 i)^{2 n}} \sum_{\substack{2 j+3 r+s=2 m-1 \\ j, r, s \geq 0}}\binom{-2 n}{s} \frac{(-i)^{r+s}\left(-q G_{0}^{3}\right)^{r+j}}{3^{r} 2^{s+r+j}!r!} \tag{B.19}
\end{equation*}
$$

Proof. From the definition of $f_{m, n}^{q}$ given in (A.15), and substituting the expression

$$
h(\tau)=-2 / 3-(\tau-i)^{2}+i(\tau-i)^{3} / 3
$$

we have

$$
f_{m, n}^{q}(\tau)=\frac{\mathrm{e}^{-q \delta \frac{2}{3}} \mathrm{e}^{-q \delta(\tau-i)^{2}} \mathrm{e}^{q \delta \frac{i}{3}(\tau-i)^{3}}}{(\tau-i)^{2 m}(\tau+i)^{2 n}}, \quad \delta=\frac{G_{0}^{3}}{2}
$$

if we use

$$
(\tau+i)^{-2 n}=(2 i)^{-2 n}(1+(\tau-i) / 2 i)^{-2 n}
$$

and expand in Taylor series around $i$ we get

$$
f_{m, n}^{q}(\tau)=\frac{1}{(\tau-i)^{2 m}} \frac{\mathrm{e}^{-q \delta \frac{2}{3}}}{(2 i)^{2 n}} \sum_{s=0}^{\infty}\binom{-2 n}{s}\left(\frac{\tau-i}{2 i}\right)^{s} \sum_{j=0}^{\infty} \frac{(-q \delta)^{j}(\tau-i)^{2 j}}{j!} \sum_{r=0}^{\infty} \frac{1}{r!}\left(\frac{q \delta i}{3}\right)^{r}(\tau-i)^{3 r}
$$

by taking the coefficient of the -1 degree term we obtain the desired result.
Remark B.7. If $j, r$ and $s$ represent the indexes in (B.22) and $m \geq 2$ then the choice $j=m-1$, $r=0, s=1$ satisfy

$$
0 \leq r, j, s \quad 2 j+3 r+s=2 m-1 .
$$

and also $j+r=m-1$.
Lemma B.8. Let $f_{m, n}^{q}$ be defined in equation (A.15) and $\delta=G_{0}^{3} / 2$, then

$$
\operatorname{Res}\left(f_{m, n}^{q}(\tau), i\right)=O\left(\delta^{m-1}\right)=O\left(G_{0}^{3 m-3}\right)
$$

Proof. By induction on $m$. Is easy to see that for $m=1,2$ the result is true. Assume, then that for $\tilde{m}$ we have

$$
\max \{r+j\}=\tilde{m}-1
$$

under the constraints

$$
0 \leq r, j, s \quad 2 j+3 r+s=2 \tilde{m}-1
$$

We will show that

$$
\max \{r+j\}=\tilde{m}
$$

under the constraints

$$
0 \leq r, j, s \quad 2 j+3 r+s=2(\tilde{m}+1)-1=2 \tilde{m}+1
$$

let $(j, r, s)$ such that $2 j+3 r+s=2 \tilde{m}+1$, then

$$
\begin{equation*}
2(j-1)+3 r+s=2 \tilde{m}-1 \tag{B.20}
\end{equation*}
$$

here we have two different cases

- $j \geq 1$
- $j=0$

When $j \geq 1$ we have that, by equation (B.20), $(j-1, r, s)$ satisfy the induction hypothesis, that is $j-1+r \leq \tilde{m}-1$ and then

$$
j+r \leq \tilde{m}
$$

When $j=0$ the equation (B.20) reads

$$
\begin{equation*}
3 r+s-2=2 \tilde{m}-1 \tag{B.21}
\end{equation*}
$$

here we have three different cases

- $s \geq 2$
- $s=0$
- $s=1$

When $s \geq 2$ we have that, by equation (B.21), ( $0, r, s-2$ ) satisfy the induction hypothesis, that is $j+r=r \leq \tilde{m}-1$ and then

$$
j+r \leq \tilde{m}
$$

When $s=0$ we have that, by equation (B.21), $3 r-2=2 \tilde{m}-1$ or $3 r=2 \tilde{m}+1$ from where $\tilde{m}=3 s^{\prime}+1$ and then $r=2 s^{\prime}+1$ with $s^{\prime}=0,1, \ldots$ This imply

$$
r+j=r=2 s^{\prime}+1=\tilde{m}-s^{\prime} \leq \tilde{m}
$$

When $s=1$ we have that, by equation (B.21), $3 r=2 \tilde{m}$, from where $\tilde{m}=3 s^{\prime}$ and then $r=2 s^{\prime}$ with $s^{\prime}=1,2, \ldots$ This imply

$$
r+j=r=2 s^{\prime}=\tilde{m}-s^{\prime} \leq \tilde{m}
$$

In this way we have seen that in every case we get $r+j \leq \tilde{m}$ and by remark B. 7 there exist a configuration such that $r+j=\tilde{m}$. Therefore the maximum value of $r+j$ is exactly $\tilde{m}$. This completes the induction.

Lemma B.9. Let $\Gamma_{3}$ be the path defined in (A.4), and $f_{m, n}^{q}$ be defined in equation (A.15), then the $\varepsilon$-independent terms of

$$
\mathrm{e}^{q \frac{G_{0}^{3}}{3}} \int_{\Gamma_{3}} f_{m, n}^{q}(\tau) d \tau
$$

are bounded by $K_{12} q^{m-1} G_{0}^{3 m-3}$ where $K_{12}=2 \pi \mathrm{e}^{4 / 3}$.
Proof. If $\Gamma_{3}$ is the path defined in (A.4) we can parameterize it by

$$
\tau=i+c \varepsilon \mathrm{e}^{i \theta} \quad \theta \in\left(\theta_{1}, \theta_{2}\right)=\left[\pi-\theta_{\varepsilon}, \theta_{\varepsilon}\right]
$$

where $\theta_{\varepsilon}$ is given in (A.8). Then by using a Taylor series argument is not difficult to see that the $\varepsilon$-independent term of

$$
\int_{\Gamma_{3}} f_{m, n}^{q}(\tau) d \tau
$$

is exactly $\pi i \operatorname{Res}\left(f_{m, n}^{q}, i\right)$. By lemmas B. 6 and B. 8 we have, naming $\delta=G_{0}^{3} / 2$, that

$$
\begin{aligned}
\left|\mathrm{e}^{q \frac{G_{0}^{3}}{3}} \operatorname{Res}\left(f_{m, n}^{q}(\tau), i\right)\right| & \leq \frac{(q \delta)^{m-1}}{2^{2 n}} \sum_{2 j+3 r+s=2 m-1}\left|\binom{-2 n}{s}\right| \frac{1}{2^{s}} \cdot \frac{1}{3^{r}} \frac{1}{r!} \cdot \frac{1}{j!} \\
& \leq \frac{(q \delta)^{m-1}}{2^{2 n}} \sum_{j, r, s \in \mathbb{N} \cup\{0\}}\binom{2 n+s-1}{s} \frac{1}{2^{s}} \cdot \frac{1}{3^{r}} \frac{1}{r!} \cdot \frac{1}{j!} \\
& \leq \frac{(q \delta)^{m-1}}{2^{2 n}} \sum_{s=0}^{\infty}\binom{2 n+s-1}{s} \frac{1}{2^{s}} \sum_{r=0}^{\infty} \frac{1}{3^{r}} \frac{1}{r!} \sum_{j=0}^{\infty} \frac{1}{j!}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{(q \delta)^{-l-1}}{2^{2 n}} 2^{2 n} \mathrm{e}^{1 / 3} \mathrm{e} \\
& =(q \delta)^{m-1} \mathrm{e}^{4 / 3} \\
& =2 \mathrm{e}^{4 / 3}\left(q G_{0}^{3}\right)^{m-1}\left(\frac{1}{2}\right)^{m} \\
& \leq 2 \mathrm{e}^{4 / 3} q^{m-1} G_{0}^{3 m-3}
\end{aligned}
$$

So, by setting

$$
K_{12}=2 \pi \mathrm{e}^{4 / 3}
$$

this lemma is proved.
Now we can prove proposition 2.4. $N(q, m, n)$ is given in (A.12), and since it does not depend on $\varepsilon$ we can apply lemmas B. 5 and B. 6 to obtain

$$
N(q, m, n)=\frac{d_{m, n} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}}}{G_{0}^{2 m+2 n-1}}\left[\sum_{s=0}^{m}(-1)^{s} 2^{s+\frac{5}{2}}(2 s+1) \frac{(s+1)!}{(2 s+2)!} d_{2 m-2 s}^{n, m} q^{s-\frac{1}{2}} G_{0}^{3 s-\frac{3}{2}} \Gamma\left(\frac{1}{2}\right)+T_{m, n}^{q}+R_{m, n}^{q}\right]
$$

where

$$
R_{m, n}^{q}=(-i) \mathrm{e}^{q \frac{G_{0}^{3}}{3}} \int_{\Gamma_{3}} f_{m, n}^{q}(\tau) d \tau
$$

and by lemma B. 5

$$
\left|T_{m, n}^{q}\right| \leq K_{11} \gamma_{4}^{m} G_{0}^{-3}
$$

By lemma B. 9

$$
\left|R_{m, n}^{q}\right| \leq K_{12} q^{m-1} G_{0}^{3 m-3}
$$

Using that $2^{s+1}(s+1)!(2 s+1)!!=(2 s+2)!$ to show that

$$
\frac{(2 s+1)(s+1)!}{(2 s+2)!}=\frac{1}{2^{s+1}(2 s-1)!!}
$$

completes the proof of the proposition 2.4. Due to the fact that the right hand side of this last expression is not defined when $s=0$ but the left hand side is and is equal to one, we need to point out that when $s=0$, the term $1 /(2 s-1)!$ ! in the final formula should be replaced by 1 .

To prove proposition 2.21, instead of using lemmas B.6, B. 8 and B.9, we use the next lemma, which also implies lemmas B. 8 and B.9.

Lemma B.10. Let $f_{m, n}^{q}$ be defined in equation (A.15), then

$$
\begin{equation*}
\operatorname{Res}\left(f_{m, n}^{q}(\tau), i\right)=2 i \mathrm{e}^{-q \frac{G_{0}^{3}}{3}} \sum_{s=0}^{m-1} d_{2(m-s)-1}^{n, m}\left(-\frac{q}{2} G_{0}^{3}\right)^{s} \frac{1}{s!} \tag{B.22}
\end{equation*}
$$

where the constants $d_{2(m-s)-1}^{n, m}$ were introduced in lemma (A.4).
Proof. From the definition of $f_{m, n}^{q}$ given in (A.15), and substituting the expression

$$
h(\tau)=-2 / 3-(\tau-i)^{2}+i(\tau-i)^{3} / 3
$$

we have for any $\rho<1$

$$
\begin{aligned}
\operatorname{Res}\left(f_{m, n}^{q}(\tau), i\right) & =\frac{1}{2 \pi i} \int_{|\tau-i|=\rho} \frac{\mathrm{e}^{q \frac{G_{0}^{3}}{2}\left(-\frac{2}{3}-(\tau-i)^{2}+\frac{i}{3}(\tau-i)^{3}\right)}}{(\tau-i)^{2 m}(\tau+i)^{2 n}} d \tau \\
& =\frac{1}{2 \pi i} \int_{|w|=\rho} \frac{\mathrm{e}^{-q \frac{G_{0}^{3}}{3}} \mathrm{e}^{q \frac{G_{0}^{3}}{2}\left(-w^{2}+\frac{i}{3} w^{3}\right)}}{w^{2 m}(w+2 i)^{2 n}} d w .
\end{aligned}
$$

We now make the change of variables in the integral $z=w(1-i w / 3)^{1 / 2}$ which satisfies

$$
z^{2}=w^{2}-\frac{i}{3} w^{3}
$$

This change is exactly the change (A.7) just noticing that $z^{2}=u$, then as we discussed, it has inverse, and then it is well defined.

$$
\begin{aligned}
\operatorname{Res}\left(f_{m, n}^{q}(\tau), i\right) & =\frac{1}{2 \pi i} \int_{|z|=\epsilon} \frac{\mathrm{e}^{-q \frac{G_{0}^{3}}{3}} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} z^{2}}}{-i w\left(z^{2}\right)^{2 m+1}\left(w\left(z^{2}\right)+2 i\right)^{2 n+1}} 2 z d z \\
& =\frac{1}{2 \pi i} \frac{2}{-i} \mathrm{e}^{-q \frac{G_{0}^{3}}{3}} \int_{|z|=\epsilon} \mathrm{e}^{-q \frac{G_{0}^{3}}{2} z^{2}} F_{m, n}^{+}\left(z^{2}\right) d z
\end{aligned}
$$

whenever the circle with radius $\epsilon$ is contained within the curve $\left\{z=w\left(1-i \frac{w}{3}\right)^{1 / 2}:|w|=\rho\right\}$. Then, as we have seen from the change of variables (A.7) and the formula (A.22), we can write

$$
\begin{aligned}
\operatorname{Res}\left(f_{m, n}^{q}(\tau), i\right) & =2 i \mathrm{e}^{-q \frac{G_{0}^{3}}{3}} \operatorname{Res}\left(\mathrm{e}^{-q \frac{G_{0}^{3}}{2} z^{2}} z F_{m, n}^{+}\left(z^{2}\right)\right) \\
& =2 i \mathrm{e}^{-q \frac{G_{0}^{3}}{3}} \operatorname{Res}\left(\mathrm{e}^{-q \frac{G_{0}^{3}}{2}} z^{2} \sum_{j=0}^{\infty} d_{j}^{n, m} z^{j-2 m}\right)
\end{aligned}
$$

since

$$
\mathrm{e}^{-q \frac{G_{0}^{3}}{2} z^{2}}=\sum_{s=0}^{\infty}\left(-q \frac{G_{0}^{3}}{2}\right)^{s} \frac{z^{2 s}}{s!}
$$

by taking the coefficient of degree -1 , we need that $2 s+j-2 m=-1$ or equivalently $j=2(m-s)-1$, which leads to

$$
\operatorname{Res}\left(f_{m, n}^{q}(\tau), i\right)=2 i \mathrm{e}^{-q \frac{G_{0}^{3}}{3}} \sum_{s=0}^{m-1} d_{2(m-s)-1}^{n, m}\left(-\frac{q}{2} G_{0}^{3}\right)^{s} \frac{1}{s!}
$$

this concludes the proof of proposition 2.21.

## B. 4 Function $W$

Define

$$
\begin{align*}
W(w) & =\sum_{n=0}^{\infty} \frac{w^{n}}{(n!)^{2}} \\
& =\sum_{n=0}^{\infty}(-1)^{n} \frac{\left(\frac{ \pm 2 i \sqrt{w}}{2}\right)^{2 n}}{(n!)^{2}} \\
& =J_{0}( \pm 2 i \sqrt{w}) \tag{B.23}
\end{align*}
$$

also

$$
W^{\prime}(w)=\sum_{n=1}^{\infty} n \frac{w^{n-1}}{(n!)^{2}}=\sum_{n=1}^{\infty} \frac{w^{n-1}}{n!(n-1)!}, \quad W^{\prime \prime}(w)=\sum_{n=2}^{\infty}(n-1) \frac{w^{n-2}}{n!(n-1)!}=\sum_{n=2}^{\infty} \frac{w^{n-2}}{n!(n-2)!}
$$

using that

$$
J_{n-1}(z)-J_{n+1}(z)=2 J_{n}^{\prime}(z)
$$

we have

$$
J_{0}^{\prime}(z)=-J_{1}(z)
$$

$$
J_{0}^{\prime \prime}(z)=\frac{1}{2}\left(J_{2}(z)-J_{0}(z)\right)
$$

and by the chain rule

$$
\begin{align*}
& W^{\prime}(w)=J_{0}^{\prime}( \pm 2 i \sqrt{w}) \frac{( \pm 2 i)}{2 \sqrt{w}} \\
&=J_{0}^{\prime}( \pm 2 i \sqrt{w}) \frac{(\mp 2)}{2 i \sqrt{w}} \\
&= \frac{2}{ \pm 2 i \sqrt{w}} J_{1}( \pm 2 i \sqrt{w})  \tag{B.24}\\
& W^{\prime \prime}(w)= \pm i\left[\frac{1}{\sqrt{w}} J_{0}^{\prime \prime}( \pm 2 i \sqrt{w}) \frac{( \pm 2 i)}{2 \sqrt{w}}-\frac{1}{2 w^{3 / 2}} J_{0}^{\prime}( \pm 2 i \sqrt{w})\right] \\
&= \pm i\left[\frac{ \pm i}{w} J_{0}^{\prime \prime}( \pm 2 i \sqrt{w})-\frac{1}{2 w^{3 / 2}} J_{0}^{\prime}( \pm 2 i \sqrt{w})\right] \\
&= \pm i\left[\frac{ \pm i}{2 w}\left(J_{2}( \pm 2 i \sqrt{w})-J_{0}( \pm 2 i \sqrt{w})\right)+\frac{1}{2 w^{3 / 2}} J_{1}( \pm 2 i \sqrt{w})\right] \\
&= \frac{1}{2 w}\left[J_{0}( \pm 2 i \sqrt{w})-J_{2}( \pm 2 i \sqrt{w}) \pm \frac{i}{\sqrt{w}} J_{1}( \pm 2 i \sqrt{w})\right] \\
&= \frac{1}{2 w}\left[J_{0}( \pm 2 i \sqrt{w})-J_{2}( \pm 2 i \sqrt{w})-\frac{2}{ \pm 2 i \sqrt{w}} J_{1}( \pm 2 i \sqrt{w})\right] \tag{B.25}
\end{align*}
$$

from equation (B.25), if we set

$$
z= \pm 2 i \sqrt{w}
$$

we have

$$
w W^{\prime \prime}(w)=\frac{1}{2}\left[J_{0}(z)-J_{2}(z)-\frac{2}{z} J_{1}(z)\right]
$$

and using that $J_{2}(z)=(2 / z) J_{1}(z)-J_{0}(z)$

$$
\begin{equation*}
w W^{\prime \prime}(w)=J_{0}(z)-\frac{2}{z} J_{1}(z) \tag{B.26}
\end{equation*}
$$

also, from equation (B.23), we have

$$
\begin{equation*}
W(w)=J_{0}(z) \tag{B.27}
\end{equation*}
$$

## Bibliography

[AAR00] G.E. Andrews, R. Askey, and R Roy, Special functions, Cambridge University Press, 2000.
[Arn64] Vladimir I. Arnold, Instability of dynamical systems with several degrees of freedom, Soviet Mathematics 5 (1964), no. 5, 581-585.
[AS65] M. Abramowitz and I. Stegun, Handbook of mathematical functions, Dover, New York, 1965.
[Ben84] A. Benseny, Contribuciò a l'estudi del problema restringit de 3 cossos per a valors petits del paràmetre de masses, Ph.D. thesis, Universitat de Barcelona, Barcelona, 1984.
[BF04] Inmaculada Baldomá and Ernest Fontich, Exponentially small splitting of invariant manifolds of parabolic points, Mem. Amer. Math. Soc. 167 (2004), no. 792, x-83. MR 2025418 (2005f:37127)
[BMS10] Fontich Ernest Guardia Marcel Baldoma, Immaculada and Tere M. Seara, Exponentially small splitting of separatrices for one and a half degrees of freedom hamiltonian systems.
[Bol06] Sergey Bolotin, Symbolic dynamics of almost collision orbits and skew products of symplectic maps, Nonlinearity 19 (2006), no. 9, 2041-2063. MR 2256650 (2007j:37148)
[CZ11] Maciej J. Capiński and Piotr Zgliczyński, Transition tori in the planar restricted elliptic three-body problem, Nonlinearity 24 (2011), no. 5, 1395-1432. MR 2785975 (2012g:37159)
[Dan88] J.M.A Danby, Fundamentals of celestial mechanics, second ed., Willmann-Bell, Inc, 1988.
[DdlLS06] Amadeu Delshams, Rafael de la Llave, and Tere M. Seara, A geometric mechanism for diffusion in Hamiltonian systems overcoming the large gap problem: heuristics and rigorous verification on a model, Mem. Amer. Math. Soc. 179 (2006), no. 844, viii+141. MR 2184276 (2009m:37170)
[DdlLS08] , Geometric properties of the scattering map of a normally hyperbolic invariant manifold, Adv. Math. 217 (2008), no. 3, 1096-1153. MR 2383896 (2008m:37100)
[DG00] A. Delshams and P. Gutiérrez, Splitting potential and the Poincaré-Melnikov method for whiskered tori in Hamiltonian systems, Journal of Nonlinear Science 10 (2000), 433-476.
[DGdlLS08] Amadeu Delshams, Marian Gidea, Rafael de la Llave, and Tere M. Seara, Geometric approaches to the problem of instability in Hamiltonian systems. An informal presentation, Hamiltonian dynamical systems and applications, NATO Sci. Peace Secur. Ser. B Phys. Biophys., Springer, Dordrecht, 2008, pp. 285-336. MR 2446259 (2009k:37132)
[DGS04] Amadeu Delshams, Pere Gutiérrez, and Tere M. Seara, Exponentially small splitting for whiskered tori in Hamiltonian sysems: flow-box coordinates and upper bounds, Discrete Contin. Dyn. Syst. 11 (2004), no. 4, 785-826.
[Die68] Jean Alexandre Dieudonné, Calcul infinitésimal, Hermann, 1968.
[DRR99] Amadeu Delshams and Rafael Ramírez-Ros, Singular separatrix splitting and the Melnikov method: an experimental study, Experiment. Math. 8 (1999), no. 1, 29-48. MR 1685035 (2000c:37094)
[DS92] A. Delshams and T.M. Seara, An asymptotic expression for the splitting of separatrices of the rapidly force pendulum, Commun. Math. Phys. (1992).
[DS97] Amadeu Delshams and Tere M. Seara, Splitting of separatrices in Hamiltonian systems with one and a half degrees of freedom, Math. Phys. Electron. J. 3 (1997), Paper 4, 40 pp . (electronic).
[Eas78] Robert W. Easton, Homoclinic phenomena in Hamiltonian systems with several degrees of freedom, J. Differential Equations 29 (1978), no. 2, 241-252.
[Eas84] , Parabolic orbits in the planar three-body problem, J. Differential Equations 52 (1984), no. 1, 116-134.
[EM79] Robert W. Easton and Richard McGehee, Homoclinic phenomena for orbits doubly asymptotic to an invariant three-sphere, Indiana Univ. Math. J. 28 (1979), no. 2, 211-240.
[Erd56] A. Erdélyi, Asymptotic expansions, Dover, New York, 1956.
[FGKR14] Jacques Fejoz, Marcel Guardia, Vadim Kaloshin, and Pablo Roldán, Kirkwood gaps and diffusion along mean motion resonances in the restricted planar three-body problem, To Appear in J. Eur. Math. Soc. (2014).
[FS90] E. Fontich and C. Simó, The splitting of separatrices for analytic diffeomorphisms, Ergodic Theory Dynam. Systems 10 (1990), no. 2, 295-318. MR MR1062760 (91m:58121)
[GdlL06] Marian Gidea and Rafael de la Llave, Topological methods in the instability problem of Hamiltonian systems, Discrete Contin. Dyn. Syst. 14 (2006), no. 2, 295-328. MR 2163534 (2006i:37130)
[GH83] John Guckenheimer and Philip Holmes, Nonlinear oscillations, dynamical systems, and bifurcations of vector fields, Applied Mathematical Sciences, vol. 42, Springer, 1983.
[GMMS12] Marcel Guardia, Pau Martin, and Tere M. Seara, Oscillatory motions for the restricted planar circular three-body problem, preprint, arXiv:1207.6531 (2012).
[Gol65] Herbert Goldstein, Classical mechanics, Addison-Wesley Series in Advanced Physics, Addison-Wesley Publishing Company, 1965.
[GS] V. Gelfreich and C. Simó, High-precision computations of divergent asymptotic series and homoclinic phenomena.
[Hen90] Poincaré Henri, Sur le problème des trois corps et les èquations de la dynamique, Acta Math (1890), no. 13, 1-270.
[HPS77] M. W. Hirsch, C. C. Pugh, and M. Shub, Invariant manifolds, Springer Lectures Notes in Mathematics, vol. 583, Springer-Verlag, 1977.
[JZ05] Àngel Jorba and Maorong Zou, A software package for the numerical integration of ODEs by means of high-order Taylor methods, Experiment. Math. 14 (2005), no. 1, 99-117.
[LMS85] Jaume Llibre, Regina Martínez, and Carles Simó, Tranversality of the invariant manifolds associated to the Lyapunov family of periodic orbits near $L_{2}$ in the restricted three-body problem, J. Differential Equations 58 (1985), no. 1, 104-156. MR 791842 (87a:58066)
[LS80a] Jaume Llibre and Carles Simó, Oscillatory solutions in the planar restricted three-body problem, Math. Ann. 248 (1980), no. 2, 153-184.
[LS80b] , Oscillatory solutions in the planar restricted three-body problem, Math. Ann. 248 (1980), no. 2, 153-184. MR 573346 (81f:70009)
[McG73] Richard McGehee, A stable manifold theorem for degenerate fixed points with applications to celestial mechanics, J. Differential Equations 14 (1973), 70-88.
[Mel63] V. K. Melnikov, On the stability of a center for time-periodic perturbations, Trudy Moskov. Mat. Obšč. 12 (1963), 3-52.
[MHO09] Kenneth R. Meyer, Glen R. Hall, and Dan Offin, Introduction to Hamiltonian dynamical systems and the $N$-body problem, second ed., Applied Mathematical Sciences, vol. 90, Springer, New York, 2009. MR 2468466 (2010d:37108)
[Moe02] Richard Moeckel, Generic drift on Cantor sets of annuli, Celestial mechanics (Evanston, IL, 1999), Contemp. Math., vol. 292, Amer. Math. Soc., Providence, RI, 2002, pp. 163-171. MR 1884898 (2002m:37088)
[Moe07] R. Moeckel, Symbolic dynamics in the planar three-body problem, Regul. Chaotic Dyn. 12 (2007), no. 5, 449-475. MR 2350333 (2008i:37173)
[MP94] Regina Martínez and Conxita Pinyol, Parabolic orbits in the elliptic restricted three body problem, J. Differential Equations 111 (1994), no. 2, 299-339.
[Poi93a] Henri Poincaré, New methods of celestial mechanics. Vol. 1, History of Modern Physics and Astronomy, vol. 13, American Institute of Physics, New York, 1993, Periodic and asymptotic solutions, Translated from the French, Revised reprint of the 1967 English translation, With endnotes by V. I. Arnol'd, Edited and with an introduction by Daniel L. Goroff. MR 1194622 (93j:01016a)
[Poi93b] , New methods of celestial mechanics. Vol. 2, History of Modern Physics and Astronomy, vol. 13, American Institute of Physics, New York, 1993, Approximations by series, Translated from the French, Revised reprint of the 1967 English translation, With endnotes by V. M. Alekseev, Edited and with an introduction by Daniel L. Goroff. MR 1194623 (93j:01016b)
[Poi93c] , New methods of celestial mechanics. Vol. 3, History of Modern Physics and Astronomy, vol. 13, American Institute of Physics, New York, 1993, Integral invariants and asymptotic properties of certain solutions, Translated from the French, Revised reprint of the 1967 English translation, With endnotes by G. A. Merman, Edited and with an introduction by Daniel L. Goroff. MR 1194624 (93j:01016c)
[Pol66] Harry Pollard, Mathematical introduction to celestial mechanics, Prentice-Hall, 1966.
[Raf99] Ramirez-Ros Rafael, Singular separatrix splitting and melnikov method: An experimental study, Experiment. Math. (1999).
[Rob84] Clark Robinson, Homoclinic orbits and oscillation for the planar three-body problem, J. Differential Equations 52 (1984), no. 3, 356-377. MR 744302 (85f:58107)
[Rob88] , Horseshoes for autonomous Hamiltonian systems using the Mel' nikov integral, Ergodic Theory Dynam. Systems 8* (1988), no. Charles Conley Memorial Issue, 395409. MR 967646 (89m:58100)
[Sim90] C. Simo, On the Analytical and Numerical Approximation of Invariant Manifolds, Modern Methods in Celestial Mechanics (D. Benest and C. Froeschle, eds.), 1990, pp. 285-+.
[Sze67] Victor Szebehely, Theory of orbits, the restricted problem of three bodies, Academic Press, Inc, 1967.
[Win41] Aurel Wintner, The Analytical Foundations of Celestial Mechanics, Princeton Mathematical Series, v. 5, Princeton University Press, Princeton, N. J., 1941. MR 0005824 (3,215b)
[Xia92] Zhihong Xia, Melnikov method and transversal homoclinic points in the restricted three-body problem, J. Differential Equations 96 (1992), no. 1, 170-184.
[Xia93] , Arnold diffusion in the elliptic restricted three-body problem, J. Dynam. Differential Equations 5 (1993), no. 2, 219-240.

