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Proteins constitute the working machinery and structural support of all organisms. In 
performing a given function, they must adopt highly specific structures that can change with their 
level of activity, often through the direct or indirect action of other proteins. Indeed, proteins 
typically function within an ensemble, rather than individually. Hence, they must be sufficiently 
flexible to interact with each other and execute diverse tasks. The discovery that errors within 
these groups can ultimately cause disease has led to a paradigm shift in drug discovery, from an 
emphasis on single protein targets to a holistic approach whereby entire ensembles are targeted. 
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Proteins are the main players within cells. They can carry out myriad functions, including structural 
support, cell cycle control, enzymatic activity, cell signaling, and immune response among many 
others. Whoever they are and whatever they do, the key characteristic for the functional diversity in 
proteins is their ability to recognize and bind other molecules, whether they are other proteins, 
other biomolecules (e.g. sugars, fatty acids, nucleic acids), small ligands or simple ions.

Within the cell, protein-protein interactions are organized into an exquisite highly complex network,
known as the interactome,1 whereby proteins can be depicted as nodes and interactions as edges
(Figure 1). Essential proteins are more connected (hubs) than non-essential ones, hence they 
constitute the structural basis of the network, phenomenon recently named as the centrality-
lethality rule, since deletion of a hub protein is likely to be lethal for the organism.2 Nonetheless, 
deletion of non-hub proteins can also prove fatal. There are only a few essential proteins with tens, 
hundreds or thousands of links; These high levels of hub connectivity are somehow reflected in the 
protein structure, given that protein promiscuity and diversity can be only achieved by certain 
intrinsic structural flexibility. 3-8

Figure 1. Yeast protein interaction network map.9

The scale-free connectivity network can be dissected into functional sub-networks which represent 
singular signaling pathways, that is, ensembles of distinct proteins that act in concert to transduce 
extrinsic or intrinsic information. Many interactions within the network are subjected to temporal 
and spatial dynamic regulation, which depends on signal-induced or context-dependent post-
translational modifications. Because of the transient nature of those interactions leading to post-
translational changes, they are described as soft wires and they are difficult to detect. In contrast, 
physical interactions that are not so labile and can be readily identified are accounted as hard 
wires.10,11 However, the hardness of a wire is not related to the importance of the interaction. Each 
task has its optimal affinity and evolution not always leads to tighter interactions. 
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Homo-oligomeric proteins are a particularly relevant case in the protein network. In fact, it is 
estimated that over 35% of proteins self-assemble to carry out their function.12 The most are 
dimers and tetramers;13 higher order oligomers are less common (but in the case of some 
structural proteins) and odd-number stoichiometries are also rare.12,14 These defined oligomeric 
structures characterize for their high degree of symmetry.12 Many functional advantages have 
favored the oligomeric state through evolution;15 self-assembly confers an additional level of 
control and regulatory flexibility as well as more stability and resistance to degradation, 
denaturation and mutations, since the chance of transcription errors is lower for short sequences. 
Nevertheless, oligomerization may also be disadvantageous and it is not always the evolutionary 
direction.  

1 2  rotein protein interaction  

Protein-protein interactions have garnered ever increasing attention in the past few years. This is 
due to their central role in the emerging field of systems biology, which studies biological systems 
as the association of complex interaction networks, thereby introducing a new perspective in 
understanding life processes: “integration instead of reduction”. 

o  protein  interact 

Regardless of the biological importance of an interaction, proteins interact with each other with 
high specificity under a wide range of affinities, from the high millimolar to the low femtomolar.16

Protein-protein complexes can be described according to three parameters:17

(i)  the nature of the units: homo-oligomeric (same) or hetero-oligomeric (different) 

(ii)  the life-time of the complex: permanent (very stable, only exists the complex form) or transient
(associates and dissociates in vivo, whether in dynamic equilibrium or under influence of a 
molecule which triggers an equilibrium shift)     

(iii) the existence of the units: obligate (partners do not exist on their own and dissociation leads to 
denaturation; therefore, they are permanent) or non-obligate (partners exist independently).  

Many interactions do not fall into any distinct type and there is a continuous between obligate-non-
obligate and permanent-transient.18

The stability of a complex very much depends on the environment.17 Indeed, all interactions are 
ultimately driven by the concentration of the components and by the free energy change in the 
formation of the complex. Thus, protein-protein interactions can be controlled by altering the local 
concentration (gene expression, protein degradation, temporary storage or co-localization in time 
and space) and by influencing the binding affinity (local change in physiological conditions or 
physicochemical modifications of the interface).  
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Specificity derives from the complementarity of physical shape and chemistry of the binding 
interfaces, although structural hindrances of the protein as a whole also condition the interaction.     

One of the challenges in the study of protein-protein interfaces is their diversity, which is a direct 
consequence of the variety of biological roles resulting from protein-protein interaction.14 Every 
protein complex has adopted different solutions to fulfill the binding requirements for specificity and 
affinity. Consequently, no universal statements can be made about the composition and 
architecture of protein–protein binding sites. 

Protein-protein interface areas range from 600Å2 to extensions as large as >4000Å2, being the 
average ca. 1500Å2 (i.e. ca. 170 atoms)19 although, it clearly depends on the protein size and the 
nature of the complex. Interfaces are generally circular-like and flat, and interfacial residues tend to 
protrude.20 Electrostatic and geometric complementarity enables specificity of the interaction, but 
the size and the shape of the interface do not directly correlate with the binding energy.17

Interfaces are not homogenous and their stability usually depends on only a few crucial residues.21

Those are the so-called hotspots and, whether packed together or dispersed through the surface, 
they contribute the most to the binding energy.22 The surrounding residues protect the hotspots 
from the bulk solvent; this is necessary to enable tight interactions.15,19,23 Paradoxically, water 
molecules also form part of many protein-protein interfaces, fitting into small cavities of the planar 
surface and establishing hydrogen bonds between the two sides.24-27 Nevertheless, not all protein-
protein interactions need to be tight and hence, not all interfaces present hotspots.  

In general, interfaces are more hydrophobic than protein exteriors but more polar than protein 
interiors.23 The residue composition of interfaces does not greatly differ from that of protein 
surfaces, although aromatic residues and arginine appear somewhat more frequently. Actually, the 
most frequent hotspots are tryptophane, arginine and tyrosine –all of which can establish multiple 
types of favorable interactions–19 while others as valine, lysine or serine are scarce.23 The 
hydrophobic effect is most of the times the driving force of the interaction but, differing from a 
protein core, hydrogen bonds, salt bridges and water molecules also do their bit.21,28,29 Carbonyl 
groups from the interface backbone, which comprise nearly 10% of the interface area, have also a 
role to play in stabilizing interfaces.19,30

It is worth noting that the nature of the complex conditions the nature of the interface.16 Thus, for 
instance, permanent and obligate protein complexes present interfaces of high hydrophobicity 
whose interactions result into a tighter binding, whereas proteins interacting only transiently have 
interfaces of substantially lower hydrophobicity. This is totally coherent, since in transient 
complexes, proteins exist as free entities, and therefore, their interfaces are most of the time 
solvent exposed. However, due to protein floppiness, there are exceptions to this trend.31    

Structural rearrangements of the unbound proteins are part of the binding process. They range 
from minor movements of the side chains to major reorganizations in the backbone, such as loops 
switches or domain conformational changes.23 Rearrangements on the structure can be induced by 
the binding event itself or promoted by post-translational modifications or environmental changes. 
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Whatever the trigger, protein conformation can act as a selection mechanism for protein-protein 
interaction, hence, for activity. 

1  o e   not  hen o ethin  oe  ron  

The perfect balance of the protein network is required for the organism to operate normally.32,33

This in turn demands that the conformation, concentration, localization and timing of interacting 
proteins must be orchestrated flawlessly. Should any of these conditions not be satisfied, the 
system would fail and disease would eventually set in.34-36

Many factors –at the molecular level– can alter the harmony of the protein network. Disturbance 
may imply the loss-of-function of a protein or a pathway (a hole in the net), the gain of an 
undesired one (a knot in the net), as well as both phenomena simultaneously. Clearly, the more 
central the perturbed hub, the worse the consequences.34,37

The protein network can suffer from exogenous or endogenous perturbations. In the former, a 
pathogenic external factor (e.g. a bacterium or a virus) directly interferes in the protein-protein 
connections, cutting established wires and establishing new ones; whereas in the latter, the 
problem lies in malfunctions of the organism itself, usually at the genomic level (i.e. mutations). 

A point change in the nucleotide sequence of a gene can have catastrophic consequences for the 
organism; indeed, many diseases are associated to dysfunctional mutated proteins. Substitutions, 
deletions or truncations in the sequence of a protein can abolish or diminish (loss-of-function) or 
even enhance (gain-of-function) pre-existing protein-protein interactions. The mutation can directly 
alter the binding interface or the structure of the binding domain, but it can also affect other distant 
residues which, despite not interacting physically with the partner proteins, play a key role in 
controlling modifications required for the binding, expression or localization of the protein.38

Besides affecting the former connections, mutations can also promote new undesired interactions 
with other, new partners (i.e. gain-of-function) which typically have negative implications for the 
organism.  

There are other endogenous mechanisms which can impair network traffic. This is the case of the 
well-known, and regrettably frequent, misfolding disorders.39

i o din  di order  

Proteins synthesis and assembly occurs in the endoplasmatic reticulum (ER), which provides the 
optimal environment for folding and post-translational modifications. These processes are 
thoroughly supervised by a complex quality control system, that is mainly ruled by endogenous 
molecular chaperones, which assist folding and prevent accumulation of defective proteins.40,41 A 
point mutation in the protein sequence or the perturbation of the folding process by any 
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environmental trigger (e.g. protein overexpression, oxidative stress, pH changes, osmotic shock, 
defects in the chaperones pathways) can lead to a misfolded protein which is then 
polyubiquitylated by the ER quality control system and destroyed by the proteasome.42,43

Consequently, the protein and its function are lost. Examples here include cystic fibrosis, familial 
hypercholesterolemia, renitis pygmentosa, nephrogenic diabetes insipudus, Fabry’s and Gaucher’s 
disease among others.44

Furthermore, the clearance mechanism of unfolded species can fail causing the especies to 
accumulate within the cell up to finally aggregate into cytotoxic macro-structures, weather highly-
organized (e.g. amyloid fibrils) or amorphous. This chain of events causes pathologies such as �-
antitrypsin deficiency or early onset cataracts.44

Neurodegenerative disorders like Alzehimer’s, Parkinson’s, Huntington’s or prion disease are also 
the result of the accumulation and aggregation of misfolded proteins, although in these maladies 
the native protein is converted into structured amyloid fibrillar aggregates, which can occur intra- or 
extracellularly.45-48 Rather than a problem in the protein folding process, this accumulation is the 
result of unbalanced kinetics of the protein misfolding and aggregation and the clearance of 
aberrant species. 49-52

Protein misfolding pathologies can also lead to connective tissue diseases, which often result from 
the incorporation of toxic or imperfect conformations into the functional protein structure. Besides 
environmental factors, genetic mutations may also affect collagen and keratin resulting in defective 
constructions.53 Inherited connective tissue diseases include Marfan syndrome (tissue 
abnormalities in the heart, aorta, lungs, eyes, and skeleton), Ehlers-Danlos syndrome (loose, 
fragile skin or loose joints), osteogenesis imperfecta and pediatric rheuma.
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contro  the protein net or  

Understanding the molecular basis of a disease, namely, where and how the protein network fails, 
is crucial for developing a therapeutic strategy. Thinking in network terms expands the possibilities 
of drug discovery, since for restoring or blocking a pathway it is not always required to act directly
on the target node –a protein which could be “untreatable”– and better results might be achieved 
by focusing on its interaction with other partners.54,55

Targeting protein-protein interfaces is not trivial, though. Many challenges have to be overcome in 
the designing of drugs able to selectively recognize a protein surface, which mainly characterizes 
for being diverse –each is unique–, large, planar, rather featureless, shielded by solvent molecules 
and ions, and normally non-continuous. Moreover, conformational flexibility of the protein in the 
unbounded state and post-translational modifications further complicate the matter.56 Additionally, 
biological assays to test the effects of molecules targeted to an interface can be more difficult to 
develop than enzymatic assays; biophysical techniques are usually employed to characterize the 
interaction, although these assays are typically performed in artificial environments that scarcely 
represent physiological conditions. Indeed, the hurdles of targeting protein surfaces is the reason 
that protein-protein interactions have remained under-explored and under-exploited for so long.53,57

In fact, it was not until the beginning of the genomic-proteomic-interactomic era that protein-protein 
interactions became an attractive target for drug discovery. 

Conceptually, it is much easier to develop inhibitors of a protein–protein interaction than an agent 
for enhancing or restoring the activity or the stability of a system. This is because stimulation 
requires not only binding but also accurate mimicry of the interaction that triggers a response, 
whereas inhibition can be accomplished in a less exact manner via any strategy that effectively 
prevents binding of any of the partners.58,59 This premise is reflected in the wealth of literature on 
inhibitors of protein-protein interactions,55,60-66 and the relative scarcity of articles on the 
stabilization of protein complexes.67-69

Inhi itin  protein protein interaction  

Many strategies for designing inhibitors of protein-protein interfaces have been described to date. 
The challenge can be approached from a biological perspective, and there have been reports of 
success through the use of artificial antibodies (i.e. immunotherapy),70-73  miniature-proteins,74,75

functional oligonucleotides.76,77 or high throughput screening of phage display libraries.61,76,77 From 
chemists, the rising interest in targeting protein interfaces has translated into a growing number of 
novel strategies for the design of drug-like compounds for surface recognition, in addition to the 
already well-known high throughput screening of synthetic78 or natural compound libraries61 as well 
as the computational assisted methods.79-82 Noteworthy approaches include the use of 
peptidomimetics (modified peptides with non-natural amino acids, non-natural backbones or other 
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synthetic properties)83-86 or the use of proteomimetics (designed small synthetic constructions)86-91

to mimic structural and functional features of the target protein.92 The rational design on the basis 
of key structural features of the target surface structure employing new multivalent scaffolds also 
gathers a good number of reported successes (section 1.6).   

ta i i in  protein protein interaction  

Stabilization of protein-protein interactions holds potential as a therapeutic strategy, yet it has 
garnered little attention.59 Block and co-workers recently claimed that stabilization could prove 
even more effective than inhibition.59 They found that a number of therapeutically interesting 
targets form a “druggable” cavity at the boundaries of the proteins complex, in which fitting of a 
small molecule should be thermodynamically favorable.  

Some drugs currently on the marked act by stabilizing pre-existing protein-protein assemblies (e.g.
rapamycin, tacrolimus, brefeldin A, taxol, forskolin), although in their origins they were discovered  
as “inhibitors” (from high throughput screenings of natural products), since they are able to inhibit 
the target protein by stabilizing other protein-protein interactions.  

From the design perspective, almost all the work has been focused on cell surface receptors which 
need to oligomerize for signal transduction.93-95 Several “dimerizers”, composed by two anchoring 
groups linked by an appropriate spacer,58 have been reported to date, but they are only used 
(successfully) in laboratory practices.96-99

ea in  ith i o din  di order  

Alternative approaches are followed to deal with misfolding and aggregation disorders,100 although 
the recognition of the protein surface is still a requisite for most of them.  

One possibility is to work at the genetic level. When a mutated misfolded protein is prematurely 
degraded, then the wild type gene can be introduced into the cell by transfection (i.e. genetic 
therapy). Conversely, when the troubles come from the deficient removal of misfolded species, 
improvements can be made by up-regulating endogenous molecular chaperones or aggregate 
clearance mechanisms.101-103

At the protein level, aggregation can also be inhibited by molecules which bind to the growing 
aberrant amyloid structures to ultimately inhibit the self-assembly progress.100 Another option is the 
use of kinetic native-state stabilizers –introduced by Kelly and co-worker– which are drug-like 
molecules designed to specifically and efficiently interact with the native state of the protein to 
stabilize it and prevent its misfolding thereby precluding toxic aggregation.48,104

Misfolded nascent mutated polypeptides can also be saved through the use of exogenous 
chaperones, that is, molecules which (whether specifically or not) aid the protein to fold correctly, 
hence, evading the quality control in the endoplasmatic reticulum and shuttling the protein to its 
functional location.44,105,106 Artificial chaperones can be classified according to their specificity. 
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Chemical chaperones are low molecular weight chemicals (e.g. glycerol, deuterated water, DMSO, 
4-phenylbutiric acid, trimethylamine N-oxide) that act as osmolites; they drive the folding of the 
defective protein towards the native state by increasing the hydrostatic pressure (and through other 
not yet well understood mechanisms).107-110 Despite their proved efficacy, the clinical application of 
such unspecific molecules is rather unlikely.  

More promising are the so-called pharmacological chaperones or pharmacoperones101,106,111-113

(Figure 2). They are small template molecules that specifically bind the protein in its native 
conformation, thereby shifting the folding equilibrium towards the correct structure. Most of the 
reported examples correspond to the rescue of misfolded mutated enzymes by –ironically– 
inhibitors. This approach has become very promising for genetic diseases, especially for those 
cases in which structural instability of a protein is caused by a mutation.114-122

Figure 2. Pharmacological chaperone in action. Rescue of a traffic-defective 
mutated membrane protein (adapted from Pelmutter105). 
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Of course, not all genetic mutations are “pharmacologically treatable”, only some of those that 
affect the protein trafficking, not those that compromise the activity or the protein integrity.106 For 
those instances, the only salvation is genetic therapy (e.g. connective tissue diseases), although 
the current limitation of suitable methods for cell transfection limit the clinical applicability.    

1  he e a p e  protein p  

The tumor suppressor protein p53 perfectly illustrates the relevance of the protein network, the 
drastic consequences which result from its perturbation and the strategies which can be followed to 
restore it.  

Talking about p53 is talking about cancer. Nearly 60% of human tumors present alterations in the 
p53 pathway. This proportion, which far exceeds that for other proteins, is testament to the central 
role of p53 and its pathways (a huge hub in the network) in the regulation and growth of the 
organism. Hence, p53 is a clear example of the centrality-lethality rule.  

p53 is a transcription factor of genes which control the cell cycle and preserve the genomic 
integrity of the organism,123,124 reason why it has been so-called the “genome guardian”.125 Protein 
p53 can be activated by numerous factors, primarily, DNA damage and other situations of cellular 
stress, and can response in a variety of ways, including cell-cycle arrest and DNA repair or 
apoptosis (Figure 3).126,127 Because it plays a key role in Life, p53 is one of the most –if not the 
most– extensively studied proteins and it is the target protein par excellence in cancer therapy. 

Figure 3. Activation of p53 and cellular 
responses.
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From a structural point of view, the active form of p53 is a homotetramer constituted by the self-
assembly of four monomers of 393 residues each (Figure 4).128 Five main domains129 can be 
distinguished in each monomer chain: the N-terminal acidic transactivation domain (1-42),  the Pro-
rich domain (61-94), the DNA binding domain (102-292), the tetramerization domain (326-357) and 
the C-terminal regulatory domain (360-393). By far, the most important is the large, central DNA 
binding domain. Nevertheless, the rest of domains have not to be overlooked since they are all 
essential for the appropriate function of the protein. 

In line with its central position within the cellular network, p53 presents several regions of intrinsic 
disorder (Figure 4).128,130 These are mainly the regulatory N- and C-terminal domains although the 
folded DNA binding domain is also somewhat structurally unstable,131 which confers the 
promiscuity required for binding to multitude of partners, from DNA to proteins, most yet to be 
identified.132 The activity of the protein is regulated by numerous intricate mechanisms which 
control expression levels, degradation rate, localization, structure, interaction with biomolecules, 
post-translational modifications133,134 …

Figure 4. SAXS models of (A) free p53 and (B) p53-DNA complex. The structured core DNA 
binding domain (green and blue) and tetramerization domain (red) are displayed in cartoon 
representation, and unstructured connector linkers (grey), N-termini (salmon) and C-termini 
(yellow) in semitransparent space-fill mode.128

The fine balance of the p53 pathway can be altered by many factors. The most common 
impairment is the direct mutation of p53 gene,135-139 which in more of the 95% of the cases affects 
the prominent DNA binding region (Figure 5). Single missense mutations can compromise the 
structure of the protein or modify key residues either directly involved in the interaction with other 
biomolecules or required for post-translational modifications. Besides loss-of-function, mutations 
can also result in a protein with undesired oncogenic activity by promoting the transcripcion of 
oncogenes (gain-of-function).140,141

A B
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In a significant 10% of p53-associated tumor cases, the pathway fails due to alterations in direct or 
indirect partners of p53, the most relevant of which is the protein MDM2.138 Interactions with viral 
proteins (e.g. human papilloma virus E6 protein, HIV1 Tat protein) have also been reported to 
neutralize p53 activity and establish conditions that favor cancer.142-144

Figure 5. Frequency and distribution of p53 mutations along the sequence. From the IARC 
TP53 Mutation Database, release R12, November 2007.145-148

Reconstruction of the p53 tumor suppressor pathway has become one of the most exciting novel 
concepts in cancer therapy and a growing number of p53-targetting strategies have been proposed 
in the past few years.145-148

For cases in which the wild-type p53 gene is present (ca. 10%), enhancement of the protein 
activity is usually sought. The main target on this aim is the p53-MDM2 interaction,149-151 although it 
is not the only one, since p53 interacts with a wide spectrum of proteins.152 MDM2 down-regulates 
p53 by direct binding; inhibition of their interaction results in the accumulation of active p53 protein. 
Actually, the inhibition of p53-MDM2 interaction has been proposed as the model of study for the 
design of inhibitory strategies for protein-protein interactions and many reviews have been written 
on the matter.57,153-156 Given that in the unbound state the p53 binding sequence (at the N-
terminus) is not structured, most of the efforts have been focused on the MDM2 surface. 
Antibodies, oligonucleodides, �-peptides, �-peptides, retro-enantio-peptides, peptidomimetics of 
any other kind, peptoids, miniproteins, small molecules from natural product libraries or from 
chemical libraries, in silico screening… successfully or not, almost every current strategy has been 
employed in the search for inhibitors of the p53-binding site on MDM2 (Figure 6).156

Besides direct inhibition of MDM2-p53 interface, other explored alternatives deal with the down-
regulation of MDM2 protein itself via targeting other MDM2-protein interactions. 

For cases in which the p53 gene is mutated (ca. 90%), efforts have been recently focused on the 
pharmacological rescue of the non-functional protein by small binding molecules. Several 
molecular chaperones have been reported to recover the folded structure and the activity of some 
inactive unfolded mutants of the DNA-binding domain.149-151
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Figure 6. Inhibitors for MDM2-p53 interaction.156 (A) MDM2 unbound surface and (B) MDM2 
complexed with the p53 N-terminal peptide. 1 Peptide derived from p53 binding sequence (IC50:
313nM). 2 D-retroinverso antagonist peptide (IC50: 15μM). N-methyl peptoid (IC50: 25μM).  Helical 
�-peptide (IC50: 80μM).  First inhibitor identified by computational screening (IC50: 25μM).  Nutlin 
(Roche), the first potent inhibitor in vitro and in vivo (IC50: 90nM).  RITA, molecule belived to bind 
p53 rather than MDM2.  Sulfonamide inhibitor from in silico screening (IC50: 32μM).  Inhibitor from 
combinatorial chemistry Ugi 4-components condensation, later optimized from cell-based activity 
(IC50: 80nM). 1  First non-peptide small molecule inhibitor de novo designed (IC50: 10μM). 11
Terphenyl mimic of p53 �-helix (IC50: 05μM). 
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Given that mutations mainly affect the DNA-binding domain, little attention has been paid to other 
regions, despite the fact that mutations in other domains have also been found in human cancer. 
For instance, regarding the tetramerization domain, successful attempts of improving the stability 
of p53 tetramerization have been reported, although they always entail synthetic or genetic 
modification of the native protein sequence.157-164

Of course, in the case of mutations affecting key residues for the direct function, or hotspots 
implied in protein-biomolecule interactions, regardless of whether they enable correct folding, 
functionality cannot be rescued through pharmacological chaperones. For these cases and many 
others p53 activity restoration has been approached through genetic therapy, using suitable viral 
vectors to introduce intact or improved p53 genes into the tumor tissue.165-168 Success has been 
reported for some clinical trials; however, this strategy is still too limited for immediate practical 
application.  

1  u ti a enc  

The design of drug-like molecules of low molecular weight which can selectively and efficiently 
recognize a large featureless protein surface is sometimes unattainable. These limitations have 
inspired novel rational strategies in which larger scaffolds are employed to attach multiple 
anchoring groups that are specially selected to interact with unique features of the protein surface. 
The area covered by these potentials ligands is larger and, even if the protein-protein interface 
does not present any relevant anchoring point, other residues out of the boundary can also be 
used. In addition to the anchoring groups, the scaffold itself can be made up with functional 
attributes which further contribute to a tighter binding.  

The laboratory copies once again tricks from wise Nature, applying the concept of multivalency169

in the design of these ligand molecules. That is, a tighter interaction can be obtained from the 
simultaneous contribution of multiple low to moderate affinity interactions. In addition to increase 
the kinetic and thermodynamic stability of the complex,170 multiple contributions also lead to a 
higher specificity and to easier induction of conformational changes.169,171

A multivalent ligand consists of a main core, the scaffold, bearing several covalent connections, 
linkers or spacers, to the peripheral ligating (binding) units.172 These kind of constructions have 
been widely applied in drug discovery, especially in the fight against infectious diseases; viruses 
and bacteria adhere to the cell surface by multiple lectin-sugar recognition sites, thus multivalent 
inhibitors have been designed to “beat Nature at her own game” (Figure 8A).171 The same strategy 
has been applied in the design of effectors that promote responses via signal transduction by 
clustering surface receptors.93-95 In both cases, the ligand is designed to exploit the sugar-binding 
pocket on the target multivalent receptor. 
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Figure 7. (A) Bistrazine compound that inhibits the tetrameric assembly of RS virus fusion 
protein.173 (B) Cu2+-IDA-containing trivalent ligand that targets the imidazole side-chain of three 
histidines at the surface of carbonic anhydrase.174 (C) Calixarene-based ligand functionalized 
with multiple recognition elements designed for disrupting the interaction of the homodimer 
PDGF with its receptor.175 (D) [Rb(bpy)3] complex for the recognition of the positively charged 
cytochrome c surface.176

In the surface recognition challenge, the multivalent approximation has also been successfully 
applied, usually by taking advantage of the symmetry of the target molecule (Figure 7A, Figure 8A
and B). Branching chelators are selected on the basis of the chemical characteristics of the target 
residues on the surface. The scaffold, whether natural95,171 or synthetic, can also actively 
participate in the binding or simply remain as a rigid support whose entropic penalty is low.  
A small selection of reported multivalent ligands for surface recognition is shown in Figure 7 and 
Figure 8; many other scaffold, both smaller and larger, have been also described. Despite their 
huge size –far from that of the classic drug-like molecule– these ligands have proven successful in 
their inhibitory tasks in vitro and in vivo, thus opening new doors in the “biomimetic approach” in 
rational drug design.   

A B 

C D
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Figure 8. (A) Pentavalent saccharide-inhibitor for the receptor binding site of cholera toxin B-
pentamer; at the right, a schematic representation of the ligand binding mode.177 (B)
Porphyrine-based tetravalent ligand for blocking human Kv1.3 potassium channel; at the 
bottom the complex protein-ligand.178 (C) Porphyrine-based tetravalent ligand TPP 
derivatives for the recognition of cytochrome c exterior surface; at the bottom the complex 
protein-ligand.179
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1  Ca i arene  

Calixarenes have become one of the most popular scaffolds currently employed in the design of 
multivalent ligands, not only for protein recognition but also for other many scopes.180,181

Calixarenes  –or more accurately said, calix[n]arenes–182 are synthetic macrocycles derived from 
the condensation of phenol and formaldehyde. Its chemistry is well established; depending on the 
experimental conditions, they can be formed by four to eight aromatic units arranged cyclically 
(Figure 9). The phenol group defines the narrow or lower rim of the molecule, and is an excellent 
point for diversity. The wide or upper rim of the molecule presents the reactive para-position of the 
aromatic rings where many other functional units can be also introduced. The stereochemical 
orientation of the ligating arms can be properly tuned by shaping the calixarene macrocycle in any 
of its possible conformations.183 For instance, pinched and winged conformations can be avoided 
by conveniently bridging the positions at the lower or the upper rims.184,185

Figure 9. Calix[4]arene. At the left, as a cone, and at the right, in an upper view. 

Traditionally, calix[n]arenes, like cyclodextrins and crown ethers, have displayed a central role in 
supramolecular chemistry, mainly as hosts –“model receptors”– for ions, neutral molecules and 
other organic guests. Far from a basic model of study, those properties have been exploited into 
the real world for the construction of electrodes and membranes for transport, for the production of 
selective sensors for analytical applications and medical diagnosis, or for the decontamination of 
waste water among others.186,187

More recently, calixarenes have been used as platforms for the synthesis of multivalent ligands. 
They are very attractive synthetic molecules since posses several variable reactive positions that 
can be functionalized selectively in diversity-oriented syntheses; in addition, the flexibility or rigidity 
of the calixarene scaffold can be modulated at will. Hence, ornamented calixarene have proven 
success as, for instance, biomimetic receptors for the encapsulation of guest species of biological 
interest (e.g. insoluble drugs, steroids…),188,189 building blocks for the non-covalent synthesis of 
nanostructures,180,181 multivalent ligands able to modulate biological processes (antiviral,190

lower rim 

upper rim
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antibacterial, channel blockers,191 protein inhibitors,192 protein surface binders193…), artificial 
enzymatic activity,194 detection and immobilization of proteins in microarrays,195 DNA-transfection 
properties196… (Figure 10) and the list is unceasingly growing.172,180,188 Hence, calixarenes are 
very promising tools in the field of the bionanotechnology.     

Figure 10. Multivalent calixarene ligands in Bionanotechnology.172
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Biophysical methods

The physical properties of protein-protein and protein-ligand interactions can be thoroughly 
studied by any of the numerous biophysical methods developed to date. In vitro biochemical 
approaches have also been designed for the detection, characterization and understanding of 
protein-protein interactions and as a result, it starts to be possible to integrate structural information 
gathered at multiple levels of the biological hierarchy –from atoms to cells– into a common 
framework. Therefore, we are closer to understand the intriguing principles that underlie the protein 
network.  

It is not the scope of this chapter to review all the biophysical and biochemical techniques available 
for characterizing proteins interactions. The following pages present a brief introduction to the 
methodologies applied in the present work, placing emphasis on their application to protein-ligand 
systems. 
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2  N clea  a etic Reso a ce N R  

Nuclear Magnetic Resonance (NMR) spectroscopy is the best known method to determine three-
dimensional structures of biological macromolecules in solution.1 Even so, the study of protein-
protein and protein-ligand interactions is its widest applications nowadays.2,3 By NMR, the complex 
is not only structurally characterized; valuable information about the thermodynamics, the kinetics 
and the mechanisms of the binding event can be also attained.  

NMR is based on the quantum mechanical magnetic properties of the nuclei of atoms. Regardless 
of the experiment design, NMR spectroscopy ultimately studies the magnetic nuclei by aligning 
them with an applied magnetic field and then perturbing this alignment using an alternating 
orthogonal magnetic field.  

The magnetic properties of nuclei are extremely sensitive to the environment and therefore, to the 
interaction between molecules. There are many NMR parameters whose change can be used to 
detect and study the binding process, such as for instance chemical shifts, coupling constants, 
relaxation or translational diffusion properties. NMR experiments to characterize protein-ligand 
complexes can be divided according to which part of the complex is observed: on the one hand, 
those that observe the macromolecule (i.e. the receptor), and on the other hand, those that 
measure NMR parameters for the small binding partner (i.e. the ligand).  

2  Recepto  ased e pe ime ts  

The most popular and probably the simplest experiment among those focused on protein 
observation to characterize the binding event, is the so-called Chemical Shift Perturbation (CSP).
This involves monitoring the changes in the protein resonances upon ligand addition; it is 
commonly performed in 2D NMR experiments (e.g. 1H-13C or 1H-15N) on an appropriately labeled 
protein. CSP takes advantage of the high sensitivity of the nuclei chemical shift to their 
environment; hence, perturbations on the chemical shifts of the protein are used to assess whether 
the binding event does take place, its dissociations constant and its kinetics (Figure 11). 
Nevertheless, the real power of the technique is unleashed when the protein structure and the 
assignment of its resonances are available. CSP will primarily occur on resonances nearby the 
binding site and consequently, by representing the most affected residues on the protein structure, 
the protein-ligand interface can be outlined.  

In spite of the simplicity of the experiment, CSP is not devoid of difficulty. The first intrinsic 
limitation falls on the requirement of a stable isotope enriched protein which, besides expensive, 
may not be always accessible. Overexpression in E. coli is the regular procedure to achieve 
labeled samples; however, these systems are no always successful in producing any protein (e.g.
post-translational modification, chaperone-aided folding or toxic proteins). But even if large 
production is possible, at the high concentrations required for NMR experiments, the protein might 
no be stable long enough. In addition, there is a limit in the molecular weigh of the target protein; 
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the observation of complexes beyond 40kDa is often hampered by severe relaxation and important 
signal overlapping. New methodologies are being developed for the study of larger proteins,4 such
as for instance deuterium labeling,5 residue-selective labeling,6,7 TROSY, etc.

Besides these inherent limitations of the technique, observed CSP can not be always distinctive 
features of the ligand binding site. Proteins floppiness can lead to conformational rearrangements 
in response to the recognition event; that makes difficult to differentiate between CSP directly 
caused by the ligand and those induced by distal effects. Fortunately, the interest in NMR for the 
study of complexes in solution has raised new strategies and experiments to unequivocally 
determine binding interfaces.8

Certain regions of the one-dimensional 1H spectrum of a protein have also proven informative in 
molecular recognition processes. This is the case of the 1H up-field region, comprised between 
0.4ppm and -1.0ppm. Resonances at these high fields correspond to protons nuclei close to the 
center of an aromatic ring (i.e. a ring current) within the protein. Even if they are not directly 
perturbed by the ligand, they can be sensitive conformational probes of the structural 
rearrangement induced on the protein upon ligand interaction.9-11

Figure 11. How the chemical shift of the protein changes during a titration with ligand is determined 
by the kinetics of the interaction in the NMR time scale. If the complex dissociation is very fast: 
koff/�� > �/�2 (namely, koff >104 s-1), only a single set of resonances is detected, whose chemical 
shifts are the fractional weighted average of those of the free and the bound forms. Contrariwise, if 
the dissociation is very slow: koff/�� < �/�2, during the titration with ligand the “free set” disappears 
and is replaced by the “bound set” of resonances. For intermediate chemical exchange, an 
intermediate behavior is observed and resonances become poorly defined along the titration. As a 
rule of thumb, interactions with KD < 10μM are slow exchange, and intermediate or fast otherwise.12

However, it is important to understand that the NMR time scale depends on both the kinetic 
dissociation constant, koff, and the distance between the free and bound resonances, �� (in Hz). 
Large �� can also result in a slow-intermediate exchange behavior and hence, can be 
misinterpreted as a high affinity association. Likewise, ��, in Hz, also depends on the magnetic 
field; higher magnetic fields make the exchange faster.   

fast exchange slow exchange 

1D

2D

P         PL                       P            PL
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2 2  i and a ed e peri ent  

NMR experiments based on the ligand are more numerous and diverse than those for the protein, 
mainly due to the dramatic changes that small molecules can undergo upon binding to a large 
receptor. Most of these properties are related to the apparent molecular weigh of the ligand, which 
in the presence of the target increases up to the complex one. Consequently, size-dependent 
properties such as longitudinal (R1) and transverse (R2) relaxation, diffusion coefficients and inter-
or intramolecular magnetization transfer will report of such molecular weight change and hence, 
prove and characterize the interaction.  

Detecting the effects of the binding on the ligand overcomes all the limitations previously described 
for the receptor-based experiments. First, no labeled protein is required. Second, experiments are 
less protein demanding, since large ligand-to-protein ratios are used. And third, there is no limit on 
the molecular weight of the macromolecule; indeed, the larger the receptor the easier to detect the 
changes on the ligand.  

Nevertheless, observing the ligand has its own limitations, too. The major stumbling block which 
plays down importance to ligand based experiments is the little –or none– information regarding 
the binding on the macromolecule. Additionally, those experiments are only suitable when the 
binding proceeds under fast exchange (koff >104s-1). Tighter binders with slow or intermediate 
dissociation rates may appear as non-interacting ligands. Even so, it has been proven that this 
limitation can be overcome by competition experiments, using a weaker binder as a reporter of the 
binding effects of the tighter one.2,13

From the NMR point of view, relaxation is likely the most different property between small and 
large molecules (Figure 12). Upon complexation with the receptor, the ligand happens to behave 
as a large entity and so, the rate at which it relaxes changes dramatically. Given the fast exchange 
rate between both states, measured magnitudes are the weighted average accounting for the free 
(ƒF) and bound (ƒB) relative populations:  

A = ƒFAF + ƒB AB.

Although the ligand is in large excess over the receptor (ƒF>>ƒB), relaxation-depending parameters 

can change several orders of magnitude when the interaction occurs (AF<<AB), and consequently, 
the bound term can dominate the value detected experimentally.  

A distinction is made between longitudinal, R1, and transverse, R2, relaxations. The use of R1 
relaxation rates to detect binding can be only performed on individual resonances; this is because 
of the different relaxation mechanisms that resonances can undergo. R2 relaxation is more 
convenient, informative and successful to use. Spin-spin relaxation times for small molecules 
rapidly tumbling are usually long, while for resonances of large molecules or protein-bound ligands, 
T2 is usually much shorter (Figure 11). The resonance linewidth directly depends on the 
transversal relaxation rate; hence, upon interaction with the receptor protein, the ligand resonances 
immediately broaden, and such a direct effect can be used to qualitatively and quantitatively 
assess binding.  
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Figure 12. Relaxation rates R1 and R2 in NMR as a function of the correlation time, τc (i.e.
time that the molecule takes to rotate one radian over itself); at a given temperature, τc

mainly depends on the size of the molecule. 

In addition to the relaxation rate, another parameter widely employed in ligand-based experiments 
–due to its high sensitivity to the tumbling of the molecule– is the nuclear Overhauser effect (nOe).  

The nOe arises from the spatial transfer of polarization form one spin to another.2,14 Large 
molecules exhibit strongly negative nOes, whereas for small or medium size molecules nOes can 
be positive, null or slightly negative, depending on the molecular weight, shape and magnetic field 
(Figure 13). When the ligand binds to the receptor, it adopts the nOe behavior corresponding to 
the complex and therefore, it shows strong negative nOes. This phenomenon is known as 
transferred nOe (tr-nOe). Hence, binding can be easily proven by simple observation of the sign 
and size of the recorded nOes.  

In addition to the change of the pre-existing nOes, new ones can appear if the conformation of the 
ligand changes upon binding. Likewise, nOes between the ligand and the receptor (i.e.
intermolecular nOes) can also be detected under appropriate experimental conditions. 
Nonetheless, the real power of transferred nOe experiments lies in the possibility to determine the 
actual conformation of the bound ligand.15

Figure 13. Maximum nOes (�max) detectable by NOESY or ROESY, plotted as a function of 
the correlation time (τc) and the frequency (ω), since nOes not only depend on the molecule 
tumbling but also on the magnetic field were they are recorded. 
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Taking advantage of the large negative nOes in the ligand-receptor complex, several experiments 
have been designed based on the transfer of magnetization between ligand and protein.2 This is 
the case of the Saturation Transfer Difference (STD) experiment.16 In STD, the receptor is 
magnetically saturated by irradiation at a selective frequency, known as the on-resonance. Part of 
this magnetization can be eventually transferred to the bound ligand by spin diffusion mechanisms. 
When the ligand dissociates from the target, the magnetization transferred in the bound state still 
remains in the free ligand; this transfer can be easily determined by subtracting a reference 
spectrum –acquired with off-resonance irradiation– to the spectrum recorded in the on-resonance 
experiment. The resulting spectrum only contains those ligand signals that have been magnetically 
perturbed by binding to the target (Figure 14). Moreover, the magnitude of the transferred 
magnetization is proportional to the actual distance of the ligand nuclei to the protein in the bound 
state; hence, the ligand binding mode can also be determined.  

Figure 14. STD experiment. The receptor is selectively irradiated at the selective on-resonance 
frequency. Upon binding, part of the magnetization is transferred to the ligand, the closest 
regions being the most affected. Subtraction of the on-resonance experiment to an off-
resonance reference one, directly leads to the mapping of the ligand binding mode.  

Due to the dependence of the STD signal intensity on both ligand excess and ligand concentration, 
it is usually employed the so-called STD amplification factor to better assess the absolute 
magnitude of the STD effect. The STD amplification factor, in effect, is the relative intensity of the 
STD signal compared to that of the signal of the protein. It is calculated multiplying the fractional 
saturation of a given proton by the excess of the ligand over the protein (equation [1]). The 
fractional saturation expresses the signal intensity in the STD spectrum, Ιsat, as a function of the 
intensity of an unsaturated reference spectrum, Ιo. The fraction of saturated ligand is continuously 
reduced when the ligand excess is increased. On the contrary, the STD signal increases as a 
function of ligand excess.16 Consequently, the STD amplification factor is used to compare the 
STD effect for samples of different composition. 
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    STD amplification factor = 
o

sato

Ι
Ι−Ι

×  ligand excess       [1]

Although the saturation transferred to the ligand depends on the proximity to the receptor, the size 
of the observed STD signal not only depends on that. Saturation of ligand protons in the bound 
state is counteracted by their longitudinal relaxation times, T1, in the free state;17 hence, a large 
STD effect can be misinterpret for a strong contact if the protein is irradiated at the on-resonance 
frequency during long saturation times. This effect is especially troublesome for molecules with 
protons differing markedly in their T1 values.17

Short saturation times are more accurate for epitope mapping experiments, since the T1 effect has 
smaller impact.17 However, under those conditions protein saturation is not efficient and STD 
signals intensity is not enough for an accurate quantitative analysis. STD misinterpretation can be 
bypassed tracing the STD build-up curves (equation [2]).16,18 To eliminate the T1 bias, the probe of 
the proximity to the receptor is the slope of the STD build-up curve at zero saturation time 
(equation [3]).

STD = STDmax ×  [1 – exp (-ksat × tsat)]      [2]   

vo = STDmax ×  ksat        [3]   
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2 2  ra  cr ta o raph   

X-ray crystallography is the technique par excellence for the determination of the three-
dimensional structure of proteins and protein complexes at atomic resolution in solid state.19 In 
fact, it is by far much more prolific than NMR, and at present more of the 80% of biomolecules 
structures have been solved by X-ray.20 NMR cannot compete with X-ray crystallographic methods 
in accomplishments such as the structural determination of large proteins or supramolecular 
assemblies. However, not all proteins and protein-complexes may crystallize or, at least, not 
homogeneously and in a biological relevant conformation.  

Crystallization drawbacks are magnified in non-covalent protein-ligand complexes. Even if the 
crystallization conditions are well established for the target protein, obtaining co-structures with the 
ligand is too often not successful.21,22 Two approaches are used in seeking the complex structure: 
co-crystallization and soaking. In the soaking experiments, the ligand is incubated with a preformed 
crystal of the target protein, in the hopes that it will diffuse through the lattice and interact with the 
protein binding site. In the co-crystallization approach, the ligand is combined with the protein in 
solution and then the complex is crystallized.  

Protein crystals are loosely packed, with 30-80% being solvent molecules.23 Channels traversing 
the lattice contain the bulk solvent bathing the crystal and are an access door for small ligands to 
the crystallized protein.24 The soaking approach makes faster the crystallization process of the 
protein-ligand complex;25 however, the protein crystal used must be compatible with the ligand 
binding mode. Therefore, channels within the crystal must be large enough as to allow the ligand to 
diffuse through them, and the binding site of the protein must be present (i.e. the protein must be in 
the right conformation) and accessible. Although both requirements are satisfied, the ligand 
interaction mode in the crystal structure under the crystallographic conditions may not accurately 
represent the solution binding mode.26

Direct co-crystallization of the complex can circumvent these issues, although that means to deal 
with the crystallization problem from the beginning. In addition to the difficulties already existent for 
the crystallization of a protein, introduction of a ligand only carries inconveniencies; this is because 
the sample to be crystallized is not homogeneous anymore. Homogeneity is essential in the 
preparation of useful crystals; the presence of impurities or any other perturbation factor can make 
impossible the crystallization, or may incorporate defects into the lattice and lead to a poor quality 
crystal. For the crystallization of a protein-ligand complex, heterogeneity is unavoidably introduced,
since the free and the bound species are present. Whether this heterogeneity negatively affects 
crystal growth will depend on the ability of each form of the protein to incorporate into the lattice. In 
this respect, ligand affinity is crucial in order to minimize heterogeneities. Nevertheless, the affinity 
of the ligand for the protein can be seriously perturbed under the stringent buffer conditions 
employed in crystallography, and –most of the times– the ligand solubility is reduced so much that 
it simply precipitates.  

But the crystallographic problem does not end when crystals are finally formed.  
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The loose packing of the protein molecules within the lattice makes the crystal to be extremely 
fragile, not only to physical manipulation but also to the X-ray radiation during the diffraction. The 
damage can be delayed by working at very low temperatures (i.e. 100K), as cryocrystallography 
does. In order to keep unaltered the crystal when it is frozen –because of the transition of liquid 
water into the solid state–, it is first required to find an appropriate cryoprotectant buffer.  

When finally the crystal is diffracted, it may occur that its quality is not enough as to collect high-
resolution data (<3Å; a C-C bond is approximately 1.5Å). Crystal size and mosaicity are the two 
key characteristics which determine the quality of the diffraction. Large crystals present a larger 
number of dispersing elements and hence, its diffraction is more intense. Mosaicity refers to the 
degree of order –or disorder– within the crystal. Large mosaicities correspond to imperfect and 
disordered packages, thereby resulting in poor quality diffractions.  

The processing of the collected data starts by the determination of the unit cell (i.e. the smallest 
repeating unit that makes up the crystal), its dimensions (given as three lengths: a-b-c, and three 
angles: �-�-	, which determine the spot spacing of the diffraction image) and the space group
(which determines how the molecules are packed into the crystal lattice and is provided by the 
symmetry of the diffraction patterns). The diffraction pattern is then indexed and the intensities 
measured. The electron density map is ultimately calculated and the structural model built (i.e.
each amino acid of the protein sequence is inserted into the electron density map) and refined.  

In the case of crystal soaking, data processing is shortened, because the structure of the protein is 
already known and it is only necessary to determine at which positions the changes in the electron 
density appear to locate the bound ligand. In order to obtain reliable information, enough ligand 
has to be incorporated into the crystal (i.e. >20% occupation). Soaking experiments can even 
provide binding constants;27 this is achieved by soaking protein crystals into solutions containing 
increasing amounts of ligand (like a “titration”), since the degree of occupation depends on the 
ligand concentration. However, the “thermodynamics” and the structure of the complex obtained in 
the solid state by X-ray may differ substantially from those of a fluid biological system.  
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2  Ci c la  Dich oism 

A beam of light polarized in a plane is composed of two components circularly polarized: the right-
handed one and the left-handed one. Both components are in phase and have the same 
amplitude. When the beam passes through an optically active sample, the right-handed and the 
left-handed components interact in a different manner with the chiral centers of the molecules and 
thus, they are differently absorbed. After passing through the sample, each component is still 
circularly polarized, but their phase and amplitude are not the same anymore. When they are 
combined, the result is an elliptically distorted polarized light beam. This is the phenomenon known 
as circular dichroism (Figure 15).  

Figure 15. Circular dichroism phenomenon. At the left, the former beam of polarized light 
with the right-handed (in red) and the left-handed (in green) components phased and of 
equal amplitude. At the right, the resulting beam of light elliptically polarized.  

Although all amino acids –except glycine– contain at least one asymmetric carbon atom, most of 
them only display small CD effects by themselves. It is the conformation of the protein, namely, the 
spatial asymmetric and periodical arrangements of the residues, that arises the characteristic CD 
spectra of proteins. The major optically active groups in proteins are the amide bonds of the 
backbone and the aromatic side chains.  

In the far ultraviolet region (178-260nm) CD bands mainly arise from the amides of the protein 
backbone (transitions n-�* at 220 nm and �-�* at 190 nm). Depending on the orientation of the 
peptide bonds within the protein structure, the optical transitions of the amide bond can be split into 
multiple transitions, the wavelengths of the transitions can be increased or decreased, and the 
intensity of the transitions can be enhanced or decreased. As a consequence, each secondary 
structure motif has a characteristic CD bands pattern (Figure 16). Hence, �-helices display two 
negative bands at 222nm and 208nm and a positive one at 190nm; for �-sheets, the spectrum is 
less intense, with two negatives bands around 217nm and 180nm and a positive at 195nm, 
although depending on the relative orientation of the �-strands on the �-sheet the pattern can 
change substantially;28 turns can adopt several conformations (�-turns type I, II and III) and each 
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has its own CD profile; and for disordered structures, namely random coils, a negative band about 
200nm is detected.  

Moreover, some proteins also display bands in the near ultraviolet (350-260nm) and visible region, 
which arise from aromatic amino acids (transitions �-�*). The CD in these regions depends on the 
environment of the chromophores, hence, on the tertiary structure of the protein.  

Figure 16. Circular dichroism spectra in the far UV for polypeptides in pure 
�-helix, �-stand, �-turn or random coil conformation 

As a result, valuable information about the secondary and tertiary structure of the protein can be 
attained by analysis of its CD spectrum.29-33 Although CD does not provide information at the 
atomic detail, it is an excellent tool for rapid structural determinations and does not require large 
protein amounts. However, for an accurate estimation of the secondary structure, data should be 
collected up to 178nm or lower; unfortunately, at these wavelengths experimental data are fairly 
uncertain and display poor signal-to-noise ratios. 

In addition to structural information, CD changes as a function of temperature, time or presence of 
ligands can also provide other valuable thermodynamic and kinetic information.34-37 Regarding the 
interaction with ligands, since CD is a quantitative technique, the changes in the spectra are 
directly proportional to the amount of complex formed; hence, they can be used to estimate binding 
affinities. The changes can arise from structural rearrangements induced upon binding, but also 
from changes in the environment of the aromatic moieties –from both the protein and the ligand. 
Furthermore, the thermal stabilization induced on the protein by the interaction with a ligand can 
also be determined by monitoring the change in the ellipticity when scanning up the temperature; in 
addition, from the thermal shift, thermodynamic parameters can be calculated.  
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2  i erentia  cannin  Ca ori etr  

Differential Scanning Calorimetry (DSC) is the most powerful technique for the direct and utter 
energetic characterization of the thermal stability of a protein. Consequently, DSC provides 
priceless quantitative information about the thermodynamic effects that result from the interaction 
with a ligand molecule. Moreover, energetic characterization can further provide qualitative 
structural description of the protein-ligand system (e.g. hydrogen bonds, electrostatic or 
hydrophobic dominance, structural rearrangements…). The main pitfall in DSC is the requirement 
of a large concentration of unrecoverable protein, which might lead to a non-ideal behavior.  

Experimentally, DSC records the changes in the apparent heat capacity, CP, when scanning up the 
temperature. During the thermal unfolding process, the hydrophobic core of the folded protein 
becomes solvent exposed and consequently, the sample experiences an increase in the heat 
capacity. This means that the heat required to rise the temperature of a solution of unfolded protein 
is larger than that required for a solution of folded protein, due to the reorganization of the solvent 
molecules around the non-polar side chains exposed to the solvent during the unfolding.38

It is called “differential” because microcalorimeters measure the difference of the heat capacity 
between two identical cells, one containing the protein sample (sample cell) and the other 
containing the plain buffer (reference cell). Given that the heat capacity for both cells is different, 
different thermal power have to be applied to each in order to be scanned at the same rate.39

From the raw heat capacity data, it is possible to thermodynamically characterize the unfolding 
transition of the system. Some parameters can be directly measured from the experimental 
thermogram (Figure 17), such are the melting temperature, Tm (the temperature at which CP is at a 
maximum); the heat capacity change, �CP (the difference between the initial and final baselines at 
Tm) and the calorimetric unfolding enthalpy, �Hm (the area under the CP curve, i.e. the integral of CP

over the temperature). The entropy change, �Sm, can be determined as the integral of the CP/T
curve over the temperature. The free energy change at the melting temperature, �Gm, is calculated 
through the well-known equation �Gm= �Hm-Tm�Sm. In addition, the reversibility of the process can 
be proven by re-scanning or scanning-back an unfolded sample.  

The melting temperature is an excellent probe of the protein stability; a larger Tm means a more 
stable protein. The melting enthalpy correlates with the content of structure and is the net value 
from the combination of endothermic contributions –such as the disruption of hydrogen bonds– and 
exothermic ones –such as the break-up of hydrophobic interactions.40 In general, the more stable 
the protein, the larger the energy required to unfold it; that is, �Hm becomes more positive as Tm

increases.41 The sharpness of the transition peak is an indicator of the cooperative nature of the 
transition from native to unfolded (e.g. two-state or multi-state); if the unfolding occurs within a 
narrow temperature range, the transition is considered highly cooperative.40 The unfolding 
mechanism can be asserted by comparison of the experimental parameters with those calculated 
by an indirect non-calorimetric approach, the so-called van’t Hoff analysis.42
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Figure 17. DSC thermogram for a two-state unfolding (N�U). CP
N and CP

U correspond to the 
heat capacity in the native and the unfolded state respectively. The area comprised between 
the experimental CP curve and a hypothetical baseline linking the native and the unfolded state 
(short-dashed line) corresponds to �Hm.

The interaction of a protein with a ligand involves changes in the intra- and intermolecular 
interactions as well as in the dynamics of all the components. These changes are reflected in the 
energetics of the binding (namely, �GB, �HB and �SB) and have immediate consequences on the 
protein stability.43

When a ligand binds to the native state of the protein, the biomolecule becomes thermo-
dynamically stabilized. Therefore, the protein experiences an increase in the melting temperature 
that is usually accompanied by an increase in the unfolding enthalpy.44 These changes are 
proportional to the affinity of the ligand; hence, binding constants –at the melting temperature– can 
be calculated. However, since the ligand binding is indirectly estimated from the changes in the 
unfolding equilibrium of the protein, precaution must be taken in the interpretation of the resulting 
affinities.45 In addition, the shift in Tm is not always directly correlated with the affinity. The ligand 
can also interact with the unfolded protein and shift backwards the transition peak. Alternatively, 
the ligand might dissociate before getting to Tm, thus not modifying the protein unfolding profile.

Regardless of these limitations, DSC is the only technique which enables the study of ultra-tight 
bindings which cannot be managed by other biophysical methods (i.e. KD 
 10-20M).42
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2  I other a  itration Ca ori etr  

Isothermal Titration Calorimetry (ITC) directly measures the enthalpy change for a bimolecular 
binding reaction at a constant temperature.46 In principle, the technique is universal and can be 
applied to any kind of bimolecular process since heat evolution is an inherent property of all 
chemical reactions. No reporters are required, no approximations or indirect assumptions have to 
be taken, and there are no limitations in the size or the nature of the components.  

Experimentally, an ITC calorimeter is composed by two identical cells: the sample cell and the 
reference cell, placed in an adiabatic jacket at constant temperature. The reference cell is filled 
with the buffer (or water) and the sample cell is filled with a solution of one of the components of 
the reaction –usually the protein. The second component of the reaction –usually the ligand– is 
loaded into a syringe, which is then physically introduced into the sample cell, where will act also 
as a stirring device for sample homogenization. The experiment consists in injecting little aliquots 
of the titrant into the sample cell, and measuring the heat that is absorbed (i.e. endothermic) or 
released (i.e. exothermic) after every injection. In fact, the direct observable measured is the time 
dependent input of power (J·s-1) required to maintain equal temperatures in both cells, which 
appears as a “peak” of power after every injection (Figure 18).40 As the titration progresses, the 
heats resulting after every injection progressively decrease, due to the saturation of binding sites, 
up to finally only detected the heat from the dilution of the titrant into the sample solution.  

The raw data from the ITC experiment contain the energy of all the processes taking place during 
the titration; this not only includes the heat of the interaction, but also the dilution of the ligand into 
the protein solution, the dilution of the protein when the ligand is added, and the heat effects of 
stirring. These additional factors can be corrected by the corresponding blank controls. The 
resulting net heat from the interaction protein-ligand is the “probe” of the extent of the binding 
reaction.  

Analysis of the ITC data provides the so-called binding isotherm (Figure 18). The isotherm gathers 
all the thermodynamic information regarding the binding reaction: the stoichiometry, n; the 
equilibrium binding constant, KB, and the binding enthalpy, �HB, at the working temperature. From 
these parameters, the free energy change, �GB (�GB = –RT lnKB) and the binding entropy, �SB

(�GB = �HB -T�SB) are directly calculated.47

Further thermodynamic characterization of the system can be achieved by recording several ITC 
experiments at different temperatures (e.g. determination of the binding �CP), at different pH (e.g. 
number of protonation events)48,49 or in different  buffers (e.g. ionic strength effects).50,51

From a molecular point of view, there are many factors that contribute to the binding energy. The 
experimental value for �HB comprises all the single enthalpic processes taking place in the whole 
system; this includes intermolecular contacts (e.g. van der Waals interactions, hydrogen bonds), 
conformational changes, solvent rearrangements or ionizations events. They all may not directly 
result from the pure protein-ligand interaction and thus, �HB can be difficult to interpret. �SB is 
even more ambiguous; upon binding, the system loses degrees of freedom, which results in a 
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negative contribution. However, upon binding, water molecules are realized from the molecule 
ordered shell into the bulk solvent, which positively contributes to the entropy. As a consequence, 
interpreting the driving forces of the interaction form the enthalpy and the entropy values is most of 
the times uncertain.47

Figure 18. Isothermic calorimetric titration of a protein with a ligand. Upper panels display the 
recorded experimental data, each peak corresponding to an injection of ligand. In the lower 
panels, the binding isotherms display the heat per mol of ligand vs. the ligand-to-protein molar 
ratio. The solid line corresponds to the mathematical adjustment of the data.  

The beauty of the ITC is in its simplicity: the entire set of thermodynamic parameters is directly 
obtained from a single experiment. However, it is not devoid of difficulty, and calorimetric titrations 
are not always successful. One of the most critical factors in the experimental design is the 
concentration of the macromolecule and the ligand. For an accurate determination of the binding 
constant, the concentration of the macromolecules ([M]o) must satisfy the following rule:46

1 < KB ×  n ×  [M]o < 1000  

Ligand must be added until saturation is reached, but depicting a well defined transition, not too 
smooth neither too sharp. Hence, for low affinity systems, the concentrations required to achieve a 
well featured binding isotherm are too large and most of the time unattainable. Conversely, for too 
high affinities, the concentrations required are so low that experimental heats are beyond the 
sensitivity of the calorimeter. In practice, ITC is limited to KB in the range 106-1011M.  

exothermic endothermic
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2  ass pect omet y y lect o p ay Io i atio   

Detection of non-covalent protein-ligand complexes by mass spectrometry (MS) has become very 
popular in the last decade. It presents many advantages over other classical biophysical 
techniques, such are the low sample demand and that no label is required –the molecular weight is 
an inherent property of every molecule. Furthermore, mass spectrometry experiments are ultra-fast
and do not require long and complicate processing; hence, within seconds, it is possible to know if 
the ligand binds to the protein and the stoichiometry of their interaction, even if the protein 
sequence and structure are unknown.  

Of course, mass spectrometry also has its limitations, being the worse of the pitfalls the gas phase
detection of the solution-phase species. For the generation of ions in the gas-phase directly from 
the liquid solution, it is essential a gentle ionization method that yields no molecular fragmentation. 
This can be achieved by the well-known electrospray ionization (ESI). Nevertheless, the generation 
of ions is only the first hurdle to overcome. For success, ions must be retained intact in the various 
differentially pumped regions of the mass spectrometer, focused and guided along their intended 
flight path, separated according to their mass-to-charge (m/z) ratio, and subsequently detected 
(Figure 19).52

In MS-ESI, it is assumed that many aspects of the solution-phase protein-ligand structure are 
maintained in the gas-phase.53,54 However, it is well known that MS has a bias toward detecting 
electrostatic interactions, and hydrophobic interfaces are weakened in the gas phase.55 Hence, the 
intensity of the detected mass peaks for a protein-ligand complex cannot be directly correlated with 
the affinity. Moreover, in cases in which the association is mainly hydrophobic, it may be 
impossible to maintain and detect an intact complex.  

Fortunately, the rising interest in the field has prompted the development of new approaches to 
bypass those limitations and further attain quantitative data about binding from MS experiments. 
The strategy in question consists in compare the hydrogen-deuterium exchange properties of the 
ligand-free and the ligand-bound proteins. The existence of the complex in the gas phase is not 
required anymore since the level of H/D exchange in the protein –that can be determined by MS 
with great accuracy– reports directly the binding of the ligand and can even provide information 
regarding the dynamics of the interaction.55
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Figure 19. Schematic representation of a high-mass quadrupole time-of-flight (QTOF) spectrometer.55

(a) Ions are formed by nanoflow electrospray (ES) of the complex-containing solution and are drawn 
into vacuum through the ion source. The ions are driven through a series of pressure and potential 
gradients until their ultimate detection (red line). (b) Representation of the nanoflow ES process. (c) 
The quadrupole mass filter. A quadrupole consists of four parallel rods, in which the ions describe a 
complicated trajectory dependent on their mass-to-charge (m/z) value. One of the four rods is 
removed for clarity. (d) Schematic representation of the collision-induced dissociation process within 
the collision cell. The precursor ion selected via the quadrupole undergoes repeated collisions with the 
collision gas (orange), which increase the internal energy of the complex until it dissociates. (e) 
Different ion trajectories in the TOF detector. Ions with different m/z values have different velocities 
and will therefore reach the detector at different times.  
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Objectives

Protein-protein interactions are essential in biological processes and thus have become 
very promising pharmacological targets. Nevertheless, this area of research is still young and 
modulation of protein complexes remains a challenge. Since most work to date has been focused 
on the inhibition of protein-protein interactions, there is little precedent on the design of molecules 
which can induce, stabilize or recover the oligomerization state of proteins. In this context, the 
system comprised of the tetramerization domain of protein p53 and its oncogenic mutants with 
defective oligomerization properties is an outstanding case of study for the design and evaluation 
of molecules which can recover the tetrameric structure. 

Previous work in our group showed how linear oligobicycloguanidinium compounds (Salvatella et
al., 2004) and linear oligoarginine peptides (Martinell et al., 2006) could recognize an anionic patch 
of carboxylates on the surface of p53 tetramerization domain. However, these compounds were –
presumably– not able to join together the four units of the protein.  

Based on the recognition properties of the guanidinium group, and on the structure of the p53 
tetramerization domain, Prof. Javier de Mendoza (ICIQ) rationally designed multivalent 
calix[4]arene ligands that –theoretically– can simultaneously interact with several monomers of the 
protein and thus stabilize the whole tetrameric assembly. 

Hence, the objectives for the present thesis have been the following: 

1. To obtain natural mutants of the tetramerization domain of protein p53 with defective 
assembly abilities, and to establish the best biophysical methodologies for their structural 
characterization.

2. To test the molecular recognition abilities of the designed calix[4]arene ligands, 
namely, by answering the following questions: 
Can they interact with the tetramerization domain of p53 as intended?  
Can they interact with mutated tetramerization domains? If so, what is this interaction like? 
Can they stabilize the tetrameric assembly?  
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