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Abstract 
Proteins are the basic functional and structural blocks of life. Knowledge 

of their structure and function is key to understand how it works. Lately, the 

gap between new discovered proteins and systematically studied ones has 

increased due to the advance of sequencing techniques. As experimental 

methods are not able to keep up with the growing data, computational 

approximations to fill that gap are required. This thesis presents the study of 

protein loops (aperiodic regions in their three dimensional conformation) 

and their computational applications. It describes the latest developments 

regarding their classification (ArchDB), their use in protein structure 

modelling (Frag’r’Us) and in protein function prediction (Archer). It takes a 

special focus in protein redesign, which can be exploited to produce catalyst 

for non-biological processes or to design new synthetic biology pathways. 

 

Resum 
Les proteïnes son els blocs funcionals i estructurals de la vida. Conèixer la 

seva estructura i funció és vital per entendre-la. Últimament, la diferència 

entre noves proteïnes descrites i proteïnes estudiades sistemàticament ha 

augmentat explosivament degut a les noves tècniques de seqüenciació. Donat 

que el mètodes experimentals no poden fer-ho, és responsabilitat dels 

mètodes computacionals minimitzar aquesta diferència. Aquesta tesis 

presenta un estudi sobre els llaços de proteïnes (les regions aperiòdiques en 

la seva conformació tridimensional) i les seves aplicacions computacionals. 

Descriu els últims avanços referents a la seva classificació (ArchDB) i la seva 

utilitat en el modelatge de proteïnes (Frag’r’Us) i en la predicció de la seva 

funció (Archer). Fa un especial èmfasis en el seu redisseny, el qual pot ser 

explotat per catalitzar processos no-biològics o per el disseny sintètic de 

funcions biològiques. 
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Preface 
I never expected to become a computational biologist when I started 

biology. In my defence, I didn’t even know such a thing existed. 

But things happened, decisions were made and, suddenly, I was doing a 
summer internship at Dr. Villà i Freixa’s lab. My first impression was a little 
bit puzzling. I did like computers, and I was used to work around MS-DOS 
and even changing the position of jumpers in the motherboard (mainly 
because most of the games I bought for my 486 tended not to work 
otherwise) but I had no idea how UNIX worked or what was Perl. His 
answer was to give me a week to learn how to manage around them. It was 
awesome. I was studying biology, doing research (which was what I was sure 
I wanted to do)… and playing with computers. On the process, and amongst 
other questionable achievements, I managed to crash the CESCA, the first of 
many super-computers that have fallen against the might of my job-
submitting (in)abilities. 

Two years latter I started this journey with Dr. Oliva. At the SBI I have 
learned a lot. I have learned about the sea of data we are faced with, 
sprinkled with some known places, but mostly full of barely known regions, 
uncharted territories and some “here there must be dragons” locations. I have 
learn how gratifying is the feeling of achievement when things go according 
to plan, and how to manage (more or less) the frustration when it takes a bit 
too much time to see that they do not. 

And, albeit I do like the idea of going “big picture” and try to guess why 
things work the way they do and try to apply that knowledge to find other 
things that will work the same way, I have relished in the opportunity to 
collaborate with multiple experimentalist that has been given to me. The 
possibility to study and focus in particular biological issues and deepen into 
different fields has been incredibly interesting and, luckily, quite productive. I 
guess that, despite the fact that the computational engineer is taking the 
wheel, the biologist is still riding shotgun. 

All in all, I am happy with the work I have done and glad to be given the 
opportunity of reporting it in this thesis. I hope you kind it interesting. 
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Summary 
Chapter 1: Introduction. The thesis starts with an overview of the 

importance of proteins in the field of biological research and highlights the 
necessity to progress in the understanding of their structure and functions. It 
mentions the different techniques to approach both structure and function 
definition and prediction, covering both experimental and computational 
methods. Finally, it provides a brief introduction to the study of protein 
loops. Specific introductions regarding clustering, structure prediction and 
functional annotation protein loops are included in their respective chapters. 

Chapter 2: Objectives. It lists the expected contributions of this thesis 
and briefly describes which ones are tackled in the different sections. 

Chapter 3: Classifying Structural Fragments. This chapter includes a 
brief review of some other approaches to protein loops classification and a 
historical overview of ArchDB. As its main content, it includes the new 
version of the database. Finally, it focuses in the contributions of this 
classification against other fragment clustering approximations, highlighting 
its significance over previous ones. It contains the following publication. 

 

Chapter 4: Modelling with Structural Fragments. This chapter revisits 
some of the methods used to model protein loops based on structural 
fragments. Then, it explains Frag’r’Us, a web application that not only can 
bridge undetermined structural regions in protein structures but also is 
specifically focused in the proposal of alternative backbone conformations 
for loop regions while maintaining the scaffold of the bracing secondary 
structures. This chapter contains the following publication. 

 



 xviii 

Chapter 5: Predicting Protein Function with Structural Fragments. This 
chapter mentions some correlation studies between protein fragments and 
function prediction. Finally it centres in Archer, an application for function 
transfer annotation capable of highlighting the regions more likely to be 
related to the predicted function and propose mutations for protein design. 
It contains the article describing the annotation transfer process. 

 

Chapter 6: Discussion. This section represents a final summary of the 
work presented in this thesis. It extends upon the contributions of this work, 
some observations about the intricacies of computational research to the 
field of basic biological research and lists some of the possible works that 
can continue the path initiated in this thesis. 

Chapter 7: Conclusions. Lists the final conclusions of this work. 

Finally, the Appendix lists all the articles published during the thesis 

period that do not directly belong to its content. 
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Proteins are the main gears and chassis of biological machines. They are 

involved in virtually every process carried out by the cell, from catalysis to 

photosynthesis, including signal transduction, molecular recognition and 

transport, storage, and structural support (Appendix 8.8)[1]. Their presence 

is so ubiquitous that they represent more than 50% of the dry weight of the 

cell [2]. 

As a testimony to their importance, the name protein derives from the 

Greek word “proteios”, which means “in the lead”, and was coined in 1938 by 

J. J. Berzelius and G. J. Mulder [3]. 

The central dogma of molecular biology states that the inheritable 

information encoded in the deoxyribonucleic acid (DNA) is transcribed to 

ribonucleic acid (RNA) and this is, in its turn, translated to protein [4]. Thus, 

this principle states that, despite the fact that the information transferred 

from generation to generation is encoded in the DNA, proteins are the ones 

who are expected to perform the majority of the organism’s functions. 

Amongst much other implications, this process highlights the fact that, by 

being able to read the genome (the complete genetic material) of an 

organism, we should be able to identify its proteins through the application 

of the universal genetic code. As of today, this simple principle has 

revolutionized the field of biological research [5]. 

We now know that there are tweaks and exceptions to this central dogma 

[6]. From interfering RNAs to alternative splicing or gene silencing, there are 

multiple factors that hamper our ability to translate a genome into its 

proteome (the entire set of proteins of an organism). And this is without 

even mentioning the difficulties to identify a gene’s start codon and its 

reading frame. Furthermore, the genetic code has proven not to be as 

universal as it was once thought [7]. 

Despite all these drawbacks, the genomic projects have moved along [8] 

and have provided us with the drafts of the proteomes of multiple model 
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organisms [9]. Of course, the direct implication of that is the generation of 

huge amounts of new data; especially of new proteins for which we still have 

a very limited amount of information. Databases such as Uniprot [10] are 

trying to manage with all that new and incomplete data [Figure 1.1]. 

 
Figure 1.1 Growth of Uniprot. The figure represents the growth (in thousands) of 
protein sequences of the two divisions of Uniprot: Swiss-Prot, that contains the well 
described and manually curated proteins, and TrEMBL, which gathers all the rest, from 
unknown to theoretical sequences. Image extracted from [11]. 

Obviously, the amino acid sequence itself is the most fundamental piece 

of information about the protein. Before any kind of study or annotation, it 

is imperative to assess the reliability of any newly described protein. Multiple 

problems can arise from the high-throughput identification of proteins: from 

erroneous or missing protein segments to the description of non-existent 

proteins due to the identification of mRNA that do not actually translate to 

protein. Fortunately, there are several databases that curate all the new data 

making it available to the scientific community [Table 1.1]. Unfortunately, 

due to the specificities of each database, a new need has arisen to develop 

technologies able to reliably cross-reference the information of the different 

databases [12]. 
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Name and Description URL 
Uniprot/Swiss-Prot [10] 
General protein sequence annotation. 

uniprot.org 

RefSeq [13] 
Reviewed and not reviewed protein sequences. 

ncbi.nlm.nih.gov/refseq 

CCDS [14] 
Compiles a core set of reliable human and 
mouse protein sequences. 

ncbi.nlm.nih.gov/CCDS 

HPRD [15] 
The Human Protein Reference Databank. 

hprd.org 

Mouse Genome Informatics [16] 
Curated information in mouse genes and 
phenotypes. 

informatics.jax.org 

Flybase [17] 
Curated data in Drosophila genes. 

flybase.bio.indiana.edu 

Wormbase [18] 
Curated data in nematode genes. 

wormbase.org 

Ensembl [19] 
Complete eukaryotic genomes. 

ensembl.org 

Disprot [20] 
Database of experimentally identified 
disordered regions. 

disprot.org 

Table 1.1 Protein Sequence Databases. 

But the mere description of a protein’s sequence is not enough to 

understand its function. On the one hand, their three-dimensional (3D) 

conformation, the shape that they take once synthesized, is key for the 

protein’s function. On the other hand, proteins rarely act alone. They mostly 

carry out their purpose through their relation with other molecules [21]. 

Thus, we require (a) the 3D conformation of all proteins to comprehend 

their molecular function and (b) to know how they relate to each other and 

to other biological components in order to understand their participation in 

biological processes. Both elements are essential if we expect to fully 

understand how a cell or an organism works. 
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1.1. Protein Structure 
Proteins are linear polymers that can range from tens to several thousand 

residues [22]. Specifically, they are polypeptides, that is, chains of amino 

acids linked by peptide bounds. The spatial configuration that those residues 

acquire in order to obtain a stable conformation between themselves and 

with their surroundings defines four levels of protein structure [Figure 1.2]. 

The primary structure refers to the sequence of residues that form the 

protein. There are 20 amino acids described as standard proteinogenic 

residues that are directly encoded in the genome. Although they bind to one 

another through the main chain, forming the backbone of the protein, it is 

the combined effect of their side chains that determine the final structure of 

the protein [23]. 

The secondary structure of a protein is defined by highly regular local 

sub-structures. Those regions determine specific geometries through the 

hydrogen bonds between the main-chain peptide groups. The two main 

secondary structures are helices and β-strands [24]. There are different types 

of helices, depending on the relative torsion between each pair of residues, 

being the α-helix the most commonly found. The flexible, non-regular 

regions between two secondary structures are known as loops [25]. Several 

consecutive secondary structures conform what is known as a 

supersecondary structure or structural motif. 

The tertiary structure is defined as the native configuration of a single 

protein molecule in the three-dimensional space. It defines the spatial 

relationship between all the secondary structures of a protein creating a 

globular structure. Contrary to the secondary structure, the tertiary structure 

is stabilized by non-local interactions, that is, interactions between residues 

situated far apart in the primary structure. The tertiary structure is usually 

described by domains: independently stable units of 3D structure [26]. 

Usually, a domain has a degree of functionality on its own and similar 
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domains can appear in seemingly unrelated proteins [27]. The tertiary 

structure of a protein can be described by one or multiple domains. The 

study of domains has become so relevant that several databases have been 

created just to catalogue them. Amongst the most noteworthy are SCOP 

[28], PFAM [29] and CATH [30]. 

Finally, the quaternary structure is the conformation formed by 

multiple protein molecules. In this context, a quaternary structure is known 

as a protein complex, and each molecule is called a protein subunit. Each 

subunit is linked to the others by non-covalent protein-protein interactions 

(PPIs), which results in different levels of stability over time. The proximity 

obtained through these complexes improves the speed and efficiency of the 

myriad of biological processes in which different complexes intervene. 

It is worth mentioning that some proteins do not reach a secondary, nor 

a tertiary structure. Those proteins are said to have a random coil structure, 

as the lateral chains of the amino acids are assumed to be oriented randomly 

and are know as intrinsically unstructured proteins (IUPs) [31]. IUPs can still 

achieve a quaternary structure by interacting with others; sometimes even 

acquiring a tertiary structure in the process [32]. Similarly, other proteins are 

unable to achieve a native conformation on their own and require of a 

special kind of proteins called chaperones to fold themselves [33]. Finally, 

the plasticity of protein structures needs to be considered. Structures are not 

static, but they remain in permanent motion. Mostly, their flexibility results 

in small displacements, but, upon contact with other molecules, it can result 

in more significant conformational changes [34]. 

Practically all the know structures are collected in the Protein Data Bank 

(PDB) [35], a repository created in the 1970s to stockpile all the 3D 

structures and unify their format. From it, multiple databases with different 

focus have been developed [Table 1.2]. 
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Figure 1.2 The different levels of protein structure. 

Name and Description URL 
PDB [35] 
The main protein structure resource. 

pdb.org 

SCOP [28] 
The structural classification of proteins. 

scop.mrc-lmb.cam.ac.uk/scop 

PFAM [29] 
Protein families. Not all rely on 
structure. 

pfam.xfam.org 

CATH [30] 
Classification of protein structures. 

cathdb.info 

Dali [36] 
All against all structure comparison. 

ekhidna.biocenter.helsinki.fi/dali 

3DID [37] 
Structural domain interactions. 

3did.irbbarcelona.org 

SNAPPI-DB [38] 
Curated data in Drosophila genes. 

www.compbio.dundee.ac.uk/SNAPPI 

Table 1.2 Protein Structure Databases. 
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a) Protein Structure Determination 

Experimental methods to determine the 3D structure of a protein are 

normally costly and time consuming. Despite multimillionaire international 

projects such as the Protein Structure Initiative [39], up to now, no reliable 

high-throughput methods have been developed. 

According to the PDB, there are 11 main experimental techniques to 

determine the structure of a protein. Amongst them, X-ray diffraction [40] 

and Nuclear Magnetic Resonance spectroscopy (NMR) [41] cover 99% of 

the structures deposited in the PDB [Figure 1.3]. 

 
Figure 1.3 Structural determinant methods of the PDB. The image shows the 
percentage of crystals in the PDB according to the method used to determine them and the 
resolution range between the different methods in which it can be measured. 

X-Ray Crystallography 

X-ray crystallography is based on the diffraction suffered by X-rays when 

they interact with the electrons of a molecule. By measuring the intensities 

and angles of diffraction, a picture of the electron density map of that 

molecule can be produced. By knowing the composition of the protein or 

macromolecule that is being studied, the 3D structure of it can be fitted, with 

different levels of resolution, in the electron density map. 

As the signal of a single molecule is too weak, multiple molecules are 

required to be positioned in a lattice forming a highly regular pattern: a 

crystal. Creating a crystal usually requires high concentrations of the purified 
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protein or macromolecule and the appropriate experimental conditions. 

Thus, the crystallization of the protein itself becomes one of the main 

limitations to scale the method, as different condition of solvent and protein 

concentration are required in each particular case [42]. Those limitations are 

especially noteworthy in the case of transmembrane proteins. 

This requirement of regularity and repetition also limits the applicability 

of the technique. As stated before, proteins have an inherent flexible nature, 

even when they have acquired a globular conformation. Therefore, 

sometimes the diffraction patterns will not be suitable to identify atomic 

details of the protein. In some instances, that will allow to identify the 

backbone and the fold of the protein but not the position of the lateral chain 

of the residues. In top of that, highly flexible regions such as long loops in a 

globular structure will leave gaps or missing coordinates in the 3D structure 

of the protein [43]. For this same reason, X-ray crystallography is not suited 

for the identification of IUPs, which, due to their lack of a well-organized 

structure, will place themselves differently in each cell of the lattice. 

Regardless of all those drawbacks, X-ray crystallography is still one of the 

most successful, and most used, methods to determine the 3D structure of a 

protein or protein complex, not being limited by the size of it. 

NMR spectroscopy 

As previously stated, crystallization implies certain difficulties and can be 

both time and resource consuming. NMR, on the contrary, is applied to 

molecules in solution. This, of course, makes this method specially suited to 

identify the structure of IUPs and long loops. 

The technique is based on the excitation of certain atoms through 

electromagnetic energy and the capture of the emitted radiation when the 

atoms returns to their equilibrium state. The atoms most exploited are 1H, 

13C and 15N, as they possess a magnetic moment that can rise to different 

energy levels when excited by specific radio frequencies. While 1H is easily 
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present in a regular medium, the last two need to be added by growing the 

cells that express the proteins in an enriched medium in such isotopes. 

Different radio frequencies provide different data about the sample. Two 

of the most frequently used types are COSY (correlation spectroscopy) and 

NOESY (Nuclear Overhauser Enhancement Spectroscopy). COSY allows 

for the detection of covalent links, that is, enables the identification of 

adjacent residues. NOESY reveals residues that are close in space regardless 

of their relative position in the protein sequence. Once those distances are 

measured, and by knowing the sequence of the protein, a 3D structure can 

be generated by solving a distance geometry problem [44]. 

The main drawback of the NMR is that its analysis is, generally, limited to 

proteins smaller than 45kDa. 

Non-Atomistic Techniques 

There are other methods that are not gathered in the main distribution of 

the PDB. Amongst them, the most remarkable examples are cryo-electron 

tomography [45] and small angle X-ray scattering (SAXS) [46]. The former 

can be used to visualize large macro complexes, whilst the later is an X-ray 

approach that does not require a crystal and can overcome the molecular 

mass limitation of NMR, at the cost of resolution. 

b) Protein Structure Prediction 

The rise of high-throughput sequencing methods has resulted in the 

identification of a tremendous amount of new proteins [47]. In contrast, as 

we have seen in the previous section, the identification of the structure of a 

protein is still a slow and mostly manual labour. Thus, in the last year the 

difference between the amount of known proteins and the number of 

proteins with know structure has been increasing; and it was already big to 

begin with. As a rule of thumb, it is considered than less than 2% of the 

known sequences have a representative structure in the PDB [48]. This 
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difference is often referred to as the sequence-structure gap [49]. 

Furthermore, due mostly to the limitations of the experimental protocols, 

there is a high rate of homology between the structures of the PDB. 

We can check this last affirmation by studying the number of protein 

chains in the PDB in relation to the number of clusters of protein homologs 

at 90% and 60% of homology by means of CD-HIT [50] [Figure 1.4]. It is 

quite remarkable that, as of today, less than 20% of the proteins in the PDB 

represent different sequences at a 90% of sequence homology, and how fast 

that percentage drops at lower homologies. 

 
Figure 1.4 Evolution of the PDB protein content. The left image represents the 
raw count of protein chains in the PDB (in thousands) along with the number of clusters 
that can be obtained at 90% and 60% homology. The right image displays the amount of 
actual different sequences on the PDB depending on the homology threshold. 

It is clear then, that with the methods available nowadays, the 

experimental determination of protein structures is not going to be able to 

gain on the number of known proteins any time sooner. Fortunately, 

theoretical methods can be used to bridge this gap by inferring the secondary 

and tertiary structure of a protein from its sequence [Table 1.3]. This 

methods are based in the paradigm that structure is more conserved than 

sequence [51]. Basically, this means that proteins with a similar enough 

sequence (homologs) will acquire a similar conformation. Regarding the 

prediction of the 3D conformation, three approaches deserve to be 

highlighted (Appendix 8.7) [52]. 
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Name Method 
SECONDARY STRUCTURE PREDICTION 

Sable [53] Neural network 
Porter [54] Neural network 
PSIPRED [55] Neural network 
DISSpred [56] Support vector machine 

UNSTRUCTURED PROTEINS PREDICTION 
IUPred [57] Pairwise energy 
GlobPlot [58] Russell/Linding scale of disorder 

AB INITIO TERTIARY STRUCTURE PREDICTION 
I-TASSER [59] ab initio folding 
ROSETTA [60] Fragment assembly 
EVfold [61] Correlated mutations 
QUARK [62] Monte Carlo fragment assembly 

THREADING TERTIARY STRUCTURE PREDICTION 
GenTHREADER [63] Sequence profile 
Phyre [64] Remote template detection 
HHpred [65] Remote template detection 

MODELLING TERTIARY STRUCTURE PREDICTON 
MODELLER [66] Satisfaction of spatial restraints 
SWISS-MODEL [67] Local similarity and fragment assembly 
YASARA [68] Detection of templates 
Prime [69] Physics-based energy function 
Table 1.3 Protein Structure Prediction Software. 

Ab Initio methods 

De novo protein structure prediction tries to infer the tertiary structure of 

the protein directly from its sequence. This method is applied when no 

homologs with known tertiary structure (templates) are found for a given 

query protein. The idea behind it is that, by applying statistical tendencies 

gathered from known structures, it should be possible to obtain the 3D 

conformation of a protein. Those methods explore the known 

conformational space, generating multiple structural candidates (decoys). 

Thus, scoring functions, either knowledge based or physics based, are 

necessary to rank and identify native-like conformations. Afterwards, high-

resolution refining can be applied to improve the final prediction of the 

tertiary structure. Despite the lack of information that motivates the use of 
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these techniques, some programs, such as I-TASSER [59] or ROSETTA [60] 

have been able to reach a remarcable level of success. 

Threading 

Similarly to ab initio, threading is especially useful when no suitable 

template can be found. The method is based on the knowledge that there is a 

limited number of folds in nature and, thus, the query protein must fit into 

one of them (assuming it has tertiary structure). There are four main steps in 

the threading pipeline: 

Template database construction: It requires the selection of non-

homologous set of representatives from the PDB. By picking non-

homologous sequences, the redundancy of the final database is removed, 

hence ensuring that single representatives of each fold are selected. If 

correctly performed, this step guarantees that the predictions over the query 

protein are not biased due to the over-representation of certain folds in the 

database. 

Generation of the scoring function: Creating the optimal function to 

score the suitability of a given sequence when mapped over a certain fold is 

key. The final accuracy of the prediction will be directly related to the 

reliability of the scoring function. Typically, the function will integrate as 

much information as possible, including environment fitness potentials and 

secondary structure compatibilities amongst others. 

Threading alignment: This is, by far, the most computationally costly 

part of all the process. At this point, the query sequence is aligned to each 

possible structure of the template database. 

Threading prediction: Finally, by using the scoring function, each 

alignment is analysed and the best possible template is selected. Then, the 

model is built by arranging the atoms of the query protein around the 

backbone of the template. 
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Services such as GenTHREADER [63] or Phyre [64] allow the user to 

streamline al these steps. 

Homology Modelling 

This is, without a doubt, the most dependable method to predict the 

conformation in the space of a protein lacking a known 3D structure. In 

contrast to the methods previously described, homology modelling relies in 

the existence of a template or protein homolog to the query sequence with 

know 3D structure. Thus, by applying the structure conservation paradigm 

[51], we can transfer the structure from the template to the query. 

 
Figure 1.5 Coverage of modelled structures over the human proteome. 
Obtained from [70]. The colours represent the different levels of sequence-template 
homology. 

The modelling protocol has provided a means to bridge the gap between 

sequence as structure; up to a certain point. Figure 1.5 shows the percentage 

of the human proteome whose structure can be predicted by comparative 

modelling. The red shaded section represents the 30% IUPs estimated to be 

in the human proteome [71], thus setting the theoretical limit of known 

protein structures at a 70% of all the proteome. By being very tolerant in the 

template selection, we are able to almost cover all the human proteome. But, 

as we will see later, this does not ensure reliable structure predictions. 
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Figure 1.6 Flowchart for protein modelling. Schema of the methods used for 
modelling, comprising template(s) selection, template-target alignment, model building, 
model evaluation, and model refinement steps. Figure extracted from (Appendix 8.7) [52]. 
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Regardless, reaching a 50% of sequence homology we can cover around a 

20% of the human proteome. That is 10-fold improvement over the actual 

coverage. It is relevant to mention that, as a rule, prokaryotic proteomes 

present a higher structural coverage than eukaryotic ones [72]. 

The modelling pipeline is composed of four main steps [Figure 1.6]: 

Template identification: This is the key step in homology modelling. 

The purpose of this step is to identify, amongst all the structures in the PDB, 

those whose sequence is closest (more similar) to the query protein. The 

search for homologs is, normally, performed through local sequence 

alignment tools such as BLAST or PSI-BLAST [73] or through Hidden 

Markov Models (HMM) domain profiles with HMMER [74]. As a rule of 

thumb, templates with a high homology will tend to produce better results 

than those with lower homology [70]. Specifically, if a template is found 

through local homology with a sequence identity around 40%, it falls in what 

it is known as the twilight zone. On this fuzzy region, there is a certain 

degree of uncertainty whether or not the template is similar enough to 

represent the correct fold of the protein of interest. Some empirical rules 

have been devised to overcome this decision [51], and some methods even 

try to filter evolutionary divergence between the query and the template y 

means of interologs (homologue pairs of interactors) [75]. 

In 1999, Rost empirically defined a method to assess the assignation of 

protein templates [51], with an special focus in solving the problem of low 

homology template assignation. This method represents an improvement 

over the HSSP-curve [76]. He aligned of 792 non-redundant (<25% 

sequence identity) proteins with known structure over the PDB. Each 

alignment was distributed across a two dimensional plane defined by the 

length of the aligned sequence and the number of identities [Figure 1.7 A, B] 

or positives [Figure 1.7 C, D]. By knowing the structure of the query 
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proteins, he could distinguish good from bad template assignments, hence, 

defining the optimal curves to separate both sets [Eq 1.1 and Eq 1.2]. 

𝑝! 𝑛 = 𝑛 + 480 ∗ 𝐿!!.!" !!!!!/!"""  
Eq 1.1 

 

𝑝! 𝑛 = 𝑛 + 420 ∗ 𝐿!!.!!" !!!!!/!"""  
Eq 1.2 

 

where L is the number of aligned residues, 𝒑𝒊 𝒏  the probability 

threshold according to the number of identity positions and 𝒑𝒔 𝒏  the 

probability threshold according to the number of positives. The parameter n, 

allows toggling the precision/record balance of the curves by translating 

them through the y axis [Figure 1.7]. 

 
Figure 1.7 Twilight zone curves. Curves for homology detection through identity (A, 
B) and similarity (C, D). The curves separate true homologs (A, C) from false homology 
assignations (B, D). Scatter plots from [51]. 

As commented above, L represents the number of aligned residues, not 

the length of the sequence alignment. That is, gaps in the alignment have no 

more impact than shortening L. Similarly; the percentage of the query 
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sequence covered by the alignment is not taken into account. These two 

factors imply that, while optimal to evaluate template assignment, the 

twilight zone curves cannot be used to assess global homology between two 

proteins. 

Sequence-template alignment: When working with highly homologous 

templates, the alignment obtained through the template search should 

probably be good enough to proceed to the next step of the modelling 

protocol. But when that’s not the case, or depending on certain 

requirements, alignments can be redone with applications such as 

CLUSTALW [77], T-COFFEE [78] or Matcher [79]. 

Model building: This is the step that actually creates the new 3D 

coordinates. At this point, the conformational information from the template 

is applied, guided by the sequence alignment, to the query protein. Among 

the multiple applications capable of to perform this process, MODELLER 

[66] is one of the most used. One of it advantages is that, provided a correct 

sequence alignment, the process is almost automatic. The created models 

should satisfy several spatial constraints; namely, (1) homology-derived 

constraints, (2) stereochemical constraints, and (3) statistical preferences for 

dihedral angles and non-bonded interatomic distances.  The fact that it does 

not only depend on the homology-derived constraints allows the generation 

of multiple models for a given sequence-template alignment, each of the 

models fulfilling the other two constraints in different manner. This grants 

the possibility to analyse statistical fluctuations in the final predicted fold. 

Evaluation: Assessing the global and local quality of a model is crucial to 

get a measure of its usefulness and to discern the confidence of the 

information that can be implied from it. Logically, modelling tools have their 

own energy evaluation methods, as is the case of MODELLER and the 

DOPE and GA341 energies [66]. But the use of independent evaluation 

tools is useful to ensure the quality of the model. Stereochemical restrictions 
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such as clashes (occupation of the same space) and impossible or improbable 

orientations between consecutive amino acids (as defined in the 

Ramachandran diagram [80]) can be evaluated with PROCHECK [81]. 

Furthermore, knowledge-based or statistical potentials can be used to assess 

other possible problems of the model on a more atomistic scope. PROSA 

[82] is one of the most frequently used applications to perform that 

evaluation. There are, though, multiple criteria that can be used to generate 

different conformation statistical potentials [83]. 

Some methods have been developed to iterate between template 

alignment, model building and evaluation to alter iteratively alter the 

alignment and perform all the process in order to obtain the best scored and, 

thus, the most reliable model [84]. 

Refining: Once the optimal model is found, the model can be optimized 

to minimize its energetic landscape. Programs such as GROMACS [85] 

perform this task through molecular dynamic simulation. 

1.2. Protein Function 
The ultimate objective of the study of proteins is to understand their 

function and, as a result, how they work in a biological system. Genome-

sequencing technology has not only widened the gap between proteins with 

known and unknown structure, but it has also reduced the percentage of 

encoded proteins with defined functional significance. 

Reportedly, Swiss-Prot, the section of Uniprot dealing with manually 

annotated and reviewed proteins, represents around a 1% of the full 

sequence content of the database [10]. Furthermore, around 64% of the 

contents in Uniprot belong to proteins with inferred annotations. This set 

has a noticeable degree of overlap with Swiss-Prot. Lastly, a full third of the 

proteins in the database (35%) are directly categorized as “putative”, 

“hypothetical”, “with unknown function” or similar terms that provide little 
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to no information or can be directly misleading [10]. But this numbers seem 

quite optimistic when looking at actual functional annotations in Swiss-Prot 

[Figure 1.8]. 

It is undeniable, then, that the development of high-throughput methods 

to bridge the gap between the continuously increasing number of sequenced 

proteins and the amount of those with known function is one of the main 

challenges of biological research [86]. 

 
Figure 1.8 GO molecular functions mapped on Swiss-Prot proteins. 
Represented for the entire database and some selected model organisms. It can be seen 
that, with the notable exception of Drosophila melanogaster, most annotations are 
electronically assigned. The drawback of electronic annotations is that they must be 
revised yearly or they are deleted, which can compromise the development of predictive 
methods. As a rule, experimental evidences cover a small part of all known functions. 

The experimental determination of the function of a protein relies on the 

gathering of vast amounts of information through experiments. This 

includes the identification of cofactors and post-transcriptional 

modifications, in vitro analysis of enzymatic activity, and even the evaluation 

of phenotypic effects in knockout models [87]. Despite being the more 
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reliable procedure to identify a protein’s function, experimental approaches 

are time consuming and expensive, making them difficult to scale. 

In consequence, computational methods are required in order to 

reconcile the protein sequence-function gap. This, at the same time, yields 

some related problems whose solutions will determine the ability of the 

different bioinformatic strategies to predict the function of a protein. 

Amongst them, we can highlight: (1) the definition of the functional 

landscape, and (2) the development of similarity metrics. 

a) Classifying Protein Functions 

The functional landscape of the proteome, that is, the collection of all the 

possible functions that can be performed by any protein, needs to be defined 

if it is to be used for the prediction of protein functions. The definition, 

characterization and classification of functions can be considered, in itself, as 

a complete area of study. As any computational method devoted to protein 

function prediction is based on information transfer, the definition of the 

functional landscape will limit the type of functional annotations that can be 

transferred [88]. Similarly, the pattern used to define and categorize the 

different functions will define the scope to which the predictions will be able 

to deepen. It is for this very reason that multiple schemes for protein 

function classification have been developed through the years. 

One of the most straightforward schemes divides the functional classes 

according to their biological involvement: energy, information, and 

communication and regulation [89]. These categories define quite general 

activities, and are limited to the biological process of the proteins. This 

means that proteins with identical molecular activity (phosphorylation, for 

example) could be classified in completely different clusters, being unable to 

assess the functional similarity between them. 

Other classifications have been developed. Some are focused on 

systematize the labelling of specific sets of functions or species while others 
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strive to create a unified dictionary for all known functions [Table 1.4]. The 

Enzyme (EC) database [90] and the Gene Ontology (GO) [91] are amongst 

the most used. 

Name and Description URL 
EC [90] 
Hierarchical classification of enzymatic functions. 

enzyme.expasy.org 

GO [91] 
Ontological classification of functional terms. 

geneontology.org 

MEROPS [92] 
Classification of peptidases and their inhibitors. 

merops.sanger.ac.uk 

KEGG [93] 
Classification of high-level functions. 

www.genome.jp/kegg 

BRENDA [94] 
Literature based enzyme classification. 

brenda-enzymes.org 

PANTHER [95] 
Functionally related protein superfamilies. 

pantherdb.org 

EcoCyc [96] 
Literature based data on Escherichia coli K-12. 

ecocyc.org 

Table 1.4 Protein Function Databases. 

EC database 

The Enzyme (EC) database [90] is, at its name indicates, restricted to the 

annotation of enzymatic functions. Its first version dates from 1955, from a 

collaboration between the International Union of Biochemistry (IUB) and 

the International Union of Pure and Applied Chemistry (IUPAC). 

EC tries to create a hierarchical classification of enzymes, giving each 

protein a four-field code. Each field corresponds to a number from 1 to n, 

and each consecutive field represents a higher degree of information with 

respect to the enzymatic function of the protein and the process by which it 

is performed. 

Thus, the first level of the EC code defines the six main divisions of 

enzymes: (1) oxidoreductases, (2) transferases, (3) hydrolases, (4) lyases, (5) 

isomerases and (6) ligases. The information contained in the second and 
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third fields depends on the first [Table 1.5]. The last field specifies on the 

concrete enzymatic reaction [97]. 

Field 1 Fields 2-3 
(1) Oxidoreductases 2 Substrate 

3 Acceptor 
(2) Transferases 2 Class of item transferred 

3 Acceptor 
(3) Hydrolases 2 Kind of bond cleaved 

3 Molecular context 
(4) Lyases 2 Kind of bond formed 

3 Molecular context 
(5) Isomerases 2 Class of reaction 

3 Specific class of reaction 
(6) Ligases 2 Type of bond formed 

3 Type of molecule bonded 
Table 1.5 EC levels information content. 

From this classification method, it can be seen that EC does not classify 

enzymes, but enzymatic functions. Due to that, non-homologous 

isofunctional enzymes [98], that is, enzymes that perform the same function 

regardless of the fact that they belong to completely different protein folds, 

are classified together. 

The strict hierarchical architecture of the EC classification makes it easy 

to compare the function of two proteins, thus being a straightforward 

similarity metric. 

GO database 

Created by the Gene Ontology Consortium, its main goal is the 

systematic classification of functions by means of a dictionary of terms and 

the relationships between them [91]. By creating this dictionary and rules of 

syntax, the expectation is for other researchers or groups to integrate this 

nomenclature in their own projects. 

Although the syntax created by GO may yield more than one parent for a 

given concept (being an ontology and not a hierarchy), the first level of the 
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ontology divides it into three different conceptual groups whose children do 

not relate between them; up to the point that they can be considered three 

different ontologies: 

The molecular function relates to the function that the protein 

performs in itself. In other words, given the required components, it should 

be, theoretically, able to perform that same function in vitro. 

The biological process refers to the activity of the protein in the living 

system. This is the function that the protein conducts in coalition with other 

biomolecules of the organism, and represents the cellular point of view. 

The cellular component describes the location of the protein. It is 

important to track this, as many processes are dependent upon their cellular 

location. 

Due to its ontological nature [99], it is difficult to compare the function 

of two proteins. If we take a look at Figure 1.9 we can see that the term 

“mitotic anaphase” can be considered as a level 4 term of “biological 

process” or as a level 9 term. The multiple inheritance present in the 

ontology makes it impossible to determine a specific level of functional 

definition that can be used as a measure of the functional similarity between 

different proteins. Some similarity measures between GO terms have been 

devised in order to cope with those problems [100,101]. 
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Figure 1.9 Ontology of the term GO:0000090; mitotic anaphase. 

b) Protein Function Prediction 

Similarly to protein structure prediction, the prediction of a protein’s 

function depends on information transfer; that is, functional information is 

transferred from one protein to another relying on their similarity. The 

reasoning behind it being that evolutionary proximity implies a shared 

function [88]. Contrary to protein structure prediction, though, even when 

transferring enzymatic annotation between proteins with sequence identities 

up to 70%, around a 10% of those transfers are erroneous, being those 

differences quite common near 50% of identity [102]. 

This functional divergence is a key aspect that needs to be taken into 

account when performing functional annotation transfer. Two proteins 

related by descend from a common ancestor are homologs. Those two 

proteins will share a relatively high amount of sequence identity depending 

on their degree of homology. When these two proteins appear in different 

species, they are called orthologues. When they appear in the same species, 

they are called paralogues. Classically, it is considered that, as one protein can 
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carry its given function, the paralog is, up to a certain degree, free of the 

evolutionary pressure, allowing the arising of new functionality. Therefore, 

functional annotation inferences based on sequence homology are more 

secure between orthologues than they are between paralogues [87]. The 

problem widens, as there is no fail proof method to assess if two 

homologous proteins from different organisms derive from a shared 

ancestral protein or from two different paralogues. 

There are other factors to be taken into account regarding the complexity 

of functional annotation transfer. Opposite to divergence, we found 

functional convergence, that is, non-homologous proteins presenting a 

similar function [98]. Due to this convergence, transfers between non-

homologous proteins cannot be disregarded, adding a new level of 

complexity to the process. Finally, single mutations can produce 

perturbations resulting in considerable fold changes (and, thus, functional 

variation) while variations on whole segments of sequences can have no 

effect whatsoever in the protein’s function [102]. 

Despite all this limitations, or maybe because of them, multiple 

algorithms and methods have been devised to predict the function of a 

protein. Approaches based on global and local similarity try to predict the 

biochemical function of the protein (similar to what GO catalogues as 

molecular function), while genomic context and protein network methods 

try to elucidate the activity of the protein (in the lines of what GO defines as 

biological function). 

Protein Similarity Methods 

Annotation through global similarity is the most straightforward method 

for function annotation transfer. For example, the transfer of GO 

annotations through BLAST has been extensively used [Table 1.6]. As 

mentioned before, the major pitfall of the methods based on global similarity 

is that, under a 70% of sequence homology, their precision decreases greatly 
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[103]. It is worth mentioning that, due to the alignment algorithm of BLAST, 

the transfer does not have always to correspond to a global alignment but 

also to the alignment of a conserved section (like a domain). This means that 

sequence coverage in the alignment has to be taken into account when 

scoring the global homology between two proteins before the annotation 

transfer. 

Local similarity tries to overcome the problems of functional divergence 

at high homologies by defining sequence patterns or motifs amongst 

proteins with shared function [104]. Those protein motifs can be represented 

as structural segments [105], HMM [65] or as sequential regular expressions 

[106]. As previously discussed, single residue changes can completely alter 

the function of a protein whilst changes on whole sections have no effect. 

The idea of the protein motifs is to represent those sections of the protein 

that are related to its function. By capturing the most conserved regions 

between proteins with shared function it is expected to build those motifs. In 

practice, not only active sites are found through this process, but also post-

transcriptional modification sites [107], structural signals [108] and non-

informative segments. The application of motifs in the prediction of protein 

functions usually works through the creation of pattern databases with 

associated functions and the assignation of those patterns to query proteins 

through pattern matching algorithms [Table 1.6]. Pfam [29] and PROSITE 

[106] are amongst the most used pattern databases. 

Structure based methods for function annotation transfer work on the 

same conservation principle as sequence based methods do. But, instead of 

evaluating the sequence similarity, they are mostly based on the merit of their 

superimposition [36] or in the location of correlated 3D segments that could 

create and active site or a chemical pocket [109]. Structural methods, in 

general, are able to produce slightly better results when sequence homology 

drops below 40% [110]. There are several services, a part from DALI [36], 
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that offer the possibility to predict a protein’s function given its structure 

[Table 1.6]. 

Name and Description URL 
GLOBAL SEQUENCE HOMOLOGY 

HAMAP [112] Catalogue of genetic 
similarities and differences in human 
beings. 

hapmap.ncbi.nlm.nih.gov 

InParanoid [113] Orthologous 
groups with inparalogs. 

inparanoid.sbc.su.se 

GOEngine [114] Sequence 
homology and text information 

geneontology.org 

FRAGMENT BASED DATABASES 
Pfam [29] pfam.xfam.org 

PROSITE [106] prosite.expasy.org 

PRINTS [115] Groups of 
conserved motifs. 

www.bioinf.manchester.ac.uk/dbbrowser/
PRINTS 

COG [116] Cluster of orthologous 
groups of proteins. 

ncbi.nlm.nih.gov/COG 

InterPro [117] Combine multiple 
sequence signature databases. 

www.ebi.ac.uk/interpro 

HSSP [118] Local multiple structure 
alignment. 

swift.cmbi.ru.nl/gv/hssp 

STRUCTURAL SIMILARITY 
DALI [36] All against all 3D 
comparison. 

ekhidna.biocenter.helsinki.fi/dali 

CE [119] Structural alignment. source.rcsb.org/jfatcatserver 

SSAP [120] 
Pairwise structure comparison. 

cathdb.info/cgi-bin/SsapServer.pl 

ASSOCIATION BASED METHODS 
STRING [121] Known and 
predicted protein interactions. 

string-db.org 

IntAct [122] Molecular interaction 
data from literature 

www.ebi.ac.uk/intact 

TRANSPATH [123] Mammalian 
signal transduction and metabolic 
pathways. 

genexplain.com/transpath-1 

KEGG [93] High-level biological 
functions. 

www.genome.jp/kegg 

Table 1.6 Protein Function Prediction Services and Databases. 
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Association Methods 

Placing a protein in its biological context can be used to transfer functional 

annotation between them, especially when referring to predicting its 

biological function. Gene fusion (or Rosetta Stone) methods are based on 

the idea that gene fusions produced in a particular genome should indicate 

that the product of those genes in other genomes might cooperate in a 

particular function. A somehow similar idea is applied to gene 

neighbourhood, in which closely located and regulated genes are expected 

to perform a combined function. In a closely related manner, protein-

protein interactions (PPI) can also be exploited, as biological functions in 

proteins are performed through their relations [111]. Those physical relations 

can be further extended through different organism creating phylogenetic 

profiles that try to ensure that functions are maintained through homologs 

by comparing their interaction networks. 

1.3. Protein Loops 
The study of protein loops, is key to understand protein structure and its 

function. In the previous section Protein Structure we defined a loop as the 

non-regular region linking two consecutive secondary structures. 

To understand this principle of non-regularity, we can take a look at the 

Ramachandran Plot [Figure 1.10] [80]. The Ramachandran Plot is built by a 

scatter plot representation of all the residues in a non-redundant set of the 

PDB. The plot represents the backbone’s dihedral angles Φ and ψ of each 

residue, which denote the angles of the 𝐶! − 𝑁 and 𝐶! − 𝐶 links 

respectively. The peptide bond’s angle (ω) is normally 180º as its double 

bound nature keeps it planar. What can be extracted from the plot is that not 

all the available conformations 𝜙|𝜓  are possible. Some are especially 

frequent (favoured) and some are extremely rare or simply impossible (not-

allowed combinations). Sequences of n consecutive residues whose 𝜙|𝜓  
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angles can be found inside the same favoured region are considered 

secondary structure. The value of n varies depending on the type of 

secondary structure. The rest of protein segments are considered coil and are 

mostly found in loops. 

 
Figure 1.10 Ramachandran Plot. Updated version obtained from [124]. 

Loops cover a wide section of the PDB. As we commented in the section 

Protein Structure Determination, flexible regions, usually loops, are a 

problem in X-Ray crystallography. Despite the fact that NMR can overcome 

that particular limitation, due to the clear prevalence of X-Rays in the PDB 

[Figure 1.3], it is not uncommon to find gaps in determined structures of the 

database. The persistence of loops in the database can be seen in Figure 1.11. 

At a structural level, loops play an important role in the folding and 

dynamics of proteins. Up to the point that, for some proteins, the correct 

configuration of a loop is a rate-determining step for the folding while, for 

others, a loop can misfold to serve as a hinge region for domain-swapped 

species [126]. Loops can also act as hinges facilitating the folding/unfolding 



Protein Loops 

 32 

process [127], given their intrinsic flexible nature. In addition, it has been 

shown that long-range loop-loop interactions are important in the folding of 

proteins [128]. Even the size of the loops has been related to the stability of 

proteins [129] and their thermo-stability [130]. In extreme cases, a single 

substitution in a loop can cause the destabilization of the entire protein [131]. 

 
Figure 1.11 Structure and exposition distribution in PDB. Here is represented 
the distribution of secondary structure and exposition (as calculated with DSSP [125]) over 
a 90% homology non-redundant version of the PDB (representative sequences selected 
with CD-hit [50]). The centred pie chart displays the global structural distribution of helix, 
betas and loops (alternate helix conformations are all clustered together). Each surrounding 
pie represents the residue exposition distribution for its closest secondary structure. 
Exposition ranges from * to # in intervals of 10%. The top right barplot represents the 
incidence of each residue in a given secondary structure, while the lower right barplot 
represents the percentage of each structural conformation found depending on the residue 
exposition. Undetermined structural regions are ignored. 

Loops also play a central role in the function of proteins and in their 

associations to other biomolecules. There are several protein families whose 

functional specificity is regulated by determined loops [132]. This is the case 

of co-factor binding regions as the P-loop [133], the EF-hands [134], 

catalytic sites like the serine proteases [135] or Ser/Thr kinases [136]. Given 

their flexible nature, loops play an important role in the conformational 

changes of enzymes and often are responsible for the correct positioning of 

catalytic residues [137], for the function activation through auto-inhibition 

[138], for recognizing motifs in signalling pathways [139], and even for the 

regulation of the function efficiency (Appendix 8.6)[140]. Finally, loops are 
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important in protein-protein interaction [141] and recognition (Appendix 

8.4)[142] and protein-nucleic acid associations [143]. Of course, and amongst 

all others, the complementary determining regions (CDR) of the 

immunoglobulins represent the ultimate example of specific target 

recognition and biological function [144]. 

Seeing the importance of loops in defining both the structure and the 

function of a protein, it has been suggested that they can be used to predict 

both the 3D conformation of the protein and its activity. Regarding tertiary 

structure prediction, it is worth to see the value on using know loops to 

complete and predict structures, especially when considering that most 

unresolved segments in crystalized proteins of the PDB would correspond to 

loopy regions due to their degree of flexibility [20]. On the field of function 

prediction, as long as specific functions have been correlated with certain 

loop conformations [145], it makes sense to consider the possibility of 

exploiting those loops in order to predict a protein’s activity. As with most 

data sources, making use of the protein loops will require first the 

classification and analysis of the available data. 

1.4. Motivation 
As we have shown during this Introduction, detailed knowledge of a 

protein’s function is a pivotal step towards the comprehension of cellular 

processes and life itself. A deep understanding of them is not only critical in 

medical research [146], but also has to allow us to devise non-biological 

processes for bioremediation through the engineering of proteins and their 

functional pathways, as are the case of the degradation of crude oil spills at 

sea [147] or of discarded non-steroidal anti-inflammatory drugs [148] which 

are, apparently, not fully degradable even by sewage treatment plants. 

Fortunately, some relatively new experimental techniques such as next-

gen sequencing [47] have allowed us to identify in a high-throughput manner 
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most of the proteins comprising some model organisms proteomes [8]. 

These techniques are continuously advancing and improving, up to the point 

that, nowadays, sequencing a full human genome is supposed to cost up to 

$1000 for a lab with the necessary equipment [149]. 

Unfortunately, while those techniques allow us to identify possible new 

and unknown proteins, they do not grant much more information. The 

scientific community is continuously trying to develop new high-throughput 

techniques in order to assess the structure, function and interactions of all 

those newly identified proteins, but, despite some successes [150], there are 

many limitations to overcome. This is the point in which computational 

biology makes its appearance. 

According to the NIH official definition (July, 2000), computational 

biology is “the development and application of data-analytical and theoretical 

methods, mathematical modelling and computational simulation techniques 

to the study of biological, behavioural, and social systems”. In other words, it 

consists in grabbing known data, analyse it, process it and apply it to fill the 

gap of knowledge. Applied to our case of interest, it means using the well 

annotated data in the protein databases to transform next generation 

sequencing described proteins into fully annotated and categorized ones. 

Although the aim of computational biology is helping us to understand 

through rules why biological entities behave the way they do, from a practical 

standpoint, computational methods are ultimately devoted to reduce the time 

and monetary cost of research and provide, with the higher possible 

guarantees, answers that will match those found through experimental 

techniques. As they do that by exploiting whatever data is already known, 

most computational applications should be considered knowledge-based 

systems. 
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A knowledge-based system (KBS) is a computer program that reasons 

and uses known data to solve complex problems. There are two basic types 

of sub-systems related to KBS: (a) knowledge base and (b) inference engine. 

The knowledge base represents facts, often through clustering 

mechanism and ontology. The inference engine represents logical assertions 

and conditions based on the acquired and processed knowledge, which can 

be reduced to more or less complicated sequences of IF-THEN rules. 

Representing knowledge explicitly via rules had several advantages: 

i. Acquisition & Maintenance. Pre-established rules codified in the

adequate working environment allow experts in a specific field to

define and maintain them.

ii. Explanation. By representing knowledge explicitly, it allows

automatic systems to reach conclusions and keep the traceability of

the data in order to understand the process followed to reach the

conclusion.

iii. Reasoning. Allows the creation of inference engines able to reach

and develop new rules outside the initial parameters of the

developer. This is why the first KBS were developed by Artificial

Intelligence engineers.

Thus, the exploitation of known data is basic in the development of any 

new computational pipeline. Even thinks as standardized in the modern 

computational world as are the BLOSUM/PAM matrices [151] or the 

Ramachandran Plot [80] need to be updated from time to time [124,152]. 

This is becoming more and more a requisite of most computational 

developments as the experimental data is being generated at a nothing short 

of exponential growing rate. 

For instance, take a look at the ratio of update of Protein Data Bank: 

PDB data does not grow as much as genomic or protein sequence databases, 

and, still, it is updated almost daily [Figure 1.12]. 
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Figure 1.12 Update ratio of the PDB per decades. Frequencies of 0 are omitted. 
The Protein Data Bank releases weekly a statement of new, modified and deprecated 
entries, but changes occur at an even faster pace. Let us consider a PDB version as each 
unique release of the database. That is, during a given version there are no new, modified 
or deprecated entries. Here, the period (x axis) represents the number of days that a version 
lasts through the years. It can be from 1 to 10 days or more than 10 days. The change of 
the update ratio is evident. Actually, in 2013, and according to our working definition, 
there are 365 versions of the PDB, which means that changes were performed on the 
databases’ contents every day. 

This thesis is focused in the analysis of structural protein fragments 

extracted from the Protein Data Bank [35]. Working with the concept of 

Smotif (see Chapter 3), it studies new classification algorithms in order to 

improve the efficiency and coverage of the obtained clusters over the whole 

of the PDB. Furthermore, it explores new applications of the Smotifs, from 

modelling (see Chapter 4) to function prediction (see Chapter 5), with an 

emphasis on de novo design of protein regions. The mentioned applications 

try to offer alternative conformations for the Smotif on a given protein 

region minimizing its effects over the global scaffold of the protein. 
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This thesis aims to fulfil the following objectives: 

i. Devise a method to cluster and categorize protein structural

fragments able to manage the actual volume of crystallographic data.

ii. Correlate structurally similar fragment with known protein functions

integrated from different functional annotation sources.

iii. Develop a method for the prediction of loop conformation in

incomplete protein structures.

iv. Apply the correlation of protein function to loop clusters to predict

protein functions both from sequence and structure.

v. Develop a recommendation algorithm for protein redesign able to

propose structurally conservative sequence substitutions that can

affect the function of the protein.

vi. Create web interfaces to make available the data and its applications.

Points (i), (ii) and (vi) are analysed in Chapter 3: Classifying Structural 

Fragments, in which ArchDB is presented. The new version of ArchDB 

features a novel, fast and user-friendly web-based interface, and a novel 

graph-based, computationally efficient, clustering algorithm. Furthermore, it 

statistically correlates the obtained clusters to EC [90], GO [91] and 

DrugBank [153]. The database can be freely accessed, browsed and 

downloaded at http://sbi.imim.es/archdb. 

Objectives (iii), (v) and (iv) are presented in Chapter 4: Modelling with 

Structural Fragments, which introduces Frag’r’Us. The method allows the 

sampling of protein loops through the geometry of their flanking secondary 

structure in order to fill protein regions with unknown conformations. This 

can be used both to fill gaps in proteins with feasible templates to model an 

incomplete protein as well as to offer new alternative backbone 

conformations for the region of interest. Frag’r’Us is available at 

http://www.bioinsilico.org/FRAGRUS. 
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Finally, the points (iv), (v) and (vi) are discussed in Chapter 5: Predicting 

Protein Function with Structural Fragments. This chapter presents Archer. 

The method exploits ArchDB’s hierarchy of supersecondary structures to 

map GO [91] and Enzyme [90] functions upon protein regions and, thus, 

infer the function of a protein. It relies on either the sequence or structure of 

the protein of interest and returns the mapping of functional subclasses 

extracted from ArchDB. Moreover, it computes the functional enrichment 

and significance of each subclass, combines the functional descriptors and 

predicts the function of the query-protein. Furthermore, it offers variants of 

the target sequence that swap the region of a supersecondary structure by 

another that putatively fits in the same scaffold. It is accessible at 

http://sbi.imim.es/archer. 
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Due to their non-regular nature, loop classifications encounter 

complications even before starting to group their items of interest. One of 

those issues is the definition of the protein fragment and its properties. 

This chapter revolves around the topic of protein loop classification and 

it is divided in three sections; the first one devoted to review some of the 

existing approximations to protein fragment clustering. 

The second section pivots around the explanation of the Smotif loop 

definition and the history of the different versions of ArchDB until reaching 

to today’s last update. This section is heavily based on: 

Bonet, J., Fiser, A., Oliva, B., & Fernandez-Fuentes, N. Smotifs as structural 
local descriptors of super-secondary elements: classification, completeness, 
and applications. BAMS. (In press) 

After getting the required perspective, the chapter focuses upon ArchDB 

2014 through its published article. Supplementary Figures 1 and 2 of the 

article are not included in the thesis content but can be accessed online. 

Finally, the chapter is closed with a summary of the advantages and 

limitations of the new classification over previous versions as well as over 

other loop approximations. 



Protein Fragments Classifications 

 44 

3.1. Protein Fragments Classifications 
There exist multiple attempts to classify fragments of proteins. Here we 

will review some of those devoted to the general classification of protein 

fragments though structural features. This means that we will not discuss: 

i. Exclusively sequence-based classification methods such as

PROSITE [106].

ii. Methods devoted to specific types of supersecondary structure such

as β-turns [154], β-strands [155] or α-helices [156].

iii. Protein domain classifications such as SCOP [28] or CATH [30].

a) Sequence Sliding-Window Fragments

Sequence Sliding-Window approximations to protein fragment definition

and clustering (SSW from now on) are based on the consecutive 

fragmentation of the protein and are collected by global structure similarity. 

Although they might use secondary structure as part of they process, usually 

it is not used as one of the main descriptors of the fragment. As there are 

multiple similar approximations, we will select some representatives on 

general methodologies. 

RRW 

Rooman, Rodriguez and Wodak [157] defined one of the earlier methods 

of fragment clustering (RRW method from now on). They used 75 high-

resolution proteins (<2.5Å) and divided them into fragments of 4 to 7 

residues. As the method clusters only fragments of identical length, this 

results into 4 parallel classifications, one for each length. They constructed a 

hierarchical classification by pairs. The method works as follows for each 

classification: 

First, distances between each pair of fragments are calculated as the RMS 

deviation (RMSD) between the inner distances of the 𝐶! atoms. 
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𝑅𝑀𝑆 𝑋,𝑌 =
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Eq 3.1 

where X and Y are the fragments, n is their length, and 𝒅𝒊𝒋𝒙  and 𝒅𝒊𝒋
𝒚  are

the distances between the residues i and j of X and Y respectively. According 

to the authors, this method is computationally more efficient than the 

RMSD calculated over superimposed structures, which should be a 

requirement considering that, by sliding window partition, they ended up 

with more than a 10.000 fragments from those 75 proteins. 

Once the first pairs are calculated, a similarity index between each cluster 

needs to be defined. They called it the inertia coefficient I. 

𝐼 𝐴 = 𝑅𝑀𝑆𝐷! 𝑋,𝑔
!∈! Eq 3.2 

with 

𝑑!"
! =

1
𝑃 𝐴

𝑑!"!

!∈!
Eq 3.3 

where X represents the elements of the cluster A, P(A) is the size or 

number of elements of the cluster and g is the centre of mass expressed as a 

virtual fragment in which each position is averaged from all the elements 

positions [Eq 3.3]. 

At each clustering step, two clusters are merged under the condition that 

they keep the global inertia coefficient of the system to a minimum. Thus, 

while the inertia coefficient of the first clusters is considered 0, a new 

cluster’s I is the sum of the inertia coefficient of the two joint clusters plus 

the squared distance of their centres of mass. 

With this methodology, they ended up with a classification tree with 

leaves of I(A)=0  and a single cluster root with I(R)=max(I) . At this 

point, a given I is selected as threshold and the top nodes of the tree under 
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that threshold are selected as the clusters of the classification. Those clusters 

are fragmented into groups of fragments with 𝜙|𝜓  angles in the same 

domain of the Ramachandran Plot [80]. Different I thresholds can be 

defined depending on the experiment, which will determine a different 

number of clusters. 

FragKB 

FragKB [158] creates its set of protein fragments with a 8 residues sliding 

window. Each fragment is defined by its sequence and backbone 𝐶! atoms. 

With the Cα atoms, tetrahedrons are constructed by joining each possible 

sequence of 4 consecutive atoms (tetrahedron_gap_0) and each possible 

sequence of 4 non-consecutive atoms (tetrahedron_gap_1); all together, 6 

tetrahedrons are generated from the fragment.  Each tetrahedron is 

represented by a set of 9 Geometrical Invariants (GIs), generating a total of 

56 GIs. Thus, given a fragment X, each GI can be considered as a function 

𝒇𝒏 𝑿 . Two fragments X and Y are considered superimposable (similar) as 

long as, for each 𝒇𝒏 𝑿 , its equivalent 𝒇𝒏 𝒀  fulfils: 

𝑓! 𝑋 = 𝑓! 𝑌 ± 𝛿! Eq 3.4 

where 𝜹𝒏 is the threshold of the window of confidence for that GI. Thus, 

through GIs it is possible to evaluate the similarity of X versus Y without 

actually perform the superimposition. 

By means of this procedure, fragments are located in a 56-dimensional 

space, each dimension defined by one of the GIs. Clustering is preformed 

through a breath-first method. Briefly, given thresholds for each GI, 

fragments are clustered as they satisfy the first GI, the components of each 

obtained cluster are gathered by satisfying the second GI and so on. 

Once the first clusters are created, the centroid of a cluster k is defined as 

the fragment closer to all the rest by all given GIs [Eq 3.5]. 
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𝑑 𝑋 = min   𝑑𝑖𝑠𝑡 𝑋,𝑌
!∈!

Eq 3.5 

Then, those clusters adjacent in the 56-dimensional space are grouped as 

long as their centroids satisfy a maximum allowed width for each defined GI. 

Finally, a hierarchical clustering algorithm is applied on the clusters in order 

to obtain a hierarchical classification. 

BriX 

BriX [159,160] works with fragments between 4 and 14 residues over a 

set of non-redundant proteins extracted from ASTRAL40 [161]. All 

consecutive overlapping fragments are considered, and their secondary 

structure described with DSSP [125]. Similarly to RRW, clustering steps are 

applied to each length individually. 

The first classification step consists on grouping the fragments according 

to their secondary structure (DSSP groups). From this point on, each 

fragment is considered only as the 3D coordinates of its backbone atoms. 

Now, an iterative process is performed on each DSSP group in order to 

create the final classification. The process is base upon Hierarchical 

Agglomerative Clustering (HAC). Briefly,  

i. A centroid is defined for each cluster. In the initial step, each

fragment is its own centroid, in subsequent steps; it is a

representative fragment of the given cluster.

ii. Fast RMSD [162] is used to create a distance matrix between the

centroids.

iii. At each iteration the clustering algorithm is applied through the

distance matrix and a increasing distance threshold

𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 = 0.5 + 𝑘 ∗ 0.1 Eq 3.6 

where k is the iteration number. 

iv. By gathering the results at each iteration, the hierarchy is created.
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b) Secondary Structure Fragments

These methods rely on the definition of the secondary structure

previously to split the protein into fragments. The generated clusters do not 

need to be limited to segments of similar size. ArchDB (see following 

section) belongs to this category of protein fragment clustering methods. 

TPL 

The Taxonomy Protein Loops clustering method [163] defines loop 

fragments as regions connecting two secondary structures identified through 

the consensus (2 out of 3) of DSSP [125], Define [164] and P-curve [165]. 

The 1586 loops that constitute the database are generated from a non-

redundant 50% homology set of PDB structures. Only loops from 3 to 8 

residues are considered. 

Loops are then separated according to their length and scattered through 

a 3D landscape described by 3 directions: 

The first direction is defined by the vector originated in the first 𝐶! 

atom and finishing in the last 𝐶! atom. 

The second direction is the orthogonal of the first one. Together, they 

define the plane that contains the centre of mass of the loop’s backbone. 

The third direction is the vector product of the two others. 

Once the first grouping has been performed amongst the loops of the 

same length; the loops in each group are clustered by means of the complete 

link algorithm (CLA) over a RMS distance matrix of all versus all. The 

RMSD is calculated for the backbone residues 𝑁, 𝐶! and 𝐶, and for a length 

𝑁 − 2 as the first and last residues are excluded from the calculation. Thus: 

𝑅𝑀𝑆 𝑋,𝑌 =
1
𝑁

𝑋! − 𝑌! !
!!!

!!!

!/!

Eq 3.7 
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where X and Y are the fragments to be compared and N their shared 

length. With the application of the CLA, two individual loops are clustered if 

their RMSD is the minimum amongst all. Each new loop (X) is assigned to a 

cluster (K) as long as 𝐷 𝐾,𝑋  [Eq 3.8] is smaller than a given threshold. 

𝐷 𝐾,𝑋 = 𝑚𝑎𝑥!∈!,!  𝑅𝑀𝑆 𝑋,𝑌 Eq 3.8 

The process is iterated until all loops have an assigned cluster. RMS 

thresholds range from 0.6Å for 3 residue loops up to 3.0Å for loops of 

length 8. 

HMM-SA 

Structural alphabets such as HMM-SA [166] are another mechanism to 

approach the protein fragment classification. The initial version of this 

dictionary, which fits upon the SSW category, is built over 4-residue length 

overlapping fragments representing the hidden state of a HMM. Constructed 

over a 30% non-homologous set with a resolution better that 2.5Å of 1.409 

sequences, it is composed of 27 structural letters (alphabet space) that can be 

translated into 3D coordinates. Each protein of the database is, then, defined 

by L-3 letters, being L the length of the protein. 

The basic alphabet goes as follows: [A, a, V, W] are considered α letters, 

as they appear in the helices. [Z, B, C] belong to the helix termini. β letters, 

found in strands, are [L, M, N, T, X]. [J, K] belong to the strand termini. Any 

other letter defines loop regions. The dictionary not only defines loops 

between secondary structures but also on the N and C terminus of the 

protein. It is important to note that, from this point on, letters will refer to 

the HMM-SA alphabet while residues will refer to the amino acid alphabet. 

To build a loop classification, loop words of residue length k+3 (being k 

the letters of the motif), denoted 𝑊! and called coil-words, are created. The 

exceptionality (statistical significance) of each coil-word is evaluated as a p-

value defined by the variation of the occurrence of the word in the dataset 
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𝑂 𝑁 𝑤  from the expected occurrence of the word in the background 

𝐸 𝑁 𝑤 . Those coil-words that appear 150 times more than expected are 

selected. 

The classification is obtained by hierarchical clustering using 𝑅𝑀𝑆𝑑!"# as 

distance measure. 𝑅𝑀𝑆𝑑!"# or structural dissimilarity index is the average 

𝐶! RMSD of 200 fragment pairs randomly selected from two different 

words. 

Loop Brix 

Since its first release, BriX has been extended with Loop BriX [160]. This 

new classification does not depend on the length of the fragments, but only 

in their lack of secondary structure. 

In this case, the distance matrix required to apply the Hierarchical 

Agglomerative Clustering (see BriX) is based on (a) the distance between the 

endpoint of the loop, and (b) the superimposition of the two anchor or stem 

residues (residues in the flanking secondary structure immediately before and 

after the loop). The generated clusters might contain loops of different sizes 

and orientations, and a second round of clustering is performed grouping 

loops by length and similar structure. 
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3.2. Smotifs and ArchDB 

a) Defining Smotifs

The common underlying concept that connects the different aspects of

this thesis is the working definition of protein loops as structural motifs 

(Smotif). 

We define and Smotif as a protein loop (C) of length M flanked by 𝒏𝑵 

and 𝒏𝑪 stem residues, i.e. the residues with known structure that precede 

(𝒏𝑵)  and follow (𝒏𝑪) the loop, but are not part of it. The number of residues 

flanking the loop depends on the secondary structure to which the stem 

residues belong. The considered secondary structures are α-helix (H), 

310helix (G) and β-strand (E). 

𝑆𝑚𝑜𝑡𝑖𝑓 =
𝐻!…𝐻!
𝐺!…𝐺!
𝐸!,𝐸!

𝐶!… 𝐶!
𝐻!…𝐻!
𝐺!…𝐺!
𝐸!,𝐸!

 Eq 3.9 

The definition of loops as Smotifs allows us to define the geometry of a 

non-regular protein segment by the local structural arrangement of its 

flanking regions [Figure 3.1]. 

There have been slight variations in the algorithm to define Smotifs since 

the first version was described [167,168]. The most remarkable is the 

inclusion of the 310helix (G). The following explanation on how to define 

Smotifs will be centred in the most recent implementation. 

Axis M1 and M2 are defined over the N-terminal and the C-terminal 

flanking secondary structures respectively. Each axis is created according to 

the shortest moment of inertia of its structure in the segment joint by the 

loop. This method is used in order to take into account the possibility of a 

certain degree of curvature in the secondary structure; especially in the β-

strand. The number of residues used to calculate the moment of inertia is 

fixed in both α-helix and the 310helix at 4 and 3 residues respectively, but it 
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varies between 2 and 3 residues in the β-strand [Eq 3.9]. If Ij is the axis built 

considering the residues up to j, we will select: 

𝑀! =    𝐼!  𝒊𝒇  𝑎𝑛𝑔𝑙𝑒 𝐼!, 𝐼! < 10º  𝒆𝒍𝒔𝒆  𝐼! Eq 3.10 

Once the to axis are built, we can describe the rest of geometrical 

variables required. P1 and P2 are the start and the end points of the loop and 

the vector that joins P1 and P2 is L. The plane π is defined by the vector M1 

and L. The plane τ is defined by M1 and the normal to π. With all that, we 

define the geometrical descriptors of a Smotif. 

Figure 3.1 Smotif geometry definition. All the flanking secondary structures are 
represented despite that only selected stem residues do belong to the Smotif. 
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Distance (d). Is the Euclidian distance between P1 and P2. (D=|L|)  

Hoist (δ). The hoist or delta angle is the one defined between M1 and L. 

Packing(θ). The packing or theta angle is defined between M1 and M2. 

Meridian(ρ). The meridian or rho angle is defined between M2 and τ. 

In the current distribution of ArchDB, for all Smotifs (both classified and 

not classified), d covers an interval between 1.7 and 187.3Å, with an average 

value of 9.65Å. Angles δ and θ range from 0 to 180 degrees, while ρ ranges 

from 0 to 360 degrees. 

The last item of Smotif identification is the actual nature of the flanking 

secondary structures. By considering α-helix (H), β-strand (E) and the 

310helix (G), we can define a total of 10 Smotif types by covering all the 

possible combinations. It is worth noting that the EE combination does not 

exist as it is spliced into BK (β-links) in which the two flanking β-strands do 

not contact with each other and BN (β-hairpin) in which they do. 

In protein loop classification, geometry is a useful descriptor to group 

loops and speed up the clustering process. In loop structure prediction and 

protein design, the geometry allows an optimized hashing and look up of 

loop conformations given a set of geometrical restraints. Finally in protein 

structure prediction and design, Smotifs provide a convenient and coherent 

scheme to break down proteins into a sum of super-secondary elements. 

b) Classification of Smotifs

The first classification of Smotifs [167] was generated from 233  high

quality crystallographic X-ray structures obtained from the Protein Data 

Bank (PDB) [169] (resolution better than 2.5Å), after removing redundancy 

at 25% sequence identity cut-off. For each of these, α-helices and β-strands 

were defined using DSSP [28,125], which produced a total of 3005 Smotifs. 

Subsequently, Smotifs were clustered according to their geometrical 
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properties using a density search (DS) algorithm, which is a variant of the 

single-linkage clustering method [170]. Briefly, a network is built in which the 

nodes are the Smotifs and the edges are defined by the similarity of the 

classifying attributes of the Smotifs. The DS algorithm detects regions within 

that network with high density of Smotifs around a centroid defined by the 

classifying attributes of the Smotif. In this clustering, loops that belong to 

the same cluster have a length variation of ±1, similar flanking secondary 

structures, and similar 𝜙|𝜓  angles (identified by a consensus 

conformation). Each cluster is required to have at least 3 Smotifs. The whole 

process generated a 121 structural subclasses that where further grouped 

according to their Ramachandran map patterns into 56 classes [Table 3.1]. 

ArchDB Method Source PDB Smotifs Subclasses Classes 

1997 DS 25 233 3005 121 56 

2004 DS + rc 40 2310 12665 1496 451 

2007 DS + rc 95 5472 36153 4023 2142 

2007 DS + rc 40 3640 16957 2550 1119 

2007 DS + rc EC 2349 20260 2686 1338 

2014 DS 40 17961 129280 13198 5362 

2014 MCL 40 17961 187117 12240 9728 

Table 3.1 ArchDB in numbers through time. 

ArchDB is organized in a hierarchical fashion: the two first levels of the 

hierarchy correspond to the flanking secondary structures (type) and the 

length of the loop (length). The third level of the classification corresponds 

to classes, which are formed of subclasses with similar Ramachandran map 

patterns but different geometry. The lowest level of the hierarchy is the 

subclass, which are the structural cluster of Smotifs, i.e. Smotifs with the 

same loop conformation and geometry. This schema is used in all versions of 

ArchDB regardless of the particularities of the algorithm applied for 

clustering (see in Figure 3.2 in the following section). 
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The first update of ArchDB [171] made the database available online and 

introduced minor details in the classification such as the maximum identity 

between source structures (40%, ArchDB40), the upper limit on resolution 

(3.0Å) and the minimum number of loops in a cluster (2). A re-clustering 

algorithm was applied after the first clustering to merge subclasses with 

shared loops, resulting in an optimized partition of the conformational space 

[Table 3.1]. Furthermore, it included references to Gene Ontology (GO) [91] 

and Enzyme [90] annotations. The Enzyme annotation was further exploited 

for the analysis of kinase super-families and their relation to Smotifs [145]. 

The number of sub-classes and classes increased significantly [Table 3.1]. 

The third release of ArchDB included two new sets: ArchDB95, a 

redundant set, and ArchDB-EC a classification derived from protein 

enzymes [172]. The new release included extensive functional annotations 

and cross-references to major biological databases and an increase in the 

number of classified Smotifs, classes and sub-classes. The new database was 

used both for modelling of loops (ArchDB40) and study relevant structure-

function features in loops (ArchDB95 and ArchDB-EC set). It also included 

a comprehensive study of the statistical correlation between ArchDB 

subclasses and GO, EC and SCOP [28] annotations as well as atomic 

interactions to co-crystallized cofactors and additional functional annotation 

extracted from PDB [105]. 



ArchDB 2014

Bonet J, Planas-Iglesias J, Garcia-Garcia J, Marín-López MA, Fernandez-
Fuentes N, Oliva B. ArchDB 2014: structural classification of loops in 
proteins. Nucleic Acids Res. 2014 Jan;42(Database issue):D315-9. doi: 
10.1093/nar/gkt1189. 

3.3. ArchDB 2014
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3.4. Advantages of ArchDB 2014 
There are two basic types of contributions of ArchDB 2014. On the one 

hand, the Smotif definition, all by itself, presents a series of advantages over 

other loop definitions. On the other hand, it presents several improvements 

over older versions of the database. 

a) With respect to other fragment classification methods

i. Definition. Each Smotif has a set of parameters that describes it.

Thus, each Smotif has its own identity. Furthermore, these

parameters provide a comprehensible description of the actual shape

of the Smotif.

ii. Variable Length. As Smotifs are defined through their stem

residues, there is no real requirement for keeping an identical

sequence length amongst all the members of the classification.

Although other secondary structure based methods behave similarly,

some, by using full backbone RMSD as a clustering parameter, end

up enforcing all fragments belonging to a same cluster to be of the

same size.

iii. Contained Dataset Size. SSW methods, even after filtering the

homology of the source PDB set; present a huge overlap of

fragments. In fact, each fragment is bound to have at least

𝑘 ∗ 2 − 2 overlapping fragments (being k the length of the 

fragment). Overlapping fragments in Smotifs can only happen 

between consecutive loops separated by small secondary structures, 

and, at maximum, a Smotif can have two overlaps. This is, though, a 

benefit shared by all the secondary structure based methods. 

iv. Local Structural Environment. By considering the moment of

inertia of the N- and C-terminal secondary structure instead of just

the stem residues, the Smotif can better capture the pre- and post-

conditions of the coil arrangement.
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b) With respect to previous ArchDB releases

i. New Smotif Types. Five new Smotif types are included by

considering 310helix as regular secondary structure – before these

were considered part of the loop regions as α-helices were

considered only if they exceeded 5 residues. The new Smotifs

include 310helix-310helix, 310helix–α-helix, 310helix–β-strand, β-

strand-310helix, and α-helix-310helix.

ii. Fixed and Variable Length Classifications. Instead of limiting

the clusters to a ±1 length variation, we now have a fixed-length

classification through the DS algorithm and a variable length

classification through MCL. With a variable length classification we

can explore the similar effects of loops of different size over the 3D

conformation of the protein while, simultaneously, we extend the

coverage of the classification over the complete set of Smotifs.

iii. Scalability. The new MCL algorithm is capable of processing a

substantially bigger data size. This makes it ideal to cope with the

expected growth of the PDB.
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This chapter will be focused on protein modelling and de novo protein 

design through the use of protein loops. Its structure will be similar to the 

previous chapter, with an overview of existing methods to bridge missing 

loops in protein structures followed by Smotifs applications devoted to both 

global protein structure prediction and loop structure prediction. Only 

knowledge-based methods are discussed. The section referring to past 

Smotifs applications is based upon: 

Bonet, J., Fiser, A., Oliva, B., & Fernandez-Fuentes, N. Smotifs as structural 
local descriptors of super-secondary elements: classification, completeness, 
and applications. BAMS. (In press) 

After this introduction, it will focus upon Frag’r’Us through its published 

article. The supplementary material of the article will be added at the end of 

its section. 

Finally, a brief comment on the advantages and opportunities that offers 

the server will close this chapter. 
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4.1. Fragments applications in Protein 
Structure 

The prediction of loop conformations through knowledge-based 

approaches is done by searching amongst potentially thousands of 

conformations extracted from known protein structures. The target loop is 

flanked by so-called stem residues, i.e. the residues with known structure that 

precede and follow the loop, but are not part of it. The search implies 

placing potential loops that fit the restraints of stem residues followed by 

their ranking based on geometric criteria and/or sequence similarity. Finally, 

selected loops are superposed and annealed onto the stem regions. 

LIP 

The Loops In Proteins (LIP) method [191] is based in a non-clustered 

dataset of loop fragments. The fragments are created from a <20% 

homology non-redundant dataset of structures from the PDB with a 

resolution <3.6Å and the secondary structure defined with DSSP. 

Each fragment is defined by: 

i. length

ii. amino acid sequence

iii. (x, y) values, a two dimensional vector between the 𝐶 !  and the

𝑁 !  atoms in the 𝐶! ! − 𝐶 ! − 𝑁 !  plane such as the distance

between the two stem residues is:

Being the atoms labelled (N) those belonging to the N-terminal 

stem and those labelled (C) the ones belonging to the C-terminal, 

that means that (x, y) are the opposite sites to the hypotenuse that 

represents de distance between the stem residues. 

iv. 𝜷, the angle included by the lines of 𝐶 ! − 𝑁 !  and 𝑁 ! − 𝐶!
(!).

𝑑𝑖𝑠𝑡!"#$ = 𝑥! + 𝑦! !/! Eq 4.1 
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v. 𝜸, the dihedral angle between 𝐶! ! − 𝐶 ! − 𝑁 !  and 𝐶 ! −

𝑁 ! − 𝐶!
(!).

To select the loop candidates to fill an incomplete structure, all the loops 

of the required length with the N- to C-terminal distance matching the query 

gap with a tolerance of 0.75Å are selected. Then goodness is calculated for 

each of the remaining candidates as a correlation of the square differences of 

the geometrical identifiers: 

The putative solutions are, finally, ranked. 

LIP prediction predictions reported a 𝑅𝑀𝑆𝐷!"#$!=1.71Å on average on 

loops 14 residues long, obtaining better results on smaller loops. 

Loop BriX 

Loop BriX [160] exploits their classification (as explained in the Loop 

Brix section of Classifying Structural Fragments) to fill a gap in a protein 

structure. Their bridging algorithm matches subclasses to the gap accordingly 

to the distance between that and the centroid of the class. The amount of 

fragments per class and the similarity thresholds applied are managed by the 

user. 

Schomburg 

Schomburg’s loop prediction method also relies in the position of the 

anchor groups [192] and the filtering of the selected templates [193]. 

It depends upon a non-clustered set of protein loops extracted from a 

95% homology non-redundant database with a resolution equal or lower to 

2Å. Fragments with a RMSD under 0.25Å after the alignment of the stem 

residues were filtered. A distance (d) is defined for each fragment as the 

Euclidian distance between the middle of 𝐶! ! − 𝐶 ! − 𝑂 !  and the

middle of 𝑁 ! − 𝐶! ! . Atoms labelled (N) belong to the N-terminal stem

𝑔𝑜𝑜𝑑𝑛𝑒𝑠𝑠 = Δ𝑥! + Δ𝑦! + 2 Δ𝛽! + Δ𝛾! Eq 4.2 
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and those labelled (C) belong to the C-terminal. A good fit is assumed if the 

difference in distance between a fragment and the query gap is smaller that 

0.5Å. 

After that, loops clashing with the rest of the protein, as well as those 

presenting unfavourable torsion angles according to a knowledge-based 

potential are eliminated. 

4.2. Smotifs applications in Protein Structure 

a) Global Protein Structure Prediction

Smotifs can be used for protein structure prediction, following a

fragment assembly approach. The underlying hypothesis is that patterns of 

indirect structural data characterizing the connecting loop region in a Smotif 

will determine the relative orientation of flanking secondary structures and 

thus will be informative for the selection of an entire super-secondary 

structure element. 

As Smotifs are backbone-only defined fragments, a relation needs to be 

made between a target sequence and the backbone-only library of Smotifs. 

One possible way to do this is hybrid modelling, where a limited amount of 

easily obtainable, indirect experimental data is used to select Smotifs for 

structure modelling. One possible data that can be used in hybrid modelling 

is to obtain chemical shift (CS) assignments from NMR studies for the target 

protein. The combination of Smotifs with CS is the base of SmotifCS. 

As a clarification, the chemical shift is the resonant frequency of a 

nucleus relative to a standard. As we explain in the NMR spectroscopy 

section of the Introduction, some atomic nuclei, like 1H, 13C and 15N, 

possess a magnetic moment that gives rise to different resonance frequencies 

and energy levels in a magnetic field. According to the local geometry (bond 

lengths, binding partners, angles between bonds…) the electron distribution 



Modelling with Structural Fragments 

77 

of a given type of nucleus varies, and with it its local magnetic field. This 

variation of NMR frequencies for a given nucleus type is called the chemical 

shift. The size of the chemical shift is given with respect to a reference 

sample. 

Thus, the first step of SmotifCS is to calculate the theoretical chemical 

shift of all backbone atoms 𝑁, 𝐻𝑁, 𝐻! , 𝐶! , 𝐶!) and 𝐶! using SPARTA+

[194]. Next, the structure prediction algorithm relies on another pre-

calculated database that contains the relative weights of structural 

information conveyed by a given normalized chemical shift. The 

construction of this database is as follows: predicted CS values aggregated 

from all library Smotifs were divided into groups based on atom type (6), 

residue type (20), and preceding residue type (20), resulting in 2400 

categories. For each category, CS values were normalized by subtracting the 

random coil value. The relative weight of structural information conveyed by 

a given CS (according to the three parameters described above) is calculated 

as the difference between the statistical propensities of the “most favoured” 

and “second-most favoured” secondary structural conformations.  

In order to identify the relative orientation of regular secondary structures 

within a Smotif, the CS patterns of the loop segments and the three flanking 

secondary structure residues on each side of the loop are analysed. In order 

to select candidate Smotifs from the library, the experimental CS of each 

query Smotif and the theoretical CSs of available Smotifs in the library are 

compared. Theoretical 𝜙|𝜓  angles predicted with TALOS+ [195] are used 

to assign each loop residue of the query Smotif in one of the 11 possible 

locations within the Ramachandran map [182]. The string of Ramachandran 

Map sub-locations constitutes the “fingerprint” of loop segments that is 

compared to similar fingerprints derived from the Smotifs of the library. The 

best matching Smotif fingerprints are then ranked by their CS match “score” 

calculated as the sum of weighted squared differences between the chemical 

shifts of the query and library Smotifs. 
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After a set of suitable candidates is selected for each putative Smotif in 

the query structure, a full enumeration of the structures is carried out by 

joining every possible combination of these Smotifs. The lengths of the 

secondary structures of the sampled Smotifs are extended or shortened as 

necessary to fit the query sequence. In the process of joining Smotifs, a 

limited number of steric clashes are allowed. The candidate structures 

resulting from the full enumeration are evaluated using a linear scoring 

function with the following components: (a) radius of gyration using 𝐶! 

carbons; (b) a distance-dependent statistical potential function [196]; (c) an 

implicit solvation potential [197]; and (d) a knowledge-based long-range 

backbone hydrogen-bonding potential [198]. All components are converted 

into statistical Z-scores before combining them with weights optimized on a 

set of decoy structures. The best 200 structures from this ranking are relaxed 

using MODELLER [66] to resolve steric clashes and maintain 

stereochemistry. 

The accuracy of the models generated with SmotifCS was evaluated with 

RMSD and GDT_TS scores [199] against a dataset of 102 NMR structures, 

each one representing a different SCOP fold [28]. 47 out of the 102 models 

obtained a GDT_TS  >=  50%, indicating that, for about half of the models, a 

high quality homology model was generated. For all cases, at least a 

topologically correct fold was produced. 

b) Loop Structure Prediction

In this section we will focus on a specific knowledge-based approach for

loop structure prediction by means of Smotifs: ArchPRED [200]. This 

method relies on a library of Smotifs and features a selection, filtering and 

ranking algorithm to select the most suitable conformation for a given target 

loop sequence. 

The selection of Smotifs from the library is based on the geometrical 

restraints imposed by the bracing secondary structures of the missing loop, 
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i.e. Smotifs will be selected if the geometry is similar or fall within the range 

of tolerance: 2Å in the case of the distance (d) and 30, 30 and 45 degrees in 

the case of the angles hoist (δ), packing (θ) and meridian (ρ) respectively. 

Next, a filtering step discards unsuitable Smotifs based on the structural 

matching of stem residues: RMSDstems and unfavourable interactions 

between Smotifs and the new protein environment such as steric crashes. 

The RMSDstems was shown to correlate with the quality of prediction both 

for filtering and scoring purposes [193]. However, the correlation is less 

pronounced in the case of loops longer than 8. Finally, the filtering step 

evaluates the fitting of Smotifs in the new environment. This aspect is 

particularly important, as the native structural environment of Smotifs could 

be very different from one in the target protein. 

The last step in the prediction process is the ranking of the remaining 

Smotifs. The scoring function is comprised of a sequence similarity score 

based on a Conformational Similarity Weight (CSW) matrix [201] and an 

amino acid 𝜙|𝜓  dihedral angle propensity term [202]. Given the fact that 

sequence and propensity scores have different dimensions, these are 

converted into dimensionless statistical Z-scores, which are obtained in 

reference to randomly generated sequences and 𝜙|𝜓  dihedral angles. The 

final scoring function is then a composite Z-score combining the two types 

of: sequence and 𝜙|𝜓  dihedral angles propensity Z-scores. ArchPRED 

results are ranked by means of that final score. 

Compared with other ab initio methods, ArchPRED was able to perform 

similarly to ModLoop [203] for loops of length between 4 and 14 amino 

acids. However, the results show the dependence of ArchPRED in the 

Smotif database, thus suggesting that its accuracy and applicability should 

increase with the increase of information in the structural databases and, the 

classification of Smotifs. 
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4.3. Frag’r’Us 

Bonet J, Segura J, Planas-Iglesias J, Oliva B, Fernandez-
Fuentes N. Frag'r'Us: knowledge-based sampling of protein 
backbone conformations for de novo structure-based protein 
design. Bioinformatics. 2014; 30(13): 1935-6. doi: 10.1093/
bioinformatics/btu129

U16319
Rectángulo
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4.4. Applications of Frag’r’Us 
The methodology behind knowledge-based redesign of a protein’s loop 

structure is quite similar to that of protein loop prediction. In fact, the Loop 

BriX server is theoretically able to provide alternative conformations by 

superimpose classes instead of subclasses over the stem residues that flank 

the gapped coil region. 

The clear advantage of using Smotifs and its geometry rather than 

distances and/or structural fitting of stem residues is that the search space is 

reduced dramatically and the geometry-based filtering is very fast. 

Thus, Frag’r’Us makes available a method capable of offering a limited 

but informative set of putative backbones that (a) is compatible with the 

local secondary structure of the flanking regions, and (b) is compatible with 

the global tertiary structure of the protein through the avoidance of residue 

clashes. All of this increases the probability of the suggested changes of not 

affecting the global conformation of the protein. 

Furthermore, by providing a limited set of alternative conformations, 

those can be studied in detail in order to look for specific changes that can 

improve the thermo-stability of the protein, add putative post-transcriptional 

modification sites or even alter the functionality of the protein (we will see 

more on that point in the next chapter). 
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This fifth chapter is devoted to protein function prediction and 

functional de novo design with Smotifs. 

As the methods for functional annotation transfer have already been 

reviewed in the Introduction, this section will directly the two previous 

approximations to functional annotation with ArchDB and then focus on 

Archer as our new approximation to the protein functional annotation 

problem. The body of this section is contained as an article (to be submitted). 

 

Finally, a brief comment on the advantages and opportunities that offers 

the application will close this chapter. 
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5.1. Smotif functional correlation 

ArchKI 

ArchKI [145] was one of the first approximations to tackle the functional 

annotation of Smotifs. It was specifically devoted to kinase proteins. 

The initial construction of the database was parallel to that of ArchDB 

[171], with the exception that source structures were obtained from a non-

homologous subset of the PDB with assigned EC number 2.7.X.X (i.e. 

kinase or phospho-transferase function) [90]. 

Individual Smotifs were assigned functional annotation if they contained: 

(a) residues within a cut-off distance of 6Å from an heteroatom, ligand, 

inhibitor, cofactor or complex partner molecule (i.e. interactor), (b) residues 

identified as active sites by the PDB annotation or (c) residues identified by 

the functional annotation collected from literature and assigned to specific 

motifs of kinases. 

The functional annotation of the residues was divided in 4 functional 

categories; namely, (a) adenosine triphosphate (ATP) binding, (b) substrate 

binding (except ATP), (c) ion interaction and (d) catalytic for residues 

involved in the catalytic reaction or the stabilization of a transition state. 

After the classification, a PROSITE-like pattern [106] was obtained by 

the alignment of the members of each cluster. Similarly, a position specific 

scoring matrix (PSSM) was derived from the alignment to quantify the 

degree of conservation of the different positions in the alignment. 

Finally, clusters were categorized as “functional” if there was a 

meaningful conservation of the functional residues and more than 50% of 

the loops in the cluster belonged to the same SCOP superfamily [28]. They 

were labelled as “structural” otherwise. 

The potential application of ArchKI to loop modelling was tested as a n-

fold cross-validation in which loops were taken out of the clusters. The 
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PSSMs of the new clusters were re-calculated and the extracted loops were 

aligned and given a normalized z-score of the sequence-PSSM fitting. 

ArchFun 

ArchFun [105] directly exploited what at that time was the current release 

of ArchDB [171] to perform a GO [91] correlation analysis with the Smotif 

clusters and develop a GO functional annotation method. 

Functional transfer of GO terms to Smotifs was performed by direct 

protein association. That is, all Smotifs belonging to a given protein were 

given the same GO terms as that protein, as well as their parent terms in the 

ontology hierarchy (with the exceptions of the first two levels and the terms 

occurring in more than 10% of the classified Smotifs). 

Three different function-to-cluster association values were calculated as 

frequency [Eq 5.1], Log-odds [Eq 5.2] and Mutual Information [Eq 5.3]. 

For each of these metrics, a significance threshold was devised by 

comparing them with the distribution of 500 random classifications, that is, 

against clusters created by randomly aggregate Smotifs of the same type. A p-

value of obtaining an association score equal or better than a certain value 

was defined as the average of frequencies observed in the 500 random 

classifications. 

The creation of functional enriched sequence patterns fp derived from 

the Smotifs clusters was performed as follows. For each cluster k enriched in 

a function f, an alignment was produced by selecting the Smotifs annotated 

𝐹 =
𝑘
𝑛

 Eq 5.1 

𝐿𝑜𝑔𝑜𝑑𝑑 = log
𝐹

𝐾/𝑁
 Eq 5.2 

𝑀𝐼 =
𝑘
𝑁

𝐿𝑜𝑔𝑜𝑑𝑑 Eq 5.3 
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with f. Afterwards, they were expanded by Swiss-Prot/HSSP [118] 

homologues annotated in the same function. Homologue sequences 

producing or having gaps in the alignment were removed; as well as any 

alignment with less than 10 sequences. 

In order to perform transfer annotation, random sequences from each 

alignment were selected and used as queries for a BLAST [73] search over 

Swiss-Prot. For each putative homologue found, if it also matched any of the 

fp of the cluster from witch the query sequence was extracted, the 

homologue is assigned the function f. 

The accuracy of the method was around 97% when assigning level 3 GO 

terms with a sequence identity of 60%, decreasing depending on the level of 

GO term (85% at level 5). At lower percentages of sequence identity, the 

method showed a decreased applicability but maintained its accuracy, while 

direct BLAST functional transfer did produce a high number of false 

positives. 
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5.2. Archer 

Archer: Predicting protein function using local 
structural features. A helpful tool for protein redesign. 
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a) Abstract 

The advance of high-throughput sequencing methodologies has led to an 

exponential increase of new protein sequences, a large proportion of which 

remain unannotated. The gap between the number of known proteins and 

those with assigned function is increasing. In light of this situation, 

computational methods to predict the function of proteins have become a 

valid and necessary strategy. Here we present Archer, a server that exploits 

ArchDB’s hierarchy of super-secondary structures to map GO and Enzyme 

functions upon protein regions and, thus, infer the function of a protein. 

The server relies on either the sequence or structure of the protein of interest 

and returns the mapping of functional subclasses extracted from ArchDB. 

Moreover, it computes the functional enrichment and significance of each 

subclass, combines the functional descriptors and predicts the function of 

the query-protein. Furthermore, users can select variants of the target 

sequence that swap the region of a super-secondary structure by another that 

putatively fits in the same scaffold. Only variants that modify the predicted 

function are offered for selection, thus providing a rational, knowledge-

based, approach for protein design and functionalization. The Archer server 

is accessible at http://sbi.imim.es/archer. 
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b) Introduction 

Whole genome sequencing projects have become a source of proteins 

whose function is unknown. Consequently, the annotation of protein 

function has become one of the most important challenges, particularly in 

computational-based methods [223]. Global sequence similarity has been 

extensively used to annotate protein function, considering the relationship 

between sequence and function similarity [224]. Despite the fact that 

homology annotation transfer is reliable for very high sequence similarity 

[225], its predictive power quickly diminishes when sequence homology falls 

below 70% [226]. 

One of the main problems of functional annotation based on homology 

is the functional specificity [225]. To overcome this limitation, some studies 

have proposed the functional annotation using protein-domains [227,228]. 

However, the transfer of functional information still faces several problems, 

as small protein changes can result in new protein functions [229,230]. This 

effect has been clearly shown in the enabling and disabling loops found in 

homo-domain interactions [176] or in the specificity of the RGD motif 

[231]. Following upon these findings, it seems a logical evolution to split the 

protein sequence into super-secondary structures, or local structural features, 

as they might be key to identify specific protein functions. 

ArchDB [168] is a classification of super-secondary structures (loops 

henceforth) according to their geometrical properties [167]. It is well 

documented that loops play a central role in protein functions (from ATP 

binding [133] to enzyme activity [136] or DNA-binding [232] amongst 

others), and several methods have proposed to annotate protein function 

based on loops [145,172,233,234]. Moreover, we have recently shown their 

importance in protein-protein recognition [142,184]. 

In this work we present Archer, a novel web server designed to infer the 

function of proteins based on functional subclasses extracted from ArchDB. 
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The server allows to explore Gene Ontology (GO) molecular function [91] 

and the Enzyme (EC) database [90] functions enriched on the loops of a 

query protein. Then, it uses this enrichment to infer the function of the 

protein. Furthermore, the server offers variants of the query sequence with 

changes on the regions mapped by ArchDB subclasses yielding a new 

putative function. Each sequence fragment is substituted by the sequence of 

a subclass from ArchDB with similar geometry. This guarantees that the 

substitution will not change the main scaffold of the protein. Thus, each 

variant can be used in different aspects of computational protein design such 

as grafting of novel protein functionalities and/or redesign of the existing 

ones (see Section 1: Generation of protein variants with different function). 

c) Methods 

Functional association of super-secondary structures. Archer exploits the Markov 

Cluster (MCL) classification of ArchDB [168]. Four different metrics are 

used to evaluate the relation between a loop-subclass (C) from ArchDB and 

a function φ (either from GO or EC), extending the previous work of 

Espadaler et al. [6,105]: frequency (F), log-odd (Log-Odd), mutual 

information (MI) and the p-value of the hyper-geometric distribution of the 

enrichment of the function φ in the subclass C. A detailed explanation on 

how to calculate these metrics is described in Section 2: Metrics for 

functional association of super-secondary structures. 

Assigning ArchDB subclasses to sequence. Given a protein sequence, the 

mapping of ArchDB subclasses is done by sequence homology search with 

BLAST [73]. The returned hits are filtered by the percentage of sequence 

identity as a function of the length of the aligned regions [51] (see Section 3: 

Assignation of ArchDB subclasses to a query protein (mapping)). 

Assigning ArchDB subclasses to structure. For a given protein structure, all 

secondary structures contained in the protein are identified with DSSP [125]. 

All loops are then defined as two correlative regular secondary structures and 
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the flexible region between them [167]. Each loop-region is then assigned to 

a subclass for which it fulfils its geometrical and structural constraints (see 

Section 3: Assignation of ArchDB subclasses to a query protein (mapping)). 

Protein function prediction. For each subclass of ArchDB assigned to a 

protein, the four metrics of functional association and the number of 

subclasses supporting each function are used to predict the function of the 

query-protein. A 6D vector is built describing the association between the 

protein and a function φ, formed by the metrics specifically associated with 

that function: 1) S, the number of subclasses mapped in the protein and 

associated with function φ; 2) MaxF, maximum value of frequency (metric F) 

among the loops associated with φ mapped in the protein; 3) MaxLO, 

maximum value of log-odds (metric Log-Odd) among the loops mapped in 

the protein (associated with φ); 4) MaxMI, maximum value of mutual 

information (metric MI) among the loops associated with φ mapped in the 

protein; 5) MinPV, minimum p-value of the hyper-geometric distribution 

(metric p-value) among the loops associated with φ mapped in the protein; 

and 6) SUM, the sum of p-values of the hyper-geometric distribution of the 

function for all the loops mapped in the protein and associated with function 

φ. Then, the prediction is performed through a J48 trained pruned tree using 

WEKA [235] and the 6D vector that associates proteins and functions. See 

Section 4: Protein function prediction for more details. 

d) Server Usage 

Archer admits two types of input. The user can either upload the 

sequence (FASTA format) or the structure (atomic coordinates in standard 

Protein Data Bank format [169]) of the protein of interest. After the query 

has been submitted, a window will display the query and a unique code 

assigned to it. This code can be used to retrieve the results of that particular 

query from the main page of the server. The results page consists of a 
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summary section and three tabs: subclass mapping, function prediction and 

sequence variants. It also allows downloading all the data for further study. 

Subclass mapping. A tab lists all subclasses from ArchDB mapped in the 

query. For each subclass, the user can select the mapped region in the query-

sequence and explore the GO and Enzyme annotations associated with the 

subclass. Furthermore, heteroatom contacts and functional PDB-sites 

assigned to particular loops within the subclass are also listed.  

Function Prediction. This tab displays the results of function prediction for 

the query protein, highlighting the regions of the query supporting the 

prediction. 

Sequence Variants. This tab displays alternative sequences (variants) of the 

query protein. Each variant is built by substituting at least one loop-subclass 

from the original sequence by an ArchDB mapped region with similar 

geometry. Variants are grouped according to the changes predicted on the 

original function, such that only variants yielding a different prediction are 

displayed. Deleterious variants, i.e. variants that simply remove the predicted 

function of the query protein, and invariants, i.e. variants yielding the same 

prediction as the original query-sequence, are not shown. The new putative 

sequence can be selected for display and, if the structure of the query protein 

is known, also the superposition with the loop-conformation of the 

proposed new sequence can be seen (or downloaded for further use in 

modelling). 

e) Evaluation 

Benchmark Dataset. Protein function prediction was evaluated in two 

different datasets: one for the prediction of Enzyme annotations (EC) and 

the other for GO Molecular Function terms (GO:MF). Both datasets were 

derived from all human proteins in Uniprot Swiss-Prot [10] (the largest 

curator annotated available set) with EC or GO:MF assigned, respectively. 

We used CD-HIT [50] to remove proteins with more than 40% sequence 
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identity within the dataset in order to avoid the bias of highly populated 

homolog family members. The resulting datasets were named hEC 

(containing 2,054 proteins) and hGO (consisting of 9,305 proteins) for EC 

and GO:MF annotations, respectively. Additionally, we also used CD-HIT to 

remove sequences with more than 40% of sequence identity between these 

two sets and any of the sequences used in the construction of the ArchDB 

dataset. This avoided the homology between the training and the testing sets 

(see below). The resulting datasets were named hEC40 (containing 1,357 

proteins) and hGO40 (consisting of 7.529 proteins).  

Training. ArchDB subclasses were assigned to proteins as described in 

Methods. We were able to assign ArchDB subclasses to 87% of proteins in 

the EC dataset and 70% in the GO:MF dataset. We considered for each 

subclass all functions enriched with a p-value lower than 10-3 if, at least, two 

members of the subclass were associated to that function. We were able to 

predict at least one function for 98% of the proteins in the EC dataset and 

99% in GO:MF. We trained two J48 pruned decision trees (one for EC and 

another for GO:MF datasets) using WEKA [235] (see Methods). All metrics 

used in the 6D training vector showed significantly different distributions 

between correct (true) and false function associations in the EC and GO:MF 

datasets (see Figure 5.1A). For example, from metric S in Figure 5.1A, most 

proteins had about 5 or more loops correctly assigned to the enzyme 

function, while the majority of them had less than two loops associated with 

an EC code different than the real (wrong association). 

Evaluation. Decision trees in WEKA were trained and tested using a ten-

fold cross-validation for each dataset (hEC40 and hGO40 with mapped 

loops in ArchDB). The association of a protein to a function was considered 

a true positive if the function is actually associated with the protein. It was 

considered a false positive otherwise. Figure 5.1B shows the ROC curves 

and the quality of the predictions of the server for EC and GO:MF datasets. 

Precision, recall, Mathew Correlation Coefficient and AUC are shown in the 
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table within Figure 5.1C. Remarkably, the precision of Enzyme annotation at 

the third level of classification reached values of almost 80% while the recall 

was still about 50%, which means that we could apply a reliable putative 

redesign of function to 50% of enzymes. 

 
Figure 5.1 Archer attributes and predictor analysis. A. Distribution of different 
metrics in the EC dataset for the 6D-vector classifier: Distributions of false positive (FP, 
white boxplots) and true positives (TP, grey boxplots) in the training sets for mono-
dimensional vector metrics (S, MaxF, MaxLO, MaxMI, MinPV and SUM, as described in 
Methods). B. ROC curve of the average TPR versus FPR obtained with the 10-fold 
validation using classifiers trained with WEKA for EC dataset (left) and GO:MF dataset 
(right). C. Table showing the average and standard deviation of statistic measurements in 
the 10-fold validation: MCC: Mathews Correlation Coefficient, AUC: Area Under the 
Curve, recall and precision 

Comparison. We compared our results with sequence-based annotation 

methods, such as Best-BLAST [103], BLAST2GO [236] and 

BLAST2GO+InterPro [117]. We used the datasets hEC and hGO to test the 

prediction of function. Functions were searched in different pools of 

proteins with known function: for Best-BLAST we used UniProt, for 

BLAST2GO and BLAST2GO+InterPro we used the dataset of all non-

redundant sequences (NR) from NCBI. We tested Archer with the sets hEC, 

hGO, hEC40 and hGO40. We tested hEC and hGO against SwissProt with 

Best-BLAST and against NR with BLAST2GO and BLAST2GO+InterProt. 

For the last three methods, we tested different levels of redundancy between 

the test set and the template set (from 100 to 40; see Section 5: Comparison 

with other methods). Our results show that Best-BLAST, BLAST2GO and 
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BLAST2GO+InterPro have a good performance if there are close homologs 

(sequences with more than 70% sequence identity) in the pool of proteins 

with associated functions, but PPV and Recall decrease dramatically 

otherwise, specially in GO:MF term prediction. Conversely, Archer’s 

classifier is almost unaffected by the reduction of putative homologs (hEC 

versus hEC40, and hGO versus hGO40). 

f) Conclusions 

In this work we have presented a server to predict protein functions 

through the identification of structural features. The server is able to 

maintain a high degree of accuracy on the prediction regardless of the 

percentage of sequence identity of the query-protein with any of the proteins 

used in the server for the annotation. Archer provides a simple user interface 

and a comprehensive results-page. The results include the mapping of 

function-associated annotations to the query by means of structural 

similarity, based on super-secondary structures. All the results can be traced 

back to the original databases, thus providing means to understand how the 

prediction was obtained. Additionally, it highlights the regions that might be 

implicated in the protein function, which allows the users to better 

comprehend the results and devise new experiments. In particular, Archer 

offers sequence variants of the original query protein that could have a 

different function. On the one hand, each variant should be able to maintain 

the original scaffold of the query protein, as the substitution is selected 

among super-secondary structures fitting on the geometry of the flanking 

original secondary structures (as in Frag’r’Us [43]). On the other hand, the 

new fragment is associated with a different function and, within the margins 

of accuracy demonstrated for the server, it modifies the function of the 

protein. Therefore, the server helps to redesign the query-protein and change 

its function. Furthermore, when the structure of the query protein is known, 

the structural information on the putative variants can also be retrieved, 

which helps to ensure the structural fitting of the new fragment(s) and it 
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suggests a template for modelling. We believe that Archer can become a very 

useful tool for the scientific community, predicting function for proteins 

with reasonable accuracy. Furthermore, it is, to our knowledge one of the 

first services to provide a rational approach to derive new functionalities 

and/or redesign existing ones by pinpointing suitable regions on the query 

protein and the potential candidate sequences to be grafted, having a 

background reliability based on the original capability of protein function 

predictor. 
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h) Supplementary Material 

Section 1: Generation of protein variants with different function 

Archer generates possible protein variants from a protein query by 

applying changes to the regions of super-secondary structures assigned to a 

subclass in ArchDB. The proposed new sequence belongs to some subclass 

in ArchDB with similar geometry of the flanking secondary structures. Thus, 

the proposed protein variant should not distort the backbone conformation 

of the original query protein. Only the variants that predict a different 

function from the original query (according to Archer’s predictor) are 

presented to the user. The confidence of that prediction is the same as for 

the test (see Section 4: Protein function prediction). The creation of the 

variants follows a series of steps that are applied for each region mapped 

with a subclass from ArchDB: 

Search of similar subclasses: Two subclasses are considered similar if their 

geometrical properties are within certain degrees of similitude. The allowed 

variability is ±1.5 Angstroms for the distance between the borders of the two 
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flanking secondary structures of an arch, ±6 degrees for the theta/delta 

angles and ±15 degrees for the rho angle. 

Selection of representatives for each new function: If several subclasses are found, 

all the enriched functions of all the subclasses are listed, and the better-

scored subclass for each function (lowest p-value) is selected as 

representative for each function. The best-scored arch inside the subclass, 

from a protein annotated with the selected function, is selected to substitute 

the original query-sequence. 

All possible changes are explored for all protein regions with mapped 

subclasses. Then, all combinations are tested with Archer. Those 

combinations yielding a prediction of function different from the original are 

selected and grouped according to the new set of functions. 

Sequence variants are displayed to the user clustered by the putative new 

function and ordered accordingly to the number of regions that need to be 

changed. If the user provides the structure of the query protein, the 

coordinates of the variant loop are superimposed over it. 

Section 2: Metrics for functional association of super-secondary 
structures 

Four different metrics are used to evaluate the statistical relation between 

a function and a subclass form ArchDB. They are all based on the following 

parameters: 

N: Total number of loops in ArchDB. Population. 

K: Total number of loops in ArchDB with a given function. Success in 

population. 

n: Total number of loops in a subclass. Sample. 

k: Total number of loops in a subclass with a given function. Success in 

sample. 
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The first and easiest metric we can develop is the raw frequency, based 

on the idea that the relationship between a function and a subclass is 

proportional to its frequency among the loops of the subclass: 

We can further extend the relationship by correcting the success of a 

function in a subclass according to its success in the full population. Those 

two metrics are log-odds: 

And the hyper-geometric p-value distribution, which measures the 

probability of obtaining by chance a subclass at least as enriched in a given 

structure: 

Finally, a method derived from Mutual Information is also used to 

evaluate the information content of a given function in a subclass: 

The combination of these metrics form the 6D vector to feed the WEKA 

[235] classifier and predict the protein function. Section 4: Protein function 

prediction focuses on that issue. 

Section 3: Assignation of ArchDB subclasses to a query protein 
(mapping) 

To a query protein sequence: 

We mapped ArchDB subclasses [168] to protein sequences extending the 

process described in a previous work [142]. Succinctly, the process consists 

𝐹 =
𝑘
𝑛

 Eq 5.4 

𝐿𝑜𝑔𝑜𝑑𝑑 = log
𝐹
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on searching homologues for the query protein amongst proteins with 

classified loops in ArchDB using BLAST (2.2.28+ version). ArchDB 

subclass annotation is transferred if three conditions are met: 

a) The hits satisfy a minimum percentage of identity according to the 

length of the alignment (above the twilight-zone curve, as described by Rost 

[51]). 

b) There are no gaps in the flanking secondary structures of the region. 

Only the loop region can contain up to 2 residue-gaps as long as they do not 

correspond with the first or last amino acid of the aperiodic region.  

c) Once a subclass has been assigned in a region of the query protein, the 

rest of BLAST hits in that region are neglected. 

To a query protein structure: 

Given the structure of a query protein, all loops are calculated using the 

same algorithm as in ArchDB [168]. This is, the secondary structure is 

calculated with DSSP [125] and the vectors defining the geometry between 

the flanking secondary structures are calculated (distance, hoist angle, 

packing angle and meridian angle).  

For the substitution of a sequence fragment of the query protein in order 

to predict a new function (see Section 1: Generation of protein variants with 

different function) all subclasses with similar geometry are assigned and all 

putative new sequences too. 

Section 4: Protein function prediction 

Evaluation measures 

A prediction consists on a protein-function association pair. We used the 

accuracy metrics as defined by Jones et al. [103], in which they modified the 

definitions of precision and recall measures to assess the accuracy of pair-

association predictions. PPV is defined as the proportion of correct 
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predicted pairs (true positive) over the total number of predicted pairs 

(positives). Recall is defined as the proportion of correctly predicted pairs 

over the total number of correct pairs (i.e., sensitivity of the method). For 

the prediction of GO Molecular Function terms, different terms can be 

related and/or highly similar. However, we followed Jones et al. and 

considered a correct prediction (true positive) only when there is an exact 

match (i.e. similar, but not equal, functional terms are considered different). 

Pruned decision trees 

The metrics described in section 3 showed significantly different 

distributions between correct (true) and incorrect (false) function 

assignments [Figure 5.1]. Then, we trained a decision tree to decipher the 

best combination allowing us to separate between correct and incorrect 

assignments. First, a 6D vector was built to describe the association pair of a 

protein and a function as in the main text. This forms a bijective application 

between a 6D vector and a pair (protein-function) association. Next, we used 

a J48 decision tree, a variant of a C4.5 decision tree [237] implemented in 

WEKA (version 3.7.10) [235] to predict the protein-function pair with a 6D 

vector. We used 0.25 as confidence factor used for pruning and 2 as the 

minimum number of instances per leaf. All options were set to default 

values. The sets hEC40 and hGO40 (see definition in the main text) were 

used to train and test WEKA using a 10-fold cross-validation. For each 

protein in the dataset, we considered all functions (EC or GO:MF, 

respectively) enriched with their mapped subclasses having a p-value lower 

than 10-3 if at least two members of the subclass were associated to that 

function. Next, the set was split in 10 non-overlapping groups and all pairs in 

one group were tested using the decision tree constructed with the remaining 

nine, repeating the procedure up to ten times. 
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Section 5: Comparison with other methods 

In order to benchmark our method against the current state of the art, we 

compared the results of EC/GO:MF term prediction with sequence-based 

annotation methods, such as the Best-BLAST method [103] and 

BLAST2GO [236]. We selected a random set of 400 sequences from hEC 

and 900 from hGO to do the comparison. 

Best-BLAST uses UniProt as its pool of protein-templates with known 

function. The method assigns the functional terms of the best matching 

protein sequence returned by BLAST.  

Similarly, BLAST2GO uses BLAST to search homologs to a query 

protein in a pool of non-redundant protein-templates from NCBI(NR). 

BLAST2GO uses different methods to transfer the functional annotation, 

and it includes the possibility to use InterPro annotation [236] to improve 

the prediction (BLAST2GO+InterPro).  

We define the "template sequence dataset" as the pool of protein 

sequences with know function that we use as a template to transfer their 

annotation to a protein query. The template sequence datasets used in each 

method are: 

i. ArchDB database for Archer; 

ii. UP: Uniprot proteins with functional annotation for Best-BLAST; 

iii. NR: non-redundant NCBI proteins for BLAST2GO. 

We tested the effect of redundancy between the different benchmark 

datasets of query proteins and the template sequence datasets. For Archer, 

we benchmarked the protein sequences from hEC40 and hGO40. For Best-

BLAST and BLAST2GO we removed the template sequences obtained with 

BLAST having more than 80%, 60% and 40% of sequence identity with 

their corresponding query sequence of the benchmark.  Thus, we evaluated 

the behaviour of the different methods at different levels of sequence 

homology between the queries of the benchmark and the template set. A 
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brief summary of the results and a distribution of the results are shown in 

Figure 5.2. Although for the study of enzyme function our method is 

surpassed by both Best-BLAST and BLAST2GO, when studying the 

prediction of GO:MF terms our approach outperforms all methods until the 

pool of templates contains close homologs (with percentage of identity 

largest than 70%). 

 
Figure 5.2 Comparison of the curves of Precision and Recall with four 
different methods: 1) Archer; 2) Blast2GO (executed with default options); 3) 
Blast2GO+InterPro (executing Blast2GO integrated with InterProScan annotation); and 4) 
Best BLAST. Precision and recall are calculated with the corresponding template database 
of sequences for each method and removing homologs from the benchmark. The threshold 
on percentage of identity shown in the X axis identifies the maximum percentage of 
identity between the sequences of the benchmark and the sequences from the template 
database used to calculate precision and recall. Recall with the method “Archer” is 
calculated with sequences of the benchmark for which the method can be applied (i.e. 82% 
of the EC and 19% of the GO:MF benchmarks). 
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5.3. Applications of Archer 
We have previously discussed the successes to alter the functional 

specificity of a protein (protein re-design). Most published examples, though, 

are very specific and focus on particular cases [207,208]. Archer has the 

potential to help, in a generic way; making decisions regarding the nature of 

sequence and conformational changes towards a new selected function. 

As a function predictor, its main benefit relies on its apparent lack of 

dependence in sequence homology. As we have seen, Archer’s performance 

is maintained regardless of the homology with the test set. Thus, a 

combination of global homology search (Best-BLAST approach) and Archer, 

prioritizing one or the other according to the similarity of the query with 

other proteins with known function [Figure 5.2] should be a more reliable 

predictor than each individual method. Furthermore, the full traceability of 

the annotation transfer facilitates a deeper understanding of the prediction 

process. 

As a method for loop re-design, we believe it covers a niche not already 

exploited. By itself, there is a clear benefit in the fact that it can highlight the 

regions of the protein that are statistically supporting a given function. It is 

able to offer a limited, thus experimentally manageable, set of putative 

mutations for changing the function without lost of structures ranked by a 

confidence reliability score. Furthermore, this limited set of changes can help 

to reduce the experimental requirements in order to develop designed 

proteins both in time and cost. 



 

 123 

 6. DISCUSSION





Discussion 

 125 

6.1. Working with Smotifs 
This thesis presents a series of resources and methods to exploit protein 

fragments from a computational point of view. In the Introduction, I have 

discussed the growing gap between identified proteins and proteins with 

know structure and function, the limitations of the experimental 

approximations in closing that gap at the required pace, and the basis that 

sustain the computational approaches to tackle that same problem. Finally, I 

have introduced our own approximation to the problem. 

I have started by defining our working unit, the Smotif, its properties and 

its main descriptors (see section Defining Smotifs). This definition is 

immediately followed by a description of the mechanisms devised to exploit 

these descriptors as means to clusterize the Smotifs according to their 

similarity. 

By applying two different clustering protocols, the Density Search (DS) 

and the Markov Clustering (MCL), we were able to create the two apparently 

independent classification trees that conform ArchDB. While the DS 

algorithm provided us with a length-dependent classification, the MCL 

clustering produced a length free classification that allowed us a much better 

coverage of the Smotif space (that is, a higher percentage of classified Smotif 

against non classified ones). As a matter of fact, by mapping this version of 

ArchDB backwards in time (starting from 1972), Figure 6.1 shows an 

increasing tendency over the years to progressively classify a larger 

percentage of all the available Smotifs at that particular distribution of PDB, 

as if the increase of known structures confirmed that the total number of 

possible Smotif conformations is limited. This has a clear impact in the 

improvement of predictions in knowledge-based methods. 
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Figure 6.1 Mapping of Smotifs in the PDB over the years. Data is shown for 
each Smotif type and for all the Smotifs (top left double graphic). For each graph, the top 
section represents the total number of Smotifs (in thousands) mapped over PDB in that 
particular year (red), the number of those belonging to subclasses (blue) and the number of 
those that have at least one geometrically similar Smotif. The bottom section represents the 
percentage of Smotifs clustered (red) or with a similar one (green). The pie charts 
represent the percentage of the different Smotifs, according to their flanking secondary 
structures, found in 1994, 2004 and 2014. 

After revising ArchDB, I have focused upon the assisted modelling of 

loop structures and the suggestion of alternative backbone conformations 

for loops that are compliant with their flanking secondary structure.  

Frag’r’Us is presented as a service able to provide this sampling of loop 

backbone conformations using the Smotifs definitions. The web application 

has been developed to generate a comprehensive and controlled set of 

realistic conformations to be used as a starting point for further 

manipulation and optimization using protein design techniques. To further 

demonstrate that, several examples in which both the original structure and 
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its computational counterpart are known were selected and executed with 

Frag’r’Us. Our results clearly demonstrate the ability of the algorithm to 

closely mimic the results obtained by those methods. 

Finally, I tackled the subject of functional annotation transfer and the 

putative advantage of a structural-based fragment method that, not only 

localizes putative regions related to the function, but offers fragment 

substitutions that could affect the protein’s function while minimizing their 

effect upon the global secondary structure of the protein. 

With this, we have provided a service able to provide a controlled set of 

alternative conformations, which implies the possibility of study each one of 

these putative replacements in detail to alter the protein towards different 

interests, from the protein’s stability to its function. Of course, we have tried 

to automatize that last process through Archer. 

By exploiting statistical correlations between EC and GO annotations 

and Smotifs clusters in ArchDB, Archer was develop as means to perform 

the above described tasks. In its own level of specificity and applicability, 

which can be increased by combining its predictions with those of Best-

BLAST in high homology annotation transfer, Archer is not only able to 

predict the putative function of a protein but also to suggest fragment 

substitutions and evaluate their possible functional effect, both regarding the 

original predicted function and the arisen of new functionalities. 

Furthermore, it offers a full traceability of the origin of the assignations and 

the decision process to reach them; this property is key if it is to help 

researchers devise new designed sequences. 

6.2. Developing Software and Web Services 
Computational biology should be about creating knowledge, grasp a new 

understanding able to adequately explain both old and new experimental 

evidences to help move forward basic research (both experimental or from 
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other computational groups) towards medical, technological or even 

industrial applications. Thus, it is imperative to devote part of our time 

towards the design of sustainable and user friendly software that should not 

require of our continued presence for others to use. At the end, that includes 

everything from well-described pipelines, to graphical user’s interfaces and 

web applications and services. There are several problems related to those 

requirements. 

Firstly, computational publications are considered in a similar manner as 

experimental ones in terms of reproducibility. That should not be so. It is 

obvious that, with experimental research, a code of honour was required 

between the researchers and the journals. One can describe experimental 

methods, show their results, even share the protocols, but there is no way to 

pack everything required to make a 100% reproducible article. That 

opportunity is available to computational research. Logically, researchers in 

the field are becoming increasingly aware of that fact, proposing descriptive 

labels in computational articles regarding the level of openness of their code 

and source data [238], as well as methods on how that data should be 

presented, structured and prepared [239,240]. Despite this seed of awareness, 

I am yet to find a journal, even a specialized one, to request for the code and 

the data to be available or that includes a system to share that type of data 

other that a compressed supplementary material file. It is my opinion that 

journals should lead changes regarding this particular issue by (a) requesting 

the availability of the code and the data, (b) making available systems for 

code distribution and (c) ensuring a way to cite that code when others are 

using it, even if it is for different applications. This last point would be vital 

in order to encourage the researchers to post their full data. 

Secondly, web services are not easy to maintain. Developers of a 

particular service might move to other labs, and the ability of the hosting lab 

to maintain the server will be directly proportional to its level of 

documentation. And that is assuming the lab either has a technician devoted 
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to such tasks or a new researcher that wants to take over the project. 

Otherwise there is a risk of not even trying. Schultheiss et al. [241] studied 

this phenomena checking, in 2011, the availability and functionality of all the 

web services published in the special server issue of the Nucleic Acids 

Research (NAR) journal. Although they found a continuous increase in the 

maintenance of the servers (newer servers were working better than older 

ones), which might be simply due to their chronological proximity to the 

review, and a clear increase in some specific categories such as example data 

or online help (which are nowadays requested by NAR as part of the features 

of the server), only 54% of the servers from 2009 were considered fully 

operational. Sadly, an increase of the budget in science, that can be devoted 

to hire technical personnel, is the only real solution I can think of to tackle 

this particular issue. 

The last problem is the seemingly lack of interest from experimental labs 

over the resources available. With the exception of databases, web services 

and applications are mostly cited by other computational researchers either 

prising or simply comparing against them, or by research articles performed 

either by people form the same group or by experimental articles with 

computational collaborators. In my opinion, this has to do with the virtual 

fragmentation created between experimentalist and computational 

researchers. Although using different techniques, we kind of move towards 

the same objectives. But, as a rule, we are not only physically separated in the 

lab, but also in our publishing ecosystem. Except for some wide range 

journals like PLoS ONE, most journals are clearly devoted to one field or 

the other. This is why initiatives like the Database issue and Server issue of 

NAR are such good ideas. Of course, as long as the number of mixed 

collaborations keeps growing, at least we know that our developments and 

expertise are going to have a final impact in the experimental field. 
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6.3. Future Perspectives 

a) Prediction of Drug Targets 

As previous works have shown [109], drug targeting can be described by 

a series or protein fragments that do not need to be interconnected between 

them in the same manner (that is, they are separated fragments that fall 

similarly together in the 3D space regardless of the fragments joining them). 

Internally, ArchDB contains cross-references with PDBTM [242], a 

database of transmembrane proteins. Furthermore, it also contains scored 

correlations between Smotifs clusters and DrugBank, a correlation that could 

be extended by further categorize the drugs through databases such as 

FragmentStore [243]. 

Ø Thus, the combination of drug assignments and transmembrane data 

already contained in the database could be extended and exploited to 

identify drug targets in the cell’s membrane, which could be useful for the 

analysis of drug physiological activities. 

b) Protein-Protein Interactions 

Protein-protein interaction (PPI) is one type of protein function that 

spans through every biological process of the cell. As we commented in the 

Introduction, through their interactions proteins achieve their quaternary 

structure. Furthermore, by creating both transient (temporal) and permanent 

physical connections between them, proteins conform the PPI network [12]. 

Thus, extending the study towards PPIs seems like the natural thing to 

do. On the one hand, PPIs are a more specialized functional descriptor; 

which means that progressing towards its study will represent a more 

detailed view over the protein function. On the other hand, it is because of 

PPIs that proteins acquire their quaternary structure and perform biological 

processes. As, up to now, we have been focusing in tertiary structure and 
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molecular functions, developing methods to explore PPI through protein 

fragments will actually broaden the field of applications of Smotifs. 

Protein Design 

In a previous work by Planas-Iglesias et al. (Appendix 8.4) [142] we 

showed the possibility to exploit ArchDB’s classification in order to predict 

non-biological PPIs (i.e. PPIs that can happen given the chance for both 

proteins to meet –like in an in vitro assay, but do not have to actually happen 

in a living cell). Using both statistically correlated interacting and non-

interacting pairs of subclasses from ArchDB interacting protein pairs could 

be predicted. As the location in which the subclasses were mapped on the 

proteins were irrelevant, we hypothesised that our results could be explained 

by the funnel-like intermolecular energy landscape theory [244]. The theory 

developed in that work yielded in the development of the iLoops server 

(Appendix 8.3) [184], thus proving the applicability of the method. 

One possible expansion of this method should be the ability to predict 

changes that will hinder the ability of two proteins to interact. As the 

interface is not identified, changes might not always relate to a full lose of the 

interaction but they might affect the efficiency of the partner recognition; as 

a matter of fact very recent approximation to that same objective have 

started to appear [245]. 

Ø Thus, by combining iLoops and Archer, we should be able to develop a 

method to suggest local conformational changes that might affect a PPI 

without affecting the molecular function of the protein or the other way 

around. In other words, we could develop a method to suggest protein 

redesign affecting at both molecular function and/or biological process 

levels. 

Protein Interface Prediction 

Proteins interact between themselves through a limited set of interface 

types. Therefore, these interfaces are key to determine the protein function. 
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Due to its relevance, the computational identification of protein-protein 

interacting interfaces is important for a more accurate characterization of the 

function of proteins and their complexes [246]. This can also allow the 

prediction of new unknown protein-protein interactions [247] and putative 

drug targets [248] amongst other applications. 

In a previous work by Aragues et al. (Appendix 8.12) [249] a protocol for 

describing interactive motifs (iMotif) was developed. The article was focused 

on the characterization of protein hubs (i.e. highly connected proteins in the 

PPI network) and their putative number of interfaces relying exclusively in 

their sequence and connectivity information. Even by limiting the study to 

that information, the method was able to strongly correlate its findings in a 

similar study performed with structural information [250]. Although 

sequence motifs were generated with PRATT [251], they were exclusively 

used to merge detected iMotifs after the first step of the procedure, but the 

applicability of the detected regions as means for PPI prediction were not 

tested. 

The protocol is based on the assumption that proteins with overlapping 

sets of interacting partners would tend to interact with such partners through 

the same protein region (interacting motif). To do so, the method relies in 

the analysis of protein-protein interaction networks, in which each node 

represents a protein and each bidirectional edge the interaction between a 

pair of proteins. 

Briefly, the clustering algorithm (iM clustering) can be summarized in two 

steps [Figure 6.2]. Firstly, for each protein of the network an interaction 

cluster is assigned. Each cluster is linked to the clusters of the interacting 

protein. Thus, the initial cluster interaction network is created with the same 

topology of the protein interaction network. Once this initial cluster network 

is created, new clusters are created iteratively by merging similar clusters until 

their similarity score drops under a predetermined threshold. The similarity 
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score between clusters is defined as the number of common interacting 

partners that two clusters share in the cluster interaction network. At this 

point, a protein can be found in more than one cluster. 

 
Figure 6.2 iMotif clustering protocol. Image extracted from [249]. 

Due to the ability of the method to limit putative interacting regions 

between pairs of proteins, it is worth to explore the possibilities of the iMotif 

protocol combined with Smotifs and sequence pattern generators to obtain 

interface-related sequence motifs. This can be applied for both globular and 

intrinsically unstructured (IUPs) protein regions. Thus, we believe the 

method can be exploited to: 

Ø Prediction of interfaces over structured regions, by mapping Smotifs as 

their representative sequence patterns. By combining this with the pattern 

scoring system of iMotifs and the interaction correlation in iLoops, we 

should be able to better detect the interacting surface. 

Ø Prediction of interfaces in intrinsically unstructured proteins (IUPs), 

through generation of sequence motifs amongst clustered sets of proteins 

and the improvement of the scoring filters to remove spurious motifs. 

As a matter of fact, a preliminary pilot study has been initiated towards 

these aims. 

iMotifs Applicability: Preliminary Study 

Due to its potential, it is worth to explore the possibilities of the iMotif 

protocol as means of detecting PPI interfaces. A preliminary pipeline [Figure 

6.3] has been developed in which sequence patterns are extracted from sets 



Future Perspectives 

 134 

of proteins belonging to a same iMotif. Those patterns are then scored 

according to their presence in the background database in order to select 

those that more reliably represent the protein interface.  

 
Figure 6.3 Preliminary iMotif interface prediction protocol. 

This preliminary pipeline (specifically the black line section [Figure 6.3]) 

has already been tested against the C. elegans fragmentome [252]. Briefly, the 

fragmentome is a PPI network in which interacting proteins have been 

spliced and the interactions re-tested. This way, they have been able to define 

the minimal interacting regions (MIR) required to perform the alignment 

[Figure 6.4]. Sadly, almost half of the MIRs cover around 90% of the protein 

sequence [Figure 6.4B]. This is probably related to the folding requirements 

to perform the interaction. 

In any case, by applying the iMotif pattern generation pipeline over those 

proteins with MIR smaller than 20% of the protein, the method was able to 

improve prediction of fragments inside the MIR region over the random 

selection of protein fragments. The improvement was directly related with 

the number of common interactors shared by the proteins in a given iMotif 

cluster [Figure 6.5]. 
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One of the main drawbacks of the method, as now implemented, is the 

generation of noisy predictions; there are several improvements that can be 

implemented. 

 
Figure 6.4 The fragmentome database. a) is a representation of the fragmentome 
database, b) shows the distribution of protein coverage of the MIR over the proteins in the 
dataset, c) represents the accumulative number of interactors for each node of the network 
(frequency of 1 interactor reaches 1 –not shown). 

 
Figure 6.5 iMotif prediction improvement over random. The x-axis represents 
the number of shared interactors between proteins in an iMotif. The y-axis represents the 
improvement of the prediction method over a random selection of protein fragments. 
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In this work, we have studied the properties of structural fragments and 

its application into completing gaps in these known data through the use of 

knowledge-base extrapolation of the data. Specifically, we have been able to: 

i. Update the classification of protein fragments and apply a new 

clustering algorithm to allow a higher range of backbone flexibility 

in the loop region while maintaining its descriptive properties. 

ii. Assess the functional correlation of clustered sets of geometrically 

similar protein fragments. Including the addition of new functional 

databases and the definition of a new correlation score. 

iii. Develop a method for the prediction of loop conformation in 

incomplete protein structures through geometrical constraints. 

iv. Develop a system to transfer protein function annotation by 

fragment homology search and highlight the regions more probably 

related to the assigned function. 

v. Develop a recommendation algorithm for protein redesign able to 

propose structurally conservative sequence substitutions that can 

affect the function of the protein. 

vi. Make each single improvement presented in this work available 

through a collection of web interfaces. 
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In addition to the work and the articles presented as the main body of 

this thesis, during my time in the Structural BioInformatics Lab I have 

participated in several other pieces of research in collaboration either with 

other members of the lab or with external experimental groups. With some 

of them, I have actually built a continued collaboration that have yielded in 

multiple projects published together: 

1. Molecular Immunology Unit. Hospital Universitario Puerta de Hierro, 

Madrid (Spain). We have already published 2 research articles and 1 

review, and we have, still, 1 project with them. 

2. Chromatin and Gene Expression Group. Centre de Regulació Genòmica 

(CRG), Barcelona (Spain). We have 1 published and 1 submitted article 

with them, and we have 1 project standing. 

3. Protein Folding and Stability Group. Universitat Autònoma de Barcelona; 

Barcelona (Spain). With whom we have published 2 research articles. 

Most of these collaborations have been centred in the modelling of newly 

design antibodies (Appendix 8.5, Appendix 8.10, Appendix 8.11), the effect 

of protein elongation in its stability (Appendix 8.2), the effect of post-

transcriptional modifications in their function efficiency (Appendix 8.6) or 

the transference of protein functionality through domain structural similarity 

(Appendix 8.9). 
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8.1. On the Use of Knowledge-Based 
Potentials for the Evaluation of Models of 
Protein-Protein, Protein-DNA, and 
Protein-RNA Interactions. 

Fornes O, Garcia-Garcia J, Bonet J, Oliva B. On the Use of 
Knowledge-Based Potentials for the Evaluation of Models of 
Protein-Protein, Protein-DNA, and Protein-RNA Interactions. 
Adv Protein Chem Struct Biol. 2014;94:77-120. doi:
10.1016/B978-0-12-800168-4.00004-4. 
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8.2. Elongation of the C-terminal domain of an 
anti-amyloid β single-chain variable 
fragment increases its thermodynamic 
stability and decreases its aggregation 
tendency. 

Rivera-Hernández G, Marin-Argany M, Blasco-Moreno 
B, Bonet J, Oliva B, Villegas S. Elongation of the C-
terminal domain of an anti-amyloid β single-chain
variable fragment increases its thermodynamic stability 
and decreases its aggregation tendency. MAbs. 2013 
Sep-Oct;5(5):678-89. doi: 10.4161/mabs.25382.

U16319
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http://www.tandfonline.com/doi/full/10.4161/mabs.25382#.VQk02dKG-OA
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8.3. iLoops: a protein-protein interaction 
prediction server based on structural 
features. 
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Planas-Iglesias J, Marin-Lopez MA, Bonet J, Garcia-Garcia J, 
Oliva B. iLoops: a protein-protein interaction prediction server 
based on structural features. Bioinformatics. 2013 Sep 
15;29(18):2360-2. doi: 10.1093/bioinformatics/btt401.

U16319
Rectángulo

http://bioinformatics.oxfordjournals.org/content/29/18/2360.long
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8.4. Understanding Protein-Protein 
Interactions Using Local Structural 
Features. 

Planas-Iglesias J, Bonet J, García-García J, Marín-López MA, 
Feliu E, Oliva B. Understanding protein-protein interactions using 
local structural features. J Mol Biol. 2013 Apr 12;425(7):1210-24. 
doi: 10.1016/j.jmb.2013.01.014
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8.5. Generation and characterization of 
monospecific and bispecific hexavalent 
trimerbodies. 
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Blanco-Toribio A, Sainz-Pastor N, Álvarez-Cienfuegos A, Merino 
N, Cuesta ÁM, Sánchez-Martín D, Bonet J, Santos-Valle P, Sanz 
L, Oliva B, Blanco FJ, Álvarez-Vallina L. Generation and 
characterization of monospecific and bispecific hexavalent 
trimerbodies. MAbs. 2013 Jan-Feb;5(1):70-9.
doi: 10.4161/mabs.22698.
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8.6. CDK2-dependent activation of PARP-1 is 
required for hormonal gene regulation in 
breast cancer cells. 

Cold Spring Harbor Laboratory Press on September 27, 2012 - Published by genesdev.cshlp.orgDownloaded from 

Wright RH, Castellano G, Bonet J, Le Dily F, Font-Mateu J, 
Ballaré C, Nacht AS, Soronellas D, Oliva B, Beato M. CDK2-
dependent activation of PARP-1 is required for hormonal gene 
regulation in breast cancer cells. Genes Dev. 2012 Sep
1;26(17):1972-83. doi: 10.1101/gad.193193.112. 
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8.7. Structural Bioinformatics of Proteins: 
Predicting the Tertiary and Quaternary 
Structure of Proteins from Sequence. 

Baldo Oliva, Joan Planas-Iglesias, Jaume Bonet, Manuel A. Marín-
López, Elisenda F, Gursoy  A. Structural bioinformatics of proteins: 
predicting the tertiary andquaternary structure of proteins from 
sequence. Dins:  Protein-protein interactions : computational and 
experimental  tools. Cai W, Hong H (ed.). ISBN: 978-953-51-0397-4. 
InTech, 2012. DOI: 10.5772/2679. 
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8.8. Networks of Protein-Protein Interactions: 

García-García J, Bonet J, Guney E, Fornes O, Planas-Iglesias 
J, Oliva B. Networks of protein-protein interactions : from 
uncertainty to molecular details. Mol inform. 2012; 
31(5):342-62.  DOI: 10.1002/minf.201200005
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8.9. Prediction of a new class of RNA 
recognition motif. 

Cerdà-Costa N, Bonet J, Fernández MR, Avilés FX, Oliva B, 
Villegas S. Prediction of a new class of RNA recognition motif. 
J Mol Model. 2011 Aug;17(8):1863-75. 
doi: 10.1007/s00894-010-0888-0. 
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8.10. Multivalent antibodies: when design 
surpasses evolution. 

Cuesta AM, Sainz-Pastor N, Bonet J, Oliva B, Alvarez-Vallina L. 
Multivalent antibodies: when design surpasses evolution. Trends 
Biotechnol. 2010 Jul;28(7):355-62. 
doi: 10.1016/j.tibtech.2010.03.007.
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8.11. In vivo tumor targeting and imaging with 
engineered trivalent antibody fragments 
containing collagen-derived sequences. 

Cuesta AM, Sánchez-Martín D, Sanz L, Bonet J, Compte M, 
Kremer L, Blanco FJ, Oliva B, Alvarez-Vallina L. In vivo tumor 
targeting and imaging with engineered trivalent antibody 
fragments containing collagen-derived sequences. PLoS One.
2009;4(4):e5381. doi: 10.1371/journal.pone.0005381

http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0005381
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8.12. Characterization of protein hubs by 
inferring interacting motifs from protein 
interactions. 

Aragues R, Sali A, Bonet J, Marti-Renom MA, Oliva B. 
Characterization of protein hubs by inferring interacting motifs 
from protein interactions. PLoS Comput Biol. 2007 
Sep;3(9):1761-71. DOI: 10.1371/journal.pcbi.0030178
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8.13. The role of residue stability in transient 
protein-protein interactions involved in 
enzymatic phosphate hydrolysis. A 
computational study. 

Bonet J, Caltabiano G, Khan AK, Johnston MA, Corbí C, Gómez 
A, Rovira X, Teyra J, Villà-Freixa J. The role of residue stability 
in transient protein-protein interactions involved in enzymatic 
phosphate hydrolysis. A computational study. Proteins. 2006 Apr 
1;63(1):65-77.  DOI: 10.1002/prot.20791
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