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“….Πάντα στὸ νοῦ σου νἄχῃς τὴν Ἰθάκη.  

Τὸ φθάσιμον ἐκεῖ εἶν᾿ ὁ προορισμός σου. 

Ἀλλὰ μὴ βιάζῃς τὸ ταξείδι διόλου.  

Καλλίτερα χρόνια πολλὰ νὰ διαρκέσει.  

Καὶ γέρος πιὰ ν᾿ ἀράξῃς στὸ νησί,  

πλούσιος μὲ ὅσα κέρδισες στὸν δρόμο,  

μὴ προσδοκώντας πλούτη νὰ σὲ δώσῃ ἡ Ἰθάκη. 

Ἡ Ἰθάκη σ᾿ ἔδωσε τ᾿ ὡραῖο ταξίδι.  

Χωρὶς αὐτὴν δὲν θἄβγαινες στὸν δρόμο.  

Ἄλλα δὲν ἔχει νὰ σὲ δώσει πιά. 

Κι ἂν πτωχικὴ τὴν βρῇς, ἡ Ἰθάκη δὲν σὲ γέλασε.  

Ἔτσι σοφὸς ποὺ ἔγινες, μὲ τόση πείρα,  

ἤδη θὰ τὸ κατάλαβες ᾑ Ἰθάκες τί σημαίνουν.” 

Κ. Π. Καβάφης 

1911 
-------------------------------------------------------------------------------------------- 

 

“…Ten siempre a Itaca en tu mente.  

Llegar allí es tu destino.  

 

Mas no apresures nunca el viaje.  

Mejor que dure muchos años  

y atracar, viejo ya, en la isla,  

enriquecido de cuanto ganaste en el camino  

sin aguantar a que Itaca te enriquezca. 

 

Itaca te brindó tan hermoso viaje.  

Sin ella no habrías emprendido el camino.  

Pero no tiene ya nada que darte. 

 

Aunque la halles pobre, Itaca no te ha engañado.  

Así, sabio como te has vuelto, con tanta experiencia,  

entenderás ya qué significan las Itacas.” 

   

C. P. Cavafis.  

1911 - (Antología poética.  

Alianza Editorial, Madrid 1999.) 
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Abstract 
 
Positron emission tomography (PET) is a powerful tool for 

translational research constantly facing the challenge of new 

technologies. Therefore, technical aspects are becoming more 

relevant in the design and development of new PET systems. The 

knowledge of the physical characteristics is the key point especially 

in the case of small animal imaging. For the optimization of the 

capabilities of small animal PET systems, their performance has to 

be evaluated through specific standards and Monte Carlo simulation 

codes.  

In this thesis, in the first part, the performance evaluation of the 

microPET R4 scanner according to the NEMA NU 4-2008 standards 

for small animal positron emission tomography is assessed and a 

comparison against its previous evaluation according to the adapted 

clinical NEMA NU 2-2001 standards is presented. Differences in the 

results between NEMA NU 4-2008 and NEMA NU 2-2001 were 

obtained associated to the use of different phantoms and energy 

windows. In the second part, dedicated Monte Caro simulation 

models (using GATE and PeneloPET) of the performance of the R4 

system is compared against experimental data. Accurate results were 

obtained form the simulation codes, whereas PeneloPET proved to 

be faster than GATE.   
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Resum  
 
La tomografia per emissió de positrons (PET) és una poderosa eina 

per a la investigació translacional adreçada constantment al repte de 

les noves tecnologies. Per tant, els aspectes tècnics són cada vegada 

més rellevants en el disseny i desenvolupament de nous sistemes de 

PET. El coneixement de les característiques físiques és el punt clau 

especialment en el cas de les tècniques d'imatge de petits animals. Per 

a la optimització de les capacitats dels sistemes de PET per animals 

de laboratori, el seu rendiment ha de ser avaluat mitjançant protocols 

específics i codis de simulació de MonteCarlo.  

En aquesta tesi, en la primera part, es presenta l'avaluació del 

rendiment de l'escàner microPET R4 d'acord amb les normes NEMA 

NU 4-2008 de la tomografia per emissió de positrons petit animal és 

compara amb l'avaluació anterior realitzada d'acord amb la clínica 

adaptada NEMA NU 2-2001. Es van obtenir diferències en els 

resultats entre NEMA NU 4-2008 i NEMA NU 2-2001 associat a la 

utilització de diferents fantoms i finestres d'energia.  

A la segona part, es compara l’ exactitud de diferents codis de 

simulació Monte Carlo (utilitzant GATE i PeneloPET) per avaluar el 

rendiment del sistema de R4 en relació a les dades experimentals. 

Tots dos codis van proporcionar resultats exactes si bé PeneloPET va 

demostrar ser més ràpid que GATE. 
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Preface 
 

Small animal PET imaging refers to imaging small animals, such as 

mice and rats, with small, high-resolution PET scanners designed for 

this reason.  

There is a high demand for small animal PET because of the need to 

study models of diseases since mice and rats are hosts of a large 

number of related genes.  

Since the mid-1990s, small animal PET has been used extensively in 

non-invasive biomedical research to study small animals 

longitudinally.  

The size difference between human and small animals impose higher 

performance requirements to small animal PET systems as compared 

to clinical ones, particularly on spatial resolution and sensitivity. 

Depending on the specific application, one could trade off spatial 

resolution for sensitivity or the other way around, but in order to 

achieve this, the actual performance of each system must be known 

through specific testing procedures.   

Until recently, there were no specific standards to assess the 

performance of small animal PET systems and their comparison was 

made by adapting already existing clinical PET standards.  

In 2008 the National Electrical Manufacturers association published 

the NEMA NU 4-2008 standards for small animal PET systems for 

the evaluation of their performance in terms of spatial resolution, 

sensitivity, scatter fraction, counting rates and image quality. These 

standards are meant for comparison of imaging systems under 

specific operating conditions.  
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One powerful tool in the development of small animal PET systems 

is through Monte Carlo simulation codes since many parameters can 

be optimized like the geometry, crystal size, electronics, shielding 

etc. It is crucial to determine these parameters, analyze the data and 

various components of the system so as to evaluate the performance 

of each system without the actual need of building it in various 

configurations.   

In order to do that, Monte Carlo simulations need to follow specific 

standards for the performance evaluation of each system and 

therefore, the NEMA NU 4-2008 standards are the most appropriate 

ones when small animal systems are to be simulated.  

 

The purpose of this study was two-fold; in the first part the aim was 

to evaluate the performance parameters of the microPET R4 system 

using the NEMA NU 4-2008 and to compare it to its previous 

evaluation according to the adapted clinical NEMA NU 2-2001 

standards. This study led to the publication of: Popota F. D., Aguiar 

P., Herance R. J., et al. Comparison of the Performance 

Evaluation of the MicroPET R4 Scanner According to NEMA 

Standards NU 4-2008 and NU 2-2001. IEEE Trans Nuc Science, 

vol 59(5), 1879-1886, 2012.  

 

In the second part the aim was to compare two dedicated Monte Carlo 

simulation codes for PET systems, GATE and PeneloPET, for the 

simulation of the performance evaluation of the microPET R4 system 

under the established standards of NEMA NU 4-2008 with regards 

to the experimental results obtained in the first part of the thesis. This 

http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=6275453&url=http%3A%2F%2Fieeexplore.ieee.org%2Fiel5%2F23%2F6327733%2F06275453.pdf%3Farnumber%3D6275453
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=6275453&url=http%3A%2F%2Fieeexplore.ieee.org%2Fiel5%2F23%2F6327733%2F06275453.pdf%3Farnumber%3D6275453
http://ieeexplore.ieee.org/xpl/login.jsp?tp=&arnumber=6275453&url=http%3A%2F%2Fieeexplore.ieee.org%2Fiel5%2F23%2F6327733%2F06275453.pdf%3Farnumber%3D6275453
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comparison has been submitted for publication to Physics in 

Medicine and Biology. Popota F. D., Aguiar P., España S., et. al. 

Monte Carlo simulations versus experimental measurements in 

a small animal PET system. A comparison in the NEMA NU 4-

2008 framework.    
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1 | Introduction 
 
1.1 Positron Emission Tomography  
 
Positron emission tomography (PET) is a non-invasive functional 

imaging technology for quantitatively measuring physiological and 

biochemical processes in vivo. Radioactive compounds used in PET 

are referred to as radiopharmaceuticals or radiotracers. Generally, 

they are labeled with short-lived positron-emitting radionuclides 

such as 18F, 11C, 13N, 82Rb and 15O (Table 1). They are produced in a 

cyclotron and are then used to label compounds of biological interest. 

The labeled compound is introduced into the body, usually by 

intravenous injection and is distributed in tissues in a manner 

determined by its biochemical properties. 

 

PET 

Radionuclides 
18F 11C 13N 82Rb 15O 

Half-life 110 min 20.4 min 9.96 min 78 s 122 s 

Maximum 

Positron Energy 

(MeV) 

0.63 0.96 1.19 3.35 1.72 

 

Table 1. List of PET radionuclides and their physical properties 

 

This non-invasive nuclear medicine imaging technique results in a 

3D image volume of the concentration of the radioisotope, thus 

mapping biochemical information as a function of the radiotracer 

used. Also, the tissue concentration of the radiolabeled molecules 

over time can be measured enabling the application of 
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pharmacokinetic models to measure the rate of a specific biological 

process without disturbing it. These unique features, together with 

the wide variety of biomolecules that can be labeled with positron 

emitting nuclides, make PET a powerful tool in clinical and research 

studies. In clinical diagnostic applications PET has been mostly used 

in oncology, to a lesser extent in neurology, and marginally in 

cardiology. In clinical research, PET is widely used in neurology, 

psychiatry and oncology. It has also been used as a translation tool 

for drug development to evaluate the pharmacokinetics of labeled 

drugs and the measurement of the effects of drugs on metabolism. 

PET has also found wide application in pre-clinical studies using 

small animal models of human disease. The need to perform animal-

model studies in vivo in living, intact subjects evolved from the fact 

that the disease could be studied in its natural biological background 

state including mechanisms that are not present in in vitro studies. 

 

1.1.1 Positron Emission and Annihilation 
 

PET imaging is based on the nature of positron and positron decay 

(Turkington 2001). When a radionuclide decays by positron emission 

(also known as beta-plus decay or β+), the result is a new nuclide 

with one fewer proton and one more neutron, as well as the emission 

of a positron and a neutrino: 

 

𝑋𝑁  →  𝑌𝑁+1 + 𝑒+ + 𝜈𝑍−1

𝐴

                                      𝑍

𝛢
                                 (Eq. 1) 

 

The emitted positron, which is equal in mass and opposite in charge 

to an electron, slows down through a series of collisions with the 
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surrounding matter (tissue) and it combines with an electron before 

it annihilates after travelling a short distance ( ~ 1mm for 1 MeV in 

water). The mass of positron and electron is converted to two high 

energy γ quanta of 511 keV at nearly 180 degrees. This simultaneous 

emission of two photons in opposite directions is the basis of 

annihilation coincidence detection (ACD) and imaging in PET 

(Figure 1). 

 

 

 

Figure 1. Positron Emission and Annihilation 

(www.depts.washington.edu/nucmed/IRL/pet_intro/intro_src/section2.html) 

 

A PET scanner is designed to detect and localize the simultaneous 

back-to-back photons that are emitted following decay of a 

radionuclide. Usually, PET detectors are designed forming a ring so 

as to record as many annihilation photons as possible.  

When two photons are simultaneously detected by two pairs of 

detectors, it can be assumed that the annihilation must have occurred 

file:///D:/THESIS/(www.depts.washington.edu/nucmed/IRL/pet_intro/intro_src/section2.html)
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along the line connecting the two detectors. This line is referred to as 

the “line-of-response” or else “LOR” (Figure 2). 

 

 

 

Figure 2. PET detector forming a ring; a coincidence event is 

assigned to a LOR joining two detectors (West 2004).  

 

1.1.2 Positron Range and Non-colinearity 

In PET imaging there are two effects that may lead to errors in 

determining the line along the annihilation took place (Figure 3). 

Positrons undergo multiple direction-changing interactions prior to 

annihilation, following a path in the tissue. This total path length is 

considerably longer than the positron range. From PET imaging 

perspective it is the average distance from the emitting nucleus to the 

end of the positron range, measured perpendicular to a line defined 

by the direction of the annihilation photons. As a consequence, a 

blurring effect on the final PET image is produced, ranging from a 

few tenths of a millimeter up to several millimeters, depending on the 

radionuclide and its maximum energy (Zanzonico 2004). The second 
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effect is that the annihilation photons almost never are emitted at 

exactly 180° directions from each-other. This effect, which is due to 

small residual momentum of the positron when it reaches the end of 

its range, is known as non-collinearity. The angular distribution is 

approximately guassian with Full Width Half Maximum (FWHM) ~ 

0.5 degree. The effect on the spatial resolution is linearly dependent 

on the separation of the PET detectors and can be estimated as: 

 

                                    Δnc = 0.0022 * D                                   (Eq. 2) 

 

where D is the diameter of the PET scanner (Cherry 2003). 

 

 

 

Figure 3: Positron range and non-colinearity (Phelps 2006). 
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1.1.3 Photon Interaction with Matter 

As photons pass through matter they interact with the tissue 

surrounding them. The type of interaction is a function of the energy 

of the photons and the atomic number (Z) of the elements composing 

the matter. The most important interactions are Compton scatter, the 

photoelectric effect and the pair production, which only occurs with 

very high photo energies and is therefore not important in clinical 

nuclear medicine. 

 

a) Compton Scattering 

The interaction of Compton scattering takes place between the 

incident γ-ray and an electron in the absorbing material. It is the most 

dominant type of interaction in materials with lower atomic numbers, 

such as human tissue. The incoming photon is deflected through an 

angle θ with respect to its original direction. The photon transfers a 

portion of its energy to the electron, which is known as Compton 

electron or recoil electron. Because all angles of scattering are 

possible, the energy transferred to the electron can vary from zero to 

a large fraction of the γ-ray energy. The energy of the photon after 

interaction is given by: 

  

                                  𝛦′ =  
𝐸𝛾

1+ (
𝐸

𝑚𝑒𝑐2)(1+𝑐𝑜𝑠𝜃)
                              (Eq. 3) 

 

where E is the energy of the incident photon, E’ is the energy of the 

scattered photon, mec2 is the rest-mass energy of the electron and ζ 

is the angle through which the photon is scattered. The angular 
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distribution of scattered γ-rays is predicted by the Klein-Nishina 

formula (Knoll 2000). 

 

b) Photoelectric Effect  

In the photoelectric absorption process, a photon undergoes an 

interaction with an absorber atom in which the photon completely 

disappears. In its place an energetic photoelectron is ejected by the 

atom from one of its bound shells. This electron leaves the atom with 

energy equal to the energy of the incident γ-ray diminished by the 

binding energy of the electron. An outer shell electron then fills the 

inner-shell vacancy and the excess energy is emitted as an X-ray. The 

photoelectric effect is the dominant type of interaction in materials 

with higher atomic numbers, such as lead (Z = 82) (Levin 2004). 

 

1.2 Imaging Technology for PET 
 

1.2.1 PET Detectors 

 
A common PET system consists of rings of block detectors. Each 

block detector is organized into 2D arrays and contains one or more 

segmented crystals or a collection of small crystals. Photomultiplier 

tubes (PMT) are placed behind them in order to collect the 

scintillation light and determine within which detector occurred the 

event (Figure 4). 
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Figure 4. PET camera configuration 

((www.depts.washington.edu/nucmed/IRL/pet_intro/intro_src/section2.html). 

 

Generally, the role of PET detectors is to stop an emitted γ-ray and 

produce a signal that can be utilized by the downstream electronics. 

This signal must be able to carry information about how much energy 

has been deposited in the detector, give precise information of the 

spatial location of the interaction and determine the time difference 

in arrival of the annihilation photons (timing resolution) which is 

typically in the order of 2 to 6 ns. A typical timing window that is 

used in PET scanners so as not to reject the annihilation photon pairs 

is typically 2-3 times the timing resolution, leading to values in the 

range of 4-18 ns (coincidence window). An ideal detector must have 

a very high efficiency for detecting 511 keV photons, have high 

stopping power (the 511 keV photons will be absorbed by the 

detector), have high spatial resolution and high energy and timing 

resolution.  

 

Scintillation detectors are the most common and successful mode for 

detection of 511 keV photons in PET imaging. They emit light when 

file:///D:/THESIS/(www.depts.washington.edu/nucmed/IRL/pet_intro/intro_src/section2.html)
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they are excited by radiation of higher energy. The intensity of the 

scintillation light is important for an accurate determination of the 

energy of the absorbed radiation. Scintillattion light pulses (flashes) 

are usually characterized by a fast increase of the intensity in time 

(pulse rise time) followed by an exponential decrease (fall time).  

There are organic and inorganic scintillators but the advantage of 

inorganic ones lies to their very good stopping efficiency (high mass 

density (ρ), their high atomic number (Zeff) and their high energy 

resolution. Four inorganic scintillators, shown in Table 2, have been 

widely used in PET scanner so far: the thalium-dopped sodium iodide 

(Nal(Tl)), bismuth germinate (BGO), cerium-doped lutetium 

oxyorthosilicate (LSO(Ce) or simply LSO) and cerium-doped 

gadolinium oxyorthosilicate (GSO(Ce) or simply GSO) (Zanzonico 

2004). 

 

 
BGO LSO GSO NaI(Tl) 

Composition Bi4Ge3O12 Lu2SiO5 Gd2SiO5:Ce NaI:Tl 

Density (g/cm3) 7.13 7.40 6.71 6.67 

Effective atomic 

number  
74 66 59 51 

Attenuation 

coefficient (cm-

1)  

0.92 0.87 0.62 0.34 

Light yield  15 75 41 100 

Decay constant  300 40 56 230 

Refractive index 2.15 1.82 1.85 1.85 

Wavelength for 

max emission  
480 420 430 410 

Hygroscopic No No  No Yes 
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Table 2. Physical properties of inorganic scintillators most used in 

PET (Bailey 2004). 

 

Because PET imaging involves the coincidence detection of the two 

annihilation photons, it is very important to have an accurate assessment 

of exactly when a photon interacts in a detector. The accuracy of timing 

is determined by the decay time and its brightness. A fast, bright 

scintillator will produce a signal with less timing variation than a slow, 

dim scintillator. This observation is based on the analysis of the spreads 

of the average arrival times of the first scintillation photons at the 

detector. These first photons are the ones which trigger the start of the 

pulse. The index of refraction determines how efficiently optical 

photons can be transmitted from the scintillator to the photodetector 

(Bailey 2004). 

 

1.2.2 Photomultiplier Tubes (PMTs)  
 

The photomultiplier tubes consist of a photocathode and a series of 

dynodes in an evacuated glass enclosure. When a photon of sufficient 

energy strikes the photocathode, it ejects a photoelectron due to the 

photoelectric effect. The photocathode material is usually a mixture 

of alkali metals, which make the PMT sensitive to photons through 

the visible region of the electromagnetic spectrum.  

The photoelectron is accelerated towards the dynodes, due to the 

potential difference in each pair of consecutive dynodes, and then 

towards the multiplier, where electrons are multiplied by means of 

secondary emission (Knoll 2000). The electron reaches the anode 

where the accumulation of charge results in a sharp current pulse 
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indicating the arrival of a photon at the photocathode (Figure 5). An 

electrical pulse will be generated by the PMT whose amplitude is 

proportional to the light quanta that reaches the photocathode. This 

is proportional to the energy deposited.  

 

 

Figure 5. Photomultiplier tube coupled to a scintillator (Engstrom 

1978). 

 

Scintillation arrays are usually coupled to a single PMT that must be 

able to localize the point where the light entered the device. Position 

sensitive photomultipliers (PS-PMT) are used for this reason. 

Discriminators are also employed in order to measure the arrival 

times of different events, so as the best time resolution can be 

achieved.  

Once all pulses have passed the discriminators, the amplitude of the 

signal must be obtained. This is normally done by the electronics of 

a PET system that convert the integrated charge in a digital number 

(Analog to Digital Conversion or ADC conversion) that is 

transmitted and stored in a PC.  
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1.2.3 Data Organization  
 

Each event is individually written to a file with information about the 

two locations at which the annihilation photons interacted, meaning 

the crystal number, the energy and the time the event occurred. This 

information is stored in a file called List Mode. These event packets 

are then processed and transferred into LOR histograms or 

sinograms. Each coincidence event is assigned to a LOR (which joins 

two detectors) and then is histogrammed into a 2D matrix (sinogram). 

The matrix is arranged such that each row represents parallel line 

integrals or a projection of the activity at a particular azimuthal angle 

(φ). Each column represents the radial offset from the center of the 

scanner (s). Each element in the matrix (s, φ) records data from 

radioactivity in the object at location (x,y), which is given by the 

following relationship: 

 

                                   s = xcosφ + ysinφ                               (Eq. 4) 

 

The location of the annihilation can be determined by the sinogram, 

the distance from the center of the gantry can be determined by the 

amplitude of the sine wave and its angular location from the phase of 

the sine wave (Figure 6). Each detector pair corresponds to a 

particular pixel in the sinogram depending on its orientation angle 

and distance from the center of the gantry. So, for each coincidence 

detection, a LOR for that detection is determined, the pixel in the 

sinogram matrix is located and the value in the pixel is incremented. 

In the final sinogram, the value in each pixel represents the number 

of coincidence detections between the detector pair associated with 
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that LOR. For each slice a separated sinogram is required (Fahey 

2002). Each pixel value along the rows of the sinogram matrix is the 

sum of all of the events along the corresponding LOR. Such a 

collection of LOR sums is referred to as “projections (p)”. 

 

 

 

Figure 6. Sinogram formation. (A) Centre of the gantry is noted by 

the cross (x) and locus of interest is noted by ellipse. Four LORs are 

passing through locus of interest and are noted as A, B, C and D. (B) 

These four LORs are plotted in the sinogram where angular 

orientation is on y-axis and displacement from center of gantry is on 

x-axis. (C) Sinograms of more complicated objects are composed of 

many overlapping sine waves. (D) Reconstructed brain image 

corresponding to sonogram in (C) is shown (Fahey 2002). 
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1.3 Data Acquisition  
 
1.3.1 Type of Events  

 
Event detection in PET relies on the coincidence detection (electronic 

collimation) and an event can be considered valid if two photons are 

detected within a pre-defined electronic time window (coincidence 

window), the subsequent LOR formed between them is within a valid 

acceptance angle of the scanner and if the energy deposited in the 

crystal by both photons is within the selected energy window. Such 

coincidence events as referred to as prompt events or “prompts”. 

However, there is a terminology used to describe various events in 

PET since not all prompt events are accepted (Figure 7).  

A single event is a single photon counted by the detector. The vast 

majority of events in PET are considered to be single events, typically 

90% or more, in which only one of the two annihilation photons is 

registered. True coincidence is an event that derives from a single 

annihilation and both γ-rays are detected without either of them 

scatter in the object being scanned. A scatter coincidence occurs 

when one or both of the photons from a single positron annihilation 

detected within the coincidence timing window have undergone 

Compton scattering one or more times. This corresponds to a true 

coincidence since it came from a single positron annihilation, but the 

resulting LOR will be misplaced causing a reduction in image spatial 

resolution and image contrast. This causes inconsistencies in the 

projection data and leads to inaccurate quantification in the final 

image if not corrected. A random or accidental coincidence occurs 

when two nuclei decay at approximately the same time. After 
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annihilation of both positrons four photons are emitted. Two of these 

photons, from different annihilations, are counted within the timing 

window and are considered to have come from the same positron, 

while the other two are lost. Such randoms are distributed uniformly 

in time and only the portion of random events included in the prompt 

window contaminates the primary data set. The random event rate 

between two detectors a and b is given by: 

 

                                         Rab = 2τNaNb                                    (Eq. 5) 

 

where Na,b is the single event rate incident upon the two detectors 

and 2τ is the coincidence window width. Multiple events are similar 

to random events, except that more than two events from more than 

two annihilations are detected within the coincidence timing window. 

The event is disregarded due to the ambiguity in deciding which pair 

of events arises from the same annihilation. Multiple event detection 

rate is a function of count rate (Bailey 2004, Lewellen 2008). 

 

 

 

Figure 7. Main coincidence event types in PET. 
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Prompt events are the sum of true, scatter and random coincidences 

and only the true coincidences carry spatial information about the 

distribution of the radiotracer. 

 

1.3.2 2D and 3D acquisitions  

 
Traditionally, PET data acquisitions were based on 2D acquisition 

mode detection, meaning plane-by-plane LOR detection (Tarantola 

2003). To shield out-of-plane coincidence photons that are emitted 

obliquely and reduce the amount of scatter, septal rings of lead-

tungsten can be used. Using the septa, the sensitivity of the system is 

significantly reduced because a fraction of true coincidence events 

are rejected.  

A large increase in sensitivity, 5 times higher than 2D (Tarantola 

2003), can be obtained by removing the septa and by collecting all 

possible LORs. This approach is called 3D acquisition mode and 

requires special 3D reconstruction algorithms.  

In 3D acquisition mode additional coincidence plane combinations 

are allowed than in 2D mode. If we consider a scanner having N 

detector rings; in 3D acquisition mode we will have N direct planes 

(Figure 8A) and as well N-1 cross planes (Figure 8B) for a total of 

2N-1 planes with a center to center spacing of x/2. The representation 

of all sinograms is facilitated by the use of the Michelogram (a square 

grid) as shown in Figure 8 (C, D). The ring difference (RD) specifies 

the number of rings associated to a sinogram. 
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Figure 8. (A) 16 detector rings in coincidence with detectors on the 

opposite site of the same ring showing “direct” coincidences. (B) 

“Direct” and “cross” coincidences between detector rings. The 

michelogram is represented by (C) and (D) where direct coincidences 

are allowed for the scanner or direct and cross sectional coincidences 

are used respectively (Fahey 2002).  

 

If ringA and ringB are the ring numbers, the ring difference is given 

by ringB-ringA. There are positive and negative ring differences. The 

ring difference of a direct sinogram is zero. A set of merged 

sinograms with a common average ring difference is called segment. 

This can be calculated by:  

 

                Number_of_segments = (
(2𝑅𝐷)+1

𝑠𝑝𝑎𝑛
)                          (Eq. 6)  

 



 

 18 

Span specifies the number of adjacent LORs that should be grouped 

together into the same axial angle. Choosing a larger span will not 

“through away” data, but will reduce the size of the sinogram and 

will degrade the axial resolution.  

However, in 3D mode there is an increase in random and scatter 

coincidences. To overcome this increase and take full advantage of 

3D mode, faster coincidence detection is needed and higher 

computing power to manage the very high counting rate.  

 

1.3.3 Data Corrections  

 

a) Normalization  
 

In PET scanners there are variations in the response of each crystal 

detector, resulting in a variation of the detection sensitivity that leads 

to non-uniform count rates. The process to correct these effects is 

called normalization (Badawi 1999). It is important to accurately 

correct for normalization in order to achieve good quantification in 

the final image. It is accomplished by exposing uniformly all detector 

pairs in 511 keV photon sources (e.g. 68Ge) without a subject in the 

FOV. Data are collected in 2D and 3D modes and normalization 

factors are calculated by dividing the average counts in all LORs by 

the individual detector pair count. The normalization factor is then 

applied to each detector pair data in the sinogram. The only problem 

with this method is the long duration of the scan (usually it takes more 

or less 6 hours) in order to acquire high statistically accuracy of the 

counts in a blank scan. There is also another approach that involves 

the splitting of the normalization into different components and treats 
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each one of them separately. This method is called component-based 

method (Badawi and Marsden 1999). The normalization coefficients 

are expressed as a product of factors associated with detector 

efficiency, dead time, geometric factors, spatial correction, crystal 

interference and many more. 

 

b) Attenuation Correction  
 

Attenuation correction is one of the most important corrections in 

PET data as it produces a change in the quantitative values 

(Muehllehner 2006). Annihilation photons, while travelling through 

the tissue, are attenuated until they reach the detectors and interact in 

the subject by Compton interactions. In order to detect a coincidence 

event, the two photons must cross different tissues to reach two 

opposite detectors. If μ is the linear attenuation coefficient of 511 keV 

photons (travelling in the same organs or tissues) and d1 and d2 are 

the different tissue thickness, then the probability P of a coincidence 

detection is given by: 

 

                   P = 𝑒−𝜇𝑑1 ∗ 𝑒−𝜇𝑑2 = 𝑒−𝜇(𝑑1+𝑑2) = 𝑒−𝜇𝐷             (Eq. 7) 

 

where d is the total body thickness. When photons travel through 

different organs or tissues then the above equation becomes:  

 

                                              P = 𝑒− ∑ 𝜇𝑖𝑑𝑖
𝑛
𝑖=0                                       (Eq. 8) 

 

where μi and di are the linear attenuation coefficient and thickness of 

the organs or tissues, n is the number of organs or tissues that the 
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photon travels through. The most common method for the correction 

of attenuation is through direct measurements. Usually, a 

transmission source, either a rotating rod source or a set of ring 

sources, is placed in the FOV of the scanner so as to measure all the 

attenuation factors in all LORs in a single scan. Initially a blank scan 

is acquired without an object in the scanner and then a transmission 

scan is acquired with the object in the scanner. The attenuation 

correction factors (ACF) for each LOR are given by: 

  

                                         ACFi = 
𝐵𝑙𝑎𝑛𝑐𝑖

𝑇𝑟𝑎𝑛𝑠𝑖
                                         (Eq. 9) 

 

where i is each LOR and Blanci and Transi are the counts in the blank 

and transmission scan respectatively. With the advent of dual 

modality systems, such as PET/CT scanners, there have been 

considerable efforts to correct attenuation using computed 

tomography (CT) data. CT images must be segmented into a discrete 

set of tissue types, CT data must be scaled and images should be 

smoothed in a PET resolution before calculation of attenuation 

coefficients takes place. This method however, imposes some 

problems that may lead to artefacts in the reconstructed images 

(movement of the patient between the two scans, conversion of 

Hounsfield units to μ values, missing data due to the transaxial FOV 

of the CT scanner, etc) (Zanzonico 2004, Tarantola 2003, 

Muehllehner 2006). 

 

 

 

 



 

 21 

c) Scatter Correction  
 

Scatter results in diffuse background counts in the final reconstructed 

PET image and therefore reducing contrast and distorting activity 

concentration. In 2D PET scatter correction is straightforward. The 

use of septa in multi-ring PET systems removes additional scattered 

events, whereas in 3D PET they become more problematic because 

of the absence of septa.  

The counts outside of the FOV do not contain true coincidence events 

only random and scatter, so by just taking these counts, scatter 

correction can be achieved. After subtracting the random counts, the 

scatter counts are subtracted from the prompt counts across the FOV 

and give rise to the true counts (uniform scattering) (Zanzonico 

2004). This approach works reasonably in 2D PET but in 3D PET is 

not adequate. Other methods for scatter correction in 3D PET include 

convolution/deconvolution-based approaches (Bailey 1994), Monte 

Carlo simulations by directly estimating the scatter distribution 

(Levin 1995) and iterative reconstruction-based scatter compensation 

methods (Zaidi 2000). 

 

d) Random Coincidences  
 

Random coincidences increase the detected coincidence count rate 

by contributing false events in the image and raise the background. 

They increase with increasing the width of the energy and 

coincidence window and with increasing activity. They may lead to 

loss of image contrast and incorrect activity concentration. The 

standard approach to correct for random counts in a PET image is by 

the “delayed window” method (using the same energy window in a 
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standard time window -coincidence window- and in a delayed time 

window). The counts that are in the standard time window include 

randoms and trues, whereas the delayed time window includes only 

randoms. Thus, real-time subtraction of the delayed window counts 

from the coincidence window counts for each LOR correct for 

randoms (Zanzonico 2004, Badawi 1999).  

 

e) Dead Time  
 

In PET scanners, a minimum amount of time must be elapsed 

between successive events so as to be registered as separate events. 

Since radioactive decay is a random process, there is always a 

probability that successive events will occur within this minimum 

amount of time. At high count-rates, the fraction of the events falling 

in this category is significant. The parameter that characterizes the 

counting behavior of the system at high count rates is known as “dead 

time” (Bailey 2004). It is the length of the time required for a counting 

system to fully process and record an event, during which additional 

events cannot be recorded (Zanzonico 2004). Dead time models 

usually treat system dead time as “paralysable” and “non-

paralysable”. The paralysable dead time describes the situation where 

the system is unable to process events for a fixed amount of time τ 

after each event, regardless of whether the system is “dead” or not. 

In the non-paralysable case the system is considered again “dead” for 

a time τ after each event, but while the system is “dead”, further 

events have no effect (Casey 1995). Dead time correction is made by 

empirical measurement of observed count rates as a function of the 
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increased concentrations of the activity by scaling up the measured 

count rate, either per LOR or globally.  

 

f) Partial Volume Effect (PVE)  
 

PET produces quantitatively accurate measurements of tracer 

concentrations in vivo. There are large quantitative biases that are 

introduced by the partial-volume effect (PVE) (Buvat 2007). PVE 

refers is a combination of two factors, the limited spatial resolution 

of PET and image sampling. Since PET scanners are limited by the 

spatial resolution, the resulting blurring causes spill-over (cross-

contamination) between regions. That is, “hot” spots relative to 

“cold” background, which are smaller than twice the full width half 

maximum, show partial loss of intensity. The activity around the 

structure appears to be smeared over a larger area than it occupies in 

the reconstructed image (spill-out). So, the object appears to be larger 

than it is and has a lower activity concentration than it actually has. 

“Cold” spots relative to “hot” background appear to be smaller and 

have higher activity concentration than they actually have (spill-in). 

This underestimation and overestimation of activities reduces the 

contrast between high and low uptake regions (Erlandsoson 2012, 

Saha 2010).  
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Figure 9. The measured image (D) of activity distribution (A) results 

from the sum of spill out (B) and spill in (C) (Soret 2007). 

 

The partial volume effect is a concerned issue, especially for small 

structures in the images and correction factors need to be applied for 

the overestimation or underestimation of the images. One of these 

factors is called recovery coefficient (RC) and is the ratio of the 

measured peak activity concentration over the true activity 

concentration. Figure 10 represents the recovery coefficients for 

objects of different sizes and for various spatial resolutions of the 

system. For large objects the RC value is 1 and it means that the PVE 

has no effect on them.  

 

 

Figure 10.  Recovery coefficients as a function of object size for 

various spatial resolutions of the system (R ). (Phelps, 2004)  

 

Other correction methods, based on image deconvolution using the 

point spread function (PSF) of the PET system (Teo 2007) and pixel-

based methods using iterative reconstruction algorithms (Comtat 

2002, Defrise 2006), have been investigated but with limited success. 
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1.3.4 Image Reconstruction  
 

The goal of image reconstruction is to provide quantitatively accurate 

cross-sectional images of the distribution of positron-emitting 

radiopharmaceuticals in the object that is being scanned using 

externally detected radiation along mathematical algorithms of 

computed tomography (CT) (Defrise 2006). The collection of 

projection (p) profiles forms the sinogram, which is used to 

reconstruct the image through analytical methods such as Filtered 

Back Projection (FBP) or iterative approaches. The analytical 

methods utilize the mathematics of computed tomography, whereas 

the iterative methods model the data collection and through a series 

of iterations, a final image consistent with the measured data, is 

reconstructed (Defrise 2006, Zeng 2001). Both methods are based on 

the backprojection of projection profiles, which is the principle 

employed to reconstruct the images from acquired LORs. When a 

reconstruction matrix of a chosen size is selected, the counts along a 

LOR are projected back along the line from which they originated. 

This is repeated for all LORs until a reconstructed image from all 

backprojected data is formed. 

 

The backprojection gives a blurred image of the actual object. This 

effect can be minimized by applying a filter (ramp filter) to the 

acquisition data so as to produce an image more representative of the 

original object being imaged. This method is called Filtered Back 

Projection (FBP) and is accomplished by the Fourier Transform (FT) 

or the central section theorem, which is that the 1D Fourier transform 

of a projection at an angle υ is equivalent to the 2D Fourier transform 
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of the object evaluated along a radial profile at the same angle. Then, 

by using the FT or the central slice theorem, the projection data 

obtained in the spatial domain can be expressed in terms of Fourier 

series in the frequency domain (Fourier Transform). The 

backprojection is then applied, incorporating the modified filtered 

projections so as to obtain the actual image of the object. Although 

FBP reconstructs accurately the objects, in real applications, where 

there is always noise in acquired data, it produces artifacts in the final 

image since the ramp filtered enhances high spatial frequencies. 

 

Iterative methods of image reconstruction are based on the iterative 

comparison of estimated and measured data. An initial estimation of 

the image is made and the projections are computed from the image 

and compared with the measured projections. The measured 

projections are obtained through a transition matrix, whose elements 

consist of the different propabilities that a photon, which is generated 

in a determined voxel of the reconstructed matrix, can be detected in 

a specific bin of the sinogram.  Differences between estimated and 

measured projections are used to improve the estimation and the 

process is iterated, until a good agreement between the two sets of 

projections is reached. One advantage of these methods is that 

corrections of the physical aspects of the imaging system can be 

incorporated in the process of reconstruction. 

 

The most widely used iterative algorithms used in PET are the 

maximum likelihood expectation maximization (MLEM) algorithm 

(Shepp 1982) and the ordered subset expectation maximization 
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(OSEM) algorithm (Hudson 1994). The MLEM algorithm uses many 

iterations to achieve an acceptable agreement between estimated and 

measured projections and a long computational time. The OSEM is a 

modification of the MLEM where projections are grouped into 

subsets around the object to be imaged separated by a fixed angle. 

 

There is also the 3D reconstruction method in which the projections 

are 2D line integrals with azimuthal angle θ and oblique, or polar, 

angle ζ. The full 3D projection data are then represented as a set of 

sinograms, with one sinogram per polar angle ζ. The algorithm most 

widely used in 3D reconstruction is the 3D re-projection algorithm 

(3DRP) (Colsher 1980, Kinahan 1989), which is an extension of the 

2D FBP algorithm. 3D reconstruction algorithms are computer 

intensive and data sets are far larger than 2D ones. It is preferable to 

reduce 3D data by re-binning of the 3D set of oblique sinograms to 

2D direct sinograms. The most common method to achieve that is the 

single-slice re-binning (SSRB) (Daube-Witherspoon 1987) and the 

Fourier re-binning (FORE) (Defrise 1997), which is based on the 2D 

Fourier transform of the oblique sinograms. 

 

1.4 Performance of PET systems  
 

The major goal of PET systems is to obtain good quality of detailed 

images of an object and also to perform well on image formation. 

There are several parameters that are associated with the scanner’s 

good image formation and general performance, which include 

spatial resolution, energy resolution, sensitivity, scattered radiation, 

noise and contrast. 
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Spatial Resolution. The spatial resolution of a PET scanner is the 

ability of the device to distinguish two radioactive sources placed at 

a small relative distance. It is characterized by measuring the width 

of the profile obtained when an object smaller than the spatial 

resolution of the system (less than half) is imaged. This blurring is 

referred to as spread function. In order to measure the width of the 

profile, a small point source (giving the point spread function, PSF) 

or a line source (giving the line spread function, LSF) are used. The 

resolution of the system is expressed as the full width at half 

maximum (FWHM) of the profile. A good approximation for this 

profile is often a Gaussian function (Bailey 2004). The typical range 

of values of the spatial resolution in PET is around 5-10 mm FWHM. 

There are many factors that affect the resolution of a PET system. 

These include positron range, non-colinearity of annihilation 

photons, detector size, stopping power of the scintillator (detection 

efficiency), the depth of the interaction (DOI), the reconstruction 

methods employed and more.  

Resolution in PET is specified in axial and transaxial directions 

across the FOV of the system. Transaxial resolution is subdivided 

into radial and tangential components for measurements from the 

center of the field of view as these vary in a ring configuration of a 

PET system due to differential detector penetration at different 

locations in x-y plane. 

 

Energy resolution. Is the precision with which the system can 

measure the energy of incident photons. For a source of 511 keV 

photons the ideal system would demonstrate a well-defined peak 
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equivalent to 511 keV. There are two possible ways to define energy 

resolution for a PET scanner: the single event energy resolution and 

the coincidence energy resolution. It is usually measured by stepping 

a narrow energy window, or a single lower-level discriminator, in 

small increments over the energy range of interest while a source is 

irradiating the detectors. Good energy resolution is necessary for PET 

detectors in order to reduce background counts, scatter and achieve 

good contrast. 

 

System Sensitivity. The sensitivity of a PET scanner is defined as 

the number of counts per unit time detected by the device for each 

unit of activity present in the source. It is normally expressed in 

counts per second per microcurie or kilobequerel (cps/μCi or 

cps/kBq). It depends on the scintillation crystal’s efficiency, the 

scanner geometry and the dead time of the system. It can be 

determined by the combination of the geometric efficiency and the 

intrinsic efficiency. The geometric efficiency is equivalent to the 

fractional solid angle at the source subtended by the detector. For a 

ring detector of diameter D and depth d, the geometric efficiency (g) 

decreases linearly from d/D at the center to 0 at the end of the ring. 

The average geometric efficiency is given by d/2D (Cherry 2003). 

Small diameter scanners with a large axial extension usually have 

higher sensitivities. The efficiency of the scintillator material 

depends on its density, atomic number and thickness. Usually 

scintillation detectors offer high stopping power with good energy 

resolution. The intrinsic detection efficiency e, of an individual 

detector is given by: 
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                                                 e = (1 − 𝑒−𝜇𝑑)                                     (Eq. 10) 
 

where μ is the linear attenuation coefficient  of the detector material 

and d is the thickness of the detector (in cm). For coincidence 

detection the intrinsic efficiency is given by e (Zanzonico 2004). A 

valid event requires that both photons be detected in opposing 

detectors and be within the appropriate energy range, given by the 

energy windows (typically between 350-650 keV). 

 

Noise Equivalent Count Rates. The noise of PET data is indicated 

by the noise equivalent count rate (NECR), which is an important 

parameter demonstrating the impact of randoms, scatter and dead 

time of the system on actually measuring the true count rate. It is 

defined by: 

 

                                              NECR = 
𝑇2

𝑇+𝑆+𝑅
                                          (Eq. 11) 

 

where T, S and R are the true, scatter and random rates respectively.  

The value of NEC varies in fuction to the activity of the source used. 

The optimal count rate is given when NECR reaches its maximum by 

placing a decaying radioactive source in the centre of the FOV of the 

scanner. In 2D PET systems septa between the detectors reduce 

random and scatter count rates so NEC rate is equivalent to true count 

rate giving no optimal count rate. In 3D PET systems though, where 

no septa are used, true and scatter count rate are proportional to the 

activity, while random count rate is proportional to the square of the 

activity. By this, an optimum activity for 3D scanners exists 

(Zanzonico 2004, Tarantola 2003). 

 



 

 31 

Scatter Fraction. The scatter fraction (SF) in PET data represents 

the fraction of coincidence events in which at least one of the two 

emitted photons has been scattered before detection. It is a critical 

component of NEC and can decrease image contrast. It is given by: 

 

                                                           𝑆𝐹=
𝑆

𝑅𝑝
                                                                (Eq. 12) 

 

where, S are the scattered events and Rp is the prompt count rate. 

There are various sources of scatter such as scatter in the object, at 

the detectors, the gantry and the surrounding environment. 

 
1.5 NEMA Standards  
 

Various parameters specified by the manufacturer of a PET system 

should be verified according to some acceptance tests in order to 

establish the compliance of the specifications of the device. These 

specifications are referred to the parameters associated with the 

performance of PET systems, like the spatial resolution, the scatter 

fraction, the sensitivity and noise, as described above, as well as the 

image quality of a system. Specific measurement tests should be 

followed in order to have a standard procedure for performing these 

tests, especially if a meaningful comparison between scanners from 

different manufacturers is required, independently of camera design. 

The National Electrical Manufacturers Association (NEMA) has 

developed guidelines on how certain performance parameters should 

be obtained. These standards define a product, process or procedure 

with reference to the composition, construction, tolerance, operating 

characteristics etc (Standardization Policies and Procedures of the 

National Electrical Manufacturers 2008).  
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In 1991, the Society of Nuclear Medicine (SNM) established a set of 

standards for performing these tests (Karp 1991) but in 1994 the 

NEMA published a document with improved standards for 

performing these tests (NEMA 1994). As technology in PET research 

and development improved, modern whole body PET systems had 

essential differences in design and detector technology with earlier 

ones. This was the reason that NEMA has published in 2001 a new 

set of standards (Watson 2004) with corresponding new phantoms. 

In 2007, Watson et al. (Watson 2004) recommended modifications in 

the standards for the performance tests so as to include the intrinsic 

radioactivity of LSO or LYSO detectors in PET scanners, which may 

cause errors in the performance of the scanners. Accordingly, NEMA 

has published the NEMA NU 2-2007 (NEMA 2007) standards for 

PET systems with Lu-based detectors. In 2012 a new set of standards 

for PET systems, the NEMA NU 2-2012 (NEMA 2012), has been 

published in order to include time of flight instruments, discrete and 

continuous detector designs, single and multiple slice devices and 

multiplanar and volume reconstruction models. A standardized 

methodology for evaluating the performance of small animal PET 

systems has also been published in 2008 (NEMA 2008) from the 

NEMA. By this, the capabilities of small-animal PET scanners were 

optimized and their performance can be evaluated according to a 

standardized methodology. Up to then, all small animal PET imaging 

systems, were evaluating their performance according to the human 

NEMA standards by adopting the measurements and the 

corresponding phantoms to the small physical dimensions of such 
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systems, like for the microPET P4 (Tai 2001) and for the quad-

HIDAC (Missimer 2004) system. 

 
1.6 Small Animal PET  
 

The success of imaging modalities in the clinical setting along with 

the need to study in vivo different biological processes at the cellular 

level has spurred the interest in molecular imaging in small 

laboratory animals (Hengerer 2002). 

Small animal models (especially mice and rats) have been, and still 

are, an important part in molecular imaging since they can host a 

large number of human diseases because of their genetic resemblance 

with humans. Collection of important scientific preclinical data plays 

a significant role in biomedical research. For a long time, preclinical 

data were collected by means of ex vivo methods, which included 

organ dissection, tissue counting (Williams 1988) and whole body 

cryosection followed by digital autoradiography (Kanekal 1995). The 

major drawback of these methods was that the analysis was taken 

place for one given time and in one animal. The lack of repeatedly 

study the same animal during and after an intervention caused 

limitations in biomedical research and the need to develop novel 

imaging technologies has created.  

Of the several imaging modalities available today, PET is a non-

invasive technique used for in vivo studies of research in small 

animals with the use of small amounts of positron-labeled molecular 

imaging probes to image and assay biochemical processes of cellular 

and molecular functions in a single living subject (Chatziioannou 

2002).  
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Since the mid 1990s, small animal PET has been extensively used in 

modern biomedical research since the spatial resolution of clinical 

PET systems, used earlier, did not allow their use within the 

framework of small animal research (Yao 2012). Amongst the 

advantages of the use of small animal PET systems, were the 

reduction in the number and cost of laboratory animals and the 

reduction in drug development costs. Physiological changes and 

molecular abnormalities can be studied by measuring the biodynamic 

distribution of a labeled compound in the same subject and in one 

scan. 

 

1.6.1 Challenges and Limitations of Small Animal PET  

Systems  

 
The most important challenge for small-animal PET systems is to 

obtain a high signal and localize it as accurately as possible with 

minimum amount of probe in the least amount of time.  

The accurate spatial location of counts depends on the spatial 

resolution of the system, the detection efficiency of the detectors and 

the solid angle coverage. The coincidence timing window also plays 

an important role in order to minimize the noise from accidental 

coincidences.  

So, the design of the probes, the optimization of PET systems so as 

to provide maximum sensitivity and spatial resolution are one of the 

challenges in PET imaging technique. 
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a) Spatial Resolution  
 

Mice and rats are the animals of choice to investigate and understand 

mammalian biology. The differences of physical sizes between small 

animals and humans are vast since human weight is in the order of 

~70-80 kg and of small animals in the order of ~300 g for rats and 

~30 g for mice. The brain in mice and rats is 8-14 times smaller than 

in human subjects (Laborina 2006). Because of these differences, 

small animal PET scanners must have very high spatial resolution so 

as to achieve the same level of detail and accuracy as in clinical PET 

systems. This suggests that the reconstructed resolution should be in 

the order of ~1 mm in all directions in comparison with the ~10 mm 

in whole body work for humans (Chatziioannou 2002). Derenzo and 

Moses (Derenzo 1993) have developed a parameterized expression 

of PET spatial resolution in order to relate the different contributions 

of factors, which affect spatial resolution in PET imaging systems: 

 

                  𝐹𝑊𝐻𝑀 = 𝛼 [(
𝑑

2
)2 + 𝑏2 + (0.0022𝐷)2 + 𝑟2]

1
2⁄

           (Eq. 13) 

 
where d is the dimension of the square face of the crystal, b represents 

the uncertainty associated with identifying individual crystals with 

secondary detection devices, such as PMTs. This contributes a few 

millimeters to the spatial resolution. The factor [(0.0022D)2] 

describes the non-colinearity of the 511 keV photons, where D is the 

detector of the PET scanner. r relates to the effective size of the object 

being imaged. The multiplicative factor α accounts for any resolution 

degradation that occurs in image reconstruction.  
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In most of PET systems, the size of the crystal is considered the most 

important component of the achievable spatial resolution. The 

intrinsic spatial resolution of the detector is approximately one half 

the crystal size. The noncolinearity is dependent on the spacing 

between the detectors which are in coincidence and depends on the 

scanner diameter. In small animal PET scanners, this is less than 0.5 

mm FWHM. In order to increase PET spatial resolution, the size of 

the crystal detector and the diameter of the scanner should be 

designed as small as possible. New innovative solutions should be 

explored so as to build systems with improved spatial resolution. One 

component that has a dominant effect on spatial resolution is the 

positron range. Levin C.S. and Hoffman E.J. (1999) have developed 

a Monte Carlo simulation model of positron trajectories and 

calculated the distribution of the end point coordinates in water for 

the most common PET isotopes used: 18F, 11C, 15O and 13N 

(Figure 11). They have found that the spatial resolution of a PET 

system is degraded by positron range for nearly 1 mm FWHM for a 

10-20 cm diameter system used for typical animal studies using 18F 

to 4 mm FWHM for an 80 cm diameter system used for human 

imaging using 15O. Also, they have concluded that the detector size 

and the photon non-colinearity also degrade spatial resolution. 
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(A) 

 

(a1)                                             (b1)    

 

 

  (B) 

 

                               (a2)                          (b2) 

 

Figure 11. Calculated spatial resolution blurring factors and their 

combination for 18F (A) and 15O (B) with 20 cm system diameter 

and 2 mm wide detectors (a1) (b1), and 80 cm system diameter with 

4 mm wide detectors (a2) (b2) (Levin 1999). 

 

b) Sensitivity  
 

The sensitivity of a small animal PET system must be as high as 

possible because it is a measure of the efficiency of the system and it 

directly determines the signal-to-noise ratio (SNR) levels of the 
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reconstructed image. If higher sensitivity is achieved, larger number 

of detected events will occur within less acquisition time.  

Whole body human PET scanners detect in the order of 0.3-0.6% of 

the coincident annihilation events in 2D mode and 2-4% in 3D mode. 

In order to preserve the amount of counts per resolution element, the 

sensitivity for mouse imaging would need to be improved by a factor 

of 1000 relative to the sensitivity of human imaging, which is not 

attainable (Chatziioannou 2002). One could inject higher amounts of 

radioactivity in the subject in order to achieve more counts, but this 

poses other challenges. Another approach could be to develop and 

use more sophisticated reconstruction algorithms that make better use 

of the detected counts. It remains a major challenge to improve 

system sensitivity compared to human PET systems, while 

maintaining high spatial resolution at the same time. 

 

c) Specific Activity  
 

The amount of activity injected in a small animal during a study is 

limited by the specific activity of the radiochemical, the toxicity of 

the radiotracer, the total volume that can be injected into the small 

animal and by the counting rate capability of the PET system. If 

increases in specific activity were achieved, more radioactivity 

would be injected into the animal and better SNR in the images would 

be gained together with improved statistics. Of course, the tracer 

mass injected into a small animal must be sufficiently low so that the 

natural physiologic state of the animal is not affected. The rule of 

thumb is that the tracer mass will cause a maximal receptor 

occupancy of 1%. 
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Because the tracer specific activity (Bq/g) is typically fixed, the 

allowed tracer activities are limited. For example, it was estimated 

that the maximal injected radioactivity of 11C labeled raclopride, a 

PET ligand for D2-dopamine receptor, is 5.2 MBq in rats and 0.3 

MBq in mice (Hume 1998). Another constraint on the use of 

radiotracers in small animals is that the injection volume should be 

less than 10% of the animal’s total blood volume, which is 30 and 2.5 

mL, respectively, for rats and mice. Hence, the commonly used tracer 

dilution for clinical applications in humans may not be appropriate 

and sometimes needs to be adapted for small animal imaging (Yao 

2012).  

However, Jagoda et al. (Jagoda 2004) showed that if small animal 

imaging studies in rodents are to have the same “quality” as human 

PET studies, the same number of coincidence events must be detected 

from a typical rodent imaging voxel as from human imaging voxel. 

This can be achieved only by using the same total amount of 

radiopharmaceutical to a rodent and to a human subject. More in 

concrete, this study showed roughly, through a mathematical model, 

that if the same drug (i.e. the same specific activity) is to be used to 

image both rat and human, the drug concentration in the target tissue 

of the rat must be 84 times higher than in the human subject in order 

to obtain the same statistical image quality in the same imaging time 

for the same study. Also, in order to make the concentrations equal, 

in both rat and human studies, the specific activity-detection 

efficiency product must be some 84 times greater than for the human 

study. 
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One could increase the amount of injected activity causing an 

increase in the detected counts. If the specific activity of compounds 

and/or the sensitivity of small animal PET systems are not increased 

relative to human studies, the “true” tracer distribution will not be 

correctly portrayed in small animal PET imaging. 

 

d) Other Challenges  
 

Factors such as dead time characteristics, energy resolution, 

attenuation and scatter correction, as well as detector design should 

also be taken into account. Since the system design may affect the 

implementation of correction techniques and affect the quantification 

accuracy of the results, it is really important to bear in mind two other 

practical challenges in PET technology. Small animal PET systems 

are required to have high spatial resolution and high sensitivity but 

they also need to cost less than human PET scanners. It is also 

important to understand that one PET system is not optimal for all 

kind of studies. That is why state-of-the-art animal PET systems are 

been developed with differences in the design and performance. 

 

1.6.2 Small Animal PET Scanners  

 
The first animal PET tomographs were designed for imaging non-

human primates and were constructed in 1990s. The spatial 

resolution of these systems permitted only imaging of large tissues in 

rats and mice. 

The development of the first dedicated small animal PET scanners 

was underway while new materials and innovation techniques were 

under development.  
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The Hamamatsu SHR-2000 (Watanabe 1992) was the first 

commercially-available PET scanner that developed in Japan and 

was installed in their Central Research Laboratory. Other systems 

developed at that time were the RATPET (Bloomfield 1995), which 

was designed at the MRC Cyclotron Unit, London and was built with 

the collaboration of CTI, Knoxville, TN, USA, the ECAT-713 

(Cutler 1992), which was developed by CTI PET Systems Inc., 

Knoxville, and installed at UCLA.  

These systems were the ones that provided the bridge of scanning 

small animals in clinical scanners and dedicated systems. This initial 

effort of developing PET systems for small animals was based on the 

use of standard hardware components, using existing detector 

technology based on BGO scintillator crystals coupled to PMTs. Due 

to the limited light output of the BGO and the low spatial resolution 

of the systems, soon began an effort to improve the detector 

resolution.  

The Sherbrooke Animal PET system (Lecomte 1994, 1996) was 

developed at the University of Sherbrooke, in Canada, and was the 

first to replace the PMTs with solid state photon detectors. The BGO 

scintillator crystal was coupled to its own avalanche photodiode 

(APD) photon detector. The high detection efficiency of the APD 

together with its compact size were the advantages that made it 

attractive for PET applications. The disadvantage was the low gain 

of the APD which required a fast low noise preamplifier on each APD 

output.  

With the introduction of LSO detectors, with higher light output than 

BGO, and the optical fibers which transfer the scintillation light from 
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the crystal to the multi channel PMTs, small animal scanners with 

higher resolution were developed. The UCLA microPET 

(Chatziioannou 1999) was the first high resolution animal 

tomography developed at UCLA with no inner septa and operation at 

3-D mode. The detector consisted of an 8 x 8 array of individual LSO 

scintillator crystal coupled to a 64 channel PMT. The imaging FOV 

was 11.2 cm and 18 mm in transverse and axial direction 

equivalently.  

Concorde Microsystems Inc. (Knoxville, TN) based on the 

technology used by UCLA and developed two microPET systems 

increasing the axial FOV to 8 cm. The microPET R4 (Knoess 2003) 

and the microPET P4 (Tai 2001) were the two animal scanners used 

for rodent and primate studies. The P4 had a 27 cm ring diameter to 

accommodate brain imaging, while the R4 had a 15 cm ring diameter. 

They both had high resolution and sensitivity.  

A very similar tomograph to the above was the YAP-PET (Del 

Guerra 1998), which was developed at the University of Ferrara with 

30 mm long crystals and 1.7% sensitivity. The MAD-PET (Pichler 

1998) system was developed by the Max-Plank Institute in Munich 

and was based on the on the coupling of LSO detectors to APDs.  

The Siemens microPET FocusTM 120 (Tai 2005) and GE eXplore 

Vista (Wang 2006) were two small animal PET systems, which were 

developed on LSO detectors and optical fiber readouts. Both systems 

represent the state-of-the-art in high resolution small animal PET 

scanners with very good sensitivity. The GE eXploreVista used the 

phoswich technology to limit the parallax error with 4% sensitivity, 
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while the microPET Focus had 6.5% sensitivity. Both systems kept 

the spatial resolution as constant as possible over the whole FOV.  

The ATLAS (Advanced Technology Laboratory Animal Scanner) 

(Seidel 2002, 2003) small animal PET scanner was designed to image 

animals like mice and rats, in Bethesda, Maryland. This was the first 

system to use DOI capability and the first to use iterative resolution 

recovery algorithms for image reconstruction. The rPET (Vaquero 

2005) small animal system was designed with MLS crystals optically 

coupled to PS-PMT flat panel. The average intrinsic resolution was 

1.5 mm and the sensitivity of the system for a pair of detectors in 

coincidence was 1%.  

The quadHIDAC (Schafers 2005) is a commercial small animal PET 

system, which was developed in UK and it was based on gas 

multiwire proportional chambers (MWPC). The gas detectors were 

coupled to lead converters, which provided high 3-dimensional 

spatial resolution and high level of sensitivity. The detectors of the 

system provided also depth of interaction information.  

Small animal PET has established its position in molecular imaging 

with the detector technologies mentioned above. Nevertheless, new 

technologies and demands in research and clinical practice have 

pushed the limits of technology to a new level.  

The first attempt was made with the integration of small animal PET 

systems with CT systems, although its development started out in 

clinical systems.  

Fusion of anatomic and functional imaging was achieved together 

with the use of CT images to correct the attenuation factors of PET 

(Kinahan 1998). Hybrid small animal PET/CT systems have been 
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developed, living the animal at the same position during the scans 

(Saoudi and Lecomte 1999, Magota 2011).  

The ARGUS PET/CT system by Sedecal (formerly GE eXplore 

Vista) was designed using LYSO/GSO detectors with a peak 

detection efficiency of 4.32% (Goertzen 2012). The new SuperArgus 

PET/CT system combined the phoswich DOI technology with 

sensitivity less than 11% and a central spatial resolution of 1.2 mm 

(http://pmod.jp/pdf/08sedecal/supera-rgus-datasheet.pdf).  

Given that the integration of PET/CT in preclinical and clinical 

imaging provided much strength in multimodality imaging, new 

breakthrough developments focus on the integration of PET with 

magnetic resonance (MR). The absence of ionizing radiation and the 

high level of soft-tissue contrast in MR marked a new path in 

multimodality imaging by the development of small animal 

PET/MRI systems.  

The advantages of this integration was the reduced exposure of the 

animal to radiation, compared to PET/CT, the easy access to 

metabolic disease patterns and the multi-parametric image formation 

through MRI (Nicol 2009). Many PET/MR small animal systems 

(Beyer 2011, Garlick 1997, Raylman 2006, Lucas 2006, Woody 

2007, Nagy 2013, Maramraju 2011, Yamamoto 2010) have been 

developed and used giving new insights into molecular and cellular 

biology. 

 

1.6.3 Applications  
 

Small animal PET systems have been used for a wide range of 

applications typically in research laboratories rather than in clinical 

http://pmod.jp/pdf/08sedecal/supera-rgus-datasheet.pdf
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use. The primary application of small animal PET was in oncology 

(Tatsumi 2003, Gambhir 2002, Michalski 2011, Lewis 2002, 

Tenbaum 2012, Puig 2013). The greatest use was the monitoring of 

glucose metabolism with 18F-FDG (Gambhir 2001, Michaelides 

2010), which is used clinically for the detection and staging of the 

disease. Other uses in the field of oncology include gene expression 

(Blasberg 2002, Gambhir 200), cell proliferation (Bading 2008), 

tumor angiogenesis (Niu 2009), tumor apoptosis (Madar 2009) and 

hypoxia (Lapi 2009).  

In cardiology, small animal PET has been used to study cardiac 

physiology, metabolism and heart disease conditions (Welch 2006, 

Thomas 2008). Quantitative cardiac function parameters can be 

obtained by PET images, which provide insights in cardiac disease. 

Hypertension (Lavoie 2004), effects of exercise (Bernstein 2003) and 

atherosclerosis (Daugherty 2002) are more examples of the use of 

small animal PET in cardiology.  

Another field of application for small animal PET is neurology. Many 

PET radiotracers have been used to study drug mechanisms in the 

brain (Rojas 2013), neuroreceptor mapping (Burokas 2014, 

Hoekzema 2012) as well as pathophysiology. An example of these 

radiotracers are H215O for cerebral blood flow, 11C-raclopride for 

postsynaptic D2 receptor level, 11C-( R )- (-)-RWAY for 5-

hydroxytryptamine receptor 1A, 11C-flumazenil for GABA(A) 

receptor. Also it has been used to study the effect of stroke (Rojas 

2007, 2011).  
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PET has been used also in pharmacology for the distribution of 

nanoparticles (Rojas, Gispert et al. 2011) and in toxicology (Perez-

Campana 2014).  

The role of transgenic mice has nowdays been established and offers 

many possibilities for studying the molecular and cellular basis of 

diseases and biology with the use of high-resolution small animal 

PET. 

Since small PET covers a wide range of biological applications it 

should be easy-to-use, flexible and low-cost. These systems should 

be able to achieve very small spatial resolution, high sensitivity and 

excellent detection efficiency. 

 

1.7 Monte Carlo Simulations  
 

The Monte Carlo (MC) methods are numerical calculation methods 

based on stochastic processes. The name comes from the Monte 

Carlo casino in Monaco, which was the most famous centre for 

playing games involving random drawing. Due to the stochastic 

nature of radiation emission and detection, the Monte Carlo 

simulation method is of interest for medical physics in areas such as 

radiotherapy, nuclear medicine, diagnostic x-rays and radiation 

protection (Andreo 1991).  

In Nuclear Medicine, particularly in PET and SPECT (single photon 

emission tomography), MC simulations are considered to be a 

powerful research tool to predict the performance of new detectors, 

optimize the design of new systems and to study their response (Zaidi 

1999). They have also been used to develop and validate image 

reconstruction techniques (Rafecas 2004, Zhang 2010), to assess 
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correction methods such as scatter (Lewin 1995) and attenuation 

(Xiao 2007) and to validate quantification methods (Casciari 1995, 

Bowen 2012).  

The basic idea behind MC simulations is to create a model as similar 

as possible to the real system and to simulate the interaction with that 

system based on a priori known probabilities of occurrence through 

Probability Density Functions (PDFs), which are functions that 

describe the relative likelihood for a random variable to take on a 

given value. Photon emissions are generated within the phantom and 

transported through the scattering medium and the detection system. 

They may be absorbed by the detector crystal or not. This process is 

done by the sampling of photons using the PDFs. 

 

1.7.1 Random Numbers  

 
Monte Carlo simulations employ random numbers, which, in theory, 

cannot be predicted or calculated. The most common approach to 

have access to random numbers is to use pseudo-random numbers. 

These are calculated by algorithms which use an initial number or a 

seed as a starting point to initiate the random number sequence. When 

two seeds of identical value are used in two different simulations, the 

results are identical and therefore different initial numbers must be 

used in the simulations. 

 

1.7.2 Variance and Error Estimation  
 

Typically, the statistical error in the Monte Carlo method is estimated 

by the standard deviation (σ), which measures the amount of 

variation or dispersion from the average value. The standard 
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deviation of a random variable or probability distribution is the 

square root of its variance. In probability theory and statistics, the 

variance is a measure of the statistical dispersion of a random variable 

and indicates how far the possible values of the random variable have 

spread around from the expected value. The standard deviation gives 

an indication of the possible deviations from the mean. If μ = Ε(Χ) is 

the expected value (mean) of the random variable X, then the 

variance is: 

 

                                          Var(X) = E((X-μ)2)                           (Eq. 14) 

 

οr simply as: Var(X), σ2. 

 

1.7.3 Variance Reduction Techniques  
 

Variance reduction techniques, also called non-analog sampling, are 

methods, which are used to reduce the variance (i.e. the error) in the 

estimated solution in order to reduce the increased computation time 

in MC simulations. The scope is to potent the random events so as to 

be more likely to be detected. A “weight”, W, is attached to each 

photon history, which represents the probability that this photon will 

follow a specific path or will undergo a particular interaction. This 

“weight” is calculated for each particle history and when an event 

occurs, the “weight” is added on the counter and it is multiplied by 

the appropriate weight factor for each variance reduction technique 

used.  

Detailed description of some variance reduction techniques can be 

found in Andreo 1991 and Salvat 1999. 
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1.7.4 Monte Carlo in Nuclear Medicine  
 

There are several Monte Carlo simulation codes for the simulation of 

radiation transport available for public use. There are two types 

though of Monte Carlo codes used in Nuclear Medicine, for SPECT 

and PET applications: the general purpose codes, developed for high 

energy physics or dosimetry and they simulate particle transport and 

the dedicated codes, designed specifically for PET and SPECT 

simulations.  

The general purpose simulation codes are accurate and versatile 

packages as EGS4 (EGS 2011), MCNP (https://mcnpx.lanl.gov/), 

Geant4 (Agostinelli 2003) and Penelope (Barό 1995). They have 

been widely used and extensively tested for various applications. 

There is a continuous development and support when using these 

codes although computer skills are always required by the end-user. 

The dedicated simulation codes are Sim-SPECT (Belanger 1998) 

derived from MCNP transport code, PET-EGS (Castiglioni 1999) 

based on EGS4 code, GATE (Jan 2004), SimSET (Harrison 1993), 

PeneloPET (Espana 2009), SORTEO (McLennan 2009) and 

SIMIND (Toossi 2010).  

SimSET, GATE and PeneloPET are considered to be the most 

powerful simulation codes for clinical and pre clinical applications in 

PET and SPECT. They efficiently simulate physical phenomena and 

detector designs but they also appear limitations. There are major 

differences between the codes in the modeling of the detector 

components and the interactions within them. 

https://mcnpx.lanl.gov/
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There is no doubt that Monte Carlo methods are a powerful tool in 

many fields of Nuclear Medicine since they have been tested by a 

large number of researchers around the world in different fields.  

It is important when choosing a dedicated MC simulation code to 

look for its accuracy, flexibility and efficiency, as well as if it has 

been validated and whether the code has extensively tested for 

debugging.  

With the advent of technology in the computer area, the use of 

parallel simulation has been implemented. By this, a reduction in 

computational time has been achieved, which is one of the most 

important issues in Monte Carlo simulations. Parallelisation does not 

interfere with the final result and cannot alter the accuracy of the 

code.  

Well-written documentation is also an important issue when using 

Monte Carlo codes, either general purpose or dedicated ones as it is 

key feature determining the long-term existence of the code. 
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2 | Aim of the thesis  
 

2.1 Statement of the problem  

 
Small animal PET systems have been used extensively in biomedical 

research. By allowing in vivo pharmacokinetic and dynamic studies 

they permit studies of metabolism, gene expression, 

pharmacokinetics, disease progression and therapeutic response 

among others.  

Technical aspects are becoming increasingly relevant as new probes 

are being developed. From the detector technology point of view, 

small animal PET systems face the challenge of spatial resolution and 

sensitivity in order to detect and quantify nanomolar and picomolar 

concentrations of molecular probes.  

Many small animal PET systems have been developed and made 

commercially available since the first generation of animal scanners. 

Their performance though is being improved every time that new 

equipment are being developed so as to provide images with quality 

equivalent to those of humans. Scanners differ in design and 

characteristics and therefore a standardization protocol and 

reconstruction methods are needed in order to optimize their 

capabilities. By using standardized methodologies, comparison 

between animal scanners can also be achieved, helping potential 

users to choose between scanners according to their needs.  

The National Electrical Manufacturers Association (NEMA) has 

published a set of standards, the NEMA NU 4-2008, which provide 

a full protocol for the performance evaluation of small animal PET 
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scanners that did not exist up to now and evaluations were done by 

using adapted clinical PET standards.  

These standards can also be used in order to evaluate the accuracy of 

dedicated Monte Carlo simulation codes, which are used in Nuclear 

Medicine extensively. GATE and PeneloPET have been used only 

for PET and small animal PET applications and have been validated 

in terms of performance parameters, such as sensitivity and scatter 

fraction. Although both codes are been used extensively, no code can 

be considered a gold standard for PET applications and therefore 

each code may be suitable for specific applications. 

 

2.2 Aim  
 

The general objective of the thesis was twofold; on one hand to 

compare the new NEMA NU 4-2008 standards for small animal 

imaging to the adapted clinical NEMA NU 2-2001 standards for the 

evaluation of the microPET R4 system and on the other hand to 

compare the use of GATE and PeneloPET MC codes, for the 

determination of the performance characteristics of the microPET R4 

system uzing the NEMA NU 4-2008 standards. More in concrete: 

 

A) Performance Evaluation of the microPET R4 scanner.  
 

i) To characterize the performance evaluation of the 

microPET R4 small animal system in terms of spatial 

resolution, sensitivity, scatter fraction, count rate 

performance and image quality, according to the new 

NEMA NU 4-2008 standards for small animal systems.  

 



 

 53 

ii) Compare this performance evaluation to its previous 

using the adapted clinical NEMA NU 2-2001 standard.  

 

B) Monte Carlo Simulations in the NEMA NU 4-2008 framework. 

 

i) To compare in detail the performance of two dedicated 

Monte Carlo codes (GATE and PeneloPET) against 

experimental data following the NEMA NU 4-2008 

standards for small animal PET systems.  

 

ii)  Evaluate their strengths and weaknesses in terms of 

accuracy, flexibility, efficiency and ease of use from an 

end user point of view.  
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3 | RESULTS  
 

The scientific results are presented in the form of research papers.  

 

3.1 Publication 1  

 

Fotini D. Popota, Pablo Aguiar, J. Raúl Herance, Deborah Pareto, 

Santiago Rojas, Domènec Ros, Javier Pavıa, and Juan Domingo 

Gispert. Comparison of the Performance Evaluation of the 

MicroPET R4 Scanner According to NEMA Standards NU 4-

2008 and NU 2-2001. IEEE Trans Nuc Science, vol 59(5), 1879-

1886, 2012.  

 

3.2 Publication 2  

 

Fotini D. Popota, Pablo Aguiar, Samuel España, Cristina Lois, Jose 

M. Udias, Domènec Ros, Javier Pavıa, and Juan Domingo Gispert. 

Monte Carlo simulations versus experimental measurements in 

a small animal PET system. A comparison in the NEMA NU 4-

2008 framework. Phys Med Biol (Under review). 
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Comparison of the Performance Evaluation of 

the MicroPET R4 Scanner According to NEMA 

Standards NU 4-2008 and NU 2-2001 
 

Fotini D. Popota, Pablo Aguiar, J. Raúl Herance, Deborah Pareto, Santiago 

Rojas, Domènec Ros, Javier Pavía and Juan Domingo Gispert 
 

Abstract—The purpose of this work was to evaluate the performance of the 

microPET R4 system for rodents according to the NU 4-2008 standards of the 

National Electrical Manufacturers Association (NEMA) for small animal PET 

systems and also to compare its performance evaluation against its previous 

evaluation according the adapted clinical NEMA NU 2-2001. The 

performance parameters evaluated here were spatial resolution, sensitivity, 

scatter fraction, counting rates for rat- and mouse-sized phantoms and image 

quality. Spatial resolution and sensitivity were measured with a 22Na point 

source, while scatter fraction and count rate performance were determined 

using a mouse and rat phantoms with an 18F line source. The image quality of 

the system was assessed using the NEMA image quality phantom. Assessment 

of attenuation correction was performed using γ-ray transmission and CT-

based attenuation correction methods. At the center of the field of view, a 

spatial resolution of 2.12 mm at full width half maximum (FWHM) (radial), 

2.66 mm FWHM (tangential) and 2.23 mm FWHM (axial) was measured. The 

absolute sensitivity was found to be 1.9% at the center of the scanner. Scatter 

fraction for mouse-sized phantoms was 8.5 % and the peak count rate was 

311kcps at 153.5 MBq. The rat scatter fraction was 22% and the peak count 

rate was 117 kcps at 123.24 MBq. Image uniformity showed better results with 

2D FBP, while an overestimation of the recovery coefficients was observed 

when using 2D and 3D OSEM MAP reconstruction algorithm. All 

measurements were made for an energy window of 350-650 keV and a 

coincidence window of 6 ns. Histogramming and reconstruction parameters 

were used according to the manufacturer's recommendations. The microPET 

R4 scanner was fully characterized according to the NEMA NU 4-2008 

standards. Our results diverge considerably from those previously reported 

with an adapted version of the NEMA NU 2-2001 clinical standards. These 

discrepancies can be attributed to the modifications in NEMA methodology, 

thereby highlighting the relevance of specific small animal standards for the 

performance evaluation of PET systems. 

 

Index Terms—NEMA, spatial resolution, scatter fraction, uniformity 
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I. INTRODUCTION 

OVER the last two decades positron emission tomography (PET) has been 

used to measure concentrations of positron emitter ligands for diagnostic 

purposes, to evaluate therapeutic agents and to provide insight into disease 

biology.  Applied to laboratory animals, this technique permits the use of 

experimental approaches impracticable for humans and constitutes a 

powerful tool for translational research.  Small animal PET applications 

range from investigations of receptor-ligand interactions, metabolism, gene 

expression, cell therapy, development of new drugs [1] and cell 

proliferation and migration [2]. With the use of these dedicated systems, 

molecular biology and in vivo imaging were intersected so as to establish 

molecular imaging [3]. The visualisation and follow-up of all molecular 

processes in living organisms has opened up huge potential in the fields of 

oncology, neurological and cardiovascular diseases [4].  

As new probes are being developed, technical aspects are becoming more 

relevant depending on the specific application. Due to the significant 

difference in size compared to humans, small animal PET systems face the 

challenge of achieving suitable sensitivity and spatial resolution without 

any increased cost. PET detector technology has thus pushed the limits to 

detect and accurately quantify nanomolar or picomolar concentrations of 

molecular probes. Since the first generation of animal scanners [5], [6] 

many other systems have been developed and made commercially available 

[7] – [11]. This made preclinical PET systems popular for a large number 

of animal imaging studies because they reduced the cost of detectors and 

electronics.  

The last few years, many efforts have been made to improve system 

performance by enhancing organ uptake quantification and providing 

images with quality equivalent to those of humans. The knowledge of the 

physical characteristics of each system, expressed in terms of spatial 

resolution, sensitivity, scatter fraction and count rate performance, image 

quality and accuracy of corrections, is the key point when making decisions 



 

 58 

about the most appropriate scanner to be used for particular experiments.  

Scanners differ in design and characteristics and as a consequence, a 

standardization of acquisition protocols and reconstruction methods is 

needed to compare their performances. Thus to optimize the capabilities of 

small animal PET scanners, their performance has to be evaluated 

according to a standardized methodology. Until recently, the clinical 

standards of the National Electrical Manufacturers Association (NEMA), 

such as NEMA NU 2-1994 [12] or NEMA NU 2-2001 [13], were adapted 

for small animal PET scanners. For example, the microPET P4 [10] and the 

quad-HIDAC [14] were characterized according to human clinical NEMA 

standards but their performance using non-standardized phantoms and 

experimental procedures may lead to variations on the results provided.  

The NEMA published its NEMA NU 4-2008 standards, which provide a 

full protocol for the performance evaluation of small animal PET scanners 

[15]. So far, not many scanners have been evaluated according to these 

standards apart from the Inveon preclinical tomograph [16], the FLEX 

Triumph X-PET scanner [17], the Mini PET II small animal scanner [18], 

the microPET Focus 120 scanner [19] and the coplanar multimodality 

scanner for rodent imaging [20].   

The microPET R4 system (Concorde Microsystems Inc.) is a dedicated 

system for imaging mice and rats. It has been one of the first small animal 

PET scanners with an axial field of view (FOV), which provides whole-

body scans of rodents that permit longitudinal studies. Its performance has 

previously been evaluated by Knoess C, et al [21] according to the NEMA 

NU 2-2001 for clinical PET scanners.   

In this work, we report the performance evaluation of the microPET R4 

scanner using the recently published NEMA NU-4 standards for small 

animal PET systems. The scope of this standard is to provide a standardized 

methodology for the evaluation of the performance of small animal PET 

systems which did not exist up to now and evaluations were done adopting 

clinical PET standards. Therefore, one of our primary goals was to assess 

any significant differences between the results obtained with NEMA NU 2-

2001 and NEMA NU 4-2008 that which would justify any possible re-

evaluation of small animal PET systems. 

II. MATERIALS AND METHODS 

A. System Description 

The microPET R4 scanner is a dedicated PET system for imaging 

rodents. The scanner’s detectors are made of Lu2(1-x)Ce2x(SiO4)O - 

(LSO), which has high stopping power for 511 keV photons, a high light 

output and a fast decay time of 40 ns [22], [23]. A scintillation block of 

19x19x10 mm3 is sawed to an 8x8 crystal array with 9 mm depth cuts, 
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leaving a 1 mm thick layer of LSO at the bottom to hold the block. The 

crystal size is 2.1x2.1x10 mm3 with an axial and transaxial pitch of 2.423 

mm and 2.423 mm, respectively, and the cuts are filled with a reflective 

material after polishing [24]. Each block is coupled to a position sensitive 

photomultiplier (PS-PMT, Hamamatsu R5900-C8) via a 10 cm fiber optic 

bundle. Four blocks of detector comprise one axial detector module, 

providing 32 detector rings in total. The scanner's diameter is 148 mm, the 

axial length is 78 mm and the effective FOV is restricted to 100 mm 

transaxially. A coincidence timing window of 6 ns and a 350-650 keV 

energy window were used for all the measurements. The average energy 

resolution of the system is 23% [21].   

The performance characteristics of the system that were evaluated here, 

following the NEMA NU-4 2008 standards, were the spatial resolution, 

sensitivity, scatter fraction, counting rates and image quality. A brief 

description of the experiments is provided below for each parameter. 

B. Spatial Resolution 

The spatial resolution of the system is the ability to distinguish between 

two points after image reconstruction. This is typically measured by the 

width of the reconstructed point spread function of a point source, and the 

degree of spreading (blurring) of the point object is a measure for the quality 

of the imaging system. For these measurements a 1-mm 22Na point source 

of 166 kBq was placed at various radial distances (5, 10, 15 and 25 mm) 

from the axial center of the FOV and at ¼ of the axial FOV. Data were 

acquired for 60 s in order to collect at least 10,0000 prompt counts. List-

mode data of each location were histogrammed into 3D sinograms which 

were rebinned into 2D sinograms using Fourier rebinning with a span of 3 

and a ring difference of 31, which is the maximum ring difference (MRD) 

of the microPET R4 scanner. The spatial resolution was determined by 

forming one-dimensional response functions through the peak of the image 

volume in three orthogonal directions. The image pixel size was made one 

fifth of the expected full width half maximum (FWHM) in the transverse 

dimensions. 

The volumetric resolution of the system was also calculated here by the 

product of the three components of the spatial resolution; i.e. radial, 

tangential and axial resolution. Although NEMA standards do not include 

this calculation, we consider it a means to indicate the element with the 

smallest volume that can be resolved accurately with the device. 

C. Scatter fraction, count losses and random coincidence 

measurements 

The purpose here was to measure the relative system sensitivity to 

scattered radiation and the effects of dead time and random events at 
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various levels of activity. We used two cylindrical high density 

polyethylene phantoms representing rodents; mice and rats. The mouse-

sized phantom was 25 mm ± 0.5 mm diameter and 70 mm ± 0.5 mm long. 

A cylindrical hole of 3.2 mm was drilled parallel to the center axis, at a 

radial distance of 10 mm. The rat-sized phantom was 50 mm ± 0.5 mm 

diameter and 150 mm ± 0.5 mm long, with a cylindrical hole drilled at a 

radial distance of 17.5 mm. Line sources were 10 mm shorter than the 

cylindrical phantoms. Both phantoms were centered in the axial and 

transaxial direction of the scanner. The initial activity for the mouse-sized 

and rat-sized phantom was 8.5 mCi (314.5 MBq) and 6.5 mCi (240.5 MBq) 

[18F]-FDG respectively.  Since the microPET R4 system presents intrinsic 

radioactivity (176Lu), a measurement of the intrinsic true count rate was also 

made without any activity in the test phantom line source. The duration of 

each frame was 1.600 s with a total acquisition time of 43.200 s. The total 

event rate, true event rate, random coincidences, scatter coincidences and 

noise equivalent count (NEC) rate were calculated as a function of the 

phantom activity. Furthermore, the scatter fraction of the system was 

calculated by the last frames due to the low activity concentration in the 

FOV, with count-loss rates and random-event rates below 1.0% of the true 

event rate. No corrections of scatter, random, dead time or attenuation were 

performed. Single slice rebinning (SSRB) was performed in 3D sinograms 

to obtain 2D data sets.   

D. Sensitivity 

 The ability of the scanner to detect positron annihilation γ-rays was 

measured as a fraction of the coincidence photon pairs emitted from the 

source and detected by the equipment. This is an important parameter that 

needs to be evaluated for each system especially when using dynamic 

imaging with frames of short duration or tracers that can only be injected in 

extremely low amounts, such as [11C]- Carfentanil [25].  

We used the same 22Na point source as in the case of spatial resolution. 

The source was placed in the center of the FOV axially and trasaxially. 

Acquisitions were performed for 60 s at each position while the source was 

stepped axially to the either end of the scanner’s FOV so as to collect 10,000 

true events. The step size was identical to the thickness of the sinogram 

slice; 1.21 mm. Background true event rates were also determined by 

acquiring a dataset with no source in the FOV for 60 s. SSRB was used to 

assign counts in oblique LORs to the image slice where the LOR crosses 

the scanner axis, so that each slice is represented by one sinogram. For each 

row of the sinogram, the highest value was located and all pixels greater 

than 1 cm from this peak value were set to zero. Sensitivity for each slice 

was calculated by dividing the total counts of each slice by the total activity 

of the source, correcting for the branching ratio of 22Na.  
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E. Image Quality 

The purpose of this measurement was to produce images simulating those 

obtained in a total body imaging study of a small rodent with hot lesions 

and with uniform hot and cold areas. Three different measurements are 

computed to describe different quality aspects of reconstructed images: i) 

uniformity, as a measure of statistical noise in both hot and cold regions; ii) 

the recovery coefficient, which reflects quantitative accuracy and is known 

to be highly influenced by spatial resolution in small objects; and iii) spill 

– over ratio as another indication of the spatial resolution achieved for the 

images.   

A NEMA phantom was specifically designed to perform these 

measurements. This consists of three main parts made of 

polymethylmethacrylate with internal dimensions of 50 mm in length and 

30 mm in diameter. The main phantom body was composed of a fillable 

cylindrical chamber with 30 mm diameter and 30 mm length. The 

remaining 20 mm of the length of the phantom body was solid, with 5 

fillable rods with a diameter of 1, 2, 3, 4 and 5 mm each. A lid attached to 

the large uniform end region of the phantom supported the two cold region 

chambers. One of these chambers was filled with non-radioactive water and 

the other was left with air inside. Both these chambers were composed of 

hollow cylinders of 15 mm in length and 8 mm in internal diameter, 10 mm 

in outer diameter and 1 mm wall thickness. The whole phantom was filled 

with 114 μCi 18F-FDG for a 20 min acquisition scan. The phantom was 

placed on the tomograph bed in such a way that the axis of its main 

cylindrical compartment was aligned with the axis of the tomography FOV.  

We evaluated two methods to correct attenuation of the data; a 

radionuclide-based transmission scan and an x-ray CT-based transmission 

scan. NEMA standards do not specify a radionuclide-based transmission 

scan but in the case of the microPET R4 this is the method provided by the 

manufacturer.  A 68Ge line source was used through a transmission scan so 

as to measure the attenuation along all the lines of responses (LOR).  We 

also performed a reference scan, called blank scan, before the transmission 

scan to ensure that the ratio of the blank counts to the transmission counts 

yielded a correction factor for each emission LOR. Images were 

reconstructed to pixel sizes of 0.84 mm (radially and transaxially) using 2D 

FBP with no axial filter, FORE+2D+OSEM with 4 iterations and 16 

subsets, and finally 3D-OSEM with 12 subsets, 2 iterations and 18 MAP 

iterations. All reconstruction parameters were left to their default values, 

which are the ones recommended by the scanner´s manufacturer. 

CT scan was obtained by using the Discovery ST PET/CT (GE) system 

with a tube voltage of 120 kV and 100mA. Images were reconstructed with 

a voxel size of 0.1875x0.1875x0.625 mm3 providing an image volume of 
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512x512x153 mm3. The CT image was down-sampled to the microPET 

image bin size using the software provided with the microPET R4 scanner. 

The same software was used to convert CT Hounsfield numbers to linear 

attenuation coefficients at 511 keV. Different regions representing different 

tissues were segmented and then assigned with the appropriate μ-value. An 

attenuation sinogram was subsequently created using the attenuation wizard 

of the microPET R4 and a re-scale of the μ-map image to the actual μ-values 

and segmentation by thresholding of the μ-values took place. The next step 

was to perform Fourier rebinning for the same span and ring difference as 

the microPET images.  

The data evaluated here after the reconstruction of the image, were the 

image uniformity, recovery coefficient values and accuracy of corrections. 

Uniformity was calculated by applying a volume of interest (VOI) of 22.5 

mm in diameter by 10 mm in length over the center of the uniform region 

of the image quality phantom. The mean value of this uniform region 

indicates the true isotope concentration. Recovery coefficients (RC) were 

calculated on the image slices covering the central 10 mm length of the 

rods, which were averaged to obtain a single slice of lower noise. Circular 

regions of interest (ROIs) were drawn on this image around each rod with 

diameters twice the rods´ physical diameter. The maximum values in each 

of these ROIs were recorded and used to create line profiles along the axial 

direction the rods. The isotope concentration was measured from the mean 

pixel value along each of the profiles in the axial direction. The standard 

deviation was calculated as: 

 

%STDRC = 100 * √(
𝑆𝑇𝐷𝑙𝑖𝑛𝑒𝑝𝑟𝑜𝑓𝑖𝑙𝑒

𝑀𝑒𝑎𝑛𝑙𝑖𝑛𝑒𝑝𝑟𝑜𝑓𝑖𝑙𝑒
)2 + (

𝑆𝑇𝐷𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑

𝑀𝑒𝑎𝑛𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑
)2 

 

Attenuation correction was evaluated by defining VOIs of 4 mm in 

diameter and 7.5 mm in length in the water- and air- filled cylindrical inserts 

of the image quality phantom. The ratio of the mean in each cold region to 

the mean of the hot uniform area was reported as the spill-over ratio (SOR). 

The standard deviation was calculated in the same way as that of the RCs. 

III. RESULTS 

Spatial Resolution At the center of the FOV the radial, tangential and 

axial resolutions in terms of FWHM (mm) were 2.12 mm, 2.66 mm and 

2.23 mm respectively. Figure 1 shows the results obtained according to the 

NEMA NU 4-2008 standards for the spatial resolution of the microPET R4 

system in terms of FWHM (Fig. 1A) and FWTM (Fig. 1B). Fig. 2 represents 

the volumetric resolution of the system.  

Scatter fraction, count losses and random coincidence measurements 
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Fig. 3 shows the counting rate performance of the microPET R4 scanner. 

The scatter fraction was 8.5% for the mouse-sized phantom, while the peak 

count rate was 311kcps at 153.5 MBq (Fig. 3A). In the case of the rat-sized 

phantom the scatter fraction was 22% and the peak count rate was 117 kcps 

at 123.24 MBq (Fig. 3B).  

Sensitivity The absolute system sensitivity at the center of the FOV was 

measured to be 1.9% (16.66 cps/kBq) for sinograms encompassing the 

central 7 cm (mouse-sized phantom) and 15 cm (rat-sized phantom). The 

axial FOV of the microPET R4 is 7.8 cm and therefore sinograms of the 

rat-sized phantom encompassed the same axial length as the sinogram of 

the mouse-sized phantom. Figure 4 displays the axial absolute sensitivity 

profile along the z-axis of the microPET R4 scanner.  

Image Quality The reconstruction of the NEMA image quality phantom 

(Fig. 5) took place using the three reconstruction algorithms provided with 

the microPET R4 scanner. The pixel size was 0.84 mm (radial and axial) 

and in 2D FBP no axial filter was used. Table I summarizes the uniformity 

results without attenuation correction and with transmission and CT 

attenuation correction.  

The recovery coefficients in function of the rod diameters are represented 

in Fig. 6.  

The spill-over ratios measured in the air- and water-filled cylindrical 

inserts of the NEMA image quality phantom are indicated in Table 2 for 

data without correction of attenuation and with transmission-based and CT 

attenuation correction. The ratio of the reconstructed count density to the 

true count density of the ROI and the Standard Deviation (%STD) was 

estimated from the water and air-filled compartments of the image quality 

phantom. The results shown below represent the spill-over ratio and the 

%STD without correction of attenuation, with 68Ge transmission based 

attenuation correction (TX-AC) and with CT attenuation correction (CT-

AC). 

IV. DISCUSSION 

The performance evaluation of the microPET R4 scanner in function of 

spatial resolution, sensitivity, scatter fraction, count rate performance and 

image quality according to the NEMA NU 4-2008 standards for small 

animal PET systems has been studied.  

The system´s spatial resolution in the tangential direction was constant 

but it slightly deteriorated after 10 mm radial distance when moving away 

from the CFOV. This finding can be attributed to the parallax error, which 

causes degradation of the radial resolution at radial offsets. This well-

known geometric error, also referred to as depth of interaction (DOI), 

derives from the determination of the exact position at which the photon 
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hits the crystal, so crystal penetration is more likely to occur for photons 

with an increasing incident angle [26].  The axial resolution also 

deteriorated at the end of the FOV ranging from 2.55 mm FWHM at 5 mm 

radial distance to 3.23 mm FWHM at 25 mm radial distance. Due to the fact 

that the maximum ring difference of the microPET R4 scanner was used to 

histogram the 3D sinograms to 2D sinograms and then FORE + 2D FBP 

reconstruction algorithm was used, may explain these results [27]. The 

system´s volumetric resolution was found to be 11.55 mm3 at the CFOV 

and 15.08 mm3 at 5 mm radial distance. Our results of spatial resolution do 

not significantly depart from those obtained by Knoess et al [21].   

Generally, the spatial resolution of a PET system is measured with a point 

source placed at various distances across the whole FOV. The reproduction 

of the spatial details in the image is expressed through the point spread 

function (PSF) and after reconstruction profiles are fitted through the 

reconstructed image normally with a Gaussian spread function fitted to the 

PSF. Then the width at half of the maximum value of the PSF, and at tenth 

of the maximum value of the PSF, is measured. It has to be highlighted that 

the spatial resolution depends on the shape and the material of the source, 

the isotope used and the reconstruction method followed. There are various 

reconstruction methods used in PET ranging from simple 2D and 3D FBP 

to iterative methods such as ML-EM. Rebinning methods are also used 

referring either to the axial rebinning of the data (SSRB) or multislice 

rebinning or Fourier rebinning (FORE) [28].  

According to the NEMA NU 4-2008 standards, the proposed 

methodology for the evaluation of the spatial resolution should be done by 

2D or 3D FBP reconstruction with no smoothing applied. In this aspect, it 

should be considered that one of the major limitations of FBP is the 

statistical noise, so a smoothing filter should be applied prior to 

reconstruction in order to control it. Of course, on the other hand, in case of 

applying a smoothing filter, resolution would degrade because of the 

reduction of variance in the image [29]. This did not take place during the 

processing of the spatial resolution and therefore the effect of noise in 

FWHM and FWTM may explain the relatively high variability in our 

measurements. Furthermore, NEMA NU 4-2008 standards indicate that the 

FWHM should span at least five pixels; some scanners are unable to fulfill 

this requirement and therefore cannot follow the same pattern for the 

performance evaluation [30].  

The sensitivity of the system was measured to be 1.9% at the center of 

the scanner's FOV using an energy window of 350-650 keV. This was 

calculated using the rate of emitted prompt gamma rays, meaning the true, 

scatter and random coincidences, coming from the 22Na point source to the 

detectors. The axial sensitivity profile drops linearly from the center to the 
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edges of the FOV. The presence of the intrinsic radioactivity of LSO (176Lu) 

affects the system´s ability to detect low activities in the FOV. In the 

microPET R4 scanner the activity of 176Lu in the 271cm3 of LSO is 

approximately 75 kBq [31] but the fact that an energy window of 350-650 

keV was used, significantly reduced the amount of the intrinsic count rate 

and its contribution to the statistical noise. 

Knoess et al., [21] followed a totally different methodology to evaluate 

the sensitivity of the microPET R4 scanner. They used a 68Ge line source 

and aluminium sleeves with different diameters and wall thicknesses to 

create a shielding around the source for various energy windows. 

Sensitivity was calculated by plotting the true count rate against the total 

shielding thickness and by extrapolating to the equivalent unshielded line 

source, with no attenuation to the true count rate. System sensitivity for an 

energy window of 350-650 keV was found to be 12.24 cps/kBq (1.37%). 

They also performed an additional measurement using a 22Na point source 

centered in the transaxial direction of the FOV. The radial direction was 

scanned from 0 mm to 50 mm offset in steps of 5 mm yielding a sensitivity 

of 24.48 cps/kBq (2.7%) for an energy window of 350-650 keV [21].  

The counting rate was plotted as a function of the average activity 

concentration for the mouse- and rat-sized phantoms. Its maximum 

corresponds to the relationship between real and noise events. After 

reaching its maximum it slowly decreases as the number of random 

coincidences increases due to dead time effects. The peak NEC rate was 

found to be 311 kcps at 153.5 MBq for the mouse-sized phantom and 117 

kcps at 123.24 MBq for the rat-sized phantom. The NECR for the mouse-

sized phantom was found to be higher than the NECR for the rat-sized 

phantom because there is less photon attenuation forcing more photons 

getting out of the imaging subject. According to Knoess et al. [21] the 

maximal NEC ratio for the mouse phantom was 168 kcps at 91 MBq and 

for the rat phantom it was 89 kcps at 81 MBq for an energy window of 350-

750 keV.  

During the evaluation of the scatter fraction and count rate performance 

according to the NEMA NU 2-2001 [21], bigger phantoms were used as 

well as different energy windows [32]. For example, according to Knoess 

et al. [21] scatter fraction values were 18% (mouse-sized phantom) and 

28% (rat-sized phantom) for an energy window of 350-750 keV, whereas 

in this work they were reduced to 8.5% and 22% respectively for an energy 

window of 350-650 keV. Since the ratio of rays falling into the range of 

650-750 keV is expected to be very low, these differences in the results can 

be safely attributed to the different phantom sizes used in the experiments.  

The image quality results provide estimation for a standardized imaging 

situation in small animal PET systems. All images were reconstructed using 
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the three reconstruction algorithms provided by the microPET R4 scanner. 

Correction of attenuation was performed in order to assess the impact of 

corrections in the measurements, especially when cold regions are used 

where scatter radiation is increased. It is known though that the problem of 

photon attenuation in small animal imaging is not so much of importance 

since the size of the animals is much lower than in the human case.   

In the case of uniformity, the %STD indicated better results when using 

FBP reconstruction algorithm than the two iterative methods. This may be 

surprising but it concurs with Bahri M. et al [33] who found that the mean 

activity was within 99% of the expected value for FORE reconstruction 

methods.  

However, an overestimation of the recovery coefficient in large rods of 

5mm in diameter was obtained with 2D and 3D OSEM MAP reconstruction 

methods. This behavior might bias image quantification. It should be noted 

that since the spatial resolution of the system was over 2mm, the maximum 

cylinder diameter made it impossible to fully recover the total activity 

inside. The expected RC for a cylinder with a diameter 2.37 times the 

FWHM of the system is of about 0.95 [34]. The spill over ratio decreased 

with the use of 2D OSEM reconstruction algorithm. This can be attributed 

to an improvement in spatial resolution with iterative methods as compared 

to FBP. SOR values for the air compartment of the phantom were close to 

zero with or without attenuation correction.   

When using the 68Ge based transmission attenuation correction method, 

there was no significant change in the SOR values apart from a slight 

decrease in the phantom´s water compartment. The CT based attenuation 

correction method used in this study provided lower statistical noise and 

higher resolution anatomical images in comparison to the TX-AC method. 

A significant decrease in the SOR values of the water compartment was 

observed while in the air compartment values remained close to zero. No 

scatter correction method was applied in this study. 

The evaluation of the image quality after reconstruction of the images 

was first introduced in NEMA NU 4-2008 standards from small animal PET 

systems, so no previous results exist so as to be compared with the ones 

obtained here.  

It is worth mentioning that NEMA standards try to provide a standardized 

methodology for evaluating the performance of small animal PET systems 

and that these measurements are not absolute. They can be used for 

comparing different systems since the methodology provided is fairly easy 

to perform although there are some ambiguities in some sections of the 

NEMA NU 4-2008 standards. For example, it should be made clearer when 

calculating the sensitivity of a system as to which counts can be used when 

a system provides prompts and histogrammed coincidences as in the case 
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of the microPET R4 scanner. Also, the quality of the reconstructed image 

depends on the size of the object and the contrasts used. The size of the 

NEMA NU 4-2008 image quality phantom is more representative of a 

mouse's body and a rat's head; therefore the results obtained under these 

specifications must take into account the above statement. 

Furthermore, NEMA NU 4- 2008 standards are not so appropriate for 

evaluating the performance of scanners that do not employ conventional 

cylindrical geometry, so modifications are required in order to provide 

meaningful results as in the case of the PETbox scanner [35]. 

 

V. CONCLUSIONS 

This study evaluated the performance of the microPET R4 system 

according to the new NEMA NU 4-2008 standards for small animal PET 

systems and compared it with its previous evaluation according to [21]. Our 

findings highlight the importance of using specific performance evaluation 

tests for small animal imaging as some of the performance indicators 

calculated herein in accordance with the new standards diverge notably 

from published results using older ones.   

To summarize our findings regarding reconstruction algorithms, FBP 

provided the best uniformity, at the expense of a mild underestimation of 

absolute activity concentration and the worst spatial resolution. 2D-OSEM 

yielded the best quantification accuracy and slightly worse uniformity than 

FBP. Finally, 3D-OSEM resulted in an important positive bias in 

quantitative measurements and the worst uniformity of the three evaluated 

methods, although it provided the best results in terms of spatial resolution.   

Here, when values are compared to previously results, variations can be 

noticed which could be attributed to the fact that different phantoms and 

energy windows were used. 
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FIGURES:  
 

 
Fig. 1 Spatial resolution as a function of radial offset in terms of FWHM 

(A) and FWTM (B) 
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Fig. 2 Volumetric resolution at axial center and at ¼ of the axial center 

 

 
Fig. 3 Count rate performance for mouse-sized (A) and rat-sized (B) 

phantoms 
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Fig. 4 Axial sensitivity profile 

 

   
                 (a) (b) (c) 

 
Fig. 5 microPET R4 transverse views of image reconstruction of the quality 

phantom; a) transverse view of the non-radioactive water and air chambers, 

b) transverse view of the uniform part and c) transverse view of the five 

cylindrical rods 

 

 
 
Fig. 6 Recovery coefficients using the three reconstruction algorithms of 

the microPET R4 with and without corrections 
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Reconstruction 

algorithms 

Mean 

(nCi/cc) 

Max 

(nCi/cc) 

Min 

(nCi/cc) %STD 

FBP 4533.75 5693.45 2970.93 7.76 

2D OSEM 4534.46 5779.23 2953.87 8.67 

3D OSEM 4788.14 6351.49 3343.52 8.92 

FBP_TX_AC 4681.77 5741.85 3076.43 7.63 

2D OSEM_TX_AC 4680.87 5997.99 3060.82 8.56 

3D  OSEM_TX_AC 4949.35 6618.83 3486.1 8.81 

FBP_CT_AC 6959.03 8753.27 4216.77 7.28 

2D OSEM_CT_AC 6957.2 9106.16 4152.94 8.28 

3D OSEM_CT_AC 7369.77 9960 4849.67 9.52 

 
TABLE I Uniformity values for the microPET R4 with and without 

attenuation corrections 

 
  Water Air 

 SOR %STD SOR %STD 

No 

attenuation 

correction 

FBP 0.23 38.86 0.05 46.27 

OSEM 

2D 

0.21 41.82 0.09 43.69 

OSEM 

3D 

0.23 58.29 0.01 123.21 

Tx 

attenuation 

correction 

FBP 0.21 38.01 0.05 43.93 

OSEM 

2D 

0.20 42.64 0.08 42.96 

OSEM 

3D 

0.22 57.76 0.01 73.79 

CT 

attenuation 

correction 

FBP 0.09 59.4 0.06 62.29 

OSEM 

2D 

0.15 44.18 0.10 44.12 

OSEM 

3D 

0.02 99.53 0.01 68.44 

 

TABLE II SOR and %SDT for all reconstruction algorithms from the 

microPET R4 scanner without corrections and with transmission and CT 

attenuation correction 
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Abstract 

 

In this work a comparison between experimental and simulated data 

using GATE and PeneloPET Monte Carlo simulation packages is 

presented. All simulated setups, as well as the experimental 

measurements, followed exactly the guidelines of the NEMA NU 4-

2008 standards using the microPET R4 scanner. The comparison was 

focused on spatial resolution, sensitivity, scatter fraction and counting 

rates performance. 

Both GATE and PeneloPET showed a fairly good agreement for the 

radial and tangential spatial resolutions at the centre of the field of 

view (CFOV) and at ¼ CFOV. PeneloPET was in very good 

agreement with the experimental data sets for the axial FWHM at the 

CFOV and at ¼ CFOV. 

High accuracy was obtained between experiments and simulations of 

the system’s sensitivity and scatter fraction for an energy window of 

350-650 keV, as well as for the counting rate simulations. The latter 

was the most complicated test to perform since each code demands 

different specifications for the characterization of the system’s dead 

time. Although simulated and experimental results were in excellent 

agreement for both simulation codes, PeneloPET demanded more 

information about the behavior of the real data acquisition system. 

To our knowledge, this constitutes the first validation of these Monte 

Carlo codes for the full NEMA NU 4-2008 standards for small animal 

PET imaging systems. 

 

1. Introduction 

 

Monte Carlo (MC) simulation is a powerful tool for research on imaging 

systems such as Positron Emission Tomography (PET) and Single 

Emission Tomography (SPECT) for both clinical and small animal systems. 
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It can be used to address aspects that are difficult to be studied by 

experimental or analytical approaches (Jan et al 2004). It is considered to 

be a potent tool for the design of new medical imaging devices (Braem et 

al 2004), optimization of acquisition protocols (Zaidi 2007, Susrt and Karp 

2008), development of reconstruction algorithms (Herraiz J L et al 2006) 

as well as for the implementation of correction techniques to improve image 

quantification (Castiglioni et al 1999, Barret et al 2005).  

There are several versatile general purpose MC codes developed for high 

energy physics or dosimetric studies, such as EGS4 (Nelson WR et al 

1985), MCNP (http://mcnp-green.lanl.gov/), GEANT4 (Agostinelli S et al 

2003) and PENELOPE (Salvat et al 2006), which simulate radiation 

transport through matter and interactions of different types of particles. The 

use of these codes generally requires advanced programming abilities and 

a long learning period.  

On the other hand, dedicated MC codes have been developed for 

simulating PET and SPECT scanners, which provide different advantages 

and disadvantages. The most representative codes are considered to be 

GATE (Jan et al 2004), SimSET (Harrison RL et al 1993) and PeneloPET 

(España et al 2009). These codes are generally easy to install and they do 

not require a long learning period. Each code has different characteristics, 

with advantages and limitations with respect to the others. In particular, 

there are different levels of accuracy in the description of the scanner, 

source distributions, physical and electronic processes, or computational 

efficiency that may favor one over the others to meet the requirements of 

certain tasks. However, it is difficult to know which one is best suited for a 

specific application. It is therefore of importance to evaluate the accuracy 

of the code through validation studies that involve the comparison between 

simulated and experimental data. 

To this end, it is essential to rely on a set of established standards 

for characterizing the performance of a PET system. The National Electrical 
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Manufacturers Association (NEMA) has published a set of standards 

(NEMA 1994, NEMA 2001, NEMA 2007, NEMA 2008, Standardization 

Policies and Procedures of the NEMA 2008), which define a product, 

process or procedure with reference to the composition, construction, 

tolerance, operating characteristics etc.  

In particular, NEMA standards for human PET and small animal 

systems constitute guidelines for validation studies since they describe the 

measurements which characterize the global system’s performance in 

typical imaging conditions and independently of camera design.    

Up to now, the available MC codes have been validated following 

the NEMA NU 2-2001 standards for a wide range of clinical scanners 

(Gonias  et al 2007, Karakatsanis et al 2006, Lamare et al 2006, 

Schmidtlein et al 2005, 2006, Jan et al 2005, Stealens et al 2003, Carlier et 

al 2008, Assie et al 2004 ), but there is not such an extensive validation for 

pre clinical systems (Herraiz et al 2011, Merheb et al 2006, Rafecas et al 

2009, Yang et al 2007, Lazaro et al 2004, Espana et al 2007). Following 

the NEMA NU 4-2008 standards, GATE has been validated in terms of 

sensitivity and count rate using the RRPET camera (Zeraatkar et al 2010) 

while PeneloPET has been validated in terms of scatter fraction using the 

ARGUS small animal PET scanner (Vicente et al 2010). To our knowledge 

only one comparative study between GATE and PeneloPET based on the 

NEMA NU 4-2008 standards for sensitivity and counting rates using the 

GE Healthcare eXplore Vista microPET scanner has been published (Liu 

and Zhao 2012).  

The aim of this paper is to compare in detail the performance of 

two dedicated MC simulation codes, GATE and PeneloPET against 

experimental data following the NEMA NU-4 2008 standards for small 

animal systems in order to evaluate their strengths and weaknesses. This 

may help potential users to choose the code best suited for a specific 

application. The microPET R4 systems was used in this study, as it is likely 
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the commercial preclinical scanner with the largest installed base making it 

the most well-known and thoroughly evaluated device of its class.  

We present common and specific features of the codes, and discuss 

their advantages and disadvantages in terms of accuracy, flexibility, 

efficiency, and ease of use. It is not the purpose of this paper to give a 

throughout understanding of the codes, but to present the differences and 

difficulties found from an end user point of view. 

The outline of this paper is the following; in Section 2, we describe 

GATE and PeneloPET simulation packages and discuss features of each 

code. In addition, we present the experimental setup used for the validation 

of these codes, describing the characteristics of the  

microPET R4 scanner and how it has been simulated. Then we summarize 

the methodology followed for the validation using the NEMA NU-4 2008 

standards. In Section 3, we present the results of the validation of the codes, 

including simulations and experimental measurements. In Section4, a 

comparison among the codes in terms of accuracy, flexibility, efficiency, 

and ease of use is presented. 

 

2. Materials and Methods 

 

2.1. Description of Monte Carlo simulation codes - Overview 

 

All MC codes share some common features such as random number 

generator, sample probability distributions as well as probability density 

functions.  

PeneloPET and GATE allow the simulation of complex detector geometries 

such as block detectors which are arranged in cylindrical or polygonal 

arrangements with gaps between the block modules and shielding. The 

main characteristics and the differential details of each code are described 

below.  
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GATE: The GEANT 4 Application for Tomographic Emission (GATE) is 

a versatile and adaptable general purpose MC code written in C++ 

programming language (GEANT4). It is appropriate for simulation of both 

conventional and novel PET and SPECT systems. Both the design and 

development is carried out by the OpenGATE collaboration, where a large 

number of research groups from around the world, have publicly released 

this simulation toolkit after two years of software development and 

validation. There is a public release of GATE licensed under the GNU 

Lesser General Public License. 

A great advantage of GATE is that it allows the description of time-

dependent phenomena such as source or detector movement and source 

decay kinetics. With respect to other MC packages it allows a full 

description of a small animal PET and SPECT system. For example, a 

specific geometry can be modelled by combining a number of base 

structures such as spheres, squares, cylinders and trapezoids. 

Several types of output data are included in GATE, such as ASCII, ROOT, 

list-mode and sinograms. ASCII data is the easiest possible output but is 

not compressed and the files are very large. ROOT files contain several 

trees in which different variables are stored and ROOT analysis software is 

required in order to plot the contents of the ROOT data file. 

Output data can be stored under the list-mode format (LMF) developed by 

the Crystal Clear Collaboration (http://crystalclear.web.cern.ch) and 

therefore several tools enabling the reading of this format can be used. 

Finally, if an ECAT system is selected, as in this present work, the sinogram 

output can be enabled so that the coincidence events can be stored in an 

array of 2D sinograms, including data reduction factors such as span and 

mashing.    

 

PeneloPET: PeneloPET is a MC application for simulation of geometrical 

PET scanners, both clinical and small animal systems (España et al 2009). 
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It is based on PENELOPE (Salvat et al 2006), a MC code for the generation 

of transport in matter of electrons, positrons and photons with energies from 

a few hundred eV up to 1GeV. Both codes (PENELOPE and PeneloPET) 

are written in FORTRAN language. The main purpose of this simulator is 

the optimization of the design of small animal PET systems.  

The basic parts of PeneloPET are detector geometry, materials and sources 

definition, as well as electronic chain of detection. Four input files need to 

be edited by the user. All input parameters of the simulation are introduced 

into these four main files, which contain all the simulation parameters such 

as coincidence windows, energy window, scanner rotation (if needed), 

positron range and type of study (static or dynamic).  

The modelling of the positron range used in PeneloPET generates uniform 

predefined positron range profiles for β+ isotopes widely used in PET. This 

makes the simulations less computational expensive but still accurate. 

Output data for analysis come to different levels starting from sinograrm 

and LOR histogramming to full list-mode data.  

STIR library supports the format of the output data if reconstruction is 

needed for further analysis 

(http://stir.sourceforge.net/documentation/doxy/html/index.html). Also, 

data can be further explored by other programming languages, including 

ROOT.  

 

The PeneloPET version used in this work was the PeneloPET v2.4, whereas 

for GATE was GATE 6.0.0 and Geant4 9.1.   

 

2.2. microPET R4 scanner – detector geometry 

 

The microPET R4 (Concorde Microsystems, Siemens), consists of four 

detector rings of 24 detector modules, each of 148 mm ring diameter and 

78 mm axial length. Each module is composed of an 8 x 8 LSO crystal array 
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of 2.1 x 2.1 x 2.1 mm3, with 2.423 mm and 2.426 mm axial and transaxial 

crystal pitch.   

To reduce the scatter contribution of the out of FOV activity (Knoess C et 

al 2003), the front side of the animal port is confined with a 25 mm thick 

lead shield, whereas the back side is confined with 30 mm thick lead. 

Asymmetrical external shields were modelled as in the real scanner. A 6 ns 

coincidence window (Knoess C et al 2003) and a 3.2 ns time resolution (Tai 

et al 2001) were also modelled. All measurements and simulations were 

made for an energy window of 350-650 keV and the energy resolution was 

fixed to 23%. It must be noted that these are the default parameters 

recommended by the vendor for the normal operation of the scanner.  

 

2.3. Performance evaluation  

 

Following, a detailed description of the simulations with PeneloPET and 

GATE of the microPET R4 system according to the NEMA NU 4-2008 

standards is taking place. The methodology which was used in the 

simulations is the same as in the experimental part (Popota et al 2012). 

 

Spatial Resolution. Simulations took place reproducing a 4.48 μCi (166 

kBq) 22Na point source enclosed in an acrylic cylinder of 2.5 cm diameter 

and 0.65 cm length. The source was placed at specific radial distances, 

indicated by the NEMA NU 4-2008 standards, from the axial centre and at 

¼ of the axial FOV. Simulation time was 60 sec for each position as in the 

experimental setup. Simulated 3D sinograms were converted into 2D 

sinogram data sets using Fourier rebinning with a ramp filter and a cut off 

at the Nyquist frequency. A span of 3 and a ring difference of 31 were used. 

Images were reconstructed by 2D FBP and the image pixel size was made 

one fifth of the expected FWHM in the transverse dimensions according to 
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the NEMA NU 4 2008 standard (NEMA 2008). Data were not corrected for 

attenuation, normalisation and non-collinearity.  

In GATE and PeneloPET both positron range and non-collinearity 

were incorporated into the simulations. The non-collinearity was included 

in PeneloPET simulations by employing a Gaussian distribution of 0.5 

degrees FWHM. Once the gamma photons arrive at the detector no light 

spreading on the detector crystal and the PMTs was simulated, making 

simulated spatial resolution perform slightly better than in a real system. 

Both in GATE and PeneloPET the gamma photons that reach the detector 

often create multiple interactions, and consequently multiple hits, within a 

given crystal. For instance, a photon may interact with a single crystal by 

two Compton scattering events and a photoelectric absorption and all the 

hits that occur within the same crystal are added (electronics always 

measure an integrated signal). Thus, the hits per volume are regrouped so 

that the output is two pulses: the energy is taken to be the total of energies 

in each volume and the position is obtained with an energy-weighted 

centroid of the different hit positions. The time is equal to the time at which 

the first hit occurred.  

   

Scatter fraction and NEC performance. For the estimation of the scatter 

fraction and NEC curves a cylindrical, high density polyethylene NEMA 

NU-4 2008 phantom was simulated in proportion to the mouse animal size 

(NEMA 2008). It was 7 cm long and 2.5 cm in diameter. The line source 

was placed parallel to the central axis at a radial distance of 10 mm. The 

fillable section was 10 mm shorter than the cylindrical phantoms with a 

diameter of 3.2 mm. The initial activity was 5.8 mCi (214.5 MBq). The 

intrinsic radioactivity of the LSO (176Lu) was not simulated with any of the 

MC codes. A non-paralysable dead-time model was introduced in GATE 

and PeneloPET for the coincidence events. Simulations for the scatter 

fraction also included the cover shield and the bed of the real tomograph.  
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No corrections were applied to the simulated sinograms. Data sets were 

rebinned to 2D sinograms after single slice rebinning (SSRB), using a span 

of 31 and ring difference of 15. 

In PeneloPET, we considered a coincidence time window of 6 ns, 

which was known by the system, a trigger dead time of 15 ns, an integration 

time of 120 ns and non-paralysable singles dead time of 110.4 ns (Guez et 

al 2008). In GATE, we considered a coincidence time window of 6 ns, a 

pile-up time of 200 ns and non-paralysable singles dead time of 110.4 ns 

(Guez et al 2008). No coincidence dead time was taken into consideration 

in either simulations with PeneloPET or GATE.  

 

Sensitivity. The same point source of 4.48 μCi (166 kBq) 22Na, which used 

for the spatial resolution, was also simulated to determine the sensitivity of 

the system. The source was placed at the centre of the scanner and was 

stepped axially to either end with a step size identical to the slice thickness 

(1.21 mm). Simulations lasted for 60 sec at each position. No background 

true event rates were determined during the simulations. Data were 

rebinned into 3D sinograms with span of 3 and ring difference of 31. For 

mouse applications, sinograms which encompass the central 70 mm of the 

axial FOV were kept for analysis.  

 

3. Results  

 

Spatial Resolution. Measured and simulated spatial resolutions are shown 

in figures1 (a, b), 2 (a, b) and figure 3 (a, b).   
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   (a) 

 

(b) 

 Figure 1. Radial measured and simulated spatial resolution of the 

microPET R4 system at CFOV (a) and at ¼ CFOV (b) 
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 (a) 

 

(b) 

Figure 2. Tangential measured and simulated spatial resolution of the 

microPET R4 system at CFOV (a) and at ¼ CFOV (b) 
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       (a) 

 

 

   (b)              

Figure 3. Axial measured and simulated spatial resolution of the 

microPET R4 system at CFOV (a) and at ¼ CFOV (b) 

 

Sensitivity. Figure 4 shows the absolute system sensitivity obtained from 

measured and simulated data. The absolute measured system sensitivity 

was 1.9% at the centre of FOV using an energy window of 350-650 keV. 

Simulated sensitivity with GATE was 2.02%, while with PeneloPET was 

2.07%. 

An experimental efficiency factor of 81% was applied to the simulated data 

(GATE and PeneloPET) as a free parameter so as to allow the simulation 

to match with the efficiency of the measured data. The factor varied until 
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the best agreement between experimental and simulated results was 

obtained. 

 

 

Figure 4. Measured and simulated absolute sensitivity of microPET R4 

 

Scatter fraction and count rate performance. Scatter fractions for 

experimental and simulated NEMA NU 4-2008 standards are presented in 

Table 1.  

 

 Scatter Fraction (%) 

Experimental 8.5% 

GATE 8.7% 

PeneloPET 7.9% 

 

Table 1. Scatter Fractions of the microPET R4 system of measured and 

simulated data using an energy window of 350-650 keV 

 

Figure 5 compares total coincidence rate, true coincidence rate, random and 

scatter coincidence rate between experimental setup and simulation 

techniques.  
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Figure 6 shows experimental and simulated noise equivalent count rates 

(NEC). For an energy window of 350-650 keV, the experimental 

coincidence count rate was 311 kcps at 166.99 MBq average activity for the 

mouse-sized phantom. GATE coincidence count rate was 296 kcps at 

166.99 MBq average activity while PeneloPET coincidence count rate was 

315 kcps at 166.99 MBq average activity 

 

 

Figure 5. Experimental and simulated true, total, random and scatter 

coincidences for the microPET R4 system 
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Figure 6. Experimental and simulated noise equivalent count rate (NEC) 

for the microPET R4 system. 

 

In terms of CPU time, both MC codes were compared on an Intel® Core™ 

i3 CPU 540 @ 3.07GHz × 4 (16 Gb RAM). PeneloPET appeared to be 

faster than GATE. As an example, the same sensitivity simulation described 

in this work, involved 18 min for GATE and 13 min for PeneloPET. 

 

4. Discussion 

 

In this study, Monte Carlo simulation models of the microPET R4 system 

were developed based on GATE and PeneloPET. The proposed models 

were validated against experimental measurements based on the NEMA 

NU 4-2008 standards (Popota et al 2012) and mainly focused on system 

sensitivity, spatial resolution, scatter fraction and count rate performance. 

The Monte Carlo simulations of the performance of the microPET 

R4 were compared in order to help potential users to choose the code that 

suits best each application. In this regard, it was also essential to understand 
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how each code differs from the other depending on the particular 

application, not only in relation to their performance, but also based on the 

strengths and weaknesses of their use.  

Thus, the most important features of MC codes can be said that are 

these features which make the difference between them, and the features 

under investigation here were the accuracy, efficiency, flexibility and ease 

of use as an end user. 

In terms of spatial resolution, PeneloPET and GATE were in good 

agreement for radial and tangential FWHM when compared with the 

experimental data at the CFOV for the different tangential distances. 

PeneloPET was also in good agreement with experimental data for radial 

and tangential FWHM at the ¼ CFOV. On the other hand, GATE showed 

a slight underestimation, particularly important for the tangential FWHM. 

In relation to the axial FHWM, PeneloPET showed good agreement with 

experimental results at the CFOV, whereas at ¼ CFOV both GATE and 

PeneloPET showed a small offset.   

In terms of sensitivity, simulations were made to match the 

measured results by introducing a detection efficiency factor (Lazaro et al 

2004, Latrizien et al 2007, Abushab et al 2011). This is a common 

procedure in order to avoid explicitly simulating light spread in the crystal, 

a real detector signal processing chain, optical coupling efficiencies and the 

PMTs. The efficiency in the emission of the photo-electrons from the 

cathode after the deposition of energy by a scintillation photon is referred 

to the efficiency factor that has been used here. Good agreement was 

obtained across the whole axial distance of the scanner between 

experiments, GATE and PeneloPET. 

In terms of scatter fraction, high accuracy was obtained between 

simulations and experimental values, since all scattering mediums were 

properly incorporated in the simulation codes. 
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One of the most complicated simulations is that of counting rates 

due to the fact that an accurate model of the system’s dead time is required 

in order to properly simulate it. Each code demands different parameters 

for the characterization of the dead time of the system, which sometimes 

are unknown or difficult to be found. However, no major discrepancies 

between the two codes were found.  

PeneloPET has the ability to fully and accurately simulate the system’s dead 

time since it takes into account the time that needs to be elapsed from a 

single trigger event until the next one can be resolved (trigger dead time). 

It also takes into account the time that needs to be elapsed from the trigger 

of one single event until the next trigger can be measured by the system. 

These two times must be in concordance with the rise and fall time of the 

crystal (integration time) and finally the time that needs to be elapsed from 

the trigger of a single event that is going to be integrated until new events 

can be measured in the detector (single dead time). All these sources of time 

are interconnected providing the most realistic system’s dead time, which 

requires the use of adequate values for all of them. On the other hand 

though, this comes at a cost of knowing a priori the theoretical values of 

the system from the specifications of the system’s components, or else, they 

should be used as adjustable parameters, which should be tuned to properly 

reproduce the actual system’s dead time (Abushab et al 2011).  

In GATE the proper timing of the simulated event sequence is an a 

priori input for modeling time-dependent processes such as count rates. A 

non-paralyzable dead time is modeled explicitly on an event-by-event basis. 

While these models represent the idealized behavior, they correctly predict 

the correct dead-times for a system. At the end of a digitizer chain in GATE, 

the coincidence sort was added to find pairs of singles that are in 

coincidence. Pairs of singles can be considered coincidences whenever the 

time interval between the singles is less than the coincidence window. Each 

single event is stored with its corresponding event number. If the event 
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numbers of the singles associated with a coincidence are different, it is 

considered to be a random coincidence. Multiple coincidences 

corresponding to more than two singles within the same coincidence 

window were discarded. 

Apart from the performance results, it should be mentioned that 

both codes are freely available. PeneloPET can be obtained by request to 

the authors. Its installation is fairly easy and it does not require any special 

knowledge of computer skills. GATE's installation though can be quite 

demanding but help is available from the gate-user mailing list 

(http://www.opengatecollaboration.org).  

In relation to the flexibility and ease to use, the simulations were 

accurately prepared by editing input files, where the exact physical 

parameters of the scanner and type of acquisitions were defined. Apart from 

the scanner, phantoms and sources used for each simulation, light guides, 

photomultiplier tubes and inter-crystal and inter-ring material were also 

defined.  

More in detail, the codes allow simulation of either kind of detectors no 

matter whether they are continuous rings or blocks of detectors including 

pixelated block of crystals. Definition of shielding, surrounding material 

and bed were also included in the simulations. The phantoms used in the 

experiments were simulated in detail using the input files of GATE and 

PeneloPET. 

Both codes provide a detailed list of all isotopes used in PET. Also, 

the direction of emission is made randomly and isotropically in both codes. 

After editing, definition of the geometry of the scanner and objects used can 

be visualized by tools provided by GATE and PeneloPET, which is very 

helpful for the end user in order to verify that the geometry of the scanner 

has been properly reproduced. Once everything is defined and depending 

on what is simulated, it is possible to split the simulation in any number of 
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parallel processes which reduces computational time just by using simple 

scripts. This improves the computational efficiency of both codes.  

In terms of CPU time, PeneloPET appeared to be faster than GATE, 

which may be an important factor when deciding on a MC code and the 

simulations to be performed, especially time demanding ones.  

Both MC codes, used here, have been validated against several PET 

systems using the NEMA NU 2-2001 standards, whereas they have not 

been validated using the NEMA NU 4-2008 standards. They are both 

considered to be accurate and efficient, whereas the practical applicability 

of each code depends on the preferences and particular requirements of the 

end user depending the simulations that are about to be performed. 

 

5. Conclusions 

 

We have compared the capability of GATE and PeneloPET to simulate the 

performance evaluation of the microPET R4 system under the established 

standards of NEMA NU 4-2008 standards for small animal PET systems. 

The results of the study indicate that both codes can accurately simulate the 

main performance characteristics of the R4 system. They both use accurate 

models to describe the physics, the detection system and the phantoms used 

in each simulation.  

For the simulation of sensitivity both codes provided accurate results in 

comparison with the experimental data once some physical phenomena not 

simulated in detail were effectively taken into account using an efficiency 

factor in both MC codes.  

PeneloPET may use a thorough knowledge of the system’s dead time 

component, if known. If these system contributions to dead time are not 

known at priori dead time simulation in PeneloPET should proceed via 

tuning some of the parameters of the simulation. This differentiates 

PeneloPET from GATE when counting rates have to be simulated since the 
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latter considers less parameters during dead time simulation, and thus 

tuning these to describe actual system behaviour is less cumbersome. 
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4 | DISCUSSION  
 

In the first study, “Comparison of the Performance Evaluation of the 

MicroPET R4 Scanner According to NEMA Standards NU 4-2008 

and NU 2-2001”, the performance evaluation of the microPET R4 

scanner in function of spatial resolution, sensitivity, scatter fraction, 

count rate performance and image quality according to the NEMA 

NU 4-2008 standards for small animal PET systems has been studied.  

 

The methodology followed in this study and the results obtained are 

described in section 3.1. It is worth mentioning though that according 

to the NEMA NU 4-2008 (NEMA 2008) standards, the 

reconstruction of the images obtained it is done by 2D or 3D FBP 

reconstruction method with no smoothing applied. In this aspect, it 

should be considered that one of the major limitations of FBP is the 

statistical noise, so a smoothing filter should be applied prior to 

reconstruction in order to control it. By this method though, the 

resolution would degrade because of the reduction of variance in the 

image (Alessio and Kinahan 2006). This did not take place during the 

processing of the spatial resolution and therefore the effect of noise 

in FWHM and FWTM, together with the maximum ring difference 

used may explain the relatively high variability in the results 

obtained.  

Also, this approach of reconstruction it appears to be problematic for 

systems with irregular crystal spacing such as the LabPET (Goertzen 

2012) systems and the PETbox (Zhang 2010) due to the degradation 

of resolution and artifacts introduced by interpolation and rebinning 

of measured data onto projections with regural spacing. Systems with 
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large axial extension, such as the InveonDPET (Bao 2008), are more 

prone to axial and radial photon penetration at large radial offsets and 

large ring differences if reconstructed with FBP. An alternative 

choice would be the use of statistical reconstruction methods, such as 

Maximum a Posteriori (MAP) or the Maximum Likelihood 

Expectation-Maximazation (ML-EM) algorithm. 

The spatial resolution of the system at small radial distances was 

satisfactory given the actual detector size of the R4 system.  

 

The sensitivity of the system was measured to be 1.9% at the center 

of the scanner's FOV using an energy window of 350-650 keV. The 

presence of the intrinsic radioactivity of LSO (176Lu) affects the 

system´s ability to detect low activities in the FOV. In the microPET 

R4 scanner the activity of 176Lu in the 271 cm3 of LSO is 

approximately 75 kBq (Goertzen 2007) but the fact that an energy 

window of 350-650 keV was used significantly reduced the amount 

of the intrinsic count rate and its contribution to the statistical noise. 

 

The counting rate was plotted as a function of the average activity 

concentration for the mouse- and rat-sized phantoms. Its maximum 

corresponds to the relationship between real and noise events. The 

NECR for the mouse-sized phantom was found to be higher than the 

NECR for the rat-sized phantom because there is less photon 

attenuation forcing more photons getting out of the imaging subject.  

It should be noted that during the evaluation of the scatter fraction 

and count rate performance according to the NEMA NU 2-2001 

(NEMA 2001), different phantoms and energy windows were used 
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(Knoess 2003). This may justify the differences in the results between 

this study and the previous evaluation of the microPET R4 system. 

 

The evaluation of the image quality after reconstruction of the images 

was first introduced in NEMA NU 4-2008 standards from small 

animal PET systems, so no previous results exist so as to be compared 

with the ones obtained in this study.  

The image quality results provide estimation for a standardized 

imaging situation in small animal PET systems. All images were 

reconstructed using the three reconstruction algorithms provided by 

the microPET R4 scanner. Correction of attenuation was performed 

in order to assess the impact of corrections in the measurements, 

especially when cold regions are used where scatter radiation is 

increased. It is known though that the problem of photon attenuation 

in small animal imaging is not so much of importance since the size 

of the animals is much lower than in the human case. 

 

Our results come in accordace with Goertzen 2012, who evaluated the 

performance parameters of various preclinical PET systems using the 

NEMA NU 4-2008 standards. Among the small animal PET systems 

they used in this study, they included the microPET R4 system and the 

results obtained do not significantly depart from the ones obtained in 

here.  

Particularly, the values of spatial resolution were in good agreement 

between them for all radial distances across the FOV. Sensitivity values 

were 1.2%, whereas in our findings was 1.9% using an energy window 

of 350-650 keV.  
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Values of scatter fraction for mouse and rat applications were almost the 

same in both studies (using the mouse phantom: 9.3% vs. 8.5%, using a 

rat phantom: 22.2% vs. 22% in Goertzen 2012 and Popota 2012 

respectively). The peak NECR using a mouse phantom was 618 kcps at 

156 MBq in Goertzen 2012 and 311 kcps at 153.5 MBq in this study. 

The value of peak NECR using a rat phantom did not significantly depart 

from Goertzen 2012, since our findings indicated 117 kcps at 123.24 

MBq in comparison to 137 kcps at 137 MBq.   

The results obtained for image quality of the microPET R4 system did 

not significantly varied from Goertzen 2012, using FBP as a 

reconstruction algorithm and attenuation corrections.  

  

In the second study, “Monte Carlo Simulations versus experimental 

measurements in a small animal PET system. A comparison in the 

NEMA NU 4-2008 framework”, a comparison between the 

performance of two dedicated MC codes, GATE and PeneloPET, 

against experimental data following the NEMA NU-4 2008 standards 

for small animal systems, took place. The aim was to evaluate their 

strength and weaknesses in order to help potential users to choose the 

code best suited for a specific application. 

 

From the results obtained in the simulation study for the spatial 

resolution, PeneloPET has an overall better performance that GATE. 

GATE showed a slight underestimation particularly for the tangential 

FWHM at ¼ CFOV. The radial and axial reoslution losses due to 

photon penetration and mispotioning of the coincidence events can 

be modeled with MC simulation and be incorporated into a system 

response matrix to recover these losses (Mumcuoglu 1996). 



 

 105 

Good agreement was obtained in the results across the whole axial 

distance of the scanner between experiments, GATE and PeneloPET. 

It should be noted here, that the detection efficiency factor (Latrizien 

2007, Lazaro 2004) was introduced in the simulations in order to 

compensate for not simulating explicitly the light spread in the 

crystal, the optical coupling efficiencies and the PMTs. 

 

The simulations for the counting rates proved to be the most 

complicated ones due to the fact that an accurate model of the 

system’s dead time is required to be properly simulated.  

Each simulation code demands different input parameters, which 

characterize the system’s dead time and sometimes are very difficult 

to be found. PeneloPET for example, requires many parameters to be 

known for the full and accurate simulation of the dead time and all 

these parameters are interconnected between them. So, this comes at 

a cost of knowing a priori the theoretical values of the system. If this 

is not possible, then these values should be used as adjustable 

parameters which require effort and time so as to properly reproduce 

the actual system’s dead time. However, from the results obtained in 

this study, no major discrepancies between the two codes were found. 

 

It is worth mentioning that NEMA standards try to provide a 

standardized methodology for evaluating the performance of small 

animal PET systems and that these measurements are not absolute. 

They can be used for comparing different systems since the 

methodology provided is fairly easy to perform although there are 

some ambiguities in some sections of the NEMA NU 4-2008 (NEMA 
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2008) standards. For example, it should be made clearer when 

calculating the sensitivity of a system as to which counts can be used 

when a system provides prompts and histogrammed coincidences as 

in the case of the microPET R4 scanner. Also, the quality of the 

reconstructed image depends on the size of the object and the 

contrasts used. The size of the NEMA NU 4-2008 (NEMA 2008) 

image quality phantom is more representative of a mouse's body and 

a rat's head; therefore the results obtained under these specifications 

must take into account the above statement. 

 

Regarding the availability of the codes, both MC codes used in the 

study, are freely available to use and install although GATE may be 

quite demanding in the installation process. They are both flexible 

with accurate protocols to be edited for the set up of the system. 

PeneloPET maybe fairly more user friendly although they do not lack 

detail in simulating the physical parameters of a scanner. 

Visualization tools are available in both codes for the verification of 

the geometry of the scanner.  

PeneloPET proved to be faster than GATE, which indicates that the 

central processing unit (CPU) time is crusial when time demanding 

simulations, like the ones of counting rates, are to be perfrormed. 

Both simulation codes that have been used in this study have been 

validated for several PET systems using the NEMA NU 2-2001 

clinical standards (Lamare 2006, Jan 2005, Staelens 2003, Carlier 

2008). However, there are not many MC simulation studies using the 

NEMA NU 4-2008 standards (Vicente 2010, Zeraatkar 2010) for 

small animal PET systems.  
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Concluding, GATE and PeneloPET are undoubtedly the dedicated 

MC simulation codes of choice for PET and SPECT systems either 

for clinical or for small animal use.  
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5 | CONCLUSIONS  
 

A) Performance Evaluation of the microPET R4 scanner according 

to the NEMA NU 4-2008 standards.  

 

i. The performance evaluation using specific small animal 

PET standards departed notably from those obtained using the 

adapted clinical standards.  

 

ii. The differences were mainly attributed to the use of 

different phantoms and energy windows. 

 

iii. The results regarding the image quality of the microPET 

R4 system could not be compared to previous ones since they do not 

exist from previous studies.  

 

B) Monte Carlo Simulations of the microPET R4 scanner in the 

NEMA NU 4-2008 framework.  

 

i. Both dedicated codes can accurately simulate the main 

performance characteristics of the R4 system, which were focused in 

spatial resolution, sensitivity, scatter fraction and counting rates.  

 

ii. Accurate results were obtained for the simulation of the 

spatial resolution for PeneloPET, whereas GATE showed a slight 

underestimation for the tangential FWHM at ¼ CFOV.  
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iii. High accuracy was obtained for sensitivity and scatter 

fraction when comparison between experiments and simulation 

codes was assessed.  

 

iv. No major discrepancies between experiments, GATE and 

PeneloPET were found for the simulation of counting rates.  

 

v. Thorough knowledge of the system’s dead time is required 

when PeneloPET is the code of choice, while the system’s 

contributions to dead time must be known a priori or be tuned via 

various simulations.  

 

vi. PeneloPET proved to be faster than GATE in terms of 

CPU time.  
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