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Abstract

Online sharing platforms host a vast amount of multimedia content generated
by their own users. Such content is typically not uniformly annotated and
can not be straightforwardly indexed. Therefore, making it accessible to other
users poses a real challenge which is not specific of online sharing platforms.
In general, content annotation is a common problem in all kinds of informa-
tion systems. In this thesis, we focus on this problem and propose methods
for helping users to annotate the resources they create in a more comprehens-
ive and uniform way. Specifically, we work with tagging systems and propose
methods for recommending tags to the content creators during the annotation
process. To this end, we exploit information gathered from previous resource
annotations in the same sharing platform, the so called folksonomy. Tag re-
commendation is evaluated using several methodologies, with and without the
intervention of users, and in the context of large-scale tagging systems. We
focus on the case of tag recommendation for sound sharing platforms. Besides
studying the performance of several methods in this scenario, we analyse the
impact of one of our proposed methods on the tagging system of a real-world
and large-scale sound sharing site. As an outcome of this thesis, one of the
proposed tag recommendation methods is now being daily used by hundreds
of users in this sound sharing site. In addition, we explore a new perspective
for tag recommendation which, besides taking advantage of information from
the folksonomy, employs a sound-specific ontology to guide users during the
annotation process. Overall, this thesis contributes to the advancement of the
state of the art in tagging systems and folksonomy-based tag recommenda-
tion, and explores interesting directions for future research. Even though our
research is motivated by the particular challenges of sound sharing platforms
and mainly carried out in that context, we believe our methodologies can be
easily generalised and thus be of use to other information sharing platforms.
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Resum

Les plataformes d’intercanvi de recursos multimèdia a Internet contenen grans
quantitats de contingut creat pels seus usuaris. Habitualment, aquest contin-
gut no està ben anotat, i això fa que la seva indexació no sigui una tasca fàcil.
Aconseguir que aquest contingut sigui accessible pels altres usuaris suposa un
repte important, el qual no és només específic d’aquest tipus de plataformes.
En general, l’anotació de contingut és un problema comú en molts tipus de
sistemes d’informació. En aquesta tesi, ens focalitzem en aquest problema i
proposem mètodes per ajudar els usuaris a anotar, d’una manera més completa
i uniforme, el contingut creat per ells mateixos. Concretament, treballem amb
sistemes d’etiquetatge – tagging – i proposem mètodes per recomanar etique-
tes – tags – durant el procés d’anotació del contingut. Per aconseguir això,
analitzem la manera com els altres continguts de la plataforma d’intercanvi
han estat etiquetats prèviament. Aquesta informació s’anomena folksonomia.
Avaluem la tasca de recomanar tags utilitzant diverses metodologies, amb o
sense la participació d’usuaris, i en el context de sistemes de tagging a gran
escala. Particularment, ens focalitzem en el cas de la recomanació de tags en
plataformes d’intercanvi de sons i, a part de testar el funcionament de diferents
mètodes en aquest escenari, també analitzem l’impacte d’un d’aquests mètodes
en el sistema de tagging d’una plataforma d’intercanvi de sons real. De fet, de
resultes d’aquesta tesi, centenars d’usuaris fan servir diàriament un dels siste-
mes proposats de recomanació de tags en aquesta plataforma d’intercanvi. A
més a més, també explorem un nou enfocament per als sistemes de recomanació
de tags que, a part de nodrir-se de la informació de la folksonomia, incorpora
una ontologia amb informació sobre l’àmbit del so que serveix per guiar els
usuaris durant el procés d’anotació de contingut. En general, aquesta tesi con-
tribueix a l’avenç de l’estat de l’art dels sistemes de tagging i de recomanació
de tags basats en folksonomies, i explora direccions interessants per continuar
investigant. Tot i que la nostra recerca està motivada pels reptes particulars
que proposen les plataformes d’intercanvi de sons i està avaluada principal-
ment en aquest context, creiem que les metodologies que proposem poden ser
generalitzades fàcilment i utilitzades en altres plataformes d’intercanvi.
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Θ Average percentage of new tags evaluation metric
θ Number of candidate tags per input tag
κ Fixed number of recommended tags
Λ Annotation comprehensiveness evaluation metric
λ Duration of an annotation session
Ψu User vocabulary sharing evaluation metric
Ψr Sound vocabulary sharing evaluation metric
Φe Average tag application time evaluation metric
Φr Average time per sound evaluation metric
% Number of repeated tags in Repeated aggregation and selection

strategy
Υ Average user vocabulary size evaluation metric
υ Tag frequency of occurrence
φ Score of a candidate tag
Π Average percentage of attribute-tags evaluation metric
Ω Average number of correctly predicted tags evaluation metric
ω Tag frequency threhsold



CHAPTER 1
Introduction

1.1 Motivation

Information sharing is considered by some authors as being an “attribute of hu-
manity itself” (Dunbar, 1998; Rafaeli & Raban, 2005). In the last two decades,
the web has revolutionized the way in which information is shared among hu-
man beings. The so called social media revolution (Smith, 2009) has brought
sharing to a whole new level. Nowadays, all kinds of information such as
books, articles, opinions, videos, pictures and audio tracks are hosted in online
sharing platforms accessed by millions of users worldwide. Besides the fact
that the amount of information that is accessible through the internet is huge,
far bigger than what was available through traditional channels (i.e., libraries,
television, radio, shops, etc.), there is something very particular in the online
sharing paradigm: much of the content that is shared online is generated by
the users of these sharing platforms (Kietzmann et al., 2011), the so called user
generated content (Kaplan & Haenlein, 2010).

Such user generated content potentially represents an incredibly valuable re-
source that can serve several purposes, ranging from business and research ap-
plications to artistic creation and the preservation of cultural heritage (Krumm
et al., 2008). Nevertheless, the value of user generated content is significantly
dimmed by the ways in which such content can be accessed and reused. As
the amount of content grows, so does the difficulty of browsing and locating
what one needs, and so do the challenges that search engines have to face.

For the content to be accessible, it needs to be properly indexed. However,
the quantity and variety of user generated content turns proper indexing into a
very difficult task. This is particularly true for multimedia resources like video,
pictures and audio – typically the most popular in the user generated content
world – which, as opposed to other kinds of media, do not have a direct textual
representation (Bischoff et al., 2008). Moreover, as user generated content
does not normally follow a traditional editorial process before publication, no
standard metadata is generated that can help the indexing process. At the

1
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same time, the amount of content generated is simply too much to be curated
in scalable ways by groups of experts (Mathes, 2004).

Online sharing platforms typically delegate the responsibility of describing or
annotating1 their content to the users, that is to say, the authors or contribut-
ors. Thus, content description is done in a distributed fashion. The nature of
content annotations may vary depending on each particular sharing platform,
and is highly dependent on the description mechanism used in every particular
site. Description mechanisms that look for the most uniform annotations can
use forms with a number of predefined fields with fixed responses that users
need to choose from when uploading a resource. For example, users might be
asked to select a music genre from a particular list when uploading an audio
track to an audio sharing platform. However, these mechanisms lack flexibility
when new resources are uploaded, as their characteristics can be unexpected
and not contemplated in the description form (Mathes, 2004; Shirky, 2005;
Halpin et al., 2006; Macgregor & Mcculloch, 2006). Other description mech-
anisms provide more flexibility by not limiting form fields to a specific set of
responses. In that case, annotations typically consist of a textual description
plus a list of labels assigned by the users which are not restricted to a particular
vocabulary. These labels are commonly known as tags, and act as keywords
that describe the content. In both cases, users may apply their own ideas and
rationale to decide how to describe the content, working at different levels of
abstraction, and understanding the goal of the annotation process in differ-
ent ways (Golder & Huberman, 2006). If we were to ask two different users
to independently annotate a single online resource, we would most probably
find little overlap in their responses. This illustrates the so called vocabulary
problem (Furnas et al., 1987), which clearly shows up in today’s online sharing
platforms (Marlow et al., 2006).

Consequently, the organisation, browsing and searching capabilities of online
sharing platforms is rather limited, particularly of those focused on multime-
dia sharing. For example, in YouTube2, SoundCloud3 or Flickr4 (well known
sites for sharing video, music and photos, respectively), the main way of ac-
cessing content is by introducing some textual query terms to be matched
against resources’ metadata (i.e., filenames, textual descriptions, tags, etc.). In
some cases, search results can be filtered using basic file properties (i.e., dur-
ation, size, data format, etc.) and simple metadata (i.e., upload date, license,
geolocation, etc.), or augmented through automatic resource recommendation
systems and information from social connections (i.e., friends, followed users,
etc.). YouTube and SoundCloud also offer the option to filter content using a

1In this thesis, the terms “annotation” and “description” can both be used interchangeably,
and may refer to all kinds of metadata that can accompany an online resource.

2http://www.youtube.com. All URLs in this thesis were last accessed on 11 March 2015.
3http://www.soundcloud.com.
4http://www.flickr.com.

http://www.youtube.com
http://www.soundcloud.com
http://www.flickr.com
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number of predefined categories for kinds of videos and music genres, respect-
ively. These categories can be filled in by users when describing their content
during the upload process. However, no comprehensive faceted or hierarchical
browsing functionalities are possible, and no advanced search filters can be
defined that can operate at a higher semantic level. For example, it would be
desirable to reliably filter resources according to objects appearing in pictures
or videos, or musical instruments in audio tracks.

In order to mitigate the annotation problems, substantial research has been
conducted to derive computational methods for automatically annotating mul-
timedia resources. These methods are based on the analysis of resources’s con-
tent, that is to say, pixel values in pictures and video, and the audio waveform
in sound and music. For example, methods have been proposed for recogniz-
ing semantic concepts in pictures (Li & Wang, 2008), for identifying human
actions in videos (Poppe, 2010), for automatically classifying audio tracks in
musical genres (Scaringella et al., 2006) or for the identification of environ-
mental sounds (Chachada & Kuo, 2013). Some of these methods can achieve
reasonably high accuracies and potentially allow for a uniform annotation of
resources without the need of user intervention. However, these are generally
still far from satisfactory in real-world scenarios (Wang et al., 2012).

It is the rationale of this thesis that if we concentrate on acquiring better con-
tent annotations from the authors themselves, we can obtain more accurate
descriptions at higher semantic levels that could hardly be obtained otherwise
using current content-based approaches. Hence, the idea of focusing on the ac-
quisition of better annotations from users that upload content to online sharing
sites is the starting point of our work. In particular, in this thesis we propose
methods aimed at the improvement of tag annotations of user generated con-
tent.

1.2 Tagging systems and folksonomies

Using tags as keywords for annotating resources has become standard practice
in online sharing sites. Tags, as a common form of user provided metadata,
were first introduced in the bookmark sharing site Delicious5 (Gupta et al.,
2010; Wikipedia, 2014b), and have been adopted by many other sites. To name
a few examples, sites that incorporate tagging systems include Flickr (photo
sharing), YouTube and Vimeo6 (video sharing), CiteULike7 and Mendeley8

(for sharing scholarly references), SoundCloud, Last.fm9 and Freesound10 (au-

5http://www.delicious.com.
6http://www.vimeo.com.
7http://www.citeulike.org.
8http://www.mendeley.com.
9http://www.last.fm.

10http://www.freesound.org.

http://www.delicious.com
http://www.vimeo.com
http://www.citeulike.org
http://www.mendeley.com
http://www.last.fm
http://www.freesound.org
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{ {{
Figure 1.1: Conceptual diagram of tagging systems. U, T and R correspond to a set
of users, tags and resources, respectively, while ui, ti and ri correspond to individual
users, tags and resources.

dio and music sharing), StackExchange11 (question and answer sites), and
Blogger12 and Wordpress13 (blogging sites).

Tags are free-form textual labels that convey some semantically meaningful
information about the content resource to which they are assigned. Users
apply these labels to content resources, hence tagging is the action that a
user performs when assigning a tag to a resource14. In Fig. 1.1, we show a
conceptual diagram for tagging systems. In it, we can observe that every tag
t ∈ T can be related with a number of users u ∈ U and resources r ∈ R.
Every unique tag-user-resource ternary relation (e.g., the path that relates t1,
u1 and r1 in Fig. 1.1), is known as a tag application (Sen et al., 2006). In this
thesis, we will refer to the union of all tags related to a particular resource as
the resource’s tagline. In the example of Fig. 1.1, the tagline of r1 corresponds
to {t1, t2}, whereas the tagline of r2 corresponds to {t1, t2, t3, t4, t5}.
The aggregate of all tag applications which relate the tags, users and resources
of a sharing site, is commonly known as a folksonomy (Vander Wal, 2007). This
term has been extensively used in the tagging systems literature, not only to
designate the set of tags, users, resources and ternary relations of a sharing
site, but also to refer to the implicit information and knowledge embedded in
this space. However, its original meaning, as introduced by Vander Wal (2007),
is somewhat more restrictive and particularly refers to those tagging systems

11http://www.stackexchange.com.
12http://www.blogger.com.
13http://www.wordpress.org.
14In this thesis we also use the terms “tagger” or “annotator” to refer to a user that assigns

tags to a resource.

http://www.stackexchange.com
http://www.blogger.com
http://www.wordpress.org
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in which tag applications are made by the consumers of online resources, not
necessarily the authors of the content (see below). In folksonomies, unlike more
rigid structures such as taxonomies or ontologies, the semantic terms represen-
ted by tags are organized without hierarchy, and are a close representation of
the vocabulary of the users in an online sharing platform (Gupta et al., 2010).
In fact, the set of tags of a folksonomy is commonly known as the vocabulary
of the folksnonomy or of a tagging system.

There are several types of tagging systems which differ in their design and
purpose. Generally, the types of content resources that are shared bring some
important implications regarding the design of tagging systems. On the one
hand, in those sites in which users share references to already existing resources
(e.g., links to web pages), tags are typically added by the users that consume
these resources to allow further easy retrieval. As a result, a single resource
can be tagged by many users, and a single tag can be assigned more than once
to the same resource. The folksonomy resulting in tagging systems of this type
is called a broad folksonomy (Vander Wal, 2005), and is the one that is more
closely related to the original definition of folksonomy. Delicious, Last.fm and
CiteULike are examples of online sharing sites featuring broad folksonomies.
On the other hand, in sites where user generated content is shared, tags are
typically assigned by the authors of the resources (i.e., the users that upload
the resources) so that these are accessible to other users (Cattuto, 2006). In
that case, the resulting folksonomy is called a narrow folksonomy (Vander Wal,
2005), and tags are only assigned once to particular resources. Examples of
tagging systems with narrow folksonomies include multimedia sharing sites like
Flickr, YouTube, Soundcloud and Freesound.

In the tagging systems literature, it is very common to use the terms social
tagging and collaborative tagging to refer to tagging systems in general. Al-
though the terms are normally treated as being exchangeable, their original
meanings have some implications. The term collaborative tagging, first intro-
duced by Golder & Huberman (2006), specially refers to these tagging systems
in which resources can be tagged by any user (not only the authors), thus
resulting in broad folksonomies. The term social tagging, introduced by Mar-
low et al. (2006), refers to sharing sites in which tags are particularly exposed
to consumers and shared among contributors, and not only used for the self
organisation of contributors’ resources. In this thesis, we employ the more
generic term “tagging systems”. The annotation of resources using tagging sys-
tems allows online sharing platforms to provide a number of functionalities for
indexing, searching and browsing their content. For example, using a tagcloud
(Fig. 1.2), users can have an idea of the most popular tags used in a tagging
system and navigate among resources by filtering their tags. In a way, the
folksonomy can be used as a “semantic map” to navigate the contents of a
sharing site (Cattuto, 2006).

Despite the popularity of tagging systems and their successful implementa-
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Figure 1.2: Flickr tagcloud (as retrieved on 24 July 2014).

tion in many online sharing sites, there are a number of well-known problems
which limit the possibilities of these functionalities (Guy & Tonkin, 2006).
These problems range from the use of different tags to refer to a single concept
(synonymy) and the ambiguity in the meaning of certain tags (polysemy), to
tag scarcity and the appearance of typographical errors (Golder & Huberman,
2006; Halpin et al., 2006). Furthermore, the quality of the indexing, searching
and browsing functionalities enabled by tagging systems strongly relies on the
coherence and comprehensiveness of the tags assigned to the resources. This
does not only apply at the scope of a particular tagline of a resource, but also
at the scope of the whole folksonomy (Spiteri, 2007). In other words, it is not
only important that individual resources are properly tagged, but also that
there is a coherence across the descriptions of all resources in the folksonomy.
For that reason, it has been often discussed whether the folksonomy of a tag-
ging system, after a certain time of being in use, reaches a point of implicit
consensus where the vocabulary converges to a certain set of tags and tagging
conventions that are widely adopted by all users of the system (Halpin et al.,
2006; Sen et al., 2006; Sood et al., 2007; Robu et al., 2009; Wagner et al., 2014).
According to these authors, the point of consensus may be reached because of
imitation patterns and users’ shared cultural knowledge. Reaching that point
of consensus is desirable to improve the browsing and searching experience of
a site (Guy & Tonkin, 2006).

For addressing some of the aforementioned problems of folksonomies, the liter-
ature of tagging systems has often proposed the implementation of tag recom-
mendation methods to aid users in the tagging process (Golder & Huberman,
2006; Halpin et al., 2006; Marlow et al., 2006). By using such methods, user
annotations are expected to be more uniform and comprehensive. The study
of tag recommendation systems is the main topic of this thesis.
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1.3 Tag recommendation

Tag recommendation systems are used to suggest potentially relevant tags to
users when they are annotating online resources. In this way, tag recommend-
ation assists users during the annotation process, and can have a considerable
impact on the resulting annotations and folksonomies. Depending on the type
of information that a tag recommendation system employs when suggesting
tags, systems can be generally categorized into three main groups (Wang et al.,
2012):

• The first group corresponds to the systems that, given a user u annotating
a resource r, analyse the content of the resource r and automatically
extract a number of features that can be related to a set of tags TR
which are finally recommended. For example, given an image file, an
automatic system could be used to try to automatically recognize an
object appearing in the image and then the name of that object could
be suggested to the user as a tag. We refer to these kind of systems as
content-based tag recommendation systems.

• The second group corresponds to the systems that, to generate TR, take
into account the folksonomy of the tagging system and a set of tags
TI that have already been assigned to the resource r. In that case,
the system could recommend tags that are popular or that have been
frequently used alongside the tags in TI. These systems are known as
folksonomy-based tag recommendation systems.

• The third group includes recommendation systems which rely on other
types of metadata and contextual information to generate the recom-
mendations. Such systems would, for example, use the title of a resource
or any associated geolocation metadata to query an external service like
a search engine and extract some keywords from the results to generate
TR. We refer to these kind of systems as context-based tag recommend-
ation systems.

In some cases, tag recommendation systems incorporate sources of information
belonging to more than one group. For example, a tag recommendation system
can combine content analysis and folksonomy information to generate a list
of tag suggestions. The diagram in Fig. 1.3 illustrates the concept of tag
recommendation and the different kinds of information sources that can be
used in recommendation algorithms.

An important advantage of content-based tag recommendation systems is that
they can generate tag recommendations for resources that do not have any
kind of metadata. Conversely, folksonomy-based tag recommendation requires
the existence of at least one tag assigned to a resource r in order to gener-
ate recommendations tailored to that particular resource r, and context-based
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{ Tag Recommendation

Content analysis

Resource
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Content-based
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Figure 1.3: Conceptual diagram of tag recommendation systems. TR corresponds
to a set of recommended tags, while TI corresponds to a set of input tags. Similarly
to Fig. 1.1, u, t and r correspond to individual users, tags and resources, respectively.

tag recommendation systems also require at least a partial annotation of the
resources in order to provide tag suggestions. Nevertheless, folksonomy-based
and context-based tag recommendation systems have the advantage of not re-
quiring any specific processing of the content of resources being annotated, thus
typically being less computationally expensive and more easily generalisable to
other types of resources. Among the different types of tag recommendation sys-
tems described above, this thesis is focused on those based on the analysis of
the folksonomy of a tagging system.

Once a tag recommendation system generates a set of recommended tags TR
for a resource r, these are normally presented as a suggestion to the user that
is annotating r. Users can then decide whether or not to add any of the tags
in TR as an annotation of r. Hence, the user acts as a judge for the quality
and appropriateness of the recommendations. Intuitively, a good tag recom-
mendation system suggests tags that users tend to consider as appropriate
and therefore are added to the resource tagline. However, besides suggesting
relevant tags, tag recommendation systems can also bring other benefits to
the annotation process. Even when suggested tags are not considered relev-
ant, these may inspire or convey the sorts of information that users should
annotate (Ames & Naaman, 2007). For example, when annotating a music
track, a tag recommendation system could recommend a tag that describes a
music genre like pop. This tag might not be relevant for the particular mu-
sic track, but it might remind the user to add a tag describing the correct
genre. Moreover, tag recommendations can be useful to promote the use of a
particular form of a concept (e.g., suggesting the tag street-music instead of
streetmusic), to prevent misspellings when introducing tags and, in general,
to facilitate the tagging process (Sood et al., 2007; Jäschke et al., 2007; Wang
et al., 2012). As a result, many authors hypothesize that tag recommendation
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systems have a positive impact on the folksonomy of a tagging system, improv-
ing the quality of resource annotations (Jäschke et al., 2012; Wang et al., 2012)
and the coherence and convergence of the vocabulary of the folksonomy (Golder
& Huberman, 2006; Marlow et al., 2006; Jäschke et al., 2007; Sood et al., 2007;
Zangerle et al., 2011). This is also one of the aspects that we investigate in
this thesis.

Nevertheless, we would like to point out that tag recommendation systems
could also be expected to have a negative impact on the folksonomy of a tagging
system. Even though we are not aware of such claims in the tagging literature,
we could hypothesize that an excess of homogenisation in resource annotations
would result in a loss of their informational value, making it hard to distinguish
among resources just by looking at their annotations. However, considering
that non-uniformity of resource annotations is typically listed as an important
issue of tagging systems (Spiteri, 2007), the degree of homogenisation that
would be required in order to effectively reduce informational value seems
intuitively far from its current state. As another possible negative aspect, it
could be argued that providing tag suggestions could make it easier for users to
poorly annotate their content by, for example, randomly choosing tags from the
list of recommendations. Nonetheless, this kind of resource annotations could
also be performed without the use of a tag recommendation system. Hence,
this potential problem seems to be more related with the motivations that users
have when annotating content (see 2.2.2). For all these reasons, in this thesis
we do not evaluate the hypothetical negative impact of tag recommendation
systems.

1.4 Online multimedia sharing

Multimedia sharing is one of the areas in which the social web has experienced
the biggest and quickest growth (Smith, 2009). It can be roughly divided
into video, image and audio sharing. Just to name a few examples, in every
minute, 100 hours of video are uploaded to YouTube (The YouTube Team,
2013), 2,400 photos are uploaded to Flickr (Jeffries, 2013), and 12 hours of
music are uploaded to SoundCloud (Wahlforss & Eric, 2013). The intent with
which users upload and share multimedia content can vary widely, but we
can identify some general patters according to the usage that the uploaders
may expect of the contributed content. On the one side, we can identify
those contents that are meant to be accessed and consumed through the online
sharing platform itself. In that case, users might upload a photo, a video or a
music track and expect other users to consume it in-place. Hence, the end use
of the resource is its online consumption. For example, someone may upload
photos of an event to a photo sharing site so that other participants of that
event can have access to the photos, or a musical artist can upload a music
album to a music sharing site so that other users can listen to it. On the other
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side, there is an additional type of uploaded content which is meant to be
reused outside the sharing platform where it is hosted. Here, the consumption
in the sharing platform does not represent an end use per se. Some examples
of this situation include sharing sound effects that can be later used in video
games, drum loops in music compositions, video backgrounds or transitions
to be used in audiovisual installations, or images to be used in collages or as
a desktop wallpaper. These latter cases of multimedia sharing particularly
support the read/write culture concept introduced by Lessing (2008), in which
users are both consumers and producers of content that is easily shared and
reused through the internet (Wikipedia, 2014a). Conversely, the case in which
content is only consumed in the sharing platform is closer to the read only
culture, in which content is shared but not reused.

In both cases, the challenges for describing, indexing and retrieving uploaded
content prevail. However, considering the previous ideas, it seems plausible
that multimedia sharing for the read/write culture can pose more complex
scenarios. In the read/write culture, users may need more sophisticated and
specialised ways of accessing online resources that fit their particular require-
ments. For example, a user might need background images with a specific set of
colours that fits some other images, or she might need a drum loop with a spe-
cific tempo and playing style. In that case, description and indexing processes
become even more essential to provide proper content access in multimedia
sharing sites.

1.5 Online sound sharing

Among the different kinds of multimedia that are commonly shared online, the
case of sound sharing is particularly interesting. By sounds (or audio clips),
we understand any kind of audio material like sound effects, environmental re-
cordings or even building blocks for musical compositions, but not music tracks
in the traditional sense of “finished” compositions or songs. Users searching
for content in sound sharing sites might be looking for audio clips with very
specific and detailed characteristics that can be represented by a wide range
of audio properties. For example, a user might be searching for the sound of
an opening door with a particular duration, size and material of the door, or a
user might be searching for the sound of a melody being played by a particular
instrument with a specific tonality, tempo and mood. Being able to success-
fully retrieve such specific content resources poses a very challenging problem
to both the users and the sharing platform. Another relevant aspect of sound
sharing is that the assessment of the results returned by a search engine of a
sound sharing site requires the time to listen to them, and can not be done as
instantly as it could be done with the search results of, for example, a photo
sharing site. From this point of view, the cost of iterating over several queries
in order to find the desired resource is higher for sounds (and also for music
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Site URL # Sounds Introduced

Sound Dogs http://www.sounddogs.com 670,000 1997
Freesound http://www.freesound.org 230,000 2005
Sound Snap http://www.soundsnap.com 160,000 2007
SFX Source http://www.sfxsource.com 140,000 2007
Free Sound Effects http://www.freesoundeffects.com 100,000 2012

Table 1.1: Most important sound sharing sites according to their estimated number
of shared sounds. The data shown in this table is approximate and gathered from
various sources such as the “About” or “Frequently Asked Questions” sections of the
sites, copyright notes, and the “Wayback Machine” of the Internet Archive17.

and video) than for images. This increases the importance of the description,
indexing and retrieval challenges. Finally, it is also important to note that
most of the existing multimedia sharing related research is devoted to either
photo, video or music sharing, but sound sharing is generally underattended.

Despite online sound sharing not being as widespread as video, photo or music
sharing, there exist a relatively large number of sharing platforms solely focused
on sounds that host large amounts of content. Table 1.1 shows a list of the
most important online sound sharing sites according to an estimated number
of hosted sounds. In general, these sites host a mixture of content generated
and annotated by hired professional sound designers, and a small amount of
content generated and annotated by the users of the site. Hence, these are
consumer-oriented sites which do not feature a strong user community and do
not provide a standard mechanism for uploading content. Even though a small
amount of the hosted audio content can be freely accessed, most of it requires
the payment of a fee in order to be downloaded. However, of special relevance to
the present thesis is the case of Freesound. Unlike the other sound sharing sites
listed in Table 1.1, all the content in Freesound is uploaded and annotated by
its community of users, and is released under open Creative Commons licences
that do not require the payment of any fee for its use. This makes Freesound
the site whose nature is closer to the phenomenon of multimedia sharing that
can be observed in sites like Flickr or YouTube, and to the aforementioned
philosophy of the read/write culture and easy content sharing. There exist
other similar sites like Looperman15 or ccMixter16 which feature comparable
characteristics in terms of user community and openness of the content, but
these are strongly music oriented, not entirely fitting in our definition of sound
sharing, and thus not included in Table 1.1.

Freesound is an online sound sharing site that was started in the research

15http://www.looperman.com.
16http://www.ccmixter.org.
17http://www.archive.org/web/

http://www.sounddogs.com
http://www.freesound.org
http://www.soundsnap.com
http://www.sfxsource.com
http://www.freesoundeffects.com
http://www.looperman.com
http://www.ccmixter.org
http://www.archive.org/web/


12 CHAPTER 1. INTRODUCTION

group where this thesis has been carried out. It was launched in 2005 with
the goal of creating an open licensed database of sounds that could be used
for research purposes. Over the years, it has become a sound sharing site
of reference, featuring an average of 37,000 unique visits per day, 160 newly
uploaded sounds per day, and ranking the 10,387th most visited worldwide web
site in the Alexa ranking (significantly above the other sound sharing sites
listed in Table 1.1)18. Freesound sounds are mainly described using textual
descriptions and tags provided by the users that upload them. At the time of
this writing, Freesound features a folksonomy with 1,670,000 tag applications
relating 77,000 tags, 230,000 sounds, and 12,000 users (only considering users
that have uploaded and annotated at least one sound).

Freesound closely fits in the sharing paradigm of user generated content and,
as a sound sharing platform, faces all the challenges that we have described
above and in the previous sections. Hence, Freesound’s nature and the fact
that it is still currently developed and maintained in the research group, makes
it an ideal use case for the purposes of this thesis. Through Freesound, we have
been able to implement and evaluate our recommendation methods in the real
world, and analyse the impact that tag recommendation has had in the large-
scale scenario of Freesound. To our knowledge, this is the first work that has
been able to perform such analyses in such optimal conditions.

1.6 Objectives and outline of the thesis

In the previous sections we have explained the motivations, described the con-
text and introduced the focus of our thesis. In accordance with all that has
been said, the main goal of this thesis is to contribute to advancing the state
of the art in folksonomy-based tag recommendation systems by proposing and
thoroughly evaluating several methods and their impact in a real-world sound
sharing scenario. Even though this thesis is focused on the particular case of
sound sharing, the work we present strives for generalization to other multi-
media domains, and thus can be of interest to researchers working in other
fields. Fig. 1.4 shows a conceptual organisation of some of the chapters of this
thesis according to the domain-specificness and the amount of knowledge em-
bedded in the tag recommendation methods described therein. What follows
is a brief description of the structure of the thesis along with the specific goals
and achievements that are reported in each chapter.

In Chapter 2, we provide a comprehensive literature review centred around
tagging systems and the task of tag recommendation. We start by describing
what tagging systems are and the different categorisations of tags and tag-

18These statistics have been computed considering Freesound data from 3 August 2013
to 2 August 2014. Alexa’s ranking information was retrieved on 2 August 2014 (http:
//www.alexa.com/siteinfo/freesound.org). More information on Freesound statistics can
be found in Appendix A.

http://www.alexa.com/siteinfo/freesound.org
http://www.alexa.com/siteinfo/freesound.org
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Figure 1.4: Conceptual organisation of Chapters 3 to 6 of this thesis according to
the characteristics of the tag recommendation methods described therein.

ging systems. We also look at the potential motivations that users have when
tagging resources, and at the typical problems of tagging systems. Then, we
specifically focus on tag recommendation and provide a review of several meth-
ods that have been proposed in the literature. In addition, we describe which
are the typical strategies followed in the literature for evaluating tag recom-
mendation methods. Finally, we discuss about the potential impact of these
methods in online sharing platforms.

In Chapter 3, we describe a generic scheme for folksonomy-based tag recom-
mendation. This consists of three steps for which we provide several strategies.
By combining these alternative strategies, we define several tag recommenda-
tion methods. These methods are systematically evaluated and compared to
other state of the art folksonomy-based tag recommendation methods through
a tag prediction task and using data from Freesound and Flickr. The goal of
this chapter is, on the one hand, the definition of a common scheme and concep-
tualisation of the tag recommendation task that will be used in in subsequent
chapters. On the other hand, in this chapter we compare our proposed meth-
ods with state of the art alternatives. Our evaluation shows that the proposed
methods can successfully generate tag recommendations both in the image and
audio domains, performing significantly above the other evaluated methods.

Chapter 4 extends the best performing tag recommendation method presented
in the previous chapter by including a new step in which the resources being an-
notated are automatically classified into five broad audio categories. Using this
classification, the system is able to tailor tag recommendations to every par-
ticular audio category. The recommendation system described in this chapter
takes advantage of simple knowledge, specific to the audio domain, embedded
in the audio classifier. It is evaluated against the best performing method
presented in the previous chapter, and against two random baselines through
an online user experiment with 190 participants carried out in the context of
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Freesound. Furthermore, a complementary evaluation is also performed follow-
ing the same evaluation strategy as in the previous chapter. The objective of
this chapter is to evaluate whether the introduction of simple domain-specific
knowledge in the form of resource categories can improve the usefulness of
the tag recommendations generated by our previous method. Results show
that the extended recommendation method represents an improvement over
the previous method.

In Chapter 5, we analyse the impact of the tag recommendation method de-
scribed in the previous chapter after we introduced it in the real-world tagging
system of Freesound. The goal of this chapter is the assessment of several hy-
potheses that have been made in the tagging literature regarding the impact
that tag recommendation methods could have on the folksonomies of tagging
systems. To the best of our knowledge, this is the first time that such an
analysis has been made. For this, we propose a series of evaluation metrics
to illustrate different aspects of these hypotheses, and compute such metrics
over data gathered during three months of activity after the deployment of the
tag recommendation system, and over data from the previous two and a half
years. The analysis reveals that the tag recommendation system effectively
contributes to the vocabulary convergence of the Freesound folksonomy, par-
tially contributes to an improvement of annotation quality, but does not seem
to significantly reduce the cost of the tagging process.

In Chapter 6, we explore a new perspective for folksonomy-based tag recom-
mendation in which we introduce more domain-specific knowledge modelled
with an ontology. We describe an ontology which embeds information about
audio categories, tag categories and their relations. We describe a prototype
for a tag recommendation system which makes extensive use of the ontology
to provide the recommendations and evaluate it with two online experiments.
Our particular goal in this chapter is to explore whether we can build tag
recommendation systems that, by taking more advantage of domain-specific
and structured knowledge, can help users in generating better quality resource
annotations. Results show that using the tag recommendation prototype we
describe, users can effectively generate better quality resource annotations.
Nevertheless, we also observe that several improvements should be made be-
fore deploying such a system in a real-world scenario.

At the end of each chapter, we include a focused discussion about the relevant
results and conclusions. We conclude this thesis in Chapter 7 with a sum-
mary of our work, our main conclusions, and with a discussion about future
perspectives of sound sharing, tag recommendation, and tagging systems in
general.



CHAPTER 2
Literature review

2.1 Introduction

The literature review presented in this chapter is divided into two parts.
Firstly, we summarise existing work on the definition and characterisation of
tagging systems. We describe what a tagging system is, how different authors
have proposed to categorize tagging systems, the motivations that users have
when annotating content and the different types of tags resulting from these
annotations. Additionally, we discuss problems that are typically found in tag-
ging systems and highlight some of the solutions that are commonly proposed.
Secondly, we focus on existing specific literature about tag recommendation
systems. We outline the different approaches that have been proposed for
tag recommendation, describe how these approaches are normally evaluated,
and finally summarise research about the impact that tag recommendation is
expected to have on the folksonomies of tagging systems.

2.2 Tagging systems

Tagging systems systems have been well studied since the popularisation of
tags in online sharing platforms and the social web in general. From a broad
perspective, tagging is the process of assigning tags to content resources. Con-
sidering that this can be done manually by users or automatically by machines,
tagging approaches can be divided into manual and automatic tagging (Wang
et al., 2012). The focus of this thesis is on manual tagging systems. Manual
tagging systems can provide different levels of assistance during the tagging
process (e.g., the system can suggest popular tags to the user) or provide no as-
sistance at all, but in both cases users have the final decision on whether or not
to assign a given tag to a content resource. Fig. 2.1 shows the manual tagging
interface of three online multimedia sharing sites. Contrastingly, automatic
tagging systems are designed to automatically add tags to resources without
the need (or very little need) of human intervention. Even though in this thesis

15



16 CHAPTER 2. LITERATURE REVIEW

(a) (b)

(c)

Figure 2.1: Examples of manual tagging system interfaces for (a) YouTube, (b)
Flickr, and (c) Freesound. In this examples, both YouTube and Freesound annotation
interfaces provide a number of suggested tags, whereas the Flickr interface does not.

we will not deal with automatic tagging systems, these are closely related to
the tag recommendation systems that will be discussed later in this chapter,
and thus we give an overview of them in Sec. 2.3.

In tagging systems, the individual tags that are assigned to a content resource
typically represent annotations about different information dimensions or fa-
cets which, when considering the whole tagline, conform a description of the
resource. For example, a tagline for a sound representing a recording of the
ambience in “La Boqueria” market in Barcelona, might include the following
tags: {coins, barcelona, boqueria, atmosphere, market, noise, people}19. In
this case, the tags barcelona and boqueria indicate a specific location of the
recording, market conveys information about a generic place, people and coins
list sound-producing elements appearing in the recording, noise describes an
acoustic property of the recording, and atmosphere provides a possible generic
classification of the type of audio. Other tags could be added, for example, to
indicate the recording device used to capture the audio, or the specific time
when the recording was made. These tags are not introduced with a formal

19This example is actually taken from a sound shared in Freesound. It can be accessed in
the following URL: http://www.freesound.org/people/helenacm/sounds/101792/.

http://www.freesound.org/people/helenacm/sounds/101792/
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structure, and users can not indicate explicit relations among them. The tags
in the tagline, and by extension the aggregate of all distinct tags that form
the folksonomy of a tagging system, are organised in a flat namespace, mean-
ing that there is no explicit nor predefined hierarchy in which tags can be
projected. Hence, the tagging activity is considered a categorisation process
rather than a classification process, where the different tags convey informa-
tion about possibly overlapping facets without formal structure (Jacob, 2004;
Halpin et al., 2006). Conversely, formal classification systems organise items
in unambiguous and exclusive concept hierarchies (or taxonomies) with a pre-
defined and controlled vocabulary (Golder & Huberman, 2006). It has been
argued that the use of tags instead of taxonomies with controlled vocabularies
to annotate resources has two main advantages. On the one hand, tags can
better adapt to the annotation requirements of resources which might not be
contemplated in controlled vocabularies. This brings a lot of flexibility as users
can intuitively introduce previously non-existing tags to annotate unexpected
content properties (Mathes, 2004; Shirky, 2005; Quintarelli, 2005; Halpin et al.,
2006; Sen et al., 2006; Fichter, 2006; Wu et al., 2006; Macgregor & Mcculloch,
2006). On the other hand, when using tagging systems, users do not need to
learn and understand the specific terms and organisation of a taxonomy, redu-
cing the cognitive load of the annotation process and smoothing its learning
curve (Quintarelli, 2005; Shirky, 2005; Fichter, 2006). This is one of the reas-
ons why tagging systems have become widespread in the social web and online
sharing platforms in particular (Cattuto, 2006). However, tagging systems
do exhibit significant disadvantages when compared with formal classification
systems (see Sec. 2.2.4).

2.2.1 Types of tagging systems

Marlow et al. (2006) propose a categorisation for tagging systems according
to seven dimensions, and discuss the implications of design choices that can
be made for each dimension. In Table 2.1 we show some of the most popular
online sharing platforms categorised according to their tagging system’s char-
acteristics and the dimensions proposed by Marlow et al. (2006). The first
dimension, “tagging rights”, indicates which users of the tagging system can
assign tags to resources. In some systems, only the owner of a resource can
assign tags to it, while in other systems resources can be tagged by any user.
As we have seen in the introductory chapter, such a design choice leads to the
emergence of either a narrow or broad folksonomy, respectively. The second
categorisation dimension, “tagging support”, divides tagging systems accord-
ing to the level of assistance given to the user during the tagging process. On
the one hand, there are blind systems in which users are given no particular
support during the tagging process. On the other hand, there are systems
that feature mechanisms with different levels of complexity to suggest tags to
users or guide the annotation process. Authors suggest that non-blind tagging
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systems reinforce the convergence of the vocabulary in the folksonomy (see
Sec. 2.3.5). The third categorisation dimension, “aggregation model”, specifies
whether the tags assigned by different users to a single resource are considered
as a set of unique tags or as a union of all tags (bag of tags). Hence, this dimen-
sion is only applicable to those tagging systems where resources can be tagged
by multiple users (broad folksonomies). The different aggregation models con-
strain the available tagging statistics for each resource. The fourth dimension
proposed by Marlow et al. (2006) is the “object type”, and defines the nature
of the resources being tagged (e.g., web pages, bibliographic material, audio,
video, images, etc.). The authors suggest that the type of resource has nu-
merous implications on the resulting tags and folksonomy, hypothesising that
resources without a direct textual representation (e.g., multimedia resources)
require different kinds of annotations. The fifth dimension, “source of material”,
separates tagging systems in those which the content to be tagged is supplied
by users of the platform (typically user generated content or content from ex-
ternal sources like web pages), or by the platform itself. Authors suggest that
the incentives that users have for tagging the content will be different depend-
ing on the source of the material. Finally, the sixth and seventh dimensions
are “resource connectivity” and “social connectivity”, and indicate whether the
resources or users of the system are explicitly organised in groups based on
similarity, shared interests or any other aspects. Marlow et al. (2006) suggest
that explicit social or resource connectivity can contribute to the emergence of
localised folksonomies for the defined groups, yielding particular tagging beha-
viours which are distinguishable from the global behaviour. Sen et al. (2006)
also proposed a categorisation of tagging systems that is very similar to the
above described. Although it only consists of four dimensions (“tag scope”,
“item ownership”, “tag selection” and “tag sharing”), almost direct equivalences
can be drawn.

2.2.2 User motivations for tagging

Several authors have studied the motivations or incentives that users have
when tagging online resources (Mathes, 2004; Marlow et al., 2006; Golder &
Huberman, 2006; Sen et al., 2006; Xu et al., 2006; Ames & Naaman, 2007;
Gupta et al., 2010). Marlow et al. (2006) propose a high-level categorisation
of potential user motivations in two categories: “organisational” and “social”.
The “organisational” category includes tagging activities motivated by the aim
of bringing a particular structure and organisation to contributed resources.
In this case, users might develop particular tagging patterns and also adopt
common patterns observed in other users of the tagging system. Tags under
the “organisational” category should, in general, ease the future retrieval of
the resources being tagged. Tagging activities under the “social” category in-
clude the listing of user opinions and other communicative aspects that allow
users to express themselves. Besides these two broad categories, Marlow et al.
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Flickr YouTube Soundcloud Freesound Delicious Bibsonomy CiteULike

Tagging
rights

Owner Owner Owner Owner Everyone Everyone Everyone

Tagging
support

Blind Tag rec. Auto-
completion

Tag rec. Tag rec. Tag rec. Blind

Object
type

Photos Video Music
and
sounds

Sounds Bookmarks Biblio.
ref.,
book-
marks

Biblio.
ref.

Source of
material

User-
generated

User-
generated

User-
generated

User-
generated

User-
provided

User-
provided,
user-
generated

User-
provided,
user-
generated

Resource
connectiv-
ity

Albums Categories Sets Packs - - -

Social con-
nectivity

Groups,
Follow-
ers

Channels,
Follow-
ers

Groups,
Followers

Followers Followers Groups Groups,
Followers

Table 2.1: Popular online sharing sites categorised in the dimensions defined
in Marlow et al. (2006). As the functionalities of some of these systems changed
over time, we list here its characteristics in their state at the time of this writing.
Note that the “aggregation model” dimension is not included in the table because
it is typically not available.

(2006) also describe several more specific potential motivations for tagging re-
sources. Gupta et al. (2010) summarise these more specific categories along
with others found in the literature (Mathes, 2004; Golder & Huberman, 2006;
Xu et al., 2006; Sen et al., 2006; Ames & Naaman, 2007), and finally enu-
merate ten specific and non-exclusive categories which exemplify possible user
motivations for tagging resources. Table 2.2 lists these categories and provides
a brief explanation for each one.

Besides these categorisations, of particular interest is the work by Ames &
Naaman (2007), in which an empirical tagging study is carried out with parti-
cipants being interviewed about their motivations when tagging pictures to be
uploaded to Flickr. In this study, the authors classify the responses provided
by the interviewed participants in similar categories as those listed in Table 2.2.
The observed motivations are, basically, those related to expressing user’s opin-
ions or relation with the photos to other known users of the system such as
family or friends (roughly corresponding to “self presentation”, “opinion expres-
sion” and “social signalling” categories of Table 2.2). Moreover, motivations
related to the organisation of the resources (for easing future retrieval to both
the owners of the photos and to other users of the system) are also repeatedly
reported. Of particular relevance is the fact that, according to the interviews,
participants are not aware of all potential motivations and benefits of tagging
systems when annotating resources, and the decisions of which tags to choose
are taken in an intuitive way rather than in an informed fashion. In relation to
this, in a study by Marlow et al. (2006), also with Flickr tagging data, authors
suggest that the more resources a user has tagged, the more aware the user is
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Name Description

Future Retrieval Tags that users add to facilitate the future retrieval of the an-
notated resources. These tags can describe particular properties
of a resource which are relevant to a broad audience and can be
effectively used for indexing purposes. However, future retrieval
tags can also include information which is only relevant to the
user performing the annotation such as a tag like toread, which
is typically used as a future reminder for the annotator.

Contribution and Sharing These are tags that serve the purpose of categorising resources
into rather common concepts and facilitate in this way future
retrieval for other users of the platform.

Attract Attention Some users choose to add popular tags when annotating their
own resources to deliberately increase their reachability. This
particular case can have a negative impact in the quality of the
annotations if popular tags are chosen that have no relation with
the actual content.

Play and Competition Some tagging systems feature interfaces in which the annotation
process is presented as an entertaining activity where users can,
for instance, cooperate on annotating a resource. These systems
are typically known as “games with a purpose” (Von Ahn, 2006).
The most well known example of a game with a purpose in the
tagging field is the ESP game (Von Ahn & Dabbish, 2004), in
which pairs of users need to concurrently annotate a particular
resource and are rewarded a number of points in accordance
with their agreement in the chosen tags.

Self Presentation These are tags that bear some aspect of the identity of the user
that annotates a resource. Marlow et al. (2006) show, as an
example of this kind of tags, the tag seen live, which sets a
personal relation between the annotator and the resource.

Opinion Expression Tags that users add with the purpose of expressing their sub-
jective judgement or opinion about a resource.

Task Organisation Similarly to some tags that could be in the future retrieval cat-
egory, task organisation tags are used for organising resources
through associated tasks that a particular user relates with the
resource (e.g., todo, toread).

Social Signalling Tags can be chosen to convey contextual information about a
resource. For example, the name of the event in which a photo
has been taken. In this case, users might be motivated by com-
municating their presence at that event.

Money In some cases, users are being paid to annotate resources, typ-
ically through the use of platforms like the Amazon Mechanical
Turk (http://www.mturk.com/mturk/welcome).

Technological Ease Users can be also motivated by the ease of use of tagging systems
(and sharing platforms in general) to annotate resources, so that
the easier the tagging process is, the more likely users will be to
annotate resources.

Table 2.2: Potential tagging motivations listed by Gupta et al. (2010).

http://www.mturk.com/mturk/welcome
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about the relevance of chosen tags and annotation quality. In other words, as
users learn to tag, their motivations change.

2.2.3 Types of tags

In the previous section we have seen how some authors categorise tags in terms
of potential user motivations or incentives. Another dimension in which tags
can be categorised is on the basis of the kind of information that these convey
about resources. In that direction, several authors have proposed different, but
highly related categorisations which are summarised in Table 2.3 and which are
generic enough to be applied in tagging systems of different domains (Golder
& Huberman, 2006; Sen et al., 2006; Xu et al., 2006; Bischoff et al., 2008;
Gupta et al., 2010; Cantador et al., 2011). Among these categorisations fea-
turing broader tag categories (upper rows in Table 2.3), we find particularly
meaningful the four-class categorisation proposed by Cantador et al. (2011).
Tags under “content-based” category describe the objects and qualities of a
resource (e.g., content-based tags might enumerate the musical instruments
that are present in an audio resource or its music genre). Tags under “context-
based” category provide information about the context in which the resource
was created (e.g., the location where a photo was taken or the time of the
year in which a video was recorded). “Subjective” tags are those which express
personal opinions that the tagger has about a resource at hand, such as qual-
ity judgements or mood annotations. Finally, “organisational” tags annotate
resources with information that is, a priori, only useful for the annotator of the
resource such as reminders related to the resource or self-referencing comments.
As can be seen in Table 2.3, the other proposed broad categorisations are very
similar (Sen et al., 2006; Xu et al., 2006). Contrastingly, categorisations pro-
posed by Golder & Huberman (2006), Bischoff et al. (2008), and Gupta et al.
(2010), include more fine-grained categories that can be easily understood as
subdivisions of those broader categories mentioned above.

Empirical research on the categorisation of tags has also been performed. Si-
mons (2008) analyses the Flickr tagcloud and performs a manual classifica-
tion of the tags into a list of categories crafted to fit the data. By mapping
these tailored categories to the broader categories proposed by Cantador et al.
(2011), it can be seen that around 66% of tags belong to either “content-based”
or “context-based” categories. The remaining 33% can be classified as “sub-
jective” or “organisational” tags. Similarly, Bischoff et al. (2008) perform an
analysis on the distribution of tags among their proposed categories using data
from Delicious, Last.fm and Flickr. After a manual classification of a sample of
all used tags, 55% of the tags belong to either “topic”, “type” or “location” cat-
egories, which are related to the broader “content-based” and “context-based”
categories defined by Cantador et al. (2011). Furthermore, Cantador et al.
(2011) propose a rule-based method for automatically classifying tags into their
proposed four broad categories. The method is based on the use of natural



22 CHAPTER 2. LITERATURE REVIEW

S
en

et
al.

(2006)
Factual a

Subjective
P
ersonal a

C
antad

or
et

al.
(2011)

C
ontent-based

C
ontext-based

Subjective
O
rganisational

X
u
et

al.
(2006)

C
ontent-
based

A
ttribute

C
ontext-based

Subjective
O
rganisational

G
old

er
&

H
u
b
erm

an
(2006)

W
hat

or
w
ho

it
is

about
W

hat
is

W
ho

ow
ns

it
R
efining

other
categories

Identifying
qualities

or
characteristics

T
ask

organisation
Self

reference

B
isch

off
et

al.
(2008)

T
opic

T
ype

A
uthor

or
ow

ner
T
im

e
L
ocation

O
pinions

and
qualities

U
sage

context
Self

reference

G
u
p
ta

et
al.

(2010)
C
ontent-
based

A
ttribute

O
w
nership

C
ontext

Q
ualities

and
characteristics

O
rganisatio-
naland
P
urpose

Self
reference

a
T
hese

categories
are

also
listed

in
G
upta

et
al.(2010).

T
ab

le
2.3:

T
ypes

of
tags

according
to

the
kind

of
inform

ation
conveyed

about
resources.

T
his

table
is

adapted
and

extended
from

the
w
orks

of
C
antador

et
al.(2011)

and
B
ischoff

et
al.(2008).



2.2. TAGGING SYSTEMS 23

language processing techniques and YAGO20, an external knowledge base. By
performing a part-of-speech analysis of the tags and matching them to concepts
of the YAGO knowledge base, the authors are able to determine to which cat-
egory a tag belongs. Using data collected from Flickr, the authors performed
the classification and found that, among those tags whose category could be
predicted, 64% are considered to be either “content-based” or “context-based”
tags, while the others belong to “subjective” or “organisational” categories. As
can be observed, these results are consistent with those reported by Simons
(2008) and Bischoff et al. (2008).

By comparing Tables 2.2 and 2.3, it can be easily seen that tag types and tag-
ging motivations are tightly coupled. We explained before in Sec. 2.2 that Ames
& Naaman (2007) found that users are more motivated for introducing tags
expressing subjective opinions and self-references than to introduce tags de-
scribing the nature of the resources for their organisation. Considering this
observation, we would expect to find more tags corresponding to the “sub-
jective” and “organisational” categories rather than to the “content-based” and
“context-based” categories, which is not what has been observed by Simons
(2008), Bischoff et al. (2008), and Cantador et al. (2011). Interestingly, among
the resulting types of tags and motivations, not all of them are equally suit-
able for generating useful metadata for indexing the content of online sharing
platforms. In the case of systems featuring narrow folksonomies such as Flickr
or Freesound, those tags that convey information which is meaningful not only
to the owners of a resource but also to the other users of the platform, are
crucial in order to successfully index content. Thus, according to the categor-
isation proposed by Cantador et al. (2011), the presence of “content-based” and
“context-based” tags is more desirable than “subjective” and “organisational”
tag types. Conversely, in broad folksonomies such as Declious or Last.fm, “sub-
jective” and “organisational” tags can be as important as “content-based” and
“context-based”. This is because in these systems users mainly tag for their
self-organisation, and the used tagging conventions do not necessarily need to
be meaningful to other users of the platform (De Meo et al., 2013).

2.2.4 Tagging systems’ problems and solutions

We have seen that the flexibility provided by tagging systems typically car-
ries a number of well known problems which limit the possibilities of index-
ing, searching and browsing in sharing platforms (Golder & Huberman, 2006;
Halpin et al., 2006; Guy & Tonkin, 2006). A very common problem is the
presence of tags with typographical errors and tags formed with several con-
catenated words. Guy & Tonkin (2006) found that 40% of Flickr tags and 28%
of Delicious tags contain misspellings or compound words that could not be

20http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/
research/yago-naga/yago/.

http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/
http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/
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mapped into a dictionary. These tags become less relevant, as a tagging system
most probably treats misspelled versions of words as different tags. Moreover,
word concatenation easily leads to different variations of a single concept. In
addition to that, it is very common that a single tag might have several dif-
ferent meanings (polysemy), and thus some users might employ it thinking of
one meaning and some other users might employ it thinking of another mean-
ing. Without a successful method for disambiguation, this results in making
relations between resources which are semantically not meaningful. For ex-
ample, search results might display resources related to different meanings of
the query terms. Conversely, it is also quite common that several tags refer to
a single concept (synonymy) and users employ them indistinctly. In that case,
some relevant resources might be left out of the results of a query because sys-
tems are not generally aware of synonymy relations. Polysemy and synonymy
problems have been empirically evaluated by Spiteri (2007), analysing data
of folksonomies gathered from Delicious, Furl and Technorati21, where it was
found that between 12% and 22% of the tags potentially feature these kind of
problems.

Another common problem of tagging systems is the use of tags that are only
relevant for a specific user or the use of tagging conventions which are only
known by particular users. These kind of tags convey information which is not
generally useful to the community, and therefore their organisational value is
limited. For example, a user might annotate resources using very particular
tags whose meaning is not known to other users, and these annotations might
appear to be totally unrelated to the resources. Kennedy et al. (2006) found
that, given a Flickr image, only 50% of the tags can actually be easily related
to the content of the image or even to the image at all. That can particularly
become a problem in tagging systems with narrow folksonomies, in which tags
that have a shared meaning for the community should be reinforced to improve
indexing, searching and browsing possibilities (Guy & Tonkin, 2006). Further-
more, a typical problem of tagging systems is the lack of tags. Some studies
show that user provided tags tend to be incomplete. As an example, Sigurb-
jörnsson & Zwol (2008) show that 50% of images in Flickr have less than four
tags, and Zhao et al. (2010) show that YouTtube videos have an average of
five tags, which means that annotations are not very comprehensive.

On an even higher level, different tagging styles can also create a problem for
the tagging system if there are no signs of consensus. If a common vocabulary
is not shared among users, the informational value of tags is lessened and
resources become less reachable (see Sec. 2.3.5). Furthermore, the co-existence
of different languages in a single tagging system can also become an obvious
problem (Halpin et al., 2006). Overall, most of these issues are inherent to the

21Furl is a no longer existing online sharing platform. In it, users shared web bookmarks
(similarly to Delicious). Technorati is currently a publisher advertising platform, but used
to be a blog tracking site (http://www.technorati.com/).

http://www.technorati.com/
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vocabulary problem (Furnas et al., 1987), caused by the lack of well defined
tagging guidelines and the different rationales that users can apply during the
tagging process. Nevertheless, the design and functionalities of tagging systems
potentially have a big influence on the tagging behaviour when annotating
resources, and this could be shaped so that typical tagging problems can be
lessened (Wang et al., 2012).

In order to mitigate some of the above mentioned tagging systems’ problems,
many authors have focused on approaches in which manual tagging is combined
with computer algorithms to try to “optimise” the taglines introduced by users.
Some of these approaches are meant to be used at the time when users annotate
newly uploaded resources, but others are focused on improving already existing
annotations. Wang et al. (2012) introduce the concept of assistive tagging
to refer to these approaches, and propose a classification into three groups.
The first group, “tagging with data selection and organisation”, includes these
approaches in which tagging systems automatically detect already existing
resources which are poorly described and ask users to annotate them. In
this case, many users can contribute to improving the annotations of a pool
of selected resources, and the system can prioritise which content should be
annotated first (Huang et al., 2008; Wang & Hua, 2011). A similar idea consists
of the organisation of data to be annotated in clusters, which then become the
smallest unit of tagging. Tags assigned to particular clusters are propagated to
all resources of that cluster. This approach has been mainly applied in photo
tagging, with clusters formed on the basis of face recognition algorithms (Suh
& Bederson, 2004; Cui et al., 2007; Tian et al., 2007), or on the basis of sub
regions of an image (Tang et al., 2010). In the latter case, it is interesting
that by clustering photos according to smaller regions and then annotating
the regions, the tags can be applied to many photos at once. These methods
are oriented to batch tagging of resources which, in the context of an online
sharing site, does not necessarily need to be performed at upload time by the
authors of the content. Instead, it can be performed in a collaborative fashion
by other users of the platform.

The second group of assistive tagging strategies, “tag processing”, includes
those approaches in which existing annotated resources are post-processed in
order to automatically correct or refine the descriptions. For example, in photo
tagging systems, images can be segmented and machine learning algorithms can
be trained to learn the mapping of introduced tags with particular regions, and
then propagate the tags to other images with similar regions (Liu et al., 2010b;
Feng et al., 2010; Liu et al., 2011). Similar ideas, applied at a temporal level
rather than at the region level, have been applied to video tagging (Ulges
et al., 2008). Furthermore, systems can be trained to compute a relevance
score for the tags assigned to a resource based on the analysis of its content,
and filter in this way tags with low scores (Liu et al., 2009; Li et al., 2009;
Chen et al., 2010a; Fan et al., 2010). Another approach for post-processing user
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provided annotations is the use of knowledge bases like WordNet (Miller, 1995)
to extend annotations with synonyms and hypernyms or filter out tags which
are unrelated according to the knowledge base (Liu et al., 2010a). Finally, the
third group of assistive tagging strategies identified by Wang et al. (2012), “tag
recommendation”, consists of approaches in which tagging systems suggest tags
to users during the annotation process, thus potentially shaping users’ tagging
behaviour. These systems are the main topic of the present thesis, and are
discussed in the following section.

2.3 Tag recommendation

The existing literature on tag recommendation systems is generally focused
on recommendation systems for image or social bookmarking sharing sites.
However, highly related to tag recommendation systems are automatic tag-
ging systems. In essence, automatic tagging systems and tag recommendation
systems share their main goal: generating a set of relevant tags for a given re-
source. Hence, a lot of the techniques described in the literature are applicable
to the two kinds of systems. In this section, we summarise a number of ap-
proaches that, either being more focused on tag recommendation or automatic
tagging, are of relevance to contextualise the work described in this thesis.
Nevertheless, we put our focus on the systems designed for the task of tag
recommendation.

Tag recommendation systems can be classified according to the main source of
information that is used in the recommendation process. In general, approaches
can be separated in i) systems based on the content analysis of the resources,
ii) systems based on the folksonomy of a tagging system, and iii) systems
based on contextual data (Wang et al., 2012). In the following sections, we
review existing literature on each one of these approaches. Table 2.4 shows a
summary of all approaches reviewed in these sections.

2.3.1 Based on content analysis

Content-based tag recommendation systems take advantage of the analysis of
the content of resources in order to provide a set of recommended tags. For ex-
ample, given an image, a content-based tag recommendation system leverages
the pixel data to extract features like colour, texture and shape that can be
used to derive a set of potentially relevant tags. These approaches are marked
with the abbreviation “CO” in the “type of approach” column of Table 2.4.
One way in which relevant tags can be recommended after the extraction of
low-level features is the use of machine learning techniques to build a model
for every potential tag to be recommended. This typically implies to learn the
joint probabilities between content features and the presence of particular tags
(marked with the abbreviation “MOD” in the “based on” column of Table 2.4).
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For that, we require of a training set with examples of resources for each tag
that has to be modelled. Using these examples, a machine learning algorithm
can learn the relations between low-level features and tags. Thus, given a new
resource, the algorithm can predict whether a particular tag is potentially rel-
evant. Examples of this approach have been proposed for recommending tags
for image resources (Barnard et al., 2003; Li & Wang, 2008; Anderson et al.,
2008; Chen et al., 2008; Wu et al., 2009), audio resources (Barrington et al.,
2007; Turnbull et al., 2008), and video resources (Toderici et al., 2010).

The other common approach in content-based tag recommendation systems
is the propagation of tags from resources that have already been annotated
to resources that have not yet been annotated (marked with the abbreviation
“SIM” in Table 2.4). In this case, the extracted low-level features define a
multi-dimensional feature space in which similarity measures can be defined.
Then, given a resource, other similar resources can be retrieved. Hence, in
these systems, tags can be propagated among similar resources. Examples
of such content-based tag recommendation systems can be found in the im-
age (Liu et al., 2010a; Ivanov et al., 2010; Lee et al., 2010; Sevil et al., 2010),
audio (Martínez et al., 2009; Sordo, 2012), video (Ballan et al., 2010), and
bookmark domains (Zhang et al., 2009; Lops et al., 2012).

The main advantage of tag recommendation systems based on content ana-
lysis is that, after the training step, these can be applied to any resource, even
if there is no associated metadata. Conversely, a disadvantage is that these
systems are not directly generalisable to other domains because the feature
extraction and similarity definition steps are highly dependent on the type of
resources for which tags are recommended. Similarly, even when staying in
the same domain, content-based systems do not always generalise to resources
which are sufficiently different from those used in the training step. For in-
stance, a system that learns to recommend tags for music resources and that
is trained with a dataset of electronic music, will not necessarily perform well
when tested on a dataset of classical music. Moreover, the content analysis
and training steps of content-based systems are, in general, computationally
expensive, particularly if a model needs to be built for every potentially sug-
gested tag. Finally, in many cases, the training step of content-based models
requires great human effort in building and validating the datasets from which
the models will be learnt.

2.3.2 Based on folksonomy analysis

An important number of works on tag recommendation systems are based
on analysing the folksonomy of a tagging system in order to provide recom-
mendations given a resource and a number of already existing tags assigned
to that resource (i.e., the input tags). As opposed to content-based systems,
folksonomy-based systems are easily generalisable to several domains because
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the content of the resources is not analysed. However, in order to provide
recommendations for a given resource, folksonomy-based systems require the
presence of some already assigned tags.

To formally define a folksonomy, the adoption of the tripartite graph model
proposed by Mika (2007) is very common. This model is very similar to pre-
vious models proposed by Hotho et al. (2006) and Jäschke et al. (2007). In
Mika’s model, the folksonomy is represented as a tripartite graph in which
users, tags and resources are included as nodes, and edges establish ternary
relations among them, the so called tag applications (Sec. 1.2). The tripart-
ite graph can be unfolded into a bipartite graph after discarding one of the
three sets of nodes (i.e., users, tags or resources). In this way, it is possible
to obtain a graph which relates tags and users, a graph which relates users
and resources, and a graph which relates tags and resources. This last bipart-
ite graph is the view of the folksonomy that we work with in this thesis, as
it allows the derivation of relations between tags on the basis of their shared
resources and vice versa. Details on the formal definition of the model can be
found in Chapter 3 of this thesis (Sec. 3.2). The graph that relates users and
resources is not exploited in this thesis because it does not bring any particular
information about tags. Furthermore, the graph that relates tags and users is
neither used in this thesis because the tag recommendation systems we propose
are not personalised to users’ particular tagging styles (see below).

Most of the tag recommendation methods based on folksonomy analysis take
advantage of the co-occurrence of tags in resources in order to estimate a simil-
arity or relatedness measure between pairs of tags22 (these methods are marked
with the abbreviation “CC” in the “based on” column of Table 2.4). The general
assumption is that tags that tend to appear together in the taglines of annot-
ated resources are potentially similar. Using the bipartite graph relating tags
and resources, it is thus possible to define a tag-tag similarity matrix in which
every element indicates the number of resources in which two tags co-occur
(i.e., the number of resources in which two tags appear together). By applying
a normalisation to this matrix, several similarity measures can be obtained,
such as the widely adopted cosine similarity or the Jaccard index (Mika, 2007;
Markines et al., 2009). For more details on the construction of this similarity
matrix and the normalisation process we again refer the reader to Chapter 3
of this thesis (Sec. 3.2.1).

Given a tag-tag similarity matrix, it is possible to retrieve a ranked list of the
most similar tags to a given target tag. This is the basis of many folksonomy-
based tag recommendation systems. Considering a set of input tags, potentially

22The words “similar” and “related” have, in fact, different meanings. Two tags can be
considered similar if there is a considerable overlap in their meanings, or can be considered
related if they convey complementary information. When talking about tags, in this thesis we
use the term “similar” in a broad sense, referring to any sort of potentially relevant relation
between tags.
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relevant tags can be obtained by retrieving the most similar tags to each input
tag. Then, these tags are aggregated into a single ranked list of candidate
tags by taking into account the similarity scores with their respective input
tag (Sigurbjörnsson & Zwol, 2008). In general, the top tags of the aggregated
set of candidates are selected to generate the output of the tag recommenda-
tion system. Tag recommendation systems based on this approach have been
proposed for the image (Anderson et al., 2008; Sigurbjörnsson & Zwol, 2008;
Garg & Weber, 2008; Wu et al., 2009; Liu et al., 2010a; Rae et al., 2010),
video (Ballan et al., 2010), and bookmark domains (Lipczak, 2008; Song et al.,
2008; Cao et al., 2009; De Meo et al., 2009; Zhang et al., 2009). Both aggrega-
tion and selection procedures are applicable not only to folksonomy-based tag
recommendation systems but also to those content-based systems based on tag
propagation from similar resources.

As an alternative to the folksonomy-based recommendation methods that use
tag co-occurrence information, some authors have also proposed focusing on
resource similarity in order to generate sets of candidate tags (again marked
with the abbreviation “SIM” in Table 2.4). In this case, resource similarity can
be defined on the basis of the tags shared among resources (i.e., the more tags
two resources share, the more similar they potentially are). Sevil et al. (2010)
and Lops et al. (2012) propose an approach that, given a number of input
tags or keywords extracted from a textual description of a resource, it queries
a folksonomy to retrieve the tags of other resources whose taglines include
at least one of the input tags or keywords. These tags can then be used as
candidates. An alternative approach also based on the concept of resource
similarity is the one proposed by Lee et al. (2010). In this approach, given
an image with some assigned tags, a subset of the main folksonomy is built
by considering information from all tag applications that involve any image
resource whose tagline includes at least one of the input tags. Then, given
this subset of the folksonomy, a probabilistic method is used to compute the
probability of each tag being relevant for the new resource.

Besides considering the relations between tags and resources, some works on
folksonomy-based tag recommendation put some emphasis on the relations
between tags and users. These systems focus on the personalisation of the
recommendation process, and are particularly suited to promote and rein-
force specific user’s tagging conventions (marked with the abbreviation “PE” in
Table 2.4). Examples of personalised tag recommendation systems include the
approaches proposed by Jäschke et al. (2007), based on collaborative filtering
techniques and on FolkRank, an adaptation of the PageRank algorithm (Brin
& Page, 1998). Also, Garg & Weber (2008) and Lipczak (2008) propose meth-
ods in which the vocabulary of tags previously employed by the user annot-
ating a resource is particularly promoted during the recommendation process.
Furthermore, other approaches take advantage of probabilistic and machine
learning techniques to learn latent interactions between users, resources and
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tags, instead of only resources and tags (Rendle & Schmidt-Thieme, 2009; Mar-
inho et al., 2009), or derive tag-tag similarity matrices not only on the basis
of shared resources but also on the basis of shared users (Cao et al., 2009).

Some authors also propose tag recommendation methods that combine folkso-
nomy-based and content-based approaches. These methods typically generate
separate lists of candidate tags using any of the techniques described above and
in the previous section. Then, the lists of candidates are aggregated to create
a single set of tags that can be recommended. Intuitively, the combination
of folksonomy-based and content-based approaches allows the design of tag
recommendation systems featuring the advantages of both approaches, but
these systems also become more complex. To the best of our knowledge, no
formal comparison of these approaches has been carried out in the tagging
literature. Methods combining both approaches have been proposed for the
image (Anderson et al., 2008; Wu et al., 2009; Liu et al., 2010a; Lee et al., 2010;
Sevil et al., 2010), video (Ballan et al., 2010), and bookmark domains (Zhang
et al., 2009; Lops et al., 2012).

As we can see, a wide variety of methods have been proposed for the task
of tag recommendation. However, it is worth mentioning that the output of
most of the previously mentioned methods consists, in fact, of a ranked list
of candidates from which the top tags are recommended. Very few articles
give further explanations on how that number of top tags can be chosen to
optimise the relevance of the final set of recommended tags. Those few art-
icles propose rather simple heuristics like systematically recommending half of
the candidate tags (Cao et al., 2009), recommending as many tags as users
employ on average (Marinho et al., 2009; Rendle & Schmidt-Thieme, 2009),
or recommending those tags that are most times repeated in the lists of can-
didates before aggregation (Martínez et al., 2009; Sordo, 2012). Sood et al.
(2007) extends this and proposes the recommendation of candidate tags whose
score is above the mean score of all candidates. In general, existing literature
does not put emphasis on the selection of the number of tags to recommend.
To counteract the lack of methods for solving this problem, in this thesis we
propose several strategies with which the selection of tags to recommend can
be approached (Chapter 3).

Furthermore, we see from the literature review that some tag recommenda-
tion methods are focused on the personalisation of recommendations to user’s
particular tagging conventions. In general, these systems are most useful in
the context of broad folksonomies where users can be encouraged to tag for
self-organisation purposes and, therefore, the reinforcement of particular user’s
tagging conventions is not necessarily a problem but a desirable feature (see
Secs. 2.2.2 and 2.2.3). However, in tagging systems featuring narrow folkso-
nomies, a common tagging style across users is preferred so that resources are
tagged more uniformly and with a common vocabulary (Lipczak, 2008). In
this thesis, we propose a novel approach for tag recommendation in which tag
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suggestions are personalised to groups of resources instead of users. In this
way, we aim to leverage tag and resource relations which are particular to spe-
cific classes of resources, and therefore reinforce a common vocabulary for each
class of resources (Chapter 4).

2.3.3 Based on contextual data

Besides content-based and folksonomy-based tag recommendation, there has
been some work on using contextual data retrieved from external sources
(marked with the abbreviation “CT” in the “type of approach” column of
Table 2.4). In general, external data is retrieved in order to complement what
can be extracted from the folksonomy or from the analysis of resources’ con-
tent. However, in some cases, contextual data is the only source of information
used to generate the recommendation.

Sood et al. (2007) propose a tag recommendation system for blog posts which
finds posts with similar textual content by querying a blog aggregator service.
Then, tags already present in these similar posts are suggested for the target
post. This is the same idea we have seen for content-based and folksonomy-
based systems that propagate tags from similar resources (those marked with
the abbreviation “SIM” in Table 2.4). The difference in this case is that the
actual similar resources come from external sites instead of the same tagging
system or online sharing platform. In a similar vein, Chen et al. (2010b)
propose a system for video tagging in which, given the title and some assigned
tags, a search engine finds written textual content about that video hosted
on blogs or other online sites. Then, the textual content is processed, and a
number of keywords are extracted to be suggested as tags. That approach
requires however that the resource being annotated is known enough so that
people have written about it (e.g., a well known movie). Hence, a priori, it is
not suitable for user generated content. A completely different idea is proposed
by Naaman & Nair (2008), which describe a tag recommendation system for a
mobile application that allows users to take pictures and upload them to Flickr.
Using the geolocation data provided by the GPS signal, the recommendation
system is able to query Flickr for photos taken in the same place, and use the
tags of these photos as candidates for recommendation. Finally, in the methods
proposed by Liu et al. (2010a) and Ballan et al. (2010), an external lexical
database is used. Liu et al. (2010a) propose to expand the set of candidate
tags by adding synonyms and hypernyms of the already present tags retrieved
from WordNet (Miller, 1995). Similarly, Ballan et al. (2010) propose to use
WordNet in order to expand the set of tags already present to a given resource
being annotated, and to be able in this way to perform a broader tag-based
resource similarity search returning more candidate tags.
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2.3.4 Evaluation of tag recommendation strategies

Given a set of recommended tags for a particular resource, deciding which tags
are relevant and which are not is a highly subjective and difficult task. In gen-
eral, evaluation strategies are either based on a standard information retrieval
prediction task or are based on user assessment of the generated recommenda-
tions (Table 2.4). Also, with the exception of the Bibsonomy datasets prepared
for the 2008 and 2009 ECML PKDD Discovery Challenges23, there are no well
established datasets for tag recommendation systems (Wang et al., 2012). In
general, Flickr data is used to evaluate tag recommendation systems dealing
with image content, and Bibsonomy data is used in the case of recommendation
systems targeted at bookmarks.

In prediction-based evaluation, it is standard practice to use a number of an-
notated resources as ground truth, which is further divided into a training set
and a testing set. Tag recommendation systems are trained with all annot-
ated resources in the training set, while the testing set is used to evaluate the
ability of the recommendation system for predicting the original taglines of
the resources. Because many recommendation systems require the presence
of some input tags in order to provide recommendations, the taglines of the
resources in the testing set are typically divided into a set of input tags, and
the set of tags that has to be predicted. In essence, some tags are removed
from the taglines of the resources in the testing set. Thus, the goal of the
recommendation system is the prediction of the removed tags given the re-
maining input tags. In information retrieval terms, the removed tags become
the relevant tags that the system has to predict.

This kind of evaluation approach is very useful, as it allows a systematic assess-
ment of recommendation systems that can be tested under different parameter
settings, system configurations, and with a huge number of evaluated resources.
However, in most cases, the datasets are formed by user provided resources and
the annotations are gathered from an online sharing system. Thus, these are
not curated or assessed by experts. For example, annotations may include
wrongly assigned or redundant tags. Hence, both the training and the testing
sets contain potentially noisy data (Doerfel & Jäschke, 2013). Moreover, a
tag suggested by a recommender system to a given resource is only considered
correct if that given resource was originally annotated with that tag (i.e., the
tag is part of the set of removed tags). It is a well-known problem of folkso-
nomies that descriptions tend to be scarce and not coherent across resources
(Sec. 2.2.4). Thus, it can easily happen that recommended tags that are actu-
ally relevant for a given resource are not part of the set of removed tags and
are not considered correct. Furthermore, the recommendation system might

23European Conference on Machine Learning and Principles and Practice of Knowledge
Discovery in Databases (http://www.kde.cs.uni-kassel.de/ws/rsdc08/ and http://www.
kde.cs.uni-kassel.de/ws/dc09/).

http://www.kde.cs.uni-kassel.de/ws/rsdc08/
http://www.kde.cs.uni-kassel.de/ws/dc09/
http://www.kde.cs.uni-kassel.de/ws/dc09/
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recommend variations of tags that are in the list of removed tags (e.g., plural
forms or synonyms), but that are considered incorrect as are not exactly the
same. For these reasons, the results provided by these kind of evaluations are
considered to be an underestimate of the real performance of the system (Garg
& Weber, 2008). In essence, the real performance of the system can not be ac-
curately assessed because there is not a unique and single solution for a tagging
task. Thus, the overall performance of a tag recommendation system highly
depends on the evaluation criteria, and no “gold standards” can be defined as
the maximum performance for a given system.

Following standard practice in information retrieval, prediction-based evalu-
ation approaches tend to use precision (P ), recall (R), and f-measure (F )
metrics averaged over all evaluated resources (Manning et al., 2008). In the
tag recommendation context, those measures are defined as follows:

P =
|TR ∩TD|
|TR|

, R =
|TR ∩TD|
|TD|

, and F =
2PR

P +R
, (2.1)

where TR is the set of tags recommended by the system and TD is the set
of tags removed from a resource for evaluation purposes (i.e., the set of rel-
evant tags). As most of the works on tag recommendation do not limit the
number of tags to recommend, these measures are normally applied for differ-
ent values of κ recommended tags, that is to say, only considering the top κ
recommendations outputted by the system (i.e., P@κ, R@κ, F@κ).

P , R and F are the most common measures, but other measures have been
also used (Table 2.4). The most important ones include the Success at rank
κ, S@κ, the Mean Reciprocal Rank, MRR, and the Mean Average Precision,
MAP (Manning et al., 2008). S@κ is a relaxed version of P which indicates
the presence or absence of at least one relevant tag in the first κ recommended
tags. MRR computes the inverse of the position where the first relevant tag
appears in a set of recommended tags. Finally, MAP is a measure designed to
particularly take into account the order in which the recommended tags are
outputted by the system.

Besides evaluation strategies based on a tag prediction task, some works also
evaluate tag recommendation systems through user assessment. User-based
evaluation does not allow the systematic evaluation of tagging systems, but
gives a point of view which is, a priori, closer to a real-world evaluation of the
system. In user-based assessment, the set of relevant tags for a given resource is
not defined by tags removed from a resource (TD), but by user judgement over
the appropriateness of recommended tags. Moreover, user-based evaluation
allows the collection of qualitative user feedback that can shed some light
on relevant aspects of the recommendation process. Therefore, user-based
evaluation and prediction-based evaluation can be complementary strategies.

The few user-based evaluations found in the tag recommendation literature
typically consist of the validation of the appropriateness of each recommended
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tag for a given resource. Thus, users provide a judgement of how relevant
each recommended tag is for the resource at hand, typically over an n-point
scale (see e.g., Sigurbjörnsson & Zwol, 2008; De Meo et al., 2009). If more
than one user judgement is performed for a particular tag application, these
can be averaged and then binarised to determine whether a particular tag is
relevant or not for a given resource. In this way, a set of relevant tags among the
recommended tags can be determined, and the previously described evaluation
measures can be applied to perform user-based evaluation.

Another approach for user-based evaluation consists of the use of a prototype
with which users annotate resources. This evaluation mimics a real-world situ-
ation in which users annotate resources with the help of a tag recommendation
system. Using this approach, user activity can be logged and collected for
further analysis, and users implicitly select relevant tags from the list of re-
commendations by adding them to the tagline of the resource at hand. To
the best of our knowledge, only two works of those found in the literature
perform such kind of evaluation. Jäschke et al. (2009) perform a small eval-
uation based on a real-world scenario where users have to tag bookmarks in
Bibsonomy. Specifically, P and R metrics are computed by comparing tag re-
commendations performed to every bookmark and the final taglines that users
introduced. Similarly, Naaman & Nair (2008) use a prototype to evaluate tag
recommendations in an image tagging mobile application. In essence, these
kind of evaluations allow to identify which of the tags recommended during
the annotation process are finally “accepted” by users in a real-world scenario.
Furthermore, additional information can be obtained through qualitative feed-
back provided by users and through the analysis of interaction patterns, which
can give insights on aspects such as the time required for users to annotate
resources or the difficulty of the annotation process. Noticeably, we are not
aware of any user evaluation based on prototypes performed in the context
of a large-scale and real-world tagging system. In this thesis, we follow both
prediction-based and user-based evaluation evaluation methodologies, using
prototype and tag assessment strategies, in order to comprehensively assess
the successfulness and impact of the tag recommendation systems we describe.

2.3.5 Impact of tag recommendation

Once a tagging system has a critical mass of users, its underlying folksonomy
is supposed to reach a point in which the vocabulary and tagging patterns
are mature enough to allow proper indexing, browsing and searching of the
content (see Sec. 1.2 and Guy & Tonkin, 2006; Spiteri, 2007). Additionally, it
leverages the value of the folksonomy as a source of knowledge mining (Wagner
et al., 2014). In the tagging literature, vocabulary maturity is understood as
the point of consensus in which a certain set of tags and tagging conventions
are widely adopted by most users of the system (Halpin et al., 2006; Sen et al.,
2006; Cattuto, 2006; Sood et al., 2007; Robu et al., 2009; Wagner et al., 2014).
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The emergence of consensus depends on several factors. Halpin et al. (2006)
and Robu et al. (2009) state that consensus emerges as a combination of the
background knowledge that is shared by users of a tagging system, and by the
way in which users annotating resources are exposed to the annotations per-
formed by other users. Similarly, Sen et al. (2006) suggest that users’ choice
of tags is influenced by their personal beliefs (background knowledge) and the
tagging conventions of the community. The “social proof” theory supports that
idea, as it states that users tend to consider as correct those annotation conven-
tions that other users have already employed (Cialdini, 2003). Therefore, the
more users are exposed to the tagging conventions of other users, the faster the
consensus should emerge. Suggesting potentially relevant tags at annotation
time can greatly contribute to user’s exposure to other tagging conventions.
Hence, it has been argued that tag recommendation systems can have a big
impact on the convergence to consensus in a folksonomy. As stated by Marlow
et al. (2006), “a suggestive system may help consolidate the tag usage for a
resource, or in the system, much faster than a blind tagging system would.
A convergent folksonomy is more likely to be generated when tagging is not
blind”. This idea is also highlighted by other authors (Golder & Huberman,
2006; Jäschke et al., 2007; Sood et al., 2007; Farooq et al., 2007; Robu et al.,
2009; Wagner et al., 2014).

Some studies have been focused on measuring the vocabulary convergence in
a folksonomy. A common way in which this aspect is measured is through the
analysis of the distribution of tags’ frequency of occurrence in a folksonomy.
In studies analysing natural language, it has been observed that the distri-
bution of the frequency of occurrence of words tends to follow a power law
distribution (Solé, 2005; Cattuto, 2006). Hence, some authors suggest that
folksonomies whose distribution of tag frequency can be fitted by a power
law, exhibit mature vocabularies (Mathes, 2004; Cattuto, 2006; Halpin et al.,
2006; Wagner et al., 2014). In these kind of studies, the word “consensus” is
typically used to indicate agreement on how different users annotate a par-
ticular resource. Therefore, those are targeted to tagging systems featuring
broad folksonomies, in which a single resource can be annotated several times
by distinct users. Several empirical studies have observed the emergence of
power law distributions in the folksonomies of different tagging systems, not
only in broad folksonomies like Delicious, but also in narrow folksonomies like
Flickr (Cattuto, 2006; Halpin et al., 2006; Guy & Tonkin, 2006; Sigurbjörnsson
& Zwol, 2008; Robu et al., 2009; Wagner et al., 2014).

Another way to look at folksonomy vocabulary consensus is by analysing tag-
ging behaviour and the way in which tags are shared across users. In a study by
Farooq et al. (2007), the folksonomy of CiteULike is analysed, and a number of
basic metrics are proposed to quantify some of its characteristics. In particular,
authors observe that the rate at which new tags are created maintains a high
correlation with the rate at which new users start using the tagging system.
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This suggests that tags are not much shared among users, and that users tend
to develop their own personal tag vocabularies. Furthermore, Marlow et al.
(2006) analysed data from Flickr’s folksonomy focusing on how users belonging
to different groups share tags in their vocabulary24. The results indicated that
pairs of users belonging to a same group are much more likely to share tags
than pairs of random users. That implies a stronger influence among users of
the same group, probably because their shared cultural background is stronger
and because they are more implicitly exposed to the tagging conventions of
other users in the same group. As a general conclusion, both studies suggest
that tag recommendation could greatly contribute in increasing and consol-
idating the vocabulary sharing among users of a tagging system. The same
idea is shared by Golder & Huberman (2006), Jäschke et al. (2007), and Sood
et al. (2007). According to Sood et al. (2007), by using a tag recommendation
system, users can see how other users tag the resources and can then better
choose when to reuse already existing tags or when to create new ones, which
contributes to the stabilization of the vocabulary. Similarly, Zangerle et al.
(2011) perform a study on hashtag recommendation for Twitter25, a microb-
logging site, and hypothesise that the use of hashtag recommendation should
help homogenising hashtags.

Besides the impact expected in the vocabulary sharing and folksonomy con-
sensus, some authors also suggest other problems of tagging systems that can
be lessened by using a tag recommendation system. Naaman & Nair (2008)
performed an empirical study comparing two mobile phone applications for
tagging and uploading photos to Flickr where one of them featured a tag re-
commendation system. Authors observed that the taglines of photos uploaded
using the application with the tag recommendation system had, on average,
more tags than the taglines of the photos uploaded with the other system.
Therefore, tagging systems can also contribute to mitigate the problem of tag
scarcity or lack of tags. Similarly, Jäschke et al. (2007; 2012) hypothesise that
tag recommendation simplifies the process of finding good tags for the resources
being described and thus increases the chances of getting resources annotated.
Also, Wang et al. (2012) hypothesise that tag recommendation can improve
both the quality of tags and the efficiency of the tagging process, by clarifying
the semantics of tags and reducing the manual cost of tagging. Finally, Sood
et al. (2007) suggest that a tag recommendation system fundamentally changes
the tagging process from being a generation process, where users must create
tags from scratch, to being a recognition process, where users have to recog-
nise valid tags from a list of suggestions. As a result, it can also help alleviate
typical synonymy problems by suggesting specific variants of tags.

As it can be seen, there has been considerable discussion in the literature

24In Flickr, users can explicitly be members of groups that, for example, share an interest
for particular kinds of photos (Table 2.1).

25http://www.twitter.com

http://www.twitter.com
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regarding the expected impact of tag recommendation systems in the folkso-
nomies of tagging systems. However, we are not aware of any comprehensive
study performing a deep analysis of the impact of a tag recommendation sys-
tem into a real-world and large-scale folksonomy. To our knowledge, this thesis
includes, in Chapter 5, the first empirical analysis of this kind.



CHAPTER 3
A scheme for

folksonomy-based tag
recommendation

3.1 Introduction

In this chapter we describe a general scheme for tag recommendation in large-
scale tagging systems. The approach we describe here is based on tag co-
occurrence in folksonomies, meaning that we do not perform any content ana-
lysis of the information resources for which we produce tag recommendations.
We uniquely rely on the tag co-occurrence information that can be derived
from the folksonomy itself. As the scheme we describe only relies on this in-
formation, it is rather domain-independent and could be easily adapted to
other tagging systems, either alone or as a complement of perhaps more spe-
cific content-based strategies. Hence, our approach is highly related to those
outlined in Sec. 2.3.2 and, in particular, to the tag recommendation methods
described by Sigurbjörnsson & Zwol (2008) and Garg & Weber (2008).

A particularly interesting aspect of our tag recommendation scheme, which dif-
ferentiates it from previous works, is a step focused on automatically selecting
the number of tags to recommend. That step is accomplished by considering
the relative relevance scores of a set of candidate tags with respect to a set
of input tags (see below). Other tag recommendation methods generally do
not consider this aspect and evaluate their solutions at different numbers of κ
recommended tags (Sec. 2.3.2). This is an unrealistic situation as, in a real-
world scenario, only a limited number of tags can be suggested to users, and
an arbitrary decision of this number may yield suboptimal recommendations
either missing relevant tags or suggesting too many non-relevant ones.

We propose eight tag recommendation methods which are based on the afore-
mentioned general scheme. The proposed methods, jointly with several baselines,

39
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Candidate tag
selection

Aggregation of
candidate tags

Selection of tags
to recommend

Figure 3.1: Block diagram of the described tag recommendation scheme.

are evaluated with data coming from Freesound and Flickr. For the best scor-
ing methods, we also analyse the influence of their configurable parameters.
Overall, we perform more than 100 different experiments and compute around
seven million tag recommendations.

The rest of this chapter is organized as follows. In Sec. 3.2 we describe the
different steps of our tag recommendation scheme and the strategies we propose
to compute each step. Then, in Sec. 3.3, we outline the characteristics of
the evaluation datasets and describe the methodology we followed to evaluate
our methods and the considered baselines. The results of our evaluation are
reported in Sec. 3.4, and the chapter ends with a discussion about our findings
and future work (Sec. 3.5).

3.2 Method

Given a set of input tags TI and a tag-tag similarity matrix S derived from
a folksonomy F , the general scheme for tag recommendation outputs a set of
recommended tags TR (Fig. 3.1). The described scheme is composed of three
independent steps: 1) Candidate tag selection, 2) Aggregation of candidate
tags, and 3) Selection of tags to recommend. For Step 1, we propose three vari-
ants based on different similarity measures widely used in the literature (tag
co-occurrence, cosine and Jaccard similarity; Halpin et al., 2006; Jäschke et al.,
2007; Mika, 2007; Sigurbjörnsson & Zwol, 2008; De Meo et al., 2009; Markines
et al., 2009). For Step 2, we propose two aggregation strategies (Similarity-
based and Rank-based). For Step 3, we propose four selection strategies (Per-
centage, Statistical Test, Kernel Percentage and Linear Regression). What
follows is a brief overview of these steps. In-depth descriptions are given in
subsequent sections.

• Step 1: Candidate tag selection. GivenTI and a tag-tag similarity matrix
S derived from F , this step retrieves a set of θ candidate tags Ti

C for
each input tag TIi .

• Step 2: Aggregation of candidate tags. This step takes the sets of can-
didates Ti

C, assigns a score value to each individual tag, and aggregates
all candidates to form a single list of tags with assigned scores TA.
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• Step 3: Selection of tags to recommend. This step automatically selects
which tags to recommend given the candidate tags and score values of
TA. The output of this step is the final set of recommended tags TR.

3.2.1 Candidate tag selection

We start the recommendation process by obtaining a number of related can-
didate tags to the set of input tags TI. For each input tag TIi , we get a set of
candidates Ti

C by selecting the θ closest tags to TIi according to a tag-tag sim-
ilarity measure. For this purpose, we build a tag-tag similarity matrix S based
on the tag assignment information contained in the folksonomy F . Note that
S is not dependent of the particular TIi for which we are selecting candidates.
Therefore, it only needs to be computed once for a given F26.

To represent the folksonomy F , we use the model proposed by Mika (2007).
Mika’s model considers three finite sets of objectsA,C and I, which correspond
to “actors” (i.e., users), “concepts” (i.e., tags) and “instances” (i.e., resources),
respectively. In this thesis, instead of the variables A, C and I defined by
Mika (2007), we employ the notation U, T and R, which more closely relates
to the “users”, “tags” and “resources” terminology that we use. The sets of
users, tags and resources are represented as nodes in the graph such that the
set of nodes V is defined as V = U ∪ T ∪R. The ternary relations between
a user, a tag and a resource (i.e., tag applications) are then represented as
the edges of the graph E = {{u, t, r}|(u, t, r) ∈ F}. Hence, the graph G that
represents a folksonomy F is finally defined as G(F) = 〈V,E〉.
We unfold G(F) into the bipartite graph T R, which only reflects the associ-
ations between tags and resources. The bipartite graph T R can be represented
as a matrix D = {di,j}, where di,j = 1 if tag ti has been used to label resource
rj , and di,j = 0 otherwise. We then define the matrix S so that

S = DD′, (3.1)

which corresponds to a one-mode network connecting tags on the basis of
shared resources (Mika, 2007). The symbol ′ denotes matrix transposition.
Elements si,j of S indicate the number of resources in which tags ti and tj
appear together. Therefore, the diagonal of S represents the total number of
different resources labelled with a tag ti=j .

At this point, S can be interpreted as a tag-tag similarity matrix based on
absolute co-occurrence. That is to say, the similarity between tags ti and tj
is represented by the total number of times they appear together. This is the
first similarity measure we use for our tag recommendation method. In order
to obtain the rest of the aforementioned similarity measures, we apply different

26As is described later in Sec. 3.3.1, we filter out the least frequent tags of our folksonomy
in order to reduce the computational complexity of S.
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normalisation procedures to S. Cosine similarity is defined as

sti,tj =

∑
n di,ndj,n√∑

n di,n
2
√∑

n dj,n
2
. (3.2)

Given that rows Di and Dj are bit vectors (the only possible values are 0 or 1),∑
n di,ndj,n is equivalent to the absolute co-occurrence between tags ti and tj ,

while
∑

n di,n
2 and

∑
n dj,n

2 is equivalent to the total number of occurrences
of tags ti and tj , respectively (the total number of resources labeled with ti
and tj). Therefore, cosine similarity can be obtained by dividing each element
in S (Eq. 3.1) by √sti,ti

√
stj ,tj . Similarly, the Jaccard index is defined as

sti,tj =

∑
n di,ndj,n∑

n di,n
2 +

∑
n dj,n

2 −
∑

n di,ndj,n
, (3.3)

which is equivalent to dividing each element in S by sti,ti + stj ,tj − sti,tj . In-
dependently of the similarity measure, S can be represented as a graph where
nodes correspond to tags and edges represent the similarities between two tags
(Fig. 3.2).

Once we have a tag similarity matrix S, we iterate over the input tags TI and
get, for each element TIi , a set of candidates Ti

C. Specifically, we select the θ
most similar tags to TIi (i.e., the θ most similar graph neighbours of TIi) and
keep these similarity values for further processing. Hence, for instance, if our
method is fed with three input tags, it will get a maximum of 3θ candidate
tags (separated into three sets), provided that all three input tags have at least
θ graph neighbours.

3.2.2 Aggregation of candidate tags

The next step of our tag recommendation scheme takes all the sets of can-
didates Ti

C, assigns a score value φj to every candidate Ti
Cj

in Ti
C, and then

aggregates all sets into a single list of tags with assigned scores TA. The output
of this step, TA, is a list of tuples where each element contains a tag and an
assigned score. To accomplish this step, we propose two different strategies:

Similarity-based Strategy

In the Similarity-based Strategy, the j-th candidate tag Ti
Cj

of Ti
C is assigned a

score φj that directly corresponds to the similarity value between the candidate
tag and the corresponding input tag TIi , i.e., φj = sx,y, where x = Ti

Cj
and

y = TIi . After that, the list of tuples TA is constructed as the union of all
sets of candidates Ti

C and their scores. If a particular tag has duplicates in
TA (which can happen if a given tag appears in several sets of candidates
Ti

C), we only keep one occurrence and set its score to the sum of all the scores
of the duplicates of that tag. This way we promote tags that are considered
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Figure 3.2: Graph visualisation of a tag-tag similarity matrix S built using cosine
similarity and a subset of the Freesound folksonomy. Edge widths represent the cosine
similarity between two tags. Tag size is a logarithmic function of the absolute tag
frequency. For visualisation purposes, only edges above a certain degree of similarity
and tags above a certain level of absolute frequency are shown.

to be similar to more than one input tag. Moreover, as we do not want to
recommend tags that are already part of TI, we remove any occurrences of
these tags in TA. We finally normalise the assigned scores by dividing them
by the number of input tags |TI|.

Rank-based Strategy

The Rank-based Strategy only differs from the Similarity-based Strategy above
in the way scores are assigned. Instead of directly using the similarity values
from Step 1, we assign discrete ranks. For this purpose, we sort each set Ti

C
by similarity values in descending order, and assign scores as φj = θ− (n− 1),
where n is the position of the j-th tag in Ti

C after sorting (thus n ranges from
1 to θ). Notice that the most similar tag to every input tag will be assigned
a score of θ. Even if a particular set Ti

C contains less than θ tags (mean-
ing that corresponding input tag TIi has less than θ neighbours in the graph
representation of S), the score we assign to the most similar tag will be θ.
After score assignment, we proceed exactly as with Similarity-based aggrega-
tion: constructing TA as the union of all sets Ti

C, merging duplicate tags in
TA by adding their scores, removing tags appearing in TI, and normalising
score values by |TI|. An example comparing the result of the two aggregation
strategies is shown in Table 3.1.
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Aggregated candidate tags (TA)
Similarity-based Rank-based

# Tag φ Tag φ

1 birds 0.307 birds 100.0
2 south-spain 0.244 ambiance 97.0
3 ambiance 0.229 south-spain 97.0
4 spring 0.180 summer 92.0
5 summer 0.169 spring 91.5
6 bird 0.162 bird 90.0
7 insects 0.157 thunder 82.5
8 donana 0.155 rain 82.0
9 ambience 0.151 ambience 80.0
10 forest 0.147 forest 79.5
11 thunder 0.145 weather 79.5
12 rain 0.139 field 79.0
13 marshes 0.139 water 77.5
14 weather 0.137 birdsong 75.5
15 water 0.129 purist 75.5
16 purist 0.129 donana 72.5
17 field 0.127 street-noise 71.5
18 birdsong 0.127 insects 71.5
19 street-noise 0.121 thunderstorm 70.0
20 atmos 0.118 storm 70.0

+ 186 more

Table 3.1: Example of the output of the aggregation step using the Freesound folk-
sonomy with TI = {field-recording, nature} and θ = 100. Candidate tags are
sorted by their score values. The score of 100 for the tag birds in the Rank-based ag-
gregation means that it is the most similar tag to both field-recording and nature
(100/2 + 100/2 = 100). Notice that due to the use of different scoring methods,
Similarity-based and Rank-based aggregation strategies produce different sorting of
candidate tags and score distributions.

3.2.3 Selection of tags to recommend

Once we have computed TA, we select which of these tags should be recom-
mended. For that, we consider four strategies that take into account the scores
φ of TA to automatically determine a threshold ε. The set of recommended
tags TR is then formed by all the elements of TA whose scores are equal to or
above ε.

Percentage Strategy

This is a straightforward strategy where ε is determined as a percentage of the
highest score in TA by

ε = (1− α) ·max(φ),
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where α is a percentage parameter that must be configured. Following the
example shown in Table 3.1, and taking α = 0.05, only one tag would be re-
commended for the Similarity-based aggregation (ε = (1−0.05)·0.307 = 0.292;
TR = {birds}) and three tags would be recommended for the Rank-based ag-
gregation (ε = (1− 0.05) · 100 = 95; TR = {birds, ambiance, south-spain}).

Kernel Percentage Strategy

The Kernel Percentage Strategy has two steps. First, we estimate the prob-
ability density function PDF of φ, the scores of TA. For that purpose, we use
a kernel density estimator (Silvermann, 1986), a fundamental data smooth-
ing technique. The bandwidth of the kernel is automatically determined using
Scott’s Rule (Scott, 2009). Then, the threshold is defined as the ε that satisfies∫ ε

min(φ)
PDF(φ) dφ = (1− β)

∫ max(φ)

min(φ)
PDF(φ) dφ, (3.4)

where β is a percentage parameter that must be configured. Therefore, β
determines the percentage of the area of the PDF which we consider to include
suitable tags for the recommendation (Fig. 3.3). The bigger the parameter
β, the smaller the threshold ε becomes and thus the more tags are finally
recommended.

The idea behind this strategy is that, understanding the scores of TA as a
sample extracted from a population of scores with an underlying distribution,
the threshold ε can be better determined by considering a percentage of the
area of that underlying distribution rather than the percentage of the maximum
observed score (as we propose in the Percentage Strategy above).

Statistical Test Strategy

Similarly to the previous strategy, here we also estimate the probability density
function PDF of φ using a kernel density estimator. However, to determine the
threshold ε, we follow an iterative process where, in each iteration, we select a
slice of the PDF and perform a statistical test for normality according to

AD(PDFε:max(φ)), (3.5)

where the function AD is the Anderson-Darling test for normality (Scholz &
Stephens, 1987), and PDFε:max(φ) is the slice of PDF that goes from ε to
max(φ). In each iteration, ε takes a different value such that

ε = max(φ)− i · max(φ)−min(φ)

100
, (3.6)

where i is the number of the current iteration (i ∈ 1, 2, 3, ..., 100). We stop the
iterative process when the test fails for the first time (i.e., when the probability
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Figure 3.3: Example of the Kernel Percentage Strategy for selecting which tags to
recommend (using β = 0.05). The curve represents the estimated PDF of the scores
of TA. Vertical markers on the horizontal axis show the actual positions of candidate
tag scores. The shaded zone in the right of the figure corresponds to the 5% of the
total area of PDF. Recommended tags are those under that zone.

of having an independent normal distribution is not statistically significant).
The final threshold takes the value of ε at that iteration (Fig. 3.4).

The idea behind this process is that, for a given set of candidate tags, there
will be a subset of good tags for the recommendation exhibiting a normal and
independent distribution, separated from the rest of candidates. The statistical
test fails when it detects departures from normality and, according to our hy-
pothesis, this will happen when non-meaningful candidate tags start affecting
the PDF. Notice that this strategy, in practice, can be considered parameter-
free as, by using the aforementioned Scott’s rule, it only requires a statistical
significance level from which to reject the null hypothesis of a normal distri-
bution. We here follow common practice and take this significance level at
0.01 (Scholz & Stephens, 1987). Using another common statistical significance
level such as 0.05 would result in less restrictive statistical tests yielding bigger
sets of recommended tags.

Linear Regression Strategy

The last strategy we propose consists in calculating the least-squares linear
regression of the histogram HIST of φ. The threshold is set at the point
where the linear regression crosses the vertical axis. The idea behind the
Linear Regression Strategy is that, for a given HIST(φ), there will be a big
concentration of candidate tags with low scores, and some outliers with bigger
scores that will be separated from the rest (the most suitable tags for the
recommendation). Thus, the linear regression will result in a straight line with
a negative slope which will be useful to distinguish between both groups at the
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Figure 3.4: Example of the Statistical Test Strategy for selecting which tags to
recommend. The curve represents the estimated PDF of the scores of TA. Vertical
markers on the horizontal axis show the actual positions of candidate tag scores.
Recommended tags are those under the shaded zone in the right. In this example,
the obtained threshold is ε ≈ 32. Looking at the figure, it can be easily intuited that
lower values of ε would cause the statistical test of Eq. 3.5 to fail.
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Figure 3.5: Example of the Linear Regression Strategy for selecting which tags to
recommend. The straight line shows the linear regression of the histogram HIST of
the scores of TA. Vertical markers on the horizontal axis show the actual positions
of candidate tag scores. In this example, the obtained threshold is ε ≈ 0.29, which is
the point where the linear regression crosses the vertical axis. Recommended tags are
those placed above 0.29.
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Before filtering After filtering
Freesound Flickr1M Freesound Flickr1M

Number of resources 118,629 107,617 118,629 107,617
Number of unique tagsa 33,790 27,969 6,232 5,760
Number of contributor usersb 5,523 5,463 5,523 5,463
Number of tag applications 782,526 927,473 730,417 882,616
a Not necessarily semantically unique.
b Users that have contributed by uploading, at least, one resource.

Table 3.2: Basic statistics of the folksonomies of Freesound and Flickr1M data-
sets. We see that the datasets feature comparable numbers. The numbers under the
“After filtering” column are computed by only considering tags that appear in at least
10 different resources (see below).

point where it crosses the vertical axis (Fig. 3.5). The higher the concentration
of low-scored candidates with respect to the outliers, the more pronounced
the straight line will be, and the clearer the separation between both groups.
Notice this strategy is also parameter-free.

3.3 Evaluation

From the combination of the different strategies above, we can define several
tag recommendation methods which we evaluate through a tag prediction task
(Sec. 2.3.4). Essentially, what we do is to remove some tags from the resources
of our datasets and then try to automatically predict them. In this section we
describe the datasets and the methodology that we use for that evaluation.

3.3.1 Datasets

We use two real-world datasets collected from the tagging systems of Freesound
and Flickr. In the case of Freesound, we consider all user annotations between
April 2005 and September 2011, directly extracted from the Freesound data-
base. From now on, we will refer to this dataset as Freesound. The Flickr
data we use is a subset of photos taken in Barcelona, with user annotations
performed approximately between January 2004 and December 2009. Flickr
data was collected by Papadopoulos et al. (2010) and provided to us by the
authors. To avoid confusion with the totality of the Flickr content, we will
refer to the analysed Flickr subset as Flickr1M. Table 3.2 shows some basic
statistics about the folksonomies of both datasets.

Freesound and Flickr have similar uploading processes in which users first
provide the content (sounds and images, respectively) and then add as many
tags as they feel appropriate to each resource27. As opposed to other well-

27Since a software upgrade in 2011, Freesound requires a minimum of three tags to annot-
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Figure 3.6: Histogram of the number of tags per resource |Tr| in Freesound and
Flickr1M. The average number of tags (standard deviation in parenthesis) per re-
source is 6.53 (6.47) and 7.50 (8.61) for Freesound and Flickr1M, respectively.

studied tagging systems such as Delicious or CiteULike, Freesound and Flickr
feature a narrow folksonomy, meaning that resource annotations are shared
among all users and, therefore, one single tag can only be assigned once to a
particular resource (Sec. 1.2). Hence, we can not weigh the association between
a particular tag and a resource by the number of times the same association
has been performed by different users.

The histogram of the number of tags per resource is qualitatively similar for
the two datasets (Fig. 3.6). We are particularly interested in recommending
tags for resources that fall in the range of |Tr| = [3, 15] tags, which are more
than 80% and 65% of the total resources in Freesound and Flickr1M,
respectively (Fig. 3.6; shadowed zone). The reason for focusing on this range
is that the tag recommendation scheme we propose takes as input the tags
that have already been assigned to a resource. Thus, given the predictive
nature of our evaluation (see below), we consider three tags as enough input
information for our method to provide good recommendations. For resources
with less than three tags, content-based strategies such as the ones outlined in
Sec. 2.3.1 are probably more suited. On the other hand, we intuitively consider
that resources with more than 15 tags are, in general, well enough described.

Among the set of all unique tags present in Freesound and Flickr1M folk-
sonomies, we apply a threshold ω = 10 to consider only the tags that have
been used at least 10 times (i.e., tags that appear on at least 10 different re-
sources). By this we assume that tags that have been used less than 10 times
are irrelevant for our purposes. In addition, by discarding less frequent tags,
we reduce the computational complexity of the calculation of S described in
Step 1 (Sec. 3.2.1). After applying this threshold, we are left with 6,232 unique

ate a sound. However, the data we analyse is prior to the introduction of this requirement. In
the case of Flickr, a single image can not be labeled with more than 75 tags, a large enough
number not to be considered as a restriction for normal tagging behaviour.
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tags in the Freesound folksonomy (representing approximately 20% of the
total) and with 5,760 unique tags in Flickr1M (also representing approxim-
ately 20% of the total). This also means that we filter out all tag applications
that do not associate any of these selected tags. Importantly, approximately
90% of tag applications in both Freesound and Flickr1M involve one of
these tags, thus we still take into account the vast majority of the original
information (Table 3.2).

3.3.2 Methodology

Our evaluation methodology follows a standard information retrieval prediction
task based on removing a number of tags from the resources of Freesound
and Flickr1M and then trying to automatically predict them. The advantage
of this approach is that it allows us to quickly evaluate the different recom-
mendation algorithms without the need of human input. The main drawback
is that tags that could be subjectively considered as good recommendations
for a particular resource but are not present in the set of deleted tags, do not
count as positive results. We mentioned this fact in Sec. 2.3.4 and further
discuss it in Sec. 3.5.

For Freesound and Flickr1M datasets separately, we perform a 10-fold
cross validation following the methodology described in Salzberg (1997). For
each fold, we build S as described in Step 1, but only using the subset of the
folksonomy corresponding to the training set of resources (i.e., only considering
tag applications involving resources from the training set). For each resource
in the evaluation set, we randomly delete a set of tags TD from its originally
assigned tags, yielding TI, the input to our system. The number of tags we
delete is chosen uniformly at random, with the only constraint that the length
of TI must be maintained in the range of |TI| = [3, 15] (see previous section).
This constraint also implies that, in order to be able to remove at least one
tag for each resource (|TD| ≥ 1), we can only consider for evaluation resources
with at least four tags. Furthermore, we add an upper limit to the number of
tags and also filter out resources with more than 16 tags. We do that to avoid
outliers with many tags which would result in very low recall values. Then,
we run our tag recommendation methods using the tag similarity matrix S
derived from the training set.

Regarding evaluation measures, we compute P , R and F as defined in Eq. 2.1
(Sec. 2.3.4). Then, global P , R and F measures for each tag recommendation
method are calculated by averaging P , R and F across all resources evalu-
ated with the particular recommendation method. In addition to P , R and
F , for each individual resource we also measure the number of recommended
tags |TR|. Evaluating |TR| is important because the longer the recommend-
ation, the more comprehensive it potentially is, and the more difficult it is
to maintain high precision values. We further discuss this aspect in Sec. 3.5.
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Name Aggregation step Selection step

Tag recommendation methods
SimP@α Similarity-based Percentage (α = 0.30a, α = 0.20b)
SimST Similarity-based Statistical Test
SimKP@β Similarity-based Kernel Percentage (β = 0.005)
SimLR Similarity-based Linear Regression
RankP@α Rank-based Percentage (α = 0.15a, α = 0.10b)
RankST Rank-based Statistical Test
RankKP@β Rank-based Kernel Percentage (β = 0.01)
RankLR Rank-based Linear Regression

Baseline methods
BRankFIX@κ Rank-based Fixed number (κ ∈ [1, 10])
BSimFIX@κ Similarity-based Fixed number (κ ∈ [1, 10])
BRepeated@% Repeated tags in all sets Ti

C(% ∈ [2, 10])
BRandom Random replacement of TR.

State of the art baseline methods
GW@κ Garg & Weber (2008) Fixed number (κ ∈ [1, 10])
SZ@κ Sigurbjörnsson & Zwol (2008) Fixed number (κ ∈ [1, 10])
a Parameter settings for Freesound estimated in preliminary experiments.
b Parameter settings for Flickr1M estimated in preliminary experiments.

Table 3.3: Evaluated tag recommendation methods. All methods are evaluated using
cosine similarity and θ = 100.

A general characterisation of the number of recommended tags per method is
also obtained by averaging |TR| across all resources evaluated with a particular
recommendation method.

Table 3.3 summarises all tag recommendation methods we evaluate. The first
group of methods (Tag recommendation methods) are the eight possible com-
binations of aggregation and selection strategies that we propose. To avoid an
intractable number of possible combinations, all methods are evaluated using
only cosine similarity for Step 1, and setting θ = 100 (getting a maximum
of 100 candidates for each input tag). We choose cosine similarity as default
because of its widespread usage in the literature, and θ = 100 as an intuitively
big enough number of candidates per input tag. We later study the influence of
the chosen similarity measure and θ, using only the highest performing meth-
ods of the main evaluation. For the methods that require the configuration
of a percentage parameter (SimP@α, SimKP@β, RankP@α and RankKP@β),
we performed preliminary experiments with a subset of 10,000 resources from
the main evaluation to determine the values of α and β that reported higher
average F , and only consider these values in the main evaluation.



52 CHAPTER 3. A SCHEME FOR FOLKSONOMY-BASED TAG REC.

Methods under the second group (Baseline methods, Table 3.3) are simpler
versions of the proposed methods that we use for comparative purposes. On the
one hand, we compare with two methods that implement a very simple strategy
for selecting which tags to recommend (Step 3) and always recommend the first
κ tags from TA, sorted by their scores (BRankFIX@κ and BSimFIX@κ). We
run these algorithms for values of κ ranging from 1 to 10 and report only the
best accuracy. Hence, the results reported for these methods constitute an
upper bound of the accuracies that can be achieved when fixing the number
of tags to recommend. In preliminary experiments, we qualitatively observed
a clear decrease of performance for values of κ close to 10, therefore values
κ > 10 are not considered (this also applies to other methods that have κ as a
parameter, see below). On the other hand, we compare with an even simpler
method (BRepeated@%) which, considering the union of all sets of candidates
T1

C,T
2
C, ... T

i
C for a given resource, only recommends tags that are repeated

more than % times (independently of their scores). We run this algorithm for
values of % ranging from 2 to 10 and, as above, report only the best result
found.

We also compute a random baseline (BRandom) by replacing the set of TR
with a random selection (of the same length) taken from TA. For each resource
for which we recommend tags using any of the proposed methods above, we
generate a random recommendation of the same length of TR. Hence, for each
proposed method, we also generate a randomised version of it. We take as the
general random baseline the randomised version of all the proposed methods
that reports higher F . Notice however, that these recommendations are not
totally random: recommended tags are chosen from TA, not from the set of
all possible tags in Freesound or Flickr1M. Moreover, by making a recom-
mendation of the same length as the recommendation of the non-randomised
version of the method, we preserve the distribution of the number of recom-
mended tags for each method.

Finally, methods under the third group (State of the art methods, Table 3.3)
correspond to our implementations of the tag recommendation methods de-
scribed by Garg & Weber (2008) and Sigurbjörnsson & Zwol (2008), which
we denote as GW and SZ, respectively. As these methods do not implement
any selection step, we evaluate them for fixed values of κ recommended tags
ranging from 1 to 10 (and only report the best result found). Garg & Weber
(2008) describe several methods which contain different degrees of user person-
alisation. We implemented the “global” method which is not personalised and
thus can be meaningfully compared to our methods. We implemented GW
and SZ following the original references and set their parameters accordingly.
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3.4 Results

3.4.1 Recommendation accuracy

From the average P , R and F values for each one of the evaluated methods
using the Freesound and Flickr1M datasets, we observe that Rank-based
methods generally report higher F than Similarity-based methods (Tables 3.4
and 3.5). Comparing the F values of each Rank-based method with its Similarity-
based counterpart, we observe an average increase of 0.102 and 0.049 for Free-
sound and Flickr1M, respectively. We have assessed the statistical signi-
ficance of this increase by performing pairwise Kruskal-Wallis tests (Corder
& Foreman, 2009) between the results of each Rank-based method and its
Similarity-based counterpart, and all have shown to be statistically signific-
ant28, with a p-value several orders of magnitude below 0.01 (denoted as
p� 0.01). These results indicate that Step 2 (Aggregation of candidate tags)
is better accomplished using the Rank-based Strategy.

Regarding the results of the different strategies for Step 3 (Selection of tags to
recommend), we observe a very similar behaviour in Freesound and Flickr-
1M (Tables 3.4 and 3.5, respectively). In both datasets, methods using the Ker-
nel Percentage Strategy (either with Rank-based or Similarity-based aggrega-
tion) perform significantly worse than the others, with an average F decrease of
0.036 for Freesound (p� 0.01), and 0.048 for Flickr1M (p� 0.01). Stat-
istical Test, Linear Regression, and Percentage strategies report very similar
F , both in Freesound and Flickr1M, and specially in the case of Similarity-
based aggregation. Nevertheless, the Percentage Strategy in combination with
Rank-based aggregation provides the best obtained results in both datasets.
When compared to the other selection strategies with Rank-based aggrega-
tion, it reports an average F increase of 0.025 for Freesound (p � 0.01),
and 0.039 for Flickr1M (p� 0.01). The similar results observed with Free-
sound and Flickr1M partially support the idea that the proposed methods
are generalisable to different kinds of data.

Having a look at the results of the baseline methods based on recommending
a fixed number of tags (BRankFIX@2 and BSimFIX@2) we can see that, in
terms of F , they perform very similarly to the other proposed methods, and in
some cases even outperform them (especially in the Flickr1M dataset). Im-
portantly, we have to take into account that these baseline methods only vary
from our proposed methods in the last step of the recommendation process,
and that their reported results correspond to the upper bound of their per-
formance (Sec. 3.3.2). That good performance thus points out the effectiveness
of the first two steps of the method in promoting the most relevant tags on the
first positions of the list of candidates. If we compare these baseline methods

28In the rest of this chapter, in any comparison of F we indicate the results of the statistical
significance tests as the maximum of the p-values of all pairwise comparisons.
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Freesound
Method Precision Recall F-measure

RankP@0.15 0.444 0.532 0.437
RankST 0.443 0.537 0.433
RankLR 0.393 0.563 0.418
BRankFIX@2 0.397 0.468 0.393
RankKP@0.01 0.352 0.524 0.383
GW@2 0.375 0.443 0.371
SimLR 0.347 0.397 0.324
SimP@0.30 0.344 0.414 0.323
SimST 0.382 0.333 0.318
SimKP@0.005 0.356 0.294 0.294
BSimFIX@2 0.303 0.344 0.293
SZ@2 0.286 0.334 0.281
BRepeated@3 0.176 0.678 0.235
BRandom (best) 0.006 0.033 0.011

Table 3.4: Average precision P , recall R and f-measure F for tag recommendation
methods using the Freesound dataset, sorted by f-measure. Baseline methods are
marked in italics. For the sake of readability, we only show the results of baseline
methods for the values of κ and % that reported higher f-measure.

Flickr1M
Method Precision Recall F-measure

RankP@0.10 0.503 0.513 0.452
GW@2 0.480 0.517 0.442
BRankFIX@2 0.475 0.511 0.441
RankST 0.459 0.556 0.437
RankLR 0.384 0.597 0.414
SimP@0.20 0.462 0.422 0.394
RankKP@0.01 0.389 0.483 0.388
SimST 0.475 0.340 0.384
SimLR 0.412 0.461 0.384
BSimFIX@2 0.417 0.440 0.382
SZ@2 0.384 0.410 0.353
SimKP@0.005 0.430 0.325 0.339
BRepeated@3 0.163 0.715 0.219
BRandom (best) 0.007 0.045 0.020

Table 3.5: Average precision P , recall R and f-measure F for tag recommendation
methods using the Flickr1M dataset, sorted by f-measure. Baseline methods are
marked in italics. For the sake of readability, we only show the results of baseline
methods for the values of κ and % that reported higher f-measure.
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with the state of the art implementations (GW@2 and SZ@2), we can see that
our baselines get nearly equal or significantly higher F than those. Regarding
the other baselines, BRepeated@% reports very low results both in Freesound
and Flickr1M datasets, and BRandom baseline remains significantly below
all the other methods.

3.4.2 Number of recommended tags

Another aspect to evaluate from the tag recommendation methods is the num-
ber of tags that they recommend |TR|. Table 3.6 shows the average |TR| for
the evaluated methods using the Freesound and Flickr1M datasets. We
consider that methods which recommend higher number of tags and maintain
overall high precision values are the most valuable for our purposes, as they
provide both comprehensive and appropriate tag recommendations (i.e., relev-
ant tags for the particular resource). In general we see that the best scoring
methods, corresponding to the first positions of the table, recommend more
tags than BRankFIX@2 and GW@2 (Table 3.6), and at the same time report
higher (or very similar) precision values and overall f-measure (see Tables 3.4
and 3.5). If we look at the evaluation results obtained with BRankFIX@κ
methods when recommending more than two tags, we observe significant drops
in precision (P = 0.323 for κ = 3 and P = 0.272 for κ = 4 in Freesound,
and P = 0.391 for κ = 3 and P = 0.333 for κ = 4 in Flickr1M). Similar
precision drops are observed in GW@κ (P = 0.306 for κ = 3 and P = 0.257
for κ = 4 in Freesound, and P = 0.396 for κ = 3 and P = 0.340 for κ = 4 in
Flickr1M). This further highlights the superiority of our proposed methods
over the baselines.

It is also interesting to see that the number of recommended tags is not only
driven by the selection strategy of Step 3, but also depends on the type of
aggregation used in Step 2. Both in Freesound and Flickr1M, we observe
that when using Rank-based aggregation, highest |TR| is obtained using the
strategy of Linear Regression for selecting which tags to recommend (followed
by Statistical Test, Percentage and Kernel Percentage strategies). However,
when using Similarity-based aggregation, the highest |TR| is obtained with the
Percentage Strategy, followed by Linear Regression, Statistical Test and Ker-
nel Percentage strategies (Table 3.6). This shows that the selection strategies
behave differently if the scores of TA are ranks or similarity values. In general,
Rank-based methods recommend more tags than their Similarity-based coun-
terparts, with an average |TR| increase of 0.38 for Freesound (p� 0.01), and
0.86 for Flickr1M (p � 0.01). Given that Rank-based aggregation methods
also report higher F , this reinforces the aforementioned observation that Step
2 is better accomplished using the Rank-based Strategy.

Furthermore, we also looked at the difference between the number of re-
commended tags and the number of tags that are deleted for each resource
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Freesound Flickr1M
Method |TR| Method |TR|

RankP@0.15 3.03 (2.60) RankP@0.10 2.68 (1.96)
RankST 3.36 (3.30) GW@2 2.00 (0.00)
RankLR 3.55 (7.14) BRankFIX@2 2.00 (0.00)
BRankFIX@2 2.00 (0.00) RankST 3.96 (3.64)
RankKP@0.01 2.89 (1.29) RankLR 4.64 (4.25)
GW@2 2.00 (0.00) SimP@0.20 3.97 (1.64)
SimLR 3.42 (2.36) RankKP@0.01 2.60 (1.47)
SimP@0.30 4.06 (3.10) SimST 1.98 (1.70)
SimST 2.35 (2.17) SimLR 3.15 (2.16)
SimKP@0.05 1.47 (0.70) BSimFIX@2 2.00 (0.00)
BSimFIX@2 2.00 (0.00) SZ@2 2.00 (0.00)
SZ@2 2.00 (0.00) SimKP@0.05 1.35 (0.73)
BRepeated@3 5.17 (8.17) BRepeated@3 4.27 (3.11)
BRandom (best) 5.17 (8.17) BRandom (best) 4.27 (3.11)

Table 3.6: Average number of recommended tags |TR| for tag recommendation meth-
ods using the Freesound and Flickr1M datasets (standard deviation into paren-
theses). Methods are displayed and sorted according to the F values of Tables 3.4 and
3.5. Baseline methods are marked in italics.

(∆T = |TR| − |TD|). In Fig. 3.7 we show the histogram of ∆T for our pro-
posed methods. We observe that most of our proposed methods report the
maximum peak of the histogram at ∆T = 0 (Fig. 3.7). This suggests that
these methods have a certain tendency to recommend as many tags as have
been removed. Although it is not the goal of the tag recommendation methods
to recommend the exact number of tags that have been removed (actually, this
measure only makes sense under our tag prediction task-based evaluation), the
results shown here are an interesting indicator that our proposed methods are
able to indirectly estimate the number of deleted tags given only a set of input
tags and the information embedded in the folksonomy. A plot of the average
number of recommended tags as a function of the number of input tags and
the number of deleted tags further supports this conclusion (Fig. 3.8). We can
qualitatively observe how |TR| grows along with |TD|, specially for low |TI|. It
can also be observed that there is a tendency of |TR| increasing when |TI| de-
creases, meaning that the smaller the number of input tags, the more tags are
recommended. Similar plots can be obtained with the other proposed recom-
mendation methods, specially for RankLR and RankP (both in Freesound
and Flickr1M datasets).
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Figure 3.7: Histogram of the difference between the number of recommended tags
and the number of deleted tags ∆T for Similarity-based (a) and Rank-based (b) tag
recommendation methods using Freesound dataset. Qualitatively similar results
were obtained with Flickr1M.

3.4.3 Other relevant aspects

In order to better understand the behaviour of the proposed tag recommenda-
tion methods, we have carried out further analyses on the influence of particu-
lar aspects of the methods. To avoid very intensive computation we have only
focused on the three methods that report best average F both in Freesound
and Flickr1M, that is to say, RankST, RankLR and RankP@α (with α being
0.15 for Freesound and 0.10 for Flickr1M as shown in Table 3.3). In the
following sections we report experiments concerning these aspects.
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Figure 3.8: Average number of recommended tags |TR| as a function of the number
of input tags |TI| and the number of deleted tags |TD|, for method RankST and
Freesound dataset.

Limiting the minimum number of input tags

To assess the influence of limiting the number of input tags, we now repeat the
main experiments but include resources evaluated with less than three input
tags. As it could be expected, we obtain lower F scores (Table 3.7). On
average, all methods have a decrease in F of 0.154 (p� 0.01) and 0.141 (p�
0.01) for Freesound and Flickr1M datasets, respectively. This confirms
our initial observation that content-based methods might be more suited to
recommend tags to scarcely labeled resources. In Fig. 3.9 we have plotted
average F as a function of the number of input tags and the number of deleted
tags for the RankP@0.15 method (using the Freesound dataset). This plot
is useful to understand in which range of the number of input tags and number
of deleted tags the recommendation performs better. As it can be observed,
the optimum conditions for high F are found with 5 or more input tags and 6
or less deleted tags, meaning that the recommendation needs a few input tags
to effectively aggregate and select candidates and not many tags to predict.
Nevertheless, the fact that F is way above the random baseline of Tables 3.4
and 3.5 emphasizes that, even outside the optimum conditions, the proposed
methods are still useful to some extent.

Using alternative similarity measures

As has been explained in the evaluation methodology, all previously repor-
ted experiments have been performed using cosine similarity as the similarity
measure for Step 1. In this subsection we repeat the evaluation for the best
scoring methods but now using Jaccard and tag co-occurrence as similarity
measures (Table 3.8). In both datasets and for all methods, cosine similarity is
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Method Precision Recall F-measure

Freesound
RankP@0.15 0.323 0.375 0.297
RankST 0.337 0.326 0.285
RankLR 0.252 0.336 0.244

Flickr1M
RankST 0.394 0.377 0.326
RankP@0.10 0.329 0.434 0.309
RankLR 0.244 0.352 0.243

Table 3.7: Average precision P , recall R and f-measure F for the best scoring methods
in Freesound and Flickr1M without filtering the number of input tags. Results
are sorted in descending F .

Figure 3.9: Average f-measure F as a function of the number of input tags |TI| and
the number of deleted tags |TD| for method RankP@0.15 and Freesound dataset.
This plot includes the results of resources evaluated with fewer than three input tags.
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the metric that obtains higher F , with an average increase of 0.009 (p� 0.01,
Freesound) and 0.053 (p� 0.01, Flickr1M) respect to Jaccard, and 0.086
(p � 0.01, Freesound) and 0.108 (p � 0.01, Flickr1M) respect to tag co-
occurrence. In the case of Freesound, we observe that the difference between
cosine and Jaccard similarity is very small, and could be due to a marginal
increase in the average number of recommended tags, thus lowering precision
and getting a higher number of wrong recommendations. In Flickr1M the
increase in the average number of recommended tags is more prominent, and so
is the decrease in F for the methods using Jaccard distance. We have observed
that performing the same experiment with the Similarity-based counterparts
of these methods (SimP@α, SimST and SimLR) also leads to very similar res-
ults, with cosine similarity obtaining the highest F followed by Jaccard and tag
co-occurrence. However, F differences among the different similarity measures
tend to be slightly larger than these obtained with Rank-based methods.

Number of candidate tags per input tag

In order to understand the effect of the number of candidates per input tag
θ (Step 1), we have performed a series of experiments with the best scoring
methods. Similar to the main experiments described in Sec. 3.3.2, we have
performed 10-fold cross validations for each one of the best scoring methods,
giving different values to θ. To speed up computation time, we limited the
number of resources of each experiment to 10,000. The rest of the parameters
have remained constant (input tags in the range of [3, 15], using cosine similar-
ity, and α = 0.15 or 0.10 for Freesound and Flickr1M, respectively). The
results show that most of the methods achieve a local maxima in the range
of θ = [75, 150], and then show a very slow decaying tendency (Fig. 3.10).
In Freesound, RankP@0.15 and RankST are shown to be more constant,
without a noticeable decay (standard deviation of 0.005 for both RankST and
RankP in the range of θ = [125, 400]). These results suggest that after selecting
a sufficient amount of θ candidates for each input tag, the most relevant tags
have already been selected, and increasing θ does not have a relevant impact
on the output of the recommendation as score values for the “extra” candidates
are generally low. According to Fig. 3.10, for most of the methods, highest F
is obtained with θ ≈ 125, which is slightly higher than the value we used for
our main experiments (θ = 100). However, the average F increase is less than
1%, and significance tests fail with p ≈ 0.10 when comparing the methods
configurations with θ = 100 and θ = 125.

Contribution of each step of the recommendation scheme

To finish our analysis, we perform several experiments to evaluate the con-
tribution of each step of the proposed tag recommendation scheme. For the
best scoring methods, we have repeated the 10-fold cross validations of the
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Method Precision Recall F-measure |TR|

Freesound
Cosine similarity

RankP@0.15 0.444 0.532 0.437 3.03
RankST 0.443 0.537 0.433 3.36
RankLR 0.393 0.563 0.418 3.55

Jaccard similarity
RankP@0.15 0.425 0.543 0.431 3.28
RankST 0.421 0.552 0.423 3.91
RankLR 0.370 0.570 0.405 3.84

Tag co-ocurrence
RankP@0.15 0.339 0.483 0.352 3.37
RankST 0.336 0.492 0.348 3.85
RankLR 0.284 0.541 0.330 4.65

Flickr1M
Cosine similarity

RankP@0.10 0.503 0.513 0.452 2.68
RankST 0.459 0.556 0.437 3.96
RankLR 0.384 0.597 0.414 4.64

Jaccard similarity
RankP@0.10 0.417 0.491 0.397 3.46
RankST 0.374 0.555 0.378 5.97
RankLR 0.336 0.561 0.369 5.35

Tag co-ocurrence
RankP@0.10 0.346 0.458 0.337 3.77
RankST 0.320 0.505 0.329 5.43
RankLR 0.269 0.542 0.311 6.12

Table 3.8: Average precision P , recall R, f-measure F and number of recommended
tags |TR|, using different similarity measures.

main experiments three times, replacing in each run one step of the recom-
mendation system by a randomised version of itself. In the first run, we have
replaced Step 1 by a random version that, for each input tag, selects θ random
candidates from the whole vocabulary of the folksonomy (using θ = 100). In
the second run we have maintained Step 1 as in the original setting, but have
replaced Step 2 by an alternative version that, after performing a Rank-based
aggregation, detaches the score values from each candidate in TA, and ran-
domly re-assigns them among the candidates. Finally, in the third run of the
experiments, we have maintained Steps 1 and 2 as in the original setting, but
replaced the selection step by an alternative version that recommends the first
κ tags from TA (sorted by the scores of candidates). In that case, κ is de-
termined by a random number generator with a normal distribution with the
same mean (µ) and standard deviation (σ) as that observed for the number of



62 CHAPTER 3. A SCHEME FOR FOLKSONOMY-BASED TAG REC.

Figure 3.10: Average f-measure F with different values of θ for the best scoring
recommendation methods in Freesound and Flickr1M (each experiment performed
with 10,000 resources).

deleted tags in the main experiments (µ = 1.92 and σ = 1.58 for Freesound,
and µ = 2.32 and σ = 2.01 for Flickr1M). By applying the distribution of
the number of deleted tags to the number of recommended tags, we optimize
F scores as precision and recall errors are minimised when ∆T ≈ 0.

Runs 1 and 2 report very low F in both datasets (Table 3.9). Run 3 obtains
quite acceptable results, but with an average F decrease of 0.1270 (p � 0.01,
Freesound) and 0.1214 (p� 0.01, Flickr1M) with respect to the normally
working methods (without any randomisation). Hence, run 3 is still far from
the optimum recommendation of normally working methods (Table 3.9). Given
that Steps 1 and 2 are tightly coupled, failing in any of them has a very im-
portant impact on the final results. In the case of randomising Step 1, further
steps can not effectively recommend tags as the original candidates are not
relevant. When randomising Step 2, although candidate tags obtained in Step
1 are relevant, the aggregation can not assign meaningful scores to the can-
didates and thus the selection step fails in selecting which tags to recommend.
Finally, when randomising Step 3, although a meaningful list of candidates can
be sorted with meaningful score values, the number of tags that is recommen-
ded for each resource is selected in a completely unrelated way with respect to
the score distribution of the candidates, thus not considering the possible relev-
ance of each candidate given the other candidates. Overall, this demonstrates
the usefulness of each of the three proposed steps in our tag recommendation
scheme.
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Method Run 1 Run 2 Run 3 No rand.

Freesound
RankP@0.15 < 0.001 0.012 0.303 0.437
RankST < 0.001 0.006 0.302 0.433
RankLR < 0.001 0.007 0.302 0.418

Flickr1M
RankP@0.10 < 0.001 0.018 0.313 0.452
RankST < 0.001 0.010 0.313 0.437
RankLR < 0.001 0.011 0.312 0.414

Table 3.9: Average f-measures F after randomising steps 1, 2 and 3 of the best
scoring tag recommendation methods in Freesound and Flickr1M. The “No rand.”
column shows the performance of the recommendation methods when no steps are
randomised.

3.5 Conclusion and discussion

In this chapter we have presented a general scheme for tag recommendation
systems based on tag co-occurrence in folksonomies. This scheme is composed
of three steps for which we have proposed different strategies. Step 1, Candid-
ate tag selection, selects a number of candidate tags for every input tag based
on a tag-tag similarity matrix derived from a folksonomy. Three variants of
this step are given by the usage of alternative similarity measures. Step 2,
Aggregation of candidate tags, assigns scores to the candidates from Step 1
and merges them all in a single list of candidate tags. For this step, we have
proposed two strategies which differ in the way scores are assigned. Finally,
Step 3, Selection of tags to recommend, automatically selects the candidates
that will be part of the final recommendation by determining a threshold and
filtering out those candidates whose score is below the threshold. For that last
step we have described four strategies of different complexity levels.

From the combination of these strategies, we have proposed eight tag recom-
mendation methods and deeply evaluated them with two real-world datasets
coming from two different online sharing platforms. The main bottleneck in
terms of scalability lies in the computation of the tag-tag similarity matrix that
informs the candidate selection step. However, this matrix can be computed
offline, and its size can be easily reduced by raising the threshold ω during
the construction of the association matrix. This means that the described re-
commendation methods can scale well to even bigger amounts of data, as the
number of unique tags above the threshold ω grows much more slowly than the
number of resources. Hence, the simplicity of the described methods makes
them suitable for dealing with large-scale datasets such as the ones we have
used here. Moreover, the described tag recommendation methods are easily
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adaptable to any other tagging system featuring a narrow folksonomy, as re-
commendation is solely based on tag co-occurrence information regardless of
the type of resources for which tags are being recommended. Evidence for sup-
porting this statement can be directly extracted from the qualitatively similar
results achieved with the two distinct datasets employed here. We also com-
pared our methods with simpler baselines and two state of the art methods
described in the literature, and analysed the effects of several parameter con-
figurations. Our exhaustive evaluation shows that the proposed methods can
effectively recommend relevant tags given a set of input tags and a folksonomy
embedding tag co-occurrence information.

An interesting aspect of the proposed tag recommendation scheme is the step
focused on automatically selecting which tags to recommend given a list of
candidates. Among the four strategies we have proposed, three of them have
been shown to effectively choose relevant tags for the recommendation and sig-
nificantly improve the results (Percentage Strategy, Statistical Test Strategy
and Linear Regression Strategy). These three strategies reported qualitatively
similar results, though the good performance of the Statistical Test and the
Linear Regression strategies is of special relevance as both can be considered
parameter-free. We have also shown that scoring candidate tags using ranks
instead of raw tag similarities significantly increases the accuracy of the re-
commendations.

Much of the evaluation we have conducted is based on analysing the f-measure
obtained after a tag prediction task. Although such systematic approach al-
lows us to compare the different tag recommendation methods using a large
number of resources, the results in terms of f-measure are probably much worse
than what a user-based evaluation could have reported (Garg & Weber, 2008).
To exemplify this observation, Table 3.10 shows a few examples of tag recom-
mendations performed using the RankST method in the Freesound dataset.
We have bolded the tags that are considered good recommendations under our
evaluation framework. Notice however that many of the recommended tags
which are not bolded could also be judged as meaningful recommendations if
we actually listen to the sounds. Moreover, our systematic evaluation does
not take into account other aspects of the recommended tags such as their
semantic context or their informational value in the folksonomy.

Overall, the work we have carried out shows that the proposed scheme for
folksonomy-based tag recommendation can successfully be used for recom-
mending tags to online resources. In the following chapter, we propose an
improvement for the best-scoring recommendation method described here, and
carry out an evaluation based on user assessment of the recommended tags.
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Sound id Input tags Deleted tags Recommended tags F

8780 analog, glitch, warped lofi noise, electronic 0.0
124021 newspaper, reading,

paper, page, news
read magazine 0.0

38006 hit, glass, oneshot percussion singlehit, singlebeat,
single, tap, hits, house,
percussion, place,
thuds, drum, plock

0.17

54374 spring, nightingale,
nature, bird

field-recording,
birdsong,
binaural

birds, field-recording,
forest, birdsong

0.5

78282 metal, medium-loud,
interaction

impact impact, wood 0.67

Table 3.10: Example of tag recommendations in Freesound using the RankST
method. Corresponding sounds can be listened at the following url: http://www.
freesound.org/search?q=[Sound id].

http://www.freesound.org/search?q=
http://www.freesound.org/search?q=




CHAPTER 4
An enhancement: class-based

tag recommendation

4.1 Introduction

In this chapter we build on the tag recommendation methods described in the
previous chapter and extend them. Furthermore, we perform an evaluation
of the extended recommendation system through an online experiment with
real users. Hence, the contribution of the present chapter is twofold. Firstly,
we propose an extended version of the best performing tag recommendation
method described in Chapter 3 (RankP@α). The main idea behind this ex-
tended method is to exploit the automatic classification of the resources to be
annotated into a number of predefined classes to further adapt the tag sugges-
tions to the context of these classes. This classification is based on the tags
that users start introducing during the annotation process. In this way, in-
stead of personalising recommendations for particular users, we “personalise”
them to particular classes of resources, and the extended tag recommendation
system incorporates some domain-specific knowledge in the form of resource
categories. We evaluate the automatic classification process separately from
the rest of the tag recommendation system.

Secondly, we perform a comprehensive user-based evaluation through an online
experiment. In it, participants are presented with some resources which have to
be annotated with the help of the tag recommendation system. These kinds of
user-based evaluations are very costly, and we have seen that they are not very
common in the tag recommendation literature (Sec. 2.3.4). In our evaluation,
we compare the recommendation method we proposed in previous work and the
extended version we describe here along with two random baselines. Moreover,
we perform a complementary evaluation based on a tag prediction task such
as the one described in the previous chapter (Sec. 3.3, also see Sec. 2.3.4).
In the previous chapter, we evaluated the tag recommendation methods in
the audio and image domains (i.e., using data from Freesound and Flickr),

67
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and obtained similar results in both scenarios. In this chapter, due to the
extended recommendation method being based on the automatic classification
of resources, evaluations are solely carried out in the context of Freesound.

The rest of this chapter is organised as follows. First, in Sec. 4.2, we describe
the extended tag recommendation method based on the classification of in-
put tags. Then, we evaluate the classifier that we use in the recommendation
process of the extended method (Sec. 4.3). In Sec. 4.4, we describe our main
evaluation methodology based on the online experiment, and report its results
in Sec. 4.5. The complementary prediction-based evaluation of the recom-
mendation methods is performed in Sec. 4.6. Finally, we conclude the chapter
with a discussion about our findings and future work (Sec. 4.7).

4.2 Methods

Similar to the tag recommendation methods described in the previous chapter,
the tag recommendation method described here is entirely based on tag-tag
similarities derived from the folksonomy of Freesound. We begin by summar-
ising the steps of the best performing tag recommendation method described
in the previous chapter (RankP@α, with α = 0.15 for Freesound dataset).
We refer to this method as the “general” method or Gen for short. Then, we
describe the extended parts of the new method, which mainly include a class
detection step, and the computation of tag-tag similarity matrices based on
that classification. We refer to the extended method as “class-based” or Cla
for short.

4.2.1 General tag recommendation

Given a set of input tags TI and a tag-tag similarity matrix S, the Gen method
can generate a sorted list of recommended tags TR. It consists of the three
steps depicted in the top of Fig. 4.1:

1. Candidate tag selection: Given a set of input tags TI, this step uses a
tag-tag similarity matrix S derived from the Freesound folksonomy to
select a set of θ candidate tags Ti

C for each input tag TIi . The tag-tag
similarity matrix S is constructed by computing the association matrix
D = {di,j}, which represents the associations between tags and sounds in
the Freesound folksonomy (di,j = 1 if sound ri is labeled with tag tj , and
di,j = 0 otherwise). Given D, the tag-tag similarity matrix is obtained as
S = DD′, and we apply a simple normalisation to the elements

{
sti,tj

}
of S so that sti,tj corresponds to the cosine similarity between tags ti and
tj on the basis of their co-occurrence in sounds. Tags in Ti

C are selected
as the θ = 100 most similar tags to a given input tag TIi .
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Candidate tag
selection

Aggregation of
candidate tags

Selection of tags
to recommend

Class
detection

Figure 4.1: Block diagram of the general (Gen) and class-based (Cla) tag recom-
mendation methods.

2. Aggregation of candidate tags: Given the sets Ti
C from the first step,

candidate tags are assigned a score φ and aggregated into a single list
of tags with scores TA. Such a score is determined by the candidate
similarity-based ranking so that φ = 1 for the most dissimilar candidate
to a given input tag and φ = θ for the most similar one. The scores of
tags that are present in different sets of candidates Ti

C are added when
aggregated in the final set TA.

3. Selection of tags to recommend: Considering the scores in TA, this step
determines a threshold ε to select the tags that are finally recommended.
Here we use the strategy of determining the threshold ε as a percentage
of the maximum score in TA, and use a percentage parameter of α = 0.15
(Sec. 3.2.3). Tags in TA are sorted by their score and those that satisfy
φ ≥ ε are outputted as TR, the final set of recommended tags.

4.2.2 Class-based tag recommendation

The proposed class-based tag recommendation method is a variation of Gen
based on the classification of the input tags TI into a set of H predefined audio
classes29. For every class Ch (Ch ∈ C, where C is the set of defined audio
classes), a tag-tag similarity matrix SCh

is built in the same way as in the
Gen method, except that in this case only the information of tag applications
involving the sounds of the current class is considered (see below). As a result,
a different tag-tag similarity matrix can be computed for every audio class,
and the matrix SCh

that is used in the candidate tag selection step of the
recommendation process depends on the classification of the input tags TI
(Fig. 4.1). Once the candidates are selected, the other two steps (Aggregation

29When referring to audio classes, we may use the terms “class” or “category” indistinctly.
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of candidate tags and Selection of tags to recommend) are computed in exactly
the same way as in Gen. We now describe the classification system that we
use in the class detection step, and then explain the computation of the tag-tag
similarity matrices.

Classification system

In order to classify a set of input tags TI of a sound r into one of the audio
classes, we make use of standard machine learning techniques. The structure of
the classification system is very similar to what can be found in the existing lit-
erature on the classification of sound effects (Kuo & Zhang, 1999; Casey, 2002;
Sundaram & Narayanan, 2008; Roma et al., 2010), musical instruments (Her-
rera et al., 2003; Livshin et al., 2003; Cano et al., 2005), or music genre and
mood (Laurier et al., 2008; Bischoff et al., 2009; Chen et al., 2009; Tao et al.,
2010). In these works, a set of low-level audio features is typically extracted
from sounds in a given collection, yielding a feature vector representation of
every sound. Also, sounds are manually annotated using the concepts of a
taxonomy representing the particular classification domain (e.g., a taxonomy
of musical instruments or sound effects). These taxonomies tend to be rather
small, typically including less than 20 concepts. Then, supervised learning is
performed using a classifier trained with the feature vectors corresponding to
annotated sounds.

The classification we perform here only differs from this scheme in that we
do not extract audio features from the sounds we classify, but use instead
their existing associated tags (i.e., taglines) as feature vectors to train the
classifier. To do this, we follow a bag-of-words approach where each sound is
represented as a vector whose elements indicate the presence or absence of a
particular tag. Feature vectors contain all possible tags in the collection, thus
their dimensionality is very high. Here we do not carry on any dimensionality
reduction step to lower the size of the feature vectors. Instead, in order to keep
them in manageable sizes, we apply the same threshold ω = 10 described in
Secs. 3.3.1 and 4.2.1, removing all tags that are used less than 10 times. The
resulting feature vectors are very sparse, which makes the problem similar to
what is normally found in text classification, where high dimensionality and
sparseness are commonplace (Sebastiani, 2002). We experiment with a support
vector machine (SVM) and a naive Bayes (NB) classifier, as these have been
shown to be well suited for high dimensional and sparse classification tasks
such as the one we are facing here (Bennett & Campbell, 2000; Sebastiani,
2002)30. By not including extracted audio features in the classification sys-
tem, we maintain a certain degree of generalisability for the class-based tag

30We implement the classifiers using the “scikit-learn” Python package (http://
scikit-learn.org). We use the classes LinearSVC and BernoulliNB for SVM and NB,
respectively, with default parameters. LinearSVC follows the “one versus all” approach for
multiclass classification.

http://scikit-learn.org
http://scikit-learn.org
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Class name Description and examples

SoundFX Sound effects (including foley), footsteps, opening and closing
doors, alarm sounds, cars passing by, animals and all kinds of
noises or artificially created glitches.

Soundscape Environmental recordings, street ambiances or artificially con-
structed complex soundscapes.

Sample Instrument samples including single notes, chords and percuss-
ive hits (e.g., single notes of a piano recorded one by one and
uploaded as different sounds, or samples from a complete drum
set).

Music Musical fragments such as melodies, chord progressions, and
drum loops. This class is to Sample what Soundscape is to
SoundFX.

Voice Various voice-related sounds such as text reading, single words
or recordings of text-to-speech processors.

Table 4.1: Name and descriptions of the audio classes we defined.

recommendation method, as the methodology remains applicable to other do-
mains without further modifications. Nevertheless, what necessarily changes
from domain to domain is the definition of classes.

Given the heterogeneity of the audio content in Freesound, we define the audio
categories that we want to detect in a way that these can virtually include the
whole range of sounds that can be found in Freesound. Hence, we define a total
of H = 5 audio categories in which sounds can be classified. The resulting cat-
egories, shown in Table 4.1, are quite general and are in line with other sound
categorisations reported in the literature (Casey, 2002; Roma et al., 2010).
In order to create a dataset for the supervised learning process, we manually
assigned one of the above categories to a number of sounds from Freesound.
To do this, we followed an iterative process in which we were presented with
randomly chosen sounds from Freesound, and assigned them to one of the five
categories. As it can be imagined, these categories are not completely ortho-
gonal, and there were sounds for which the decision was not straightforward
just by listening to the audio. In these cases, we also relied on provided textual
descriptions of the sounds (i.e., their textual descriptions in Freesound). The
crafted dataset includes a minimum of 2,088 sounds per category (correspond-
ing to the case of Speech) and a maximum of 6,341 (for the case of Samples).
Comparing the totality of Freesound sounds and the manually annotated sub-
set, we observe qualitatively similar relative distributions of tag occurrences
and number of tags per sound. Fig. 4.2 shows the most commonly used tags
for the five defined audio categories. Using the manually crafted ground truth
and the vector representations of sounds according to their taglines, we can
train a classifier which, given a set of input tags TI, can predict which category
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Ch better fits the input. In Sec. 4.3 we evaluate the classifier and report the
results in terms of classification accuracy.

Computation of tag-tag similarity matrices

As mentioned, the process of building the tag-tag similarity matrices SCh
is

the same as the one for building S, except that for every matrix SCh
we only

consider information about tag applications from sounds belonging to Ch. For
doing that, we reuse the classification system described above and classify all
sounds of Freesound into one of the five audio classes, using as input tags
the original taglines of the sounds in Freesound. Then, matrices SCh

can
be built by only considering the columns of D corresponding to the sounds
of Ch. Hence, SCh

= DCh
D′Ch

, where DCh
is a subset of D in which the

columns corresponding to sounds not in Ch are removed. Each matrix SCh

is normalised using the same process we use for S to obtain cosine similarity
(Secs. 3.2.1 and 4.2.1).

Notice that the similarity value between two tags ti and tj will be different in
every matrix SCh

and in S, with SCh
being tailored to the particular context

of the h-th class. Note also that the number of distinct tags resulting from
considering all sounds belonging to Ch will be smaller than the total number
of distinct tags resulting from considering all sounds from all classes (the size
of the class vocabulary will be smaller than the size of the general vocabulary).
Therefore, there will be some “all-zeros” rows in SCh

, corresponding to the tags
that are not used in the context of the particular class Ch. These tags are thus
never recommended when using SCh

.

4.3 Results and evaluation of the classification
system

4.3.1 Methodology

To evaluate the classification system we follow a random sub-sampling cross-
validation strategy where we split the aforementioned ground truth (i.e., the
dataset) into training and testing sets. We then compute the out-of-sample
accuracy as the percentage of well-classified instances from the testing set
when using the fit from the training set. This process is repeated 100 times
for each classifier and parameter configuration that we test (see below), and
overall accuracy is obtained by averaging over the results of all repetitions. In
each repetition, our dataset is composed of a random selection of 1,000 sounds
from every category, adding up to a total of 5,000. This way we maintain a
balance in the number of sounds per category. In addition, to avoid potential
bias of our classifier to the tagging conventions of a particular user, we impose
the limit of not getting more than 50 sounds of the same category uploaded
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Figure 4.2: Tagclouds of the 50 most used tags in the five defined audio categories.
The size of the tags is proportional to the frequency of occurrence among all sounds
annotated under each category. For building these tagclouds, we only considered the
set of sounds manually annotated as ground truth. Tagclouds were generated with
the online tool available at www.wordle.net.

www.wordle.net
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Figure 4.3: Classification accuracy using SVM and NB classifiers. The dashed line
at 20% accuracy corresponds to the random baseline. The dashed lines around 95%
(SVM) and 90% (NB) correspond to the accuracy achieved when no restriction on the
number of tags for the testing set is performed, which can be considered as an upper
bound limit.

by the same Freesound user. In each repetition, the testing set is selected as
a random subset representing 10% of the data, and being equally-distributed
among categories (i.e., 100 sounds per category).

As mentioned in Sec. 4.2.2, we test our method using SVM and NB classifiers.
We also add a random classifier to serve as a baseline. Given that for the class-
based tag recommendation method the classification step is extensively used
in situations with few input tags (i.e., when users start introducing tags), we
are specially interested in evaluating the accuracy of the classification system
in conditions of tag scarcity (i.e., low |TI|). Hence, we introduce a limitation
to the testing set consisting of randomly removing tags from sounds prior to
classification, only leaving a particular number of N input tags per sound.
We consider values of N ranging from 1 to 5. This obviously adds another
constraint to the selection of the testing set, which is to make sure that selected
sounds have at least N tags. The whole evaluation process is performed for all
different values of N and for both SVM and NB classifiers, yielding a total of
10 evaluated experiment combinations.

4.3.2 Results

Fig. 4.3 shows the accuracies of our classification method for the experiment
combinations described above. Note that all combinations are far above the
random classifier accuracy of 20%. The NB classifier reports overall a higher
accuracy than the SVM, with a statistically significant average accuracy in-
crease of 10% (p < 10−12). Statistical significance is assessed by considering
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the maximum p-value across pairwise comparisons between experiment com-
binations and using the Wilcoxon signed-rank test with a significance level of
0.01 (Corder & Foreman, 2009). Overall, using the NB classifier, the classifica-
tion system is able to successfully classify sounds among five generic categories
inside the audio domain, with accuracies ranging from 75% to 90% depending
on the number of input tags available for classification. As expected, the lowest
accuracy is obtained when |TI| = 1 (i.e., only one tag is given to the classifier).
For |TI| ≥ 4, the classification accuracy reaches values close to 90%.

To complement these results, we performed additional experiments with dif-
ferent training set sizes (i.e., using less than than 90% of sounds for training).
The results we obtained are consistent with those reported above with little
variation on accuracy for training set percentages higher than 50%. This re-
inforces the validity of the classification results as the use of smaller training
sets does not heavily affect classification accuracy. Furthermore, we also tested
different values for the imposed maximum of 50 sounds uploaded by the same
user in the same audio category. Our results show that the accuracy is not
significantly influenced by such limit, thus asserting that the classifier is not
biased to the tagging conventions of a particular user.

4.4 Evaluation of the tag recommendation methods

To evaluate the class-based tag recommendation method we designed an online
experiment where participants had to tag a set of sounds from Freesound. The
experiment was online for 15 days during June 2013, and was publicised in
the Freesound front page. The goal of this experiment was twofold. First, we
wanted to assess the usefulness of the Cla method with respect to the previous
Gen method. Second, we wanted to get qualitative user feedback to better
understand the strengths and weaknesses of the considered tag recommenda-
tion systems and, in a further stage, to understand the potential strengths and
weaknesses of tag recommendation processes in general.

Along with Gen and Cla, in the experiment we also evaluated two random
variants of them, named RGen and RCla, respectively. These differ from the
original variants in that, in the final step of the recommendation process, the
set of recommended tags TR is replaced with an alternative set of the same
length containing randomly selected tags either from the general vocabulary
(RGen) or from the corresponding particular class vocabulary (RCla). No-
tice that the general vocabulary is always bigger than any of the individual
classes’ vocabulary. Hence, the random selection in RGen is performed over a
bigger and more diverse pool of tags. Participants were not aware of the par-
ticular recommendation method underlying tag suggestions nor knew about
the five audio classes in which we classify all annotated sounds. The dataset
we used for the evaluation comprises Freesound data gathered between April
2005 and May 2012. Tables 4.2 and 4.3 show basic statistics of the dataset and
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Freesound dataset

Number of sounds 140,622
Number of unique tagsa 43,696
Number of contributor usersb 6,948
Number of tag applications 990,574
Average tags per sound (tagline length) 7.04
a Not necessarily semantically unique.
b Users that have contributed by uploading, at least, one resource.

Table 4.2: Basic statistics of the Freesound dataset (including
data collected between April 2005 and May 2012).

Tag-tag similarity matrices
Num. sounds Vocabulary size

General matrix (S) 140,622 7,710
Matrix for class SoundFX 29,725 4,584
Matrix for class Soundscape 38,001 5,768
Matrix for class Sample 26,452 3,280
Matrix for class Music 34,139 4,303
Matrix for class Voice 15,305 3,557

Table 4.3: Basic statistics of the resulting tag-tag similarity matrices.

the resulting tag-tag similarity matrices that we built with this dataset. The
online-experiment proceeded as follows:

Instructions page: First, participants were presented with an introduction
page displaying detailed instructions for the experiment (Fig. 4.4). Parti-
cipants were told they would have to annotate 20 sounds from Freesound,
using as many tags as they felt appropriate for every sound (we suggested
participants to use five or more tags, but it was not mandatory). Parti-
cipants were also told that as soon as they started typing tags, a list of
tag suggestions would appear and that they could choose tags from this
list if they felt the suggestions were appropriate. We also recommended
participants to use headphones for better listening conditions.

Questionnaire: After the introduction, a short questionnaire (Fig. 4.5) was
presented to collect some basic user data and information about their
experience in working with sound libraries, their experience using Free-
sound (including the number of uploaded sounds) and their native lan-
guage (in particular to be able to differentiate between native and non-
native English speakers).
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Figure 4.4: Screenshot of the instructions page.

Figure 4.5: Screenshot of the questionnaire page.
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Figure 4.6: Screenshot of the sound annotation page.

Sound annotation: Once the questionnaire was completed, participants
started annotating sounds. From the ground truth we defined when
designing the recommendation system (Sec. 4.2.2), we manually selected
50 sounds per class31. These sounds were selected trying to cover a
certain variety of sounds and avoiding those that would presumably be
very hard to annotate. From this pool of 250 sounds, every participant
was assigned a random selection of four sounds per class. Then, each
of the four sounds was assigned a different tag recommendation method
that would be used when the participant annotated the sound. In this
way, every participant was assigned a total 20 sounds, equally distributed
among audio classes and recommendation methods. Participants were
presented with the first sound and had to annotate it by typing tags in
a text box. The sound could be reproduced using a web player that also
showed a visualisation of the waveform and the spectrogram of the sound
(Fig. 4.6). As soon as the participant started typing, a list of suggested
tags appeared below the text box. This list was computed using the tag
recommendation method assigned to the currently annotated sound, and
was being updated every time a new tag was written in the text box.

31The sounds we selected for the annotation phase of the online experiment (a total of
250, 50 per class) were removed from the ground truth and thus were not used to train the
classifier described in section 4.2.2.
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Similar to the Freesound upload system, tags had to be separated by
spaces and multi-words joined with hyphens. Hence, the recommendation
was primarily updated every time a blank space was introduced. Users
could click over the tags shown in the list to automatically append them
in the text box (Fig. 4.6). Once a participant considered a sound was fully
annotated, she could click on the “Next sound” button and be presented
with the following sound. Participants were also provided an URL that
they could save for later resuming the experiment in case they did not
want to annotate all sounds in one go. Noticeably, we logged information
about all the keystrokes and mouse clicks that participants performed
with the corresponding timestamps.

Feedback page: After annotating the 20 sounds, participants were presented
with a page thanking their participation and offering some space in a text
box to give some feedback about the experiment. Alternatively, they were
also offered to write the feedback in a particular thread of the Freesound
forums.

Considering the logs gathered during the experiment, we define a simple meas-
ure for evaluating the “usefulness” of every tag recommendation method in
the tagging process. The measure consists of counting, for every set of tags
assigned to a sound by a particular participant, the number of these tags that
were recommended by the system during the annotation process (i.e., the num-
ber of recommended tags that were correctly predicted by the system or, what
is the same, accepted by the participant). Then, this number can be averaged
over all sounds annotated with each recommendation method, and obtain in
this way a general characterisation of the method. Let R be a set of resources,
let Tr be the set of tags that a participant used to annotate a particular sound
r, and let Tr,m

R be one of the sets of recommended tags that were presented to
the user in the successive M tag recommendations during the tagging process
of that particular sound r. Then, we can define Ω, the number of correctly
predicted tags (or accepted tags), as

Ω =
1

|R|
∑
r∈R

∣∣∣∣∣Tr ∩

(
M⋃
m=1

Tr,m
R

)∣∣∣∣∣. (4.1)

Notice that Ω is roughly equivalent to a standard recall measure (without the
normalization term). We employ this measure instead of standard precision
and recall (e.g., as done in Jäschke et al. 2009) because the nature of our
evaluation has some particularities which make such metrics less useful. As
described above, several tag recommendations are performed during the an-
notation of a single sound (i.e., every time that a new tag is introduced the
recommendation is recomputed). As a result, the total number of recommen-
ded tags for every sound is much larger than the final number of assigned tags.
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If we computed precision and recall by comparing the whole set of recommen-
ded tags for every sound with the final taglines assigned by users, we would
obtain very low precision values which, in our opinion, are not as representat-
ive as Ω. In our evaluation (and in a real-world tag recommendation scenario),
users are the ones who finally decide which of the recommended tags are relev-
ant for a particular resource. Therefore, the length of the recommendation is
not as important as the fact that it contains meaningful suggestions (i.e., recall
is arguably more important than precision).

4.5 Results of the tag recommendation methods

During the two weeks the experiment was online, we gathered a total 201
experiment logs from 190 unique participants (a few participants decided to
repeat the experiment more than once). Among all these experiment logs, 80
correspond to unfinished experiments (i.e., with less than 20 sounds annotated)
which we do not consider in the analysis. In addition, we apply a filter to
discard logs from experiments that were finished very quickly and with very
few calls to the recommendation methods. More specifically, we discard logs
from experiments completed in less than 10 minutes (average of 30 seconds per
sound) and from experiments not reporting a minimum of three calls to the
recommendation system for every annotated sound. We discard these logs as
we consider that participants did not pay enough attention when annotating
sounds and thus contain potentially noisy data. After filtering, we are left
with 70 logs that we consider as sufficiently reliable data for analysis. In the
following sections we report the results of the different aspects of the online
experiment that we analyse.

4.5.1 Correctly predicted tags per recommendation method

First, we report the basic accuracy of the considered tag recommendation
methods (Table 4.4, leftmost column). We observe that random methods
RCla and RGen report considerably lower average Ω than Cla and Gen.
Thus, our methods generate much more meaningful recommendations than
the random baselines. Interestingly, we also observe that both class-based
methods Cla and RCla report higher averages than their general counter-
parts Gen and RGen. This suggests that tag recommendations improve when
using class-based methods. However, the differences are found not to be stat-
istically significant. In the following comparisons, and if not stated otherwise,
statistical significance is assessed by performing pairwise comparisons using
the Mann-Whitney U test with a significance level of 0.05 (Corder & Foreman,
2009).

Next, we repeat the same analysis but considering different groups of exper-
iment logs according to the questionnaire that participants had to fill at the
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All Expert Non-expert Native Non-native

Cla 2.414 (2.775) 2.547 (2.988) 2.179 (2.224) 2.950 (3.382) 1.963 (2.027)
Gen 2.154 (2.526) 2.163 (2.663) 2.147 (2.229) 2.656 (3.006) 1.732 (1.938)
RCla 0.260 (0.671) 0.278 (0.680) 0.211 (0.663) 0.300 (0.705) 0.226 (0.638)
RGen 0.166 (0.455) 0.139 (0.458) 0.253 (0.458) 0.194 (0.518) 0.142 (0.392)

Table 4.4: Average number of correctly predicted tags Ω (standard deviation in par-
enthesis) of the user-based evaluation approach for the different groups of participants.

beginning of the experiment (Table 4.4). In particular, we compute Ω for each
recommendation method considering groups of logs corresponding to exper-
ienced participants (i.e., participants that checked the box marked with the
question “Are you used to working with sound libraries?” in the questionnaire;
second column in Table 4.4), non-experienced participants (third column), nat-
ive English speakers (fourth column), and non-native speakers (fifth column).
We again observe that Cla reports higher averages than Gen, which further
supports the idea that class-based recommendations bring some improvements
over the general method. Interestingly, in the case of experienced participants,
the difference between Cla and Gen increases with respect to the same com-
parison when considering all participants. In this case we get a statistically sig-
nificant increase of 0.38 (p < 2.91 · 10−2). Furthermore, the difference between
RCla and RGen also increases for the expert group (with respect to all par-
ticipants) and becomes statistically significant (p < 2.47 · 10−3). This suggests
that expert participants clearly appreciate a difference between Cla and Gen
methods (even for the random versions) and find class-based recommenders to
be more useful. On the other hand, we observe that when analysing the non-
experienced participants group, the differences between class-based and general
methods gets blurred, with almost no difference between the two types of re-
commendation methods. Thus, non-experienced participants are not able to
tell the difference between class-based and general recommendations. Overall,
these results indicate that the usefulness of class-based tag recommendations
compared to general recommendations is slightly higher, especially prominent
in the case of experienced participants.

Considering the last two groups of participants (native and non-native English
speakers), we observe that the differences between class-based and general
recommendation systems are quite similar to those obtained when considering
all participants. Class-based systems report higher Ω, but the increments
are practically the same for both native and non-native groups (there is no
statistically significant difference between the increments). Thus, we do not
see a direct general implication of language in method preference. Nevertheless,
there is a significant difference in the absolute number of correctly predicted
tags among the native and non-native participant groups (Table 4.4). Native
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VoiceSoundscapeSoundFXMusicSamples

Figure 4.7: Average number of correctly predicted tags Ω per audio class and re-
commendation method.

English speakers tend to accept an average of 0.96 tags more than non-native
ones (p = 4.61 · 10−3). Furthermore, we observe that native English speaking
participants tend to annotate sounds with an average of 0.32 tags more than
non-native ones (p = 3.24 · 10−6). This suggests that, in these experiments,
native speakers use more tags for describing sounds than non-native speakers,
and tend to accept more recommendations. Overall, we see that both native
and non-native speakers prefer Cla over Gen (and RCla over RGen), but
that this preference is not stronger than in any of the other user groups.

4.5.2 Correctly predicted tags per audio class

To gain insight into how recommendation methods work for the different audio
classes defined above (Table 4.1), we group annotated sounds by their class and
recommendation method, and computed the average number of correctly pre-
dicted tags Ω for each group (Fig. 4.7). In general, sounds under Soundscape
and Voice classes report higher Ω than sounds under the other classes. This
is probably because there are some tags such as field-recording, nature or
voice which are very common in these classes and are very generic (i.e., could
be used to annotate almost any sound in Soundscape or Voice classes).

It can also be observed that not all audio classes feature higher Ω for the Cla
method when compared to the Gen method. Soundscape sounds report
higher Ω for Gen than for Cla, although the difference of 0.07 is not statist-
ically significant (p = 4.56 · 10−1). SoundFX sounds also report higher Ω for
the Gen method and, although the difference is still not statistically signific-
ant (p = 3.80 · 10−1), the increase of 0.25 is this time larger. Sample, Music
and Voice classes report higher Ω for Cla recommendations, with larger Ω
increases and closer to statistical significance. This suggests that the adapta-
tion to audio categories that the Cla method performs is better exploited in
Voice, Music and Sample classes than in Soundscape or SoundFX. We
hypothesise that the vocabulary needed to accurately describe sounds from the
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former classes is more reduced than the vocabulary needed for other sounds.
Therefore, the class-based method can easily adapt to the class context and
produce better recommendations. These recommendations probably include
tags which have a narrower semantic meaning than the tags recommended
with the general method. On the other hand, sounds under Soundscape and
SoundFX classes cover a wider range of sounds and need a larger vocabulary
to be well-described. In this situation, the Cla method does not adapt well
and does not improve the Gen results. Our hypothesis is partially supported
by looking at the actual size of the resulting class vocabularies after computing
the tag-tag similarity matrix per class (SCh

, Table 4.3). Voice, Music and
Sample produce smaller similarity matrices, with less tags in the vocabulary,
than Soundscape and SoundFX.

4.5.3 Correlation between number of uploaded sounds and
the number of correctly predicted tags

All participants in our experiment were Freesound users. However, not all of
them had experience in uploading and tagging sounds in Freesound. In order
to get some insight in how being used to tagging sounds affects Ω, we compute
the correlation between the number of uploaded sounds and the number of ac-
cepted tags, grouping sounds into the four evaluated recommendation methods
(Table 4.5). To measure that correlation, we employ the Spearman’s rank cor-
relation coefficient (Corder & Foreman, 2009), with % denoting the correlation
coefficient and p the p-value associated with it.

We find the strongest correlation for the Cla method (% = 0.276, p < 3.76 ·
10−7). Thus, in this case, Ω tends to grow along with the number of up-
loaded sounds. A less significant correlation is reported for the Gen method
(% = 0.105, p < 5.61 · 10−3). RCla and RGen present no significant correla-
tions (% = 0.087, p < 1.13 · 10−1 and % = 0.063, p < 2.55 · 10−1, respectively).
This finding suggests that the more familiar the participants are with the
Freesound uploading and tagging processes, the more recommended tags they
tend to accept, especially when recommendations are generated with the Cla
method. This result is consistent with the previous observation that experi-
enced participants tend to accept more tags than non-experienced ones when
recommendations are generated by Cla (Sec. 4.5.1). Again, we are not aware
of any study considering user familiarity in the context of resource tagging.
Therefore, our results represent a novel and original contribution with regard
to this aspect.

4.5.4 Timing aspects

Timing is also an often unconsidered aspect when evaluating tag recommend-
ation systems. However, it is interesting because it can reveal some insights
about the annotation process. In our experiments, we measured the average
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Num. of uploaded sounds Cla Gen RCla RGem

0 2.105 2.036 0.221 0.126
1 to 10 1.823 2.027 0.293 0.133
11 to 50 2.580 1.820 0.220 0.240
51 to 500 2.289 2.222 0.311 0.133
501 to 1000 4.160 2.035 0.380 0.300

Table 4.5: Average number of correctly predicted tags Ω per number of uploaded
sounds and recommendation method. The ranges in the number of uploaded sounds
are determined by the questionnaire that participants had to fill at the beginning of
the experiment (Fig. 4.5).

time invested for annotating a sound and observed that there exists a signi-
ficant correlation between the length of the sounds and the time invested to
annotate them, shorter sounds being the fastest to be annotated (% = 0.24,
p < 5.68·10−19). This could be expected, as shorter sounds tend to be less com-
plex and need less time for listening to them. Consistently, sounds belonging
to the Soundscape class need an average of 15 extra seconds to be described
when compared to sounds belonging to other classes (p < 8.12 · 10−3). On
the other hand, Sample sounds need less time than the rest (p < 3.15 · 10−2).
This can be explained because Soundscape sounds are generally longer than
sounds from other classes, while Sample sounds tend to be shorter. Neverthe-
less, when comparing the four different recommendation methods, we have not
observed any statistically significant differences in the average time invested
for annotating sounds. Therefore, in our particular comparison, the choice of a
recommendation method does not seem to affect the time needed to annotate
sounds.

4.5.5 User feedback

In the last phase of the online experiment, participants were provided the op-
portunity to give some feedback in the form of textual comments (Sec. 4.4).
Looking at these comments, we observe some recurring opinions that, if extra-
polated, bring also valuable insights into recommendation processes in general.
First of all, participants agree in that the process of annotating sounds (and
by extension the process of recommending tags) is a very hard task, and that
recommendations are a generally useful tool but not always needed or used.
In fact, approximately 29% of all tag annotations performed during the exper-
iment were suggested by the recommendation systems32 (i.e., were correctly
predicted), but the other tags were created by users.

32This percentage is computed without taking into account tag recommendations per-
formed with random methods, which obviously did not provide meaningful recommendations.
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A lot of participants point out that annotation is especially hard when the
sound being described is not recorded/created by the person annotating it
(which was always the case in our experiment). In these cases, there is a lot of
meaningful information about the sound which most of the times can not be
determined without the knowledge of how the sound was created (e.g., software
used, recording device, location of a recording, etc.). Some participants also
point out that in order to perfectly annotate musical sounds such as drum loops
or instrument notes, a lot of time needs to be invested in determining properties
such as beats per minute or the pitch of a note. These issues are particularly
relevant in our context, where participants had to annotate sounds not created
by themselves. Finally, another repeated comment is that tag suggestions are
more useful for “nature” and “human-related” sounds, whereas “abstract” and
“synthetic” sounds require more tags to be manually introduced before some
meaningful suggestions are made. These comments are somehow aligned with
the results reported in Fig. 4.7, where we see that Soundscape and Voice
classes are the ones that report higher Ω.

4.5.6 Tag analysis

Here we have a closer look at the experiment logs in order to get some insight
into the type of tags that are recommended and in which cases these are cor-
rectly predicted. We observe several interesting patterns that we believe also
help comprehend in more detail tag recommendation processes in general. First
of all, there are some tags which are recommended and accepted many times in
the online experiment. These tags correspond to very generic concepts such as
field-recording, voice, electronic, loop, nature or percussion. These
recommendations are useful in providing some kind of general categorization
to annotated sounds, but sounds only tagged with these kind of tags do clearly
lack specificity in the annotations. We observe that another recommendation
pattern consists of tags that are suggested many times but are rarely accepted.
This is the case of tags such as sound or recording, for which we hypothesise
that the meaning is too obvious to be considered as relevant information for
participants. This is also the case of tags like soundscape, percussion-loop,
drum-loop or natural-reverb, which can typically be represented with altern-
ative tags, compound-tags or pairs of tags such as field-recording (instead
of soundscape), loop, percussion, drum, natural or reverb.

We also observe that there are some tags whose low acceptance can be ex-
plained because of its subjective meaning (e.g., groovy, threatening) or be-
cause participants can not assess its correctness because they are not the au-
thors of the annotated sounds (e.g., multi-sample, improvised). Obviously
there are also some suggested tags which are not accepted because they are
simply not appropriate for the sounds being described. This is the case of
tags like piano, guitar or pad, which are sometimes recommended to sounds
that clearly do not contain piano, guitar or pad-like sounds. Finally, we ob-
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serve a last group of suggestions which correspond to tags not usually sugges-
ted but normally accepted such as annoucement, synthesizer, footsteps or
airplane. We consider these as being very good recommendations as they
correspond to not-so-general concepts and are apparently recommended only
when they are needed. Overall, recommendations provided by our methods
tend to be useful when recommending general tags, referring to concepts that
can be used as a broad categorisations of the sounds. However, recommenda-
tions are not as useful when they refer to more detailed aspects of the sounds
being annotated.

4.6 Complementary results and evaluation of the
tag recommendation methods

In order to complement the user-based evaluation, we also consider a sys-
tematic assessment of the different tag recommendation methods (Cla, Gen,
RCla and RGen) following the methodology we described in Chapter 3. This
complementary assessment follows a setup based on a tag prediction task which
we now describe.

4.6.1 Methodology

For this evaluation we consider sounds and annotations of the same Freesound
dataset described in Sec. 4.4. The process we follow is very similar to that
described in Chapter 3 (Sec. 3.3.2). However, for each fold of the 10-fold cross-
validation, we now have to follow two extra steps to set up the system for
producing tag recommendations. The first step consists of training a classifier
that allows the classification of the input tags into one of the five defined
audio classes. We train the classifier as described in Sec. 4.2.2, but feeding the
classifier only with these sounds that are present both in the training set of
the current fold and in the ground truth we built when designing the system
(i.e., we only use sounds from the training set that we know to which audio
category they belong to).

The second step of the training phase consists of building the general tag-tag
similarity matrix S and the matrices SCh

for every class Ch. For this we use
information from all the sounds in the training set. Notice that building SCh

requires the classification of all sounds of the training set into one of the five
defined categories (Sec. 4.2.2). We perform that classification using the same
classifier trained in the first step of the training phase. Hence, this classifier is
not only used during the recommendation process to automatically detect the
audio class of a set of input tags TI, but it is also used to build the different
tag-tag similarity-matrices SCh

corresponding to each audio class.

Similarly to Sec. 4.2.2, after the training phase we pick every sound in the eval-
uation set and randomly delete a set of tags TD from its originally assigned
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tags, yielding TI, the input to our recommendation system. The number of
tags we delete is chosen uniformly at random, with only the constraint of leav-
ing a minimum number of input tags of |TI| ≥ 3 so that there is presumably
enough information for the recommender systems to provide good recommend-
ations (see Sec. 3.3.1). This constraint also implies that, in order to be able
to remove at least one tag for each sound (|TD| ≥ 1), we can only consider for
evaluation the sounds that have at least four tags33. After we remove some
tags, we run the four tag recommendation methods using TI as input and the
similarity matrices we computed in the training phase. As evaluation measures
we compute standard precision, recall, and f-measure (P , R, and F , respect-
ively) for each evaluated sound (Eq. 2.1). Global P , R and F measures for
each tag recommendation method are calculated by averaging precision, recall
and f-measure across all sounds evaluated with the chosen recommendation
method. Because of the nature of the tag prediction task, and as mentioned
in Secs. 2.3.4, 3.3.2 and 3.5, tag recommendations in this evaluation are only
considered as being “correct” recommendations if they contain tags originally
assigned by the authors of the sounds. As a result, tags that could be subject-
ively considered as good recommendations for a particular sound but are not
present in the original annotations do not count as correct predictions. Hence,
the results provided by this evaluation are considered to be an underestimate
of the real performance of the system.

4.6.2 Results

Results for the four evaluated tag recommendation methods (Table 4.6) are
very similar to those observed in the user study (Table 4.4). We can see
that Cla outperforms Gen by a small but statistically significant difference of
0.011 (p < 6.51 ·10−8). This difference suggests that Cla can successfully take
advantage of the classification step and the knowledge derived from the ground
truth to slightly improve the recommendations of the system. As expected,
random methods RCla and RGen score much lower F than Cla and Gen.
Nevertheless, it is interesting to note that RCla also features a statistically
significant increase in F with respect to RGen (p < 1.57 ·10−24). This increase
can be explained by recalling that the pool of tags from which the random
selection is performed in RCla is different in every audio class and it always
contains fewer tags than the pool in RGen (Sec. 4.2.2). Hence, these results
suggest that at least some tags which are not relevant for a particular audio
class are effectively removed when building the similarity matrices SCh

. We
also observe that Cla and Gen feature a very similar number of recommended
tags |TR|, with an average of 3.99 and 3.88 tags, respectively.

If we analyse F as a function of the number of input tags |TI| and the number

33This filtering is done before the whole evaluation process starts, therefore we evaluate
the same number of sounds in each fold.
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Method Precision Recall F-measure

Cla 0.476 (0.428) 0.488 (0.424) 0.440 (0.389)
Gen 0.486 (0.429) 0.467 (0.408) 0.429 (0.372)
RCla 0.003 (0.031) 0.003 (0.038) 0.002 (0.025)
RGen 0.002 (0.024) 0.002 (0.031) 0.001 (0.019)

Table 4.6: Average precision P , recall R and f-measure F (standard deviation in
parenthesis) for the prediction-based evaluation approach. Results are sorted by f-
measure.

of recommended tags |TR|, we can get more insight on the behaviour of the
considered recommendation methods (Fig. 4.8). For instance, we see that
both Cla and Gen have a tendency of increasing F as the number of input
tags also increases (Fig. 4.8a). Note that, as we have seen in Sec. 4.3.2, the
accuracy of the classifier also increases for larger |TI|, which is consistent with
these results. Overall, we see that the recommendation system is able to
provide better recommendations when it is fed with more input tags. The
opposite happens with the number of recommended tags (Fig. 4.8b). This can
be explained as bigger numbers of recommended tags imply lower precision
values because more non-relevant tags are recommended. Nevertheless, it is
interesting to observe that the increase in F of Cla over Gen is specially
notorious for large numbers of recommended tags (|TR| > 8, Fig. 4.8b). This
highlights the superiority of Cla over Gen when larger number of tags are
recommended, and suggests that Cla is able to provide more comprehensive
and relevant recommendations.

4.7 Conclusion and discussion

In this chapter we have described an extension of the best performing tag re-
commendation method described in Chapter 3, and thoroughly evaluated it.
The method we described here extends the former in two main aspects: it
automatically determines to which class a sound belongs, and it produces spe-
cific recommendations for different audio classes. As both tag recommendation
methods (Gen and Cla) are folksonomy-based, they are easily generalisable to
other multimedia domains. However, the Cla method requires the definition of
a number of classes of resources in the particular domain, and the construction
of a ground truth to train the classifier needed to perform recommendations.

We performed a user-based evaluation through an online experiment. In it,
participants had to annotate several sounds with the help of the different tag
recommendation strategies. We logged the activity of the participants and
analysed these logs with the goal of comparing the considered methods and,
in addition, getting more insight into the positive and negative aspects of tag
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(a)

(b)

Figure 4.8: Average f-measure F as a function of the number of input tags |TI| (a)
and the number of recommended tags |TR| (b).
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recommendation systems in general. To the best of our knowledge, this is one of
the very few user-based evaluations carried out for a tag recommendation task.
Finally, as a further contribution, we complement the user-based evaluation
with a prediction-based evaluation, following a well-established methodology.

In general, we have seen that class-based recommendation reports statistically
significantly better scores than general recommendation, both in the user-based
and prediction-based evaluations. The difference in scoring is, in absolute
terms, more prominent for the user-based evaluation. Moreover, it further im-
proves when considering only expert users. This suggests that the class-based
method does indeed bring some improvements in the recommendations com-
pared to the general method, and that these improvements are more noticeable
to expert users.

Among all annotations that participants performed during the online exper-
iment, approximately one third of them correspond to tags recommended by
the system (for both Gen and Cla methods). That by itself brings evidence
with regard to the general utility of tag recommendation systems. However,
the found results also indicate that tag suggestions referring to generic con-
cepts or sound classes tend to be more useful than recommendations of very
concrete tags describing specific sound characteristics. Participants found tag
suggestions more useful for sounds under Soundscape and Voice categories.
We hypothesise that this happens because these categories are more suited
to the use of generic tags. Music and Sample audio classes require of an-
notations describing very specific musical concepts such as pitch, tonality or
beats per minute. Participants had difficulties in annotating such concepts, as
they are problematic to annotate without having a certain knowledge of the
recording context (i.e., without being the author of the sound) and because
tag recommenders tend to produce less meaningful suggestions in these cases.

Summarising, here we continued with the research described in the previous
chapter by proposing an extended tag recommendation method that incorpor-
ates basic knowledge of the audio domain, and by comparing, with an online
experiment, the extended method with the best scoring method of the previ-
ous tag recommendation scheme. In the next chapter (Chapter 5), we further
investigate on tag recommendation by analysing the impact of the class-based
method in a large-scale experiment on the real-world tagging system of Free-
sound.



CHAPTER 5
Impact of a tag

recommendation system

5.1 Introduction

In the previous chapters we have described a number of tag recommendation
methods and evaluated them from different perspectives. In this chapter, we
perform a large-scale experiment in which we analyse the impact of a tag
recommendation system in the real-world folksonomy of Freesound. More spe-
cifically, we introduce the best performing recommendation method described
in Chapter 3 (RankP@α, withα = 0.15) to the tagging system of Freesound
with the classification extension described in Chapter 4, and analyse its impact
on the site.

As we have seen in the literature review, many authors have hypothesised
about the potential impact of tag recommendation in the folksonomies of online
sharing sites (Sec. 2.3.5). Taking this into consideration, we can summarise
the expected impact into the following three hypotheses:

1. Vocabulary convergence. A tag recommendation system should contrib-
ute to the convergence and consolidation of a shared vocabulary across
the users of a tagging system (Golder & Huberman, 2006; Marlow et al.,
2006; Jäschke et al., 2007; Sood et al., 2007; Zangerle et al., 2011).

2. Quality of annotations. A tag recommendation system should improve
the quality of resource annotations in an online sharing platform (Naa-
man & Nair, 2008; Jäschke et al., 2012; Wang et al., 2012).

3. Cost of the annotation process. A tag recommendation system should
reduce the cost of tagging, changing from a tag generation process to
a tag recognition process (Sood et al., 2007; Jäschke et al., 2007; Wang
et al., 2012).

91
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Although there seems to be a consensus on the hypotheses, we are not aware
of any study performing a deep analysis of the impact of a tag recommenda-
tion system into a real-world and large-scale folksonomy. Furthermore, even
though several studies have focused on analysing aspects such as tagging beha-
viour or vocabulary convergence in tagging systems (Chapter 2), there is not
a clearly defined set of evaluation metrics or methodology to carry out these
analyses (Farooq et al., 2007).

In this chapter, we define a series of metrics to illustrate each of the three sum-
marised hypotheses. Then, we compute the defined metrics for an extensive
period of time comprising 2.5 years of Freesound analysis data, including three
months after the introduction of tag recommendation. We put a special em-
phasis on analysing the changes observed before and after the introduction of
tag recommendation. Our results give, for the first time, empirical and quant-
itative evidence of the validity of some of the previous hypotheses. Specifically,
our results show that tag recommendation effectively contributes to vocabu-
lary convergence, partially contributes to an improvement of the annotation
quality, but does not seem to significantly reduce the cost of the annotation
process. Notice that both the definition of the metrics and the analysis of its
results are relevant contributions of the present chapter.

The rest of this chapter is organised as follows. In Sec. 5.2, we briefly summarise
the components of the tag recommendation system that we implemented, and
describe the evaluation metrics and analysis methodology. The results for all
evaluated metrics, along with discussions about their implications, are reported
in Sec. 5.3. We end in Sec. 5.4 with a discussion about our findings and future
directions.

5.2 Methods

5.2.1 Tag recommendation algorithm

As mentioned, the recommendation method implemented in the tagging system
of Freesound corresponds to the class-based approach described in Chapter 4.
In summary, it is composed of the three main steps described in Chapter 3
plus the class detection step added in Chapter 4 (see Fig. 5.1). Given a set of
input tags TI, the recommendation method is able to generate several lists of
candidate tags Ti

C taking advantage of a tag-tag similarity matrix SCh
which

is, in turn, derived from the analysis of a folksonomy F . A particular similarity
matrix SCh

is chosen after a class detection step in which the system predicts
the audio class Ch that better fits TI. The different sets of candidates Ti

C
are then aggregated into a single set of tags with scores TA. Finally, a simple
heuristic is applied to decide which of the tags in TA are relevant enough
to form the set of recommended tags TR outputted by the recommendation
method.
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Candidate tag
selection

Class
detection

Aggregation of
candidate tags

Selection of tags
to recommend

Figure 5.1: Block diagram of the tag recommendation method implemented in the
tagging system of Freesound.

Figure 5.2: Screenshot of the tagging interface of Freesound after introducing the
tag recommendation method. The previous interface (before the introduction of the
tag recommendation), was exactly the same without the list of tag suggestions at the
bottom.

5.2.2 Tag recommendation interface

Fig. 5.2 shows a screenshot of the interface for the tag recommendation system
implemented in Freesound. In it, we can see the set of input tags TI ={river,
water} and the set of recommended tags TR ={stream, creek, brook, flow,
liquid, waterfall, trickle}. The list of suggested tags appears at the bot-
tom of the text area that users use to type their tags, and it is automatically
refreshed each time that users type a new tag (i.e., every time that there is
a change in TI). This means that during the annotation process of a partic-
ular sound, several lists of recommended tags are presented to the user. To
introduce tags from the list of recommendations, users can either click on the
elements of the list or type them manually (as they would do to introduce other
tags that are not in the list). When manually typing tags, no autocomplete
functionality is provided.

5.2.3 Analysis metrics

To assess the impact that the tag recommendation system has on the folk-
sonomy of Freesound, we define a series of metrics which are meant to illustrate
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Hypothesis Metric Expectation

Vocabulary convergence

Percentage of new tags Decrease
Average user vocabulary size Increase
User vocabulary sharing Increase
Sound vocabulary sharing Increase

Quality of annotations

Average tagline length Increase
Percentage of misspelled tag
applications Decrease

Tag frequency distribution Even (see caption)
Subjective annotation quality Increase

Cost of the annotation
process

Average tag application time Decrease
Average number of correctly
predicted tags Similar to Sec. 4.5.1

Table 5.1: Proposed metrics and expected observations to evaluate the hypotheses.
In the case the tag frequency distribution, we expect a more even distribution across
the frequency range after the introduction of tag recommendation.

the three hypotheses summarised in the introductory section of this chapter
(Sec. 5.1). Rather than the observation of a single metric being affected after
the introduction of the tag recommendation system, we believe the relevance
of the analysis particularly remains on the observation of changes simultan-
eously happening in several metrics. Hence, we illustrate each hypothesis with
more than one metric. Table 5.1 shows a list of the defined metrics, along
with the changes we expect to observe when comparing data before and after
the introduction of the tag recommendation system. Formal metric definitions
subsequently follow, grouped by hypothesis.

Vocabulary convergence

• Percentage of new tags: This metric represents the percentage of the
tag applications that were performed during a given day of our ana-
lysis period, and that had never been used before in the folksonomy
(i.e., tag applications that introduce previously nonexistent tags in the
folksonomy). Thus, this metric is computed on a daily basis (see Sec. 5.2.4).
Considering the folksonomy model defined in Sec. 3.2.1, the percentage
of new tags can be defined as

Θ(n) = 100 ·
|Tn

NEW|
|En|

, (5.1)

where Tn
NEW is the set of tags that appeared for the first time in the

n-th day of our analysis data, and En is the set of all tag applications
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performed during that same day. Note that Tn
NEW can not contain du-

plicates (i.e., a particular tag can not be considered as being “new” more
than once). High values of Θ indicate that many new tags are being cre-
ated and that, therefore, the vocabulary is not converging to a finite set
of terms. Our expectation is that Θ will decrease after the introduction
of tag recommendation, as users will tend to reuse tags from the list of
suggestions rather than creating new ones.

• Average user vocabulary size: This metric is also computed on a daily
basis, and we define it as the total number of tag applications involving
distinct tags that a user performed during a given day (i.e., the number
of unique tags that a user assigned during a given day). Considering the
folksonomy model defined in Sec. 3.2.1, the average vocabulary size can
thus be expressed as

Υ(n) =
1

|Un|
∑
u∈Un

|Eu,n|, (5.2)

where Eu,n is the set of tag applications involving distinct tags that user
u has performed during the n-th day of our analysis data, and Un is
the set of users that performed at least one tag application during that
same day. High values of Υ indicate that users employ a wide variety of
tags for annotating their sounds, whereas low values indicate that users
tend to employ a restricted vocabulary of tags. We believe that when
using the tag recommendation system users will be exposed to a wider
variety of tags than the ones that they would have initially thought of.
Hence, we expect to observe an Υ increase after the introduction of tag
recommendation.

• User vocabulary sharing : This metric quantifies to which extent users
employ tags that have also been employed by other users. To analyse
this aspect, we build a weighted network U where nodes represent users
and edges represent the amount of tags shared between two users. Edge
weights w between nodes i and j of U are normalised using standard
Jaccard similarity. Thus, given an arbitrary period of time k for which
a network Uk can be constructed, the weight between two nodes can be
computed as

wij =

∣∣Ti,k ∩Tj,k
∣∣

|Ti,k ∪Tj,k|
, (5.3)

where Ti,k is the set of distinct tags that the user corresponding to the
i-th node has annotated during the time period comprised in k (similarly
for Tj,k and node j). In such a network, two users will be strongly
connected if they use the same tags when annotating their sounds. Notice
that, according to the definition above, every node in Uk has a self-loop,
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i.e., for i = j we have wi,j = 1. Having defined Uk, node strength (Barrat
et al., 2004) acts as a basic indicator of the level of vocabulary sharing
across users. The more strength the nodes have, the more tags users are
sharing. Let L be the total number of nodes in Uk, and ϑi be the node
strength for the i-th node of Uk such that

ϑi =
L∑
j=1

wij . (5.4)

We define user vocabulary sharing Ψu as the average node strength over
the network so that

Ψu(Uk) =
1

L

L∑
i=1

ϑi. (5.5)

In our analysis, we build two networks Uk as defined above, one consid-
ering all the data after the introduction of tag recommendation and the
other considering data from a reference time window before the introduc-
tion of tag recommendation (see below). We compare these two networks
by computing the difference between user vocabulary sharing (average
node strength) in both networks. We asses the statistical significance of
that comparison by taking the series of node strengths of both networks
(i.e., without computing the average) and using the Kolmogorov-Smirnov
two-sample test (Corder & Foreman, 2009) for evaluating the null hypo-
thesis that both node strength samples belong to the same distribution
(we use a significance level of 0.01). After the introduction of tag re-
commendation, we expect to observe an increase in Ψu, as users will be
highly exposed to the influence of tags used by other users, and therefore
more links will be created in U .

• Sound vocabulary sharing : Similar to the previous metric, we can also
study the vocabulary sharing across sounds instead of users. In this
way, sound vocabulary sharing represents the tags that sounds have in
common. To analyse sound vocabulary sharing, we build a weighted
network R where nodes represent sounds and edges represent the number
of tags that are common in the two sounds linked by the edge. As in
U , edge weights are normalised using the Jaccard similarity. Hence, the
weight w between nodes i and j of a network Rk computed with data
from a time period k, can be defined as

wij =

∣∣Ti ∩Tj
∣∣

|Ti ∪Tj |
, (5.6)

where Ti is the set of tags assigned to the sound represented by the
i-th node (similarly for Tj and node j). Notice that, in this case, the
definition of wij does not include the time period k in any of its terms.
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This is because all tag applications for a given sound are done at once.
Therefore, if the sound was uploaded in the time period k (and thus is
represented by a node in the network Rk), all its tag applications will
have also been performed during that time period k. In Rk, two sounds
will be strongly connected if they are annotated with the same tags, and
we consider node strength as a basic indicator of the vocabulary sharing
across sounds. Thus, we can define sound vocabulary sharing Ψr for a
networkRk as the average node strength over that network, and compute
it in the same way as described for user vocabulary sharing.

For analysis purposes, we again build two networks with data before
and after the introduction of tag recommendation. The two networks
are compared in terms of their node strength following the same process
described above for analysing user vocabulary sharing. After the intro-
duction of tag recommendation, we expect to observe an increase in Ψr,
as users will be highly exposed to the influence of tags used by other
users. Therefore, sound annotations will include these tags and more
links will be created in the network R.

Quality of annotations

• Average tagline length: This metric is computed on a daily basis, and
we define it as the average number of tags assigned to sounds uploaded
during a given day of our analysis period. Considering the folksonomy
model defined in Sec. 3.2.1, the average tagline length can be expressed
as

Γ(n) =
1

|Rn|
∑
r∈Rn

|Tr|, (5.7)

where Tr is the set of tags assigned to a resource r and Rn is the set
of sounds uploaded and annotated during the n-th day of our analysis.
High values of Γ indicate that sounds are being annotated with many
tags, with potentially more comprehensive descriptions. Our expecta-
tion for this metric is to observe an increase after the introduction of
tag recommendation, as the provided list of recommendations will help
users to add more tags during the annotation process. In fact, even if re-
commendations are not appropriate, they may serve as a guide for users,
and convey which kinds of information should be annotated about the
sounds being described. For instance, the recommendation system could
suggest a tag like 120bpm to a sound sample corresponding to a music
loop of different tempo. However, this tag might suggest to the user that
she could describe tempo information, and help in this way to generate a
longer tagline. Hence, we expect Γ to be increased after the introduction
of tag recommendation.
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• Percentage of misspelled tag applications: This metric represents the
percentage of tag applications that contain tags with misspellings or ty-
pographical errors and that were performed during a given day of our
analysis period. Considering the folksonomy model defined in Sec. 3.2.1,
the percentage of misspelled tag applications can be defined as

M(n) = 100 ·
|EnMISS|
|En|

, (5.8)

where En is the set of all tag applications performed during the n-th day
of our analysis data, and EnMISS is the set of tag applications performed
during that same day which involve misspelled tags. In order to estimate
EnMISS, we use a straightforward approach in which we check, for each
individual tag, whether if it exists or not in an English dictionary. For
that purpose we use the open-source Enchant spellchecking library, with
British English and American English dictionaries34 (similarly to Guy
& Tonkin, 2006). We consider that the tags which do not appear in
the English dictionary contain misspellings or typographical errors. Us-
ing such a simple approach, tags consisting of proper nouns, compound
words, or tags written in other languages, are most likely considered to
be misspellings. However, we assume that the presence of these kind of
tags is not affected by the introduction of the tag recommendation sys-
tem, and thus our defined metric is meaningful enough for comparison
purposes. High values of M indicate that many of the tags assigned to
sounds contain misspellings. Our expectation is that M should decrease
after the introduction of tag recommendation, as users will manually type
fewer tags and choose them from the list of recommendations instead.

• Tag frequency distribution: One useful indicator of the impact of the
tag recommendation system is the observation of changes in the fre-
quency distribution of existing tags. Intuitively, tags that are very pop-
ular (i.e., that have a high frequency) tend to correspond to broader se-
mantic concepts, while less popular tags usually correspond to narrower
ones. Looking at the tag frequency distribution we can thus have an
idea of users’ tagging behaviour and observe if it is influenced by the tag
recommendation system. To do that, we compute the frequency of tags
over a period of time k such that the frequency υ of a tag t is expressed
as

υ(t, k) = |Et,k|, (5.9)

where Et,k is the set of all tag applications involving tag t during the
time period k. We consider two time periods, one with data before the
introduction of tag recommendation and the other with data after tag

34http://www.abisource.com/projects/enchant/.

http://www.abisource.com/projects/enchant/
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recommendation, and compute the complementary cumulative distribu-
tion of tag frequencies over the two periods. These kind of plots are
common within the tagging literature (Bischoff et al., 2008; Robu et al.,
2009), and indicate the probability that the number of occurrences of a
particular tag is above a certain level. By qualitatively comparing the
resulting distribution over the two periods of time, we can have an idea
of which frequency ranges are more affected by the tag recommendation
system. We believe that the tag recommendation system will have a big-
ger impact on the tags with mid frequency of occurrence, in which the
agreement in not as clear as in the tags with high frequencies. Therefore,
our expectation for this metric is that we will observe a more even tag
frequency distribution after the introduction of tag recommendation.

Additionally, we compare the distribution of tag frequencies before and
after the introduction of tag recommendation in terms of their fit into a
power law distribution. As mentioned, it has been suggested that folk-
sonomies whose distribution of tag frequencies can be fitted by a power
law exhibit mature vocabularies leading to better quality descriptions
(Sec. 2.3.5). Hence, we check if we observe any difference regarding this
matter after the introduction of tag recommendation. To check whether
a distribution is well fitted by a power law we use the method proposed
by Clauset et al. (2009)35. This analysis is also directly related with
the hypothesis that tag recommendation should contribute to the con-
vergence and consolidation of the vocabulary.

• Subjective annotation quality : We are interested in analysing whether
the tag recommendation system has an impact on the quality of sound
annotations. To avoid having to define an objective metric for quality, we
opt for measuring quality in relative terms, by comparing the subjective
quality of a set of annotations before and after the introduction of tag
recommendation. To do so, we set up a small online experiment where
participants were presented with pairs of sounds from Freesound along
with their taglines, and had to judge which sound was, in their opin-
ion, better annotated. Every pair of sounds consisted of one sound up-
loaded after the introduction of tag recommendation and another sound
uploaded before that. Sounds were labeled as “Sound A” and “Sound
B”, without providing any links to the original sounds in Freesound and
without giving any hint of which sound was uploaded before and after
the introduction of tag recommendation (Fig. 5.3). For every participant,
sound pairs were presented in random order, and the assignment of each
sound as being “Sound A” or “Sound B”, was also randomised. For every
pair of sounds, participants could either answer that “Sound A” was bet-
ter annotated than “Sound B”, that “Sound B” was better annotated than

35We use the open source implementation described in Alstott et al. (2014).
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Figure 5.3: Screenshot of the online experiment interface to judge the quality of
annotations.

“Sound A”, or indicate that they did not think that one sound was better
annotated than the other (“No preference”). If participants wanted to
give further explanations for their answers, they also had the option to
introduce a textual comment for every comparison.

Participants had to compare the annotation quality of a total of 40 sound
pairs. To select the sounds for the experiment, we first randomly chose
a set X of 40 sounds among those uploaded after the introduction of tag
recommendation. The random selection was only constrained in such
a way that all selected sounds had to be uploaded by different users.
Then, we built another set Y of 40 sounds uploaded before the introduc-
tion of tag recommendation. In order to build Y and make it as similar
as possible to X (i.e., containing similar kinds of recordings), we used
the “similarity search” functionality of Freesound. For each sound Xi,
we retrieved a list of candidate similar sounds taking into account their
acoustic properties represented by low-level audio descriptors36. Then,
we pruned the lists of candidates by removing those sounds that were
uploaded after the introduction of tag recommendation and by not al-
lowing to have more than one sound uploaded by the same user. Finally,
for each sound Xi, we manually listened to the remaining candidates and
selected the candidate that, in our opinion, was more acoustically similar
to Xi. Having the sets X and Y, we formed the final pairs of sounds used

36Low-level audio descriptors mainly include spectral features such as spectral centroid
and MFCC. Note that the similarity search functionality does not take into account any
metadata like tags or textual descriptions.



5.2. METHODS 101

in the experiment by iteratively selecting a random sound from each set
until we got the 40 pairs determined.

We asked the team of Freesound moderators37 to participate in the ex-
periment, and collected data from a total of seven participants (i.e., ob-
taining a total seven judgements for every sound pair). Considering the
collected data, we assign numerical values to the i-th quality judgement
qi performed by every participant such that

qi =


1 if Xi is better than Yi

−1 if Yi is better than Xi

0 if no preference.
(5.10)

Then, qualitative annotation quality Q is computed as the average over
the union of all quality judgements qi performed by all participants in
the experiment. Let Q be the union of all quality judgements qi. Then

Q =
1

|Q|
∑
j∈Q

Qj . (5.11)

Note that a value of Q close to 1 indicates a preference for the annota-
tions of sounds from X (i.e., sounds uploaded after the introduction of
tag recommendation), while a value close to −1 indicates a preference
for sounds from Y (i.e., sounds uploaded before tag recommendation).
A value close to 0 indicates no preference. Our expectation for this met-
ric is to obtain a positive value, indicating a tendency of considering
sounds uploaded after tag recommendation as being better annotated
than sounds uploaded before tag recommendation. This would suggest
an increase in annotation quality.

Cost of the annotation process

• Average tag application time: An important indicator of how difficult it
is for users to annotate sounds is the observation of the time they spend
annotating them (Wang et al., 2012). For that purpose, we define the
average time per tag application as

Φe(A) =
1

|A|
∑
a∈A

λa
|Ea|

, (5.12)

where λa is the duration of an annotation session a (in seconds), Ea is
the set of tag applications performed during an annotation session a, and

37All sounds that are uploaded to Freesound are manually moderated by a small team
of people (all of them long-term Freesound users) that ensure the appropriateness of the
uploaded sounds. Hence, Freesound moderators are very familiarised with Freesound content
and tagging particularities.
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A is a set of annotation sessions. Low Φe values indicate that users do
not need much time to add a single tag, therefore it is presumably easy
for them to describe sounds.

Unfortunately, Freesound did not log information about the duration
of annotation sessions before the introduction of tag recommendation.
Therefore, no data was available for most of the analysed time period.
To overcome that issue, during a period of time that lasted two weeks
between 24 March 2014 and 7 April 2014, we altered the tag recom-
mendation system so that it only provided recommendations to half of
the annotation sessions (but logged the annotation process in both cases).
Therefore, our analysis of Φe is carried out with data gathered only dur-
ing that extra analysis period. This data includes annotation sessions
for 562 sounds, one half of them annotated using tag recommendation
and the other half annotated without tag recommendation. Note that
this new analysis period does not overlap with the period of the main
analysis (see below).

We divide the annotation session data we gathered into two sets: one con-
taining data from sessions were tag recommendations were not provided
(A−) and the other containing data from sessions with recommendations
(A+). Next, we compare the average Φe for both sets of annotation ses-
sions and asses the statistical significance of the difference by performing
the Mann-Whitney U test with a significance level of 0.01 (Corder &
Foreman, 2009). Our expectation for this metric is that sessions which
provided tag recommendations will exhibit lower values of Φe, as users
will add some tags by clicking on the tag suggestions and this will make
the annotation process faster.

• Average number of correctly predicted tags: This is the main metric that
we used in the user-based evaluation carried out in the previous chapter
(Sec. 4.4). It quantifies how many of the tags assigned to a sound during
an annotation process were actually suggested by the recommendation
system (thus correctly predicted). We follow the definition of Eq. 4.1.
However, here we define it on a daily basis such that

Ω(n) =
1

|Rn|
∑
r∈Rn

∣∣∣∣∣Tr ∩

(
M⋃
m=1

Tr,m
R

)∣∣∣∣∣, (5.13)

where Tr is the set of tags assigned to sound r, Tr,m
R is one of the sets

of recommended tags that were presented to the user in the successive
M recommendations during the tagging process of r, and Rn is the set
of sounds uploaded and annotated during the n-th day of our analysis
data. Note that we can not compute Ω for data before the introduction
of tag recommendation.
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The average number of correctly predicted tags is an indicator of the use-
fulness of the tag recommendation system during the annotation process.
High values of Ω indicate that many of the tags that are recommended
are actually used to annotate the sounds they are recommended for, and
suggest that the annotation process is less costly as tags are taken from
the list of suggestions. Our expectation for this metric is to obtain similar
results as in the user-based evaluation of Chapter 4 (Table 4.4).

5.2.4 Analysis methodology

The impact of the tag recommendation system is analysed by looking at the
evolution of the Freesound folksonomy (gathering data directly from the Free-
sound database) and the logs we create every time a user annotates a new
sound. Our analysis comprises data between the 21 September 2011 and 28
February 2014. The tag recommendation system was introduced on 20 Novem-
ber 2013. The metrics defined in the previous section are either computed on
a daily basis (using data from a particular day of our analysis), or over bigger
periods of time (using data data gathered from several days of our analysis).
To represent daily time periods, let D be a vector of time periods where Dn

corresponds to the time period of the n-th day since the beginning of our ana-
lysis data. In that vector, D0 corresponds to the time period of the first day
in our analysis data (21 September 2011), and DN corresponds to the time
period of the last day for which we have analysis data (28 February 2014).

In addition to what precedes, to represent larger periods of time, we define a
series of analysis windows which include data from several days of our analysis.
On the one hand, letWI be our analysis window of interest, which represents a
time period including all the data after the introduction of tag recommendation
(i.e., a total of 100 days from 20 November 2013 to 28 February 2014). On
the other hand, let W be a vector of reference analysis windows where each
element Wm corresponds to a time period of the same length as WI (100
days), drawn from data before the introduction of tag recommendation. The
window W0 corresponds to the last 100 days before the introduction of tag
recommendation (from the 12 August 2013, to 19 November 2013), and the
m-th analysis window corresponds to a time period shifted backwards in time
50m days. Figure 5.4 shows a graphical representation of D and W, and the
analysis window of interest WI . Notice that WI , as well as each element of
W, includes a particular range of D time periods (e.g., WI corresponds to
DN−100:N ).

As mentioned, we are interested in comparing the results of the defined metrics
for time periods before and after the introduction of tag recommendation.
In the case of metrics that are computed on a daily basis, we perform the
comparison by computing the average of each metric over the range of days in
D included in the window of interest WI and in each reference window Wm.
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Introduction of tag 
recommendation

...

......

...

Figure 5.4: Time period vectors D and W, and the analysis window of interest WI .

Then, the average obtained fromWI is compared with the average obtained for
each time period Wm. This results in a total of M comparisons per metric. In
our results section, and unless stated otherwise, we always report the results of
the comparison between WI and the Wm that yields the minimum difference.
Hence, our results only show the case in which the tag recommendation system
has the least impact. For each one of these comparisons, we assess statistical
significance by taking the daily results of the metric corresponding to the
compared time periods WI and Wm and performing the Mann-Whitney U
test with a significance level of 0.01. For the case of metrics that are not
computed on a daily basis, we follow different approaches for comparing and
assessing statistical significance. These approaches have been described for
every particular metric in corresponding subsections of Sec. 5.2.3.

Our analysis data includes annotations for sounds of very different natures and
from users with very different levels of expertise. During the analysis period,
some users uploaded only one sound, while others uploaded thousands, with
the average being on 12.7 uploaded sounds per user. A final point to note is
that, although we do not perform any cleaning of the considered Freesound
data, we remove from our consideration all tag applications performed by a
specific user that, during a narrow time period within WI (from 17 January
2014 to 27 January 2014), intensively uploaded and annotated sounds using
three times more tags per sound than the average. We considered this user
as being a clear outlier that could potentially bias the results of our analysis
magnifying the observed impact of tag recommendation.

5.3 Results and discussion

5.3.1 Vocabulary convergence

Percentage of new tags

Fig. 5.5 shows the evolution of the percentage of new tags Θ over the con-
sidered time period. We see that, as expected, it qualitatively decreases after
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Figure 5.5: Evolution of the percentage of new tags Θ. The thinner line corresponds
to computed Θ. The bold line corresponds to a smoothed version of Θ. Smoothing
is performed by convolution over a moving Hann window of 51 days. That particular
number of days has been arbitrarily chosen to generate an informative yet visually
appealing figure. Unless stated otherwise, the same smoothing strategy is applied in
the other figures in this chapter.

the introduction of tag recommendation. The minimum difference we observe
betweenWI and all Wm is a decrease of 1.7%, which is found to be statistically
significant (p = 4.01 · 10−6). The maximum difference we observe is a decrease
of 5% (p = 1.26 · 10−15).

The depicted evolution suggests an influence of the tag recommendation system
on the percentage of new tags. However, looking at Fig. 5.5, a decreasing
global trend can be qualitatively observed, even before the introduction of tag
recommendation. To compensate for the existence of such a trend, we perform
an extra analysis in which we apply a correction to the Θ data points obtained
fromWI . The correction consists in computing a linear regression with all data
points before the introduction of tag recommendation and then subtracting
the linear projection of that trend to the data after the introduction of tag
recommendation. Once we apply the correction to Θ over the window WI ,
we repeat the comparisons with all reference windows Wm and observe, this
time, a minimum Θ decrease of 1.5% which still remains statistically significant
(p = 5.68 · 10−5). The observed global decreasing trend might be explained
by a vocabulary consolidation process inherent to the tagging system, which
is later accelerated with the introduction of tag recommendation.

It could be further argued that during the time period between 15 September
2012 and 14 December 2012 a localised decreasing pattern can also be observed
with a similar strength to the one we observe after the introduction of tag
recommendation. This decreasing pattern might be explained by the apparent
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Figure 5.6: Evolution of average user vocabulary size Υ. The thinner line corres-
ponds to computed Υ. The bold line corresponds to a smoothed version of Υ. The
filled area shows the range between the lower and upper quartiles of the original data.

local increase that can be observed in the previous months, which might be
provoked by a particular user uploading a significant number of sounds with
many new tags. Importantly, no relevant patterns can be observed in the other
studied metrics during that particular period of time (see below). Moreover,
just by simple observation of Fig. 5.5, it can be spotted that the variance of
Θ is smaller after the introduction of tag recommendation, thus giving more
relevance to the observed decreasing pattern during WI . As mentioned, it is
the consideration of similar results from several different metrics that allows
us to draw conclusions regarding the formulated hypotheses.

Average user vocabulary size

Fig. 5.6 shows the evolution of the average user vocabulary size Υ. In it, a clear
impact of the tag recommendation system can be observed, as Υ consistently
increases after the introduction of tag recommendation. When comparing res-
ults for the analysis window WI and the other reference windows Wm, we
found a minimum Υ increase of 3.46 tags per user (p = 2.303 · 10−11). This
demonstrates that, after the introduction of tag recommendation, users tend
to use a wider variety of tags as their vocabulary size is significantly increased.

User vocabulary sharing

As described in Sec. 5.2.3, to analyse user vocabulary sharing (Ψu) we built two
networks using data before and after the introduction of tag recommendation.
In particular, we use data from the analysis windows W0 andWI , respectively.
The resulting network built with data from W0 has a total of 1,148 nodes
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Figure 5.7: Complementary cumulative node strength ϑ distribution of user-user
network U before and after the introduction of tag recommendation. Networks are
build with data from analysis windows W0 and WI respectively.

(i.e., users) and 73,240 edges (yielding a ratio of 63.79 edges per node), whereas
the network built with data from WI features 1,335 nodes and 122,474 edges
(91.74 edges per node). Just by looking at these numbers, it can already be seen
that users in the WI network are much more connected among them. Fig. 5.7
shows the complementary cumulative node strength distribution of the two
networks. The distribution shows that, for a given probability, the network
after the introduction of tag recommendation features nodes with a higher
strength. Comparing the two distributions yields a statistically significant Ψu
increase of 2.12 (p = 8.652 · 10−17). These observations highlight that the tag
recommendation system effectively favours tags sharing among users.

Sound vocabulary sharing

The analysis of sound vocabulary sharing Ψr reports similar results to those of
user vocabulary sharing. The resulting network built with data from W0 has a
total of 9,898 nodes (i.e., sounds) and 3,414,449 edges (yielding a ratio of 344.97
edges per node), whereas the network built with data from WI features 12,946
nodes and 7,405,037 edges (571.99 edges per node). Again, it can already be
observed that the network after tag recommendation is much more connected.
Fig. 5.8 shows the complementary cumulative node strength distribution of
the two networks. In this case, we also observe an statistically significant
overall increase of node strengths after the introduction of tag recommendation.
Interestingly, this is somewhat more relevant in the range of sounds that used
to be less connected in the network (roughly for ϑ < 200). The average Ψr
increase is of 34.26 (p = 2.606 · 10−231). This result is consistent with what we
find in the case of user vocabulary sharing.
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Figure 5.8: Complementary cumulative node strength ϑ distribution of sound-sound
network R before and after the introduction of tag recommendation. Networks are
build with data from analysis windows W0 and WI respectively.

Discussion

We have seen that the tag recommendation system lessens the invention of
new tags and that, at the same time, it increases the size of users’ vocabulary
and the number of tags that are shared among users and sounds. Thus, we
can conclude that all users annotating sounds receive a common influence that
positively affects the convergence of the vocabulary in the folksonomy by lever-
aging the reuse of tags, reducing the generation of new ones, and increasing
the number of distinct tags in users’ personal vocabulary.

We have also found that both user and sound vocabulary sharing are increased
after the introduction of tag recommendation. This observation, combined
with the increase in users’ vocabulary size, leverages the value of sound an-
notations. It reveals a better agreement on the vocabulary of tags used to
annotate sounds and also an increase of its size. Therefore, sounds are de-
scribed using a more coherent and complete vocabulary.

5.3.2 Quality of annotations

Average tagline length

Fig. 5.9 shows the evolution of the average tagline length Γ. We observe a
clear increase after the introduction of tag recommendation. Comparing res-
ults for the analysis window WI and reference windows Wm, we observe a
minimum Γ increase of 1.32 tags per sound (p = 7.553 · 10−6). Similarly to
what we noted in Sec. 5.3.1, Fig. 5.9 seems to show a global increasing tend-
ency already before the introduction of tag recommendation. We repeated
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Figure 5.9: Evolution of average tagline length Γ. The thinner line corresponds to
computed Γ. The bold line corresponds to a smoothed version of Γ. Filled area shows
the range between the lower and upper quartiles of the original data.

the same extra analysis of that section (i.e., computing the linear regression
of data before the introduction of tag recommendation and correcting Γ in
WI with the linear projection of the trend) and still observed a statistically
significant minimum Γ increase of 1.22 tags per sound (p = 3.65 · 10−5). Con-
sidering the average tagline length for the time periods before and after the
introduction of tag recommendation, the observed increase means that sounds
are annotated with approximately 20% more tags when users are influenced by
the tag recommendation system. This observation is also supported by look-
ing at the histogram of tagline lengths before and after the introduction of tag
recommendation (Fig. 5.10). The increase of the average tagline length sug-
gests that annotations performed using the recommendation system are more
comprehensive and, presumably, of better quality than annotations performed
without the recommendation system.

Percentage of misspelled tag applications

Fig. 5.11 shows the evolution of misspelled tag applications M . As expected,
we observe a slight decreasing tendency in M after the introduction of tag
recommendation When comparing results for the analysis window WI and
the other reference windows Wm, we find a minimum M decrease of 1.4%
(not statistically significant), and a maximum decrease of 5% (statistically
significant, with p = 4.775 · 10−5). Hence, this shows that the introduction of
tag recommendation has a moderate impact on misspelled tags, helping users
to generate up to 5% less tags with misspellings.
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Figure 5.10: Probability density function of tagline lengths |Tr| before and after
the introduction of tag recommendation. Data is drawn from the analysis windows
W0 and WI , respectively. Smoothing is performed using an arbitrarily chosen Hann
window of 11 points. Dashed vertical lines with attached percentage values indicate
the percentage of sounds whose tagline length is less than or equal to what is indicated
in the corresponding line position.

Figure 5.11: Evolution of the percentage of misspelled tag applicationsM . Similarly
to the previous figures, the thinner line corresponds to computed M . The bold line
corresponds to a smoothed version of M .
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Figure 5.12: Complementary cumulative tag frequency υ distribution before and
after the introduction of tag recommendation. Data is drawn from the analysis win-
dows W0 and WI , respectively.

Tag frequency distribution

Fig. 5.12 shows the complementary cumulative tag frequency distribution be-
fore and after the introduction of tag recommendation. It can be observed
that the distribution after the introduction of tag recommendation tends to
be more even, particularly reinforcing the usage of tags in the low and mid
frequency ranges (tags with less than 800 occurrences). This means that less
popular tags gain importance after the introduction of tag recommendation.
Less popular tags typically correspond to narrower semantic concepts, which
are used to bring more details to sound annotations. Again, this observation
is consistent with previous observations regarding vocabulary convergence. It
reflects an increase in both user and sound vocabulary sharing, as tags with
less frequency gain importance and start being more widely used. It also sug-
gests that annotations after the introduction of tag recommendation are more
detailed as the usage of tags in the low and mid frequency ranges is reinforced.

To complement these results, we evaluated how well tag frequency distribu-
tions corresponding for the analysis windows W0 and WI fit into a power law
distribution. In both cases, the analysis shows a better fit for a log-normal
distribution rather than a power law distribution. However, the tag frequency
distribution after the introduction of tag recommendation shows a better fit
for the power law than the distribution before tag recommendation, which
may also suggest the presence of a better converging vocabulary yielding more
meaningful descriptions (Sec. 5.2.3).
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Subjective annotation quality

We analyse the results of the online experiment described in Sec. 5.2.3 and ob-
serve a subjective annotation quality of Q = 0.075 (0.81 standard deviation).
One third of the quality judgements performed by the participants correspond
to “No preference” judgements (Qj = 0). If we discard these judgements, the
subjective annotation quality is increased to Q = 0.114 (0.99 standard devi-
ation), meaning that in 55% of the judgements the sounds described using the
tag recommendation system are considered to be better annotated. These res-
ults indicate that participants in the experiment have a slight tendency to con-
sider annotations of sounds described using the tag recommendation system as
being better than annotations of sounds made without the tag recommendation
system. To further validate these results, we computed Cohen’s kappa coeffi-
cient to measure the agreement among the quality judgements performed by
the participants in the experiment (Carletta, 1996). After all possible pairwise
comparisons between the different participants in the experiment, we observe
an average kappa coefficient of 0.22. Thus, participants in the experiment tend
to agree in their judgements. This reinforces our previous observations.

During the experiment, participants also provided textual comments about
some of their quality judgements. In general, participants used comments to
explain the reason why they considered sounds to be badly annotated. Among
these reasons, the most common ones are the presence of misleading or un-
completed annotations, the presence of tags not related to the sound being
annotated, and the presence of tags with typographical errors. In the par-
ticipants’ sample, all these reasons are reported evenly for sounds uploaded
before and after the introduction of tag recommendation.

Discussion

We have seen that the average number of tags used to annotate a sound is larger
after the introduction of tag recommendation. A similar observation is made
in a study by Ames & Naaman (2007), in which two mobile phone applications
for uploading photos to Flickr are compared. One of the applications features a
tag recommendation system to aid users in the tagging process, and an increase
in the average tagline length is observed for those photos uploaded with that
application.

The fact that the average tagline length increases after the introduction of tag
recommendation also reinforces the previously discussed observations regarding
vocabulary convergence. Tag recommendation yields more tag applications and
potentially more comprehensive sound annotations, and yet fewer new tags
are created while vocabulary sharing is increased. Hence, our results indicate
that sound annotations after the introduction of tag recommendation are done
using a more coherent and complete vocabulary of tags. This fact seems to be
further confirmed by the results of the online experiment we set up to analyse
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qualitative annotation quality, as participants on this experiment preferred
annotations of sounds uploaded after the introduction of tag recommendation.

The tag frequency distribution we observe after the introduction of tag recom-
mendation also supports the increase in the convergence of the vocabulary. In
this case, a better agreement is reached specially for those tags with lower fre-
quencies of occurrence. Thus, we could say that there is a better agreement on
the tags users choose to annotate specific concepts, which leverages the value
(and thus the quality) of the annotations.

Finally, we also observed that tag recommendation helps users in slightly re-
ducing misspellings in the tags they introduce. This also supposes an im-
provement in the quality of annotations. However, the impact we observe is
rather limited, which may be explained by several factors. Firstly, the way
in which we estimate misspelled tags is not perfectly accurate and thus some
noise is present in the metric (see Sec. 5.2.3). Secondly, the nature of the tag
recommendation system does not prevent itself from actually recommending
tags with misspellings. Hence, even if it is intuitively less likely that misspelled
tags will feature a strong similarity with any of the input tags, it is still possible
that these are recommended. Finally, we can only expect tag recommendation
to effectively help in reducing misspellings for the tags that are actually sugges-
ted by the system and correctly predicted. As we describe below in Sec. 5.3.3,
approximately 19% of the tags of a tagline are correctly predicted, and this
can be taken as a rough estimate of an upper bound for the decrease in the
percentage of misspelled tag applications. Furthermore, even when relevant
tags are recommended by the system and are correctly predicted, many users
still prefer to manually type them instead of clicking on the list of suggestions,
which may still lead to misspellings (see Sec. 5.3.3). That being said, overall
results regarding the quality of annotations suggest that the introduction of
tag recommendation has a moderate yet positive impact on this aspect.

5.3.3 Cost of the annotation process

Average tag application time

Fig. 5.13 shows the probability density function of the average time per tag
application Φe with and without the use of the tag recommendation system.
Even though we observe a small average decrease in Φe for annotation sessions
using the tag recommendation system, it is found to be not statistically signi-
ficant (p = 0.83). This means that no substantial difference on the time needed
to perform a tag application can be reported. However, if we look at the total
amount of time invested in annotating every sound (instead of every tag), we
do observe a statistically significant average increase of roughly 35 seconds per
sound after the introduction of tag recommendations (p = 6.2 · 10−3), which
represents an increase of approximately 20%. This is consistent with the 20%
increase of the tagline length we observed in Sec. 5.3.2. Thus, in general, we
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Figure 5.13: Probability density function of the average tag application time Φe
with and without the tag recommendation system. Curves are smoothed using a
Hann window of 11 points.

could say that users need at least the same amount of time to perform a single
tag application as they needed before using the system. However, annotations
are longer and therefore users spend more time annotating sounds.

Average number of correctly predicted tags

As explained in Sec. 5.2.3, the average number of correctly predicted tags Ω
can only be computed with data drawn fromWI . Computing it on a daily basis
shows that an average of 2.10 tags (from those finally assigned to sounds) were
suggested by the recommendation system. This corresponds to approximately
19% of tags in a tagline. This is similar to what we found in Chapter 4 (Table
4.4), in which an average of 2.41 tags were correctly predicted by the class-based
tag recommendation method (corresponding to approximately 29% of the tags
in a tagline). Hence, according to these results, the tag recommendation system
behaves similarly both in the real-world and in a controlled environment, with
a certain tendency of users accepting fewer tags in the real world.

Among the correctly predicted tags, we make a distinction between those that
are added to the tagline by users clicking on the corresponding tag in the
list of suggestions, and those that are manually typed by users. If we only
consider the tags that are added to the tagline by users actively clicking on
the suggestion, we observe an average number of 1.58 correctly predicted tags,
corresponding to approximately 13% of the tags in a tagline. This suggests
that, in many occasions, users still prefer to manually type the tags instead
of switching to the mouse and clicking on the list of suggestions. In general,
these results show that, even though an important part of the final tagline
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for a sound can be constructed using tags suggested by the recommendation
system, the majority of these tags have to be generated by users themselves,
and are not necessarily related with those suggested by the system.

Discussion

Contrary to what we expected, we have observed that the tag recommendation
system does not seem to have a significant impact on the cost of the annotation
process. Although we have seen that users need significantly more time to an-
notate individual sounds when using the tag recommendation system, we have
also seen that this increase can be attributed to the proportional increase of the
average tagline length. Hence, the actual time required for every individual tag
application does not significantly change. Furthermore, we observed that most
of the tags assigned to sounds are not drawn from the list of recommended
tags, meaning that most of the annotation process still consists of a generation
process where users create tags from scratch rather than a recognition process
where users validate tags from a list of suggestions.

There are several potential reasons why we do not observe the expected impact
on the cost of the annotation process. On the one hand, we observed that only
13% of the tags in taglines are added from the list of suggestions by actually
clicking on them. Hence, assuming that it is faster to click on tags rather than
to manually type them (which is probably not always true), the impact we can
expect on the time required for introducing tags should be lower than that 13%.
Also, it seems intuitively plausible that users need more time to generate the
tags (or recognise them from a list) than to actually introduce them. Hence, the
potential impact of lessening the time required for introducing tags is further
reduced. On the other hand, the impact of the recommendation system is
again limited by the fact that most of the introduced tags are not drawn from
system recommendations, and thus an important part of the annotation process
does not significantly change after the introduction of tag recommendation. In
fact, our results might be suggesting that the cost of the recognition process
is not actually lower than the cost of the generation process. This also seems
reasonable, as the union of all recommended tags for a given sound is much
larger than the length of the actual tagline (i.e., new tags are recommended
every time that a tag is added to the tagline, see Sec. 5.2.2). Therefore, the
recognition process must operate over a large set of tags.

Finally, we believe that our metrics regarding the cost of the annotation pro-
cess are highly dependent on the particular interface of the recommendation
system. Also, the recommendation interface can have different impacts ac-
cording to how users adapt to it. Unfortunately, our analysis does not contain
data to be compared coming from other recommendation interfaces. However,
to get some more insight into that aspect, we repeated the calculations of the
average tag application time but this time considering experienced and non-
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experienced users separately. We divided users according to the number of
sounds they uploaded during our analysis period. In particular, we set the
threshold at the third quartile of the distribution of uploaded sounds per user,
which corresponds to 7 uploaded sounds. What we observe is that the average
tag application time after the introduction of tag recommendation increases for
non-experienced users and decreases for experienced users by a similar amount
of about 3 seconds per tag application (p = 2.15 · 10−3 and p = 3.65 · 10−3,
respectively). This shows that experienced users were able to take advant-
age of the recommendation interface and generate annotations slightly faster,
but it also shows that the interface had a negative impact on non-experienced
users, apparently increasing the cost of the annotation process. This could be
explained because experienced users probably have a better understanding of
the tagging process and can easily interpret and take advantage of tag recom-
mendation. Nevertheless, we think that to draw more consistent conclusions
regarding the impact of tag recommendation on the cost of the annotation
process, further research should be carried out.

5.4 Conclusion

In this chapter we have analysed the impact of a state of the art tag re-
commendation system into the real-world folksonomy of a large-scale sound
sharing platform, Freesound. After a the review of current related work done
in Chapter 2 (Sec. 2.3.5), we have identified three main hypotheses regarding
the impact that such a system should have when introduced into a tagging
system, and we have defined several reusable metrics to evaluate that impact.
We have analysed data comprising of a period from 21 September 2011 to 28
February 2014, the last three months of which correspond to data after the
introduction of tag recommendation. To the best of our knowledge, these kind
of quantitative analyses have not been done before using large-scale data from
a real-world folksonomy. Hence, no empirical assessment of the three identified
hypotheses was available to date.

Our results show a significant impact of tag recommendation into most of
the metrics we defined. However, the result of a single metric in isolation is
probably not entirely relevant in our analysis. Instead, the fact that we observe
how the changes on several metrics can be explained by some of the outlined
hypotheses gives a particular value to our analysis. Overall we observe that
the first hypothesis (regarding vocabulary convergence) is clearly validated,
that the second one (regarding the quality of annotations) only seems to be
partially validated, and the third one (regarding the cost of the annotation
process) does not seem to be validated. However, we believe the latter is
particularly dependent on the annotation interface, and that its impact could
be greatly improved by designing an interface specifically focused on reducing
the cost of the annotation process.
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Although in this work we only analyse data in the context of Freesound, we
believe that our results are, to some extent, indicative of the impact that tag
recommendation can potentially have in other tagging systems. However, tag-
ging systems of different nature may react differently to the introduction of a
tag recommendation system. An important aspect here is to take into account
the motivations that users have for tagging their resources. In narrow folkso-
nomies such as Freesound and Flickr, users typically tag their content so that
other users (and also themselves) can easily find it in the future. However,
resources are only annotated once, and therefore the tags added by the up-
loader of a resource should also be meaningful to other users of the platform.
Contrarily, in broad folksonomies such as Delicious and CiteULike, resources
are tagged multiple times by several users, and thus the main motivation for
tagging is users’ self organisation of the content, without necessarily consid-
ering the global context of the sharing platform (Secs. 2.2.2 and 2.2.3). As a
result, very different tagging styles can arise because of the particularities of
these two kinds of tagging systems. The tag recommendation system that we
use here is designed for narrow folksonomies. It does not try to personalise
recommendations to particular users’ tagging behaviours, but instead it learns
from parts of the folksonomy on the basis of five audio classes (Sec. 4.2.2).
Hence, we expect it to have a bigger impact in tagging systems featuring nar-
row folksonomies, where the more uniform across users a tagging style is, the
better the platform becomes in providing content to other users.

Importantly, the metrics and analysis methodology described here are applic-
able to other collaborative platforms either featuring broad or narrow folkso-
nomies. To further assess the validity of our results, an analysis with data
coming from other tagging systems and tag recommendation systems should
be performed. The main obstacle for carrying out this analysis is the limited
availability of comprehensive tagging data, including annotations performed
with and without the use of a tag recommendation system, and that comprise
user activity for as long a period of time as the the one we analysed.

There are several aspects of the data we already collected that could be fur-
ther researched to gain more insight into the impact of the tag recommendation
system. Firstly, we do not perform any study of the generated taglines at the
semantic level. By applying techniques for mapping tags to semantic concepts
or categories (e.g., Cantador et al., 2011), we could analyse the impact of the
recommendation system at the semantic level, and see if it effectively shapes
tagging behaviour to a more extensive usage of particular kinds of tags such as
content-related or self-organisational tags. Similarly, it could be further stud-
ied if other typical problems of tagging systems such as synonymy or polysemy
are in fact affected by the use of a recommendation system. Secondly, in the
current work we just introduced the concept of user experience when analys-
ing our results in Sec. 5.3.3. It would be interesting to further investigate this
aspect by analysing the impact of the recommendation system to other evalu-
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ation metrics when considering users with different levels of expertise. Thirdly,
another way in which the current analysis could be further developed would
be with the use of network analysis techniques to inspect the user-user and
sound-sound networks built on the basis of shared tags. Using such analysis,
it would be interesting to evaluate the existence of community structure in
those networks and to see how potential communities in both networks might
be related. For example, we could investigate if there are strongly connected
communities of users that annotate sounds with a particular tagging style,
and then see how the introduction of tag recommendation would affect those
communities.

In our opinion, the biggest future challenge in tag recommendation is the design
of systems that have a bigger impact on the quality of annotations. Annota-
tions are very subjective and difficult to evaluate. However, a recommendation
system could be designed to particularly focus on that issue by driving recom-
mendations at higher semantic levels, for example being able to select candidate
tags for recommendation in terms of variety and coverage of different semantic
facets. In order for tag recommendation systems to have a deeper impact in
the tagging behaviour and in the quality of annotations, we probably need to
evolve the basic tag recommendation methods into assistive processes where
we can better guide users during the annotation process. In the following
chapter (Chapter 6), we explore this perspective by proposing an extension of
the current class-based tag recommendation method which takes advantage of
a domain-specific ontology to drive the recommendation process.



CHAPTER 6
A new perspective:
ontology-based tag
recommendation

6.1 Introduction

In this chapter we present a new perspective on tag recommendation systems
and explore how can it tackle some of the tagging issues that have been iden-
tified in the previous chapters. The goal is to design a tag recommendation
system that further improves the quality of resource annotations. In particu-
lar, the recommendation system is focused on helping users to generate more
comprehensive, coherent and semantically meaningful resource annotations.

A particularity of the folksonomies emerging from tagging systems is that tags
are organised in a flat hierarchy, typically detached from a uniquely identifi-
able semantic meaning (Golder & Huberman, 2006; Halpin et al., 2006). Hence,
tags are not restricted to a predefined set of concepts or a fixed vocabulary.
We have seen that this has the advantage of enabling a certain flexibility and
ease of use from the users’ point of view (Sec. 2.2). This is one of the reasons
why tagging systems have succeeded as a popular organisation system in online
sharing platforms (Shirky, 2005; Halpin et al., 2006; Cattuto, 2006). However,
we have also seen that this approach presents some disadvantages because dif-
ferent tagging conventions may coexist in a single folksonomy, and because the
semantic meaning of tags can not be unambiguously determined (Sec. 2.2.4).

The flexibility of user-generated folksonomies is often opposed to the accurate-
ness and rigidity of ontologies, which are designed by domain experts. Ontolo-
gies provide, for a given domain, an unambiguous formalisation of its concepts,
entities and their relations. Hence, where folksonomies feature free-form tex-
tual labels with no predefined semantic meaning, ontologies feature detailed
concept hierarchies interlinked with semantically meaningful relations.

119
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Although folksonomies and ontologies appear to be opposed ways in which
knowledge can be represented, some authors suggest that these are, in fact,
complementary approaches that can be combined. For instance, some authors
propose techniques for analysing folksonomies and automatically generating
tag hierarchies or identifying simple semantic relations between tags (Mer-
holz, 2004; Halpin et al., 2006; Heymann & Garcia-Molina, 2006; Mika, 2007;
Hwang, 2007). These automatically derived hierarchies and semantic relations
can be used to aid ontology creation processes. Other authors propose to en-
hance the semantic value of folksonomies by establishing unambiguous relations
between tags and concepts defined in an ontology (Good et al., 2007; Passant,
2007). Similarly, other authors suggest to model folksonomies through the
use of ontologies, enabling the inclusion of semantically structured content in
folksonomies. In this direction, several tagging ontologies have been proposed
which conceptualise the different agents involved in a tagging process (New-
man, 2005; Limpens et al., 2009b; Echarte et al., 2007; Passant & Laublet,
2008; Kim et al., 2010; Ding et al., 2010). The use of tagging ontologies allows
the definition of semantic relations between tags that can be used, for example,
to tackle synonymy and ambiguity problems. Furthermore, tagging ontologies
allow the interoperability of folksonomies among different sharing platforms by
unifying the way in which tagging information is modelled. A comprehensive
literature review of works combining folksonomies and ontologies can be found
in Limpens et al. (2009a).

In this chapter, we explore the idea of combining folkosnomies and ontologies
to improve the tag recommendation system described in the previous chapters.
For this purpose, we define an ontology which extends a previously existing
tagging ontology (see below). The ontology that we use, besides formalising
tagging concepts, allows the categorisation of tags and resources into semantic-
ally meaningful categories. More specifically, it can categorise tags into a num-
ber of information facets which are particularly relevant in the audio domain.
For example, the ontology specifies that tags like guitar and violin annotate
musical instruments, and that tags like english or german describe the spoken
language of a sound. Furthermore, the ontology defines a number of broad
audio categories and relates them to the aforementioned tag categories. In
this way, we are able to specify which information facets are relevant for every
audio category. Following the previous example, the ontology can specify that
tags describing musical instruments are typically relevant for music recordings,
while tags indicating a spoken language are most relevant for voice recordings.
Taking advantage of this knowledge, we propose an ontology-based tag re-
commendation system that is able to implement two features which clearly
distinguish it from previous approaches. On the one hand, tags recommended
by the system are not presented to users as a single list of suggestions, but
grouped into the different information facets defined by tag categories in the
ontology. On the other hand, the system can predict which information facets
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are relevant for a given sound, and then suggest users to add tags that cover
these facets. In this way, the tag recommendation system assists users not
only by recommending tags, but also by helping them in choosing which kind
of information is relevant for describing a particular sound.

Little research has been carried out on using ontologies to drive tag recom-
mendation systems, and the followed approaches are conceptually different
from the one we take here. In the works by Adrian et al. (2007) and Prokofyev
et al. (2012), a tag recommendation system is described for textual resources
in which natural language processing techniques are used to identify relevant
keywords in a resource. Then, these keywords are matched against ontology
concepts of external knowledge bases to retrieve other related concepts to be
presented as tag recommendations. Hence, in these cases, the ontologies are not
used to guide the recommendation process nor embed domain-specific know-
ledge relevant for the annotation process. Guy & Tonkin (2006) introduced an
idea which is similar to that of guiding the recommendation process. In par-
ticular, they suggested that tagging can be improved by “providing users with
a set of helpful heuristics that promote good tag selection, such as a check-
list of questions that could be applied to the object being tagged, in order
to direct the tagger to various salient characteristics”, but no further research
was carried out. Chen et al. (2008), describe a tag recommendation system
for images in which tags are presented to users organised in a number of pre-
defined categories. The categories defined by Chen et al. (2008) are, in fact,
resource categories which group images into broad categories such as “portrait”,
“animal” or “architecture”. Given an image to annotate, the recommendation
system can estimate the most relevant categories by computing content-based
similarity measures with already categorised images in a ground truth. Then,
the system can recommend the most popular tags for each of the estimated
relevant categories. Conversely, our approach is focused on taking advantage
of the combination of tag categories and resources categories, and makes use
of an ontology that formalises these categories and that allows us establish
further semantic relations.

The interface of the ontology-based tag recommendation system described in
this chapter allows users to introduce tags in an “attribute:value” fashion, in
which the “attribute” represents a tag category and the “value” is the actual
tag38. For example, an hypothetical attribute-tag like instrument:guitar has
the attribute “instrument” and the value “guitar”. The attribute clarifies the
semantic context of the actual tag, specifying in this case that “guitar” is an
“instrument”. Users can select a tag category, and then the system provides spe-
cific tag recommendations tailored to that category. However, besides choosing
tags from the list of recommendations, users can also type their own, therefore
creating new tags for a given tag category. In this way, users are able to contex-

38To clarify further explanations, we will refer to those tags that are introduced with a
tag category as attribute-tags.
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tualise tags in a particular tag category, making their semantic meaning more
explicit. In a sense, the concept of tag categories included in the tag recom-
mendation system is extended to the whole tagging interface. Tag categories
are therefore not only useful to guide the annotation process and provide tag
recommendations, but also to allow the introduction of tags with less ambigu-
ous semantic meaning by explicitly indicating their semantic facets (Halpin
et al., 2006). This is similar to the idea of triple-tags introduced by Catt
(2006), which was later used in the Flickr API39 under the name of machine-
tags. Triple-tags are normal tags formatted with a specific syntax that allows
the precise specification of the meaning of a tag. By using a syntax such as
“namespace:attribute=value”, tags can be used, for example, to precisely spe-
cify geolocations (e.g., {geo:lat=53.1234, geo:long=-2.5678}). Hence, as far
as tags contain a known namespace and attribute, their meaning can be easily
interpreted. Using triple-tags, the Flickr API can respond to complex queries
that operate on the namespace, attribute and value of the tags. However, to
our knowledge, triple-tags can only be used through the Flickr API, and no
user interfaces nor recommendation systems have been developed for them.

To evaluate the tag recommendation system described here, we perform an
online experiment with more than 200 participants. We then compare the
ontology-based tag recommendation system with our previous class-based re-
commendation system described in Chapter 4. In this online experiment, a
group of participants annotate a pool of sounds using the ontology-based sys-
tem, while another group annotate the same sounds using the class-based sys-
tem. Then, we define a number of metrics (some of them already used in
the previous chapters) to compare both systems. Furthermore, to complement
the results of that experiment, we perform a second experiment in which the
ontology-based interface is deployed in Freesound. With this second experi-
ment, we collect real-world data usage of the interface that we analyse and
compare with the results from the first experiment. In general, our results
show that the ontology-based tag recommendation system can effectively help
in improving sound annotations in those cases where users spend enough time
and give enough importance to the annotation process.

The rest of the chapter is organised as follows. First, we describe in detail the
ontology-based tag recommendation system, including the design and popula-
tion of its ontology, and the user interface (Sec. 6.2). Then, we describe the
online experiments and metrics that we used to evaluate the system (Sec. 6.3).
Evaluation results are reported in Sec. 6.4, and the chapter ends with a dis-
cussion about our findings (Sec. 6.5).

39http://www.flickr.com/groups/api/discuss/72157594497877875/

http://www.flickr.com/groups/api/discuss/72157594497877875/
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6.2 Method

6.2.1 Ontology design

The ontology that we use to drive our tag recommendation system is an exten-
sion of the Modular Unified Tagging Ontology, or MUTO40 for short (Lohmann
et al., 2011). The MUTO ontology builds on top of previously existing tag-
ging ontologies, and it was originally proposed to unify them. For this reason,
we use it as a starting point for our ontology. In the core of the MUTO
ontology, the muto:Tagging class is defined along with several object proper-
ties41 to indicate, among others, a resource that is tagged (muto:hasResource
of type rdfs:Resource), the tag assigned to the resource (muto:hasTag of type
muto:Tag), and the user that made the tag assignment (muto:hasCreator of
type sioc:UserAccount). Particular users, tags and resources are modelled
as instances of the classes sioc:UserAccount, muto:Tag and rdfs:Resource re-
spectively. Using such an ontology, it is possible to model the contents of a
folksonomy in a structured manner. However, the MUTO ontology (together
with the other existing tagging ontologies) is focused on the representation of
the tagging process, but does not a priori incorporate other kinds of know-
ledge which may be specific to the particular domain of a tagging system. To
overcome that limitation, we propose a simple extension of the MUTO onto-
logy which meets the requirements of our ontology-based tag recommendation
system.

We extend the tagging ontology in several ways. First, we add a number of
subclasses to the muto:Tag class. These subclasses are used instead of muto:Tag,
and therefore the tags in our ontology are modelled as instances of these sub-
classes (right side of Fig. 6.1). In our ontology, muto:Tag subclasses concep-
tualise a number of tag categories according to different kinds of information
facets conveyed by tags. Hence, a tag category groups a set of tags that share
some semantic meaning in the audio domain. For example, we define tag cat-
egories42 such as fso:InstrumentTag or fso:MicrophoneTag, which include tags
that convey information about the musical instruments present in a recoding,
or about the microphones that were used43. A complete list of the different tag

40MUTO: Modular Unified Tagging Ontology. http://muto.socialtagging.org/core/
v1.html.

41In ontologies, object properties are used to relate instances (individuals) of particular
classes. For example, using object properties it can be specified that a particular instance of
a class :ClassA, is :similarTo an instance of :ClassB. In that case, :similarTo is an object
property with a particular semantic meaning that must be defined in the ontology. Object
properties can impose restrictions on the types of instances that can be related (i.e., on the
class of instances). This is done by defining a domain and range for an object property.

42Similarly to the audio classes introduced in Chapter 4, to refer to tag classes we may
use the terms “class” or “category” indistinctly.

43In this chapter we use the prefix fso: to denote the classes and other definitions of our
ontology. The prefix fso: stands for “Freesound ontology”. However, this is just a convenient
name we use to make our explanations more clear.

http://muto.socialtagging.org/core/v1.html
http://muto.socialtagging.org/core/v1.html
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Figure 6.1: Conceptual diagram of the extension of the MUTO ontology that drives
the tag recommendation system. Solid boxes represent the classes of the ontology,
while arrows indicate object properties. Dashed arrows represent the definitions of
the object properties that relate audio categories with tag categories. The boxes at
the bottom exemplify tag and resource instances. For the sake of clarity, only a small
subset of muto:Tag subclasses are displayed in this figure. A complete list can be
found in Table 6.1.

categories defined in the ontology is given in Table 6.1. More details on the
definition of tag categories and on how we populate them with tag instances
are given in Sec. 6.2.2.

Following the same idea of tag categories, we also extend the MUTO ontology
by incorporating rdfs:Resource subclasses that allow the grouping of resources
into a number of audio categories (left side of Fig. 6.1). We define a generic
fso:Sound subclass for rdfs:Resource, and five subclasses for the fso:Sound
class which correspond to the audio classes that we have already defined in our
previous version of the tag recommendation system (Sec 4.2.2). As it can be
seen in Fig. 6.1, the five subclasses of fso:Sound are named in accordance with
their corresponding audio class names.

Finally, we also extend the tagging ontology by defining a number semantic
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relations in the form of object properties. The purpose of these object proper-
ties is to represent relations between tag and resource instances (dashed lines
in Fig. 6.1). Every included object property defines, as its range, a particular
muto:Tag subclass, and as its domain, at least one of the rdfs:Resource sub-
classes. Therefore, we define as many object properties as tag categories. These
object properties are named according to their ranged tag category. For ex-
ample, the property fso:hasInstrument ranges instances of fso:InstrumentTag,
and its domain includes instances of fso:Sample and fso:Music audio categor-
ies. Therefore, fso:hasInstrument can relate sounds belonging to either the
fso:Sample or fso:Music classes, with tag instances of the type fso:Instru-
mentTag. By inspecting the domains and ranges of these object properties, our
ontology can determine which tag categories are relevant when describing a
resource of a given audio category. For instance, and following the previous
example, the ontology can determine that fso:InstrumentTag tags, are relev-
ant when annotating sounds of the fso:Music or fso:Sample audio categories,
but that are not so relevant when annotating sounds of other categories such
as fso:Soundscape. Object properties can be defined with multiple domains,
meaning that a particular tag category can be considered relevant to more
than one audio category. In Table 6.1 we show, for every tag category, its
corresponding object property range, name and domain.

Using this ontology, it is possible to structure the information embedded in a
folksonomy, and also to incorporate some meaningful semantic relations that
will be used by our tag recommendation system. The ontology is specifically
designed to fit the requirements of our use case, but it could be further extended
to be capable of representing more classes of resources, tags and other semantic
relations. In fact, because the tag categories we define are of type muto:Tag, and
muto:Tag inherits from SKOS44 class skos:Concept, semantic relations between
tag instances to represent, for example, synonymy and polysemy, could be
easily included (Echarte et al., 2007; Lohmann et al., 2011). An ontology-
based tag recommendation system could then take advantage of these relations
to refine tag suggestions. Furthermore, semantic relations between resources
could also be defined by making resource subclasses inherit from skos:Concept.
However, the exploration of these possibilities is out of the scope of the work
presented in this chapter. Instead, we here show a simple approach in which
tag recommendation can be driven by a domain-specific ontology.

6.2.2 Ontology population

So far we have introduced the definition of the ontology that we use to drive
our tag recommendation system. We have seen that in using this ontology we
are able to determine a number of tag categories that are considered relevant

44SKOS: Simple Knowledge Organisation System ontology. http://www.w3.org/TR/
skos-reference.

http://www.w3.org/TR/skos-reference
http://www.w3.org/TR/skos-reference
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for a given audio category. Using this information, the recommendation system
could guide the annotation process by suggesting potentially relevant inform-
ation facets to users. However, our tag recommendation system also relies on
the ontology for displaying the suggested tags grouped into tag categories. At
this point, the defined ontology does not yet contain any knowledge about the
categorisation of particular tags into tag categories. Hence, it can not be used
to meet the latter requirement. To overcome that limitation, we populate the
ontology with a number of tag instances for the different tag categories. In this
way, and only for the tag instances that we populate, the ontology is able to
tell to which tag category these belong, and the recommendation system can
group them accordingly.

The population of the ontology was performed manually, and in parallel with
the definition of the different tag categories of the ontology. For the first stage,
we selected the 500 most used tags in the folksonomy of Freesound, and built
an interface in which we were presented with these tags one by one. The inter-
face allowed us to classify every tag into an existing tag category, or to create
a new tag category if no existing categories fitted the tag at hand. We started
the process with no predefined tag categories. The consideration of whether a
given tag needed a new tag category or not is highly subjective. In general,
the goal was to generate broad tag categories that could be easily understood
by users in Freesound. We put a special emphasis on tags describing musical
properties. Hence, some narrower tag categories were created for this domain
(see below). After classifying all tags, we obtained a number of tag categories
representative of the 500 most used tags in Freesound, and a number of tags
classified under each category. For the second stage, we manually reorganised
some of these categories (combining or splitting them into new categories), and
also added other categories that we considered were relevant and missing from
the resulting list. Then, we were presented again with the 500 most used tags
in Freesound, and classified them into the refined set of categories. Because of
the ambiguity and unclear meaning of some tags, their classification into tag
categories was not a straightforward task. Furthermore, this problem was ac-
centuated because tags were presented one by one and outside of the context of
the sounds they were originally assigned to. In some cases, tags were classified
to more than one tag category. For example, the tag piano can be considered
as a tag describing the dynamics of a music recording (fso:DynamicsTag), or as
a tag describing the name of an instrument (fso:InstrumentTag). Tags whose
meaning was not clear or did not fit any of the refined tag categories were
discarded.

As a result of the whole process, we obtained the set of 26 tag categories shown
above in Table 6.1, and 413 of the 500 most used tags in Freesound classified
into these categories. For each of the 413 tags, we populated the ontology
with a tag instance of the corresponding tag category. Therefore, after the
population process, the ontology includes knowledge about the tag category



128 CHAPTER 6. A NEW PERS.: ONTOLOGY-BASED TAG REC.

(or categories) to which each one of these 413 tags belongs. Although 413
tags represents less than 1% of the total number of distinct tags in Freesound,
these tags appear in 86% of sound annotations, and are present in 51% of tag
applications. Therefore, we can estimate that the populated ontology is able
to tell the tag category of roughly one out of two tags introduced by users
when annotating sounds.

We mentioned that some of the tag categories we defined are designed with a
narrower scope than other categories. In particular, we define a number of very
specific tag categories that describe musical properties such as fso:ChordTag
or fso:TempoTag. These categories can not be widely populated following the
process described above because, in general, there are only a few tags among
the 500 most used tags in Freesound that fit into these categories. This partially
happens because there is not a clear agreement in the folksnomy of Freesound
on how to annotate this kind of information. For example, in annotating
tempo information, it is very common for some users to employ a tag such
as 120bpm, whereas other users indicate the same information with the pair of
tags {120, bpm}, or with a compound tag 120-bpm. For these particular tag
categories, which we refer to as “narrow tag categories”, we performed an extra
step of population in which we manually produced a list of invented tags (not
necessarily chosen from existing tags in the Freesound folksonomy) and added
them to the ontology. Hence, for some of the defined tag categories, we created
a list of “post-populated tags”. Details on the importance of post-populated
tags and how are they treated differently in the tag recommendation process
are given in Sec. 6.2.3. Besides post-populating narrow tag categories, we
applied the same strategy to the fso:TypeTag category. As shown in Table 6.1,
fso:TypeTag tags are intended to classify sounds into general categories. During
the population process we classified several tags into this category. Because of
their nature, we consider that fso:TypeTag tags are particularly important in
the annotation of sounds. Hence, for trying to reinforce the agreement in the
tags used under this category (see below), we post-populated fso:TypeTag with
a hand-crafted list of tags. This list includes some of the tags obtained with
the normal population process, and some others that were added to create a
more complete and coherent list of generic sound type tags. In Table 6.2 we
show, for every tag category, the tags that have been post-populated (if any),
and up to the 10th most used tags coming from the normal population process.

6.2.3 Ontology-based tag recommendation

The ontology-based tag recommendation system we describe here is built upon
the class-based tag recommendation described in Chapter 4. In Fig. 6.2, we
show a block diagram of the recommendation system and highlight the com-
ponents that are added or modified with respect to the class-based recommend-
ation system. We now summarise these additions. In the following sections,
we describe in depth the new components of the ontology-based tag recom-
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Tag category Post-populated and normally-populated tags

fso:ActionTag click, announcement, close, open, walking, drop, squeak, talking, crash,
singing

fso:AgeTag woman, girl, child, baby, children, boy, kids
fso:ArticulationTag vibrato, tenuto, staccato, legato, extended, non-vibrato, exten-

ded, vibrato
fso:ChordTag A, C7, Fmaj7, Am9, Em, Gm7, Asus4, FSharp, DSharp7,

FSharpm, Bb, Eb7, G/A
fso:DynamicsTag pianissimo, piano, mezzo-piano, mezzo-forte, forte, fortis-

simo, midi-velocity-30, midi-velocity-64, midi-velocity-120, pi-
ano, mezzoforte

fso:EnvelopeTag slow-attack, fast-attack, medium-attack, slow-release, fast-
release, medium-release

fso:GearTag computer, tape, vinyl, zoom-h2n, zoom, roland, korg, waldorf, virus,
atari

fso:GenderTag male, female, woman, girl, man
fso:GenreTag ambient, electronic, metal, electro, industrial, techno, house, trance,

dance, dubstep
fso:InstrumentTag drum, synth, electronic, percussion, bass, snare, guitar, kick, acoustic,

digital
fso:KeyTag A, Cmaj, Emin, FSharpmin
fso:LanguageTag english, american, spanish, portuguese, accent
fso:MaterialTag water, metal, wood, metallic, glass, plastic, paper, air, gas, steel
fso:MeterTag 4-4, 3-4, 6-8, 9-8
fso:MicrophoneTag neumann
fso:MoodTag horror, scary, funny, suspense, fun, dream, dramatic, tension
fso:NoteTag A, CSharp, Gb, A4, E3, FSharp4, Eb5, midi-note-35, midi-

note-40, midi-note-64, midi-note-80, midi-note-127
fso:OnomatopeiaTag click, beep, rumble, ring, tone, bang, pop, buzz, bleep, rattle
fso:ProcessingTag processed, reverb, distortion, echo, remix, unprocessed, filter, synthesis,

delay, raw
fso:RecordingTag stereo, binaural, mono, studio, xy
fso:SoftwareTag reaktor, vst
fso:TempoTag 120bpm, 140bpm, 60bpm, 120bpm, 140bpm
fso:TypeTag field-recording, fx, soundscape, voice, multisample, single-

note, percussive-hit, loop, music, chord, chord-progression,
melody, rhythm, field-recording, loop, 1-shot, drone, soundscape,
beat, vocal, glitch, pad, hit

fso:WhatTag noise, voice, water, birds, machine, wind, people, human, door, ambi-
ance

fso:WhenTag spring, night, summer, morning, winter
fso:WhereTag space, nature, industrial, city, street, kitchen, field, station, forest, sea

Table 6.2: Examples of tags populated per tag category. Tags in bold correspond
to those tags that were introduced in the post-population step (post-populated tags),
while the other tags show up to the 10th most used tags coming from the normal
population process (normally-populated tags).
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Figure 6.2: Block diagram of the ontology-based tag recommendation system. Note
that the ontology-based filtering step takes as input a tag category z, and outputs a set
of recommended tags Tz

R which depends on z. Also, further note that for generating
Tz

R and the list of recommended tag categories ZR, the recommendation system relies
on the ontology that we described in the previous sections (denoted here as O).

mendation system as well as its implementation in terms of user interface.

i) The set of recommended tags depends, as usual, on the input tags TI
and on the tag-tag similarity matrix SCh

of the audio class Ch that is
selected after the class detection step. However, in the ontology-based
system, the recommendation also takes as input a tag category z (z ∈ Z,
where Z is the set of defined tag categories) chosen by the user. This
tag category is used to filter the output of the class-based system and
produce the final set of Tz

R recommended tags (“Ontology-based filtering”
step in Fig. 6.2).

ii) Besides outputting a list of recommended tags, the ontology-based tag
recommendation system also produces a set of recommended tag cat-
egories ZR that depend on the audio class Ch that is detected after the
audio class detection step (“Recommendation of tag categories” step in
Fig. 6.2).

Ontology-based filtering of recommended tags

Given a set of recommended tags TR (as produced by the class-based tag
recommendation system) and an input tag category z chosen by the user, the
ontology-based system performs the following operation to generate the final
set of recommended tags Tz

R:

Tz
R =

{
Tz

Z′ ∪ (TR ∩Tz
Z) if |TR| > 0

Tz
Z′ ∪Tz

Z if |TR| = 0
,
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where Tz
Z is the set of normally-populated tags for the tag category z, and Tz

Z′

is the set of post-populated tags for z. As it can be observed, if the first steps
of the recommendation system (i.e., Candidate tag selection, Aggregation of
candidate tags and Selection of tags to recommend) are able to generate a set
of recommended tags TR, the system filters that set TR by discarding all the
tags not populated under the tag category z. Then, the post-populated tags
for the tag category (if any) are added on to the remaining tags in TR (du-
plicates are removed). On the contrary, if TR can not be produced (typically
because there are no input tags), the system recommends the union of the post-
populated tags (if any) and the normally-populated tags for the corresponding
tag category. In this case, normally-populated tags are sorted according to
their global frequency of occurrence in the folksonomy of Freesound.

Note that for a given tag category, if there exist post-populated tags in the
ontology, these are always recommended in the first place. Therefore, post-
populated tags always take a prominent position in the recommendation. With
the exception of the tag category fso:TypeTag, only narrow tag categories
are post-populated (Sec. 6.2.2). The goal of this design choice is that the
tags that are post-populated serve more as an example to users that as an
actual recommendation. For instance, given the tag category fso:ChordTag,
the tags which are post-populated provide an idea of how to annotate chords
(Table 6.2). Post-population of fso:ChordTag includes tags such as Fmaj7 or
Am9. These particular chords probably do not suit most of the sounds for
which they are recommended, but serve as an example of the syntax that
users should follow when introducing chords. Thus, the post-population of
tag categories is designed as a way to provide various examples rather than
actual recommendations. This concept also applies, to some extent, to the
normally-populated tags that are recommended when TR is not generated. In
that case, tags serve mostly as an example of what kind of information should
be introduced in each tag category. However, the post-population of the tag
category fso:TypeTag is performed to promote the usage of a particular set of
predefined tags that categorise sounds into rather broad categories (Table 6.2).
By having an extra control over the recommended tags for the fso:TypeTag
category, we expect that users will annotate the type of their sounds with a
more unified vocabulary, using at least one of the tags that we recommend.

Furthermore, note also that the ontology-based tag recommendation system
only recommends tags that are populated in the ontology O. Thus, consider-
ing that our ontology is populated with a total of 413 unique tags, the recom-
mendation system only recommends tags from that vocabulary of 413 tags.
To overcome that limitation, a more comprehensive population of the ontology
should be performed (see the discussion in Sec. 6.5).
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Recommendation of tag categories

An extra functionality for the ontology-based tag recommendation system is
the suggestion of a set of potentially relevant tag categories ZR given a set
of input tags TI. This functionality is based on the audio class detection
step introduced in the class-based tag recommendation system. Given a set
of input tags, the classifier is able to predict to which audio class Ch a sound
belongs to (Sec. 4.2.2). In the ontology-based tag recommendation system,
the predicted audio class Ch is directly mapped to the corresponding audio
category defined in the ontology (Sec. 6.2.1). Then, by considering the range of
the object properties in O whose domain matches the predicted audio category,
the system is able to generate a list of potentially relevant tag categories ZR
(see below for an example).

Note that some object properties have as its domain the generic audio class
fso:Sound (Table 6.1). By inheritance, any instance of the audio categories
in the lower level of the hierarchy is also an instance of the class fso:Sound.
Therefore, these object properties are also considered and their corresponding
tag categories are recommended. In fact, tag categories whose object prop-
erty domain is the audio category fso:Sound are always recommended. For ex-
ample, given a set of input tags whose detected audio category is fso:Voice, ZR
will include all tag categories related with fso:Sound (e.g., fso:MicrophoneTag,
fso:TypeTag, fso:ProcessingTag, etc.), as well as all tag categories directly re-
lated with fso:Voice (fso:LanguageTag, fso:AgeTag and fso:GenderTag). Those
tag categories more related in first place with the detected audio category
(i.e., not by inheritance), are positioned first in the list of recommended cat-
egories. We only make an exception with fso:TypeTag, which is always placed
in the first position to promote its usage.

User interface of the annotation system

The changes introduced in the ontology-based tag recommendation system
with respect to the previous class-based system have important implications
on the interface for annotating sounds. In Fig. 6.3, we show three screenshots
of that user interface. As it can be observed, in an initial stage, the interface
provides an input box in which users can start typing tags, and shows the list
of all tag categories defined in the ontology (Fig. 6.3a). As soon as users type
the first tag in the input box, the tag recommendation system can estimate
an audio class Ch, and provide a recommendation of tag categories ZR. When
this happens, the list of tag categories is updated and divided into two parts.
The top part lists tag categories in ZR, and bottom part shows the rest of tag
categories (Fig. 6.3b).

Users can introduce tags under the tag categories of the ontology by clicking
on the tag category names displayed in the interface. When this happens,
the tag category name is appended to the input box, and a pop-over appears
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(a)

(b)

(c)

Figure 6.3: Screenshots of the sound annotation interface using the ontology-based
tag recommendation system. Screenshot (a) shows the initial state of the interface,
with no input tags introduced. Screenshot (b) shows the interface with a single input
tag field-recording. Screenshot (c) shows the state of the interface with the input
tags TI ={music, loop, dubstep, MyBand}, and showing tag recommendations for the
tag category fso:InstrumentTag. In the latter example, the user has assigned the
tags music and loop to the tag category fso:TypeTag, and the tag dubstep to the tag
category fso:GenreTag. Notice that the tag MyBand is introduced with no assigned
tag category.
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which includes the recommended tags Tz
R (Fig. 6.3c). Similarly to the tag

recommendation systems described in previous chapters, recommended tags
are sorted according to the scores assigned during the aggregation step of the
recommendation process (Sec. 3.2.2), but here we only show a maximum of 20
recommended tags. Users can either choose to add one of the recommended
tags or type their own. In either case, the introduced tag is assigned to the
selected tag category as an attribute-tag (Sec 6.1). Note that the vocabulary of
tags that can be added under a tag category is not restricted. Hence, users can
create new tags and assign them to any tag category. Note also that multiple
tags can be assigned to a single tag category.

Users are not forced to use any of the recommended tag categories, nor forced to
use attribute-tags or click on recommended tags. In fact, users are not presen-
ted with any recommended tags until they click on one of the tag category
names. In this way, the interface guides the annotation process by suggesting
information facets and then providing tag recommendations for every inform-
ation facet on demand, while at the same time it maintains the flexibility of
previous tagging systems and allows users to continue tagging in their preferred
way (i.e., without using attribute-tags).

6.3 Evaluation

Here we describe the process we followed to evaluate whether the ontology-
based tag recommendation system can better help users to generate compre-
hensive, coherent, and semantically meaningful resource annotations (when
compared to the previous class-based recommendation system of Chapter 4).
For that purpose, we designed an online experiment in which participants have
to tag a number of sounds from Freesound either using the ontology-based tag
recommendation system or the class-based recommendation system. We ana-
lyse the logs collected during the experiment and compare both systems by
computing a number of metrics. To complement these results, we also per-
form a second experiment in which the ontology-based tag recommendation
system is deployed in Freesound, and collect logs from real-world usage of the
recommendation system. These logs are also analysed, when possible, using
the same methodology of the previous experiment. In the following sections,
we describe the experiments and the analysis metrics we use to evaluate our
system.

6.3.1 Description of online experiments

First experiment

The first experiment was carried out during a time period of 22 days from 7
July 2014 to 13 August 2014. The different parts of the experiment are the
same as those we used in Chapter 4 for comparing the class-based tag recom-
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mendation system with previous systems (see Sec. 4.4). Participants were first
presented with a page with the instructions of the experiment and correspond-
ing instructions of the tagging interface. Then, participants had to fill in a
questionnaire to collect some basic user data and information about their ex-
perience in working with sound libraries, their experience using Freesound and
their native language. After completing the questionnaire, participants could
start the sound annotation phase. We manually selected a pool of 20 sounds
from Freesound, equally distributed in the five audio categories introduced in
Chapter 4 (Table 4.1). For each participant in the experiment, we randomly
selected 3 sounds per category that had to be tagged. Therefore, participants
had to annotate a total of 15 sounds. The tagging interface was assigned at
random per participant. Half of the participants used the ontology-based tag
recommendation interface, while the other half used the class-based tag recom-
mendation interface. We will refer to the ontology-based tag recommendation
interface as Ont, and to the class-based interface as Cla for short. In con-
trast to the experiment described in Chapter 4, in this experiment sounds
were presented to users along with their original textual descriptions from
Freesound. This was added to provide more context to participants and facil-
itate the tagging task (see discussion in Sec. 4.5.5). After annotating the 15
sounds, participants were asked to answer a brief questionnaire to qualitatively
evaluate some aspects of the tagging interface. We asked to all participants if
the tagging interface was easy to understand, and if the tag recommendations
were useful. Furthermore, to participants using the Ont interface, we also
asked if tag categories were useful, understandable, and if there was enough
variety of tag categories. All questions had to be answered using a 5-point
scale, ranging from “strongly disagree” to “strongly agree”. Finally, users were
given the option to write a comment and provide in this way any other feedback
they considered relevant.

Among the 195 participants of the experiment, 109 of them actually com-
pleted it. The percentage of participants that completed the experiment is
very similar to that obtained in the online experiment described in Chapter 4.
On average, we collected 70 alternative taglines for each sound of the afore-
mentioned pool of 20 sounds, half provided using the Ont interface and half
provided using the Cla interface.

Second experiment

The second experiment was carried out in Freesound after deploying the on-
tology-based tag recommendation system as an optional experimental tagging
interface. During a period of one week from 18 August 2014 to 25 August
2014, Freesound users were given the option to describe their sounds using
the ontology-based tagging interface, labelled as an “experimental tagging in-
terface” (Ont). Otherwise, users could still use the default tagging interface
implemented in Freesound which, at the time of the experiment, was the class-
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based tagging interface (Cla). The data collected in this experiment came
from the usage of both interfaces in a real-world situation. Hence, and as op-
posed to the first experiment, the sounds to be tagged were those uploaded by
the users themselves, and we had no control over them. Because of that, in
this experiment, we could not collect multiple taglines per sound. Therefore,
some of the analysis metrics that we compute for the first experiment can not
be computed for the second experiment.

During the period of the experiment we collected tagging data for 276 sounds
and provided by 91 different Freesound users. Almost 70% of the users chose
to use the Ont interface. However, not all collected data can actually be
included in our analysis. The reason is that the interface of Freesound allows
the description of up to 10 sounds at once, meaning that the information we
extract from a single annotation session can correspond to the description of
multiple sounds. During this process, users may describe sounds in a non-
sequential way, and therefore our analysis metrics would not be completely
reliable for annotation sessions with multiple sounds. For this reason, we only
consider the information coming from these annotation sessions in which only
one sound was described. As a result, the data that we finally analyse from
the second experiment includes tagging data for 135 sounds, provided by 73
different Freesound users. Such data is evenly distributed between the two
interfaces (48% using Ont interface and 52% using Cla interface).

6.3.2 Analysis metrics

To analyse the logs collected in the online experiments and compare Ont and
Cla tagging interfaces, we define a number of metrics that we divide in three
groups. First, we compute simple quantitative metrics to evaluate aspects such
as the time participants spend annotating sounds, the length of the tagline and
the number of correctly predicted tags of a given tagline. Then, we perform a
more semantic-oriented analysis in which we look at aspects such as the most
commonly used tags and tag categories, and define metrics to roughly quantify
the comprehensiveness and coherence of annotations. Finally, we analyse the
qualitative feedback that participants provide through the questionnaire at the
end of the first experiment.

Quantitative metrics

We analyse the collected data using some of the quantitative measures already
introduced in Chapter 5. These metrics include the average tagline length (Γ),
the average tag application time (Φe), and the average number of correctly
predicted tags (Ω), formalised in equations 5.7 (Sec. 5.2.3), 5.12 (Sec. 5.2.3),
and 4.1 (Sec. 4.4), respectively. In Eq. 5.7, a parameter n is defined to explicitly
restrict the set of sounds that are considered for computing the measure on
an upload-date basis. In this analysis, we skip this parameter and simply



6.3. EVALUATION 137

consider a generic set of resources R. Besides these measures, we also include
the following two new metrics:

• Average time per sound : Similarly to the average tag application time
(Eq. 5.12), the average time per sound measures the time required to
annotate a sound (i.e., to generate a tagline for a sound), averaged over
the sounds described in a set of annotation sessions. In our analysis,
every annotation session corresponds to the description of one sound.
Hence, average time per sound can be written as

Φr =
1

|A|
∑
a∈A

λa, (6.1)

where λa is the duration of an annotation session a (in seconds), and A
is a set of annotation sessions.

• Average percentage of attribute-tags: We measure the percentage of attri-
bute-tags found in a tagline (i.e., the number of tags in a tagline that are
introduced with a tag category), and average it over a set of resources.
Hence, the average percentage of attribute tags can be formalised as

Π =
100

|R|
∑
r∈R

|Tr
T|
|Tr|

, (6.2)

where Tr
T is the set of attribute tags of a resource r (i.e., tags with

category), Tr is the set of all tags of a resource r, and R is a set of
sounds. This metric can be only computed for data collected from the
Ont tagging interface, as attribute-tags are a particular feature of that
interface.

Semantic analysis

The second part of the analysis we perform is focused on semantic aspects
of the annotations. On the one hand, we look at a list of the most common
correctly predicted tags for both interfaces (i.e., those tags recommended by
the system which are most commonly added to the taglines). In this way, we
can have an idea of what kind of tags seem to be more useful as recommend-
ations. On the other hand, we examine which are the most commonly used
tag categories in data collected using the Ont interface. From all tags used in
every category, we also compute the percentage of them that were actually re-
commended by the recommendation system (i.e., correctly predicted). In this
way, we can have an idea of which are the most useful tag categories and about
how effective the recommendation system is in every category. Also, in order
to have an indication of whether the tag categories included in the ontology
were enough for annotating the sounds, we have a look at those tags that were
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introduced without category (non-attribute-tags), and see if these could have
been categorised under the existing categories or some of them might require
the inclusion of new ones. The latter analyses are also only applicable to the
Ont tagging interface.

Besides looking at the previous aspects, we further define two analysis metrics
which provide an estimation of the comprehensiveness and coherence of sound
annotations generated with both interfaces. These two metrics are based on
the analysis of the alternative taglines that we collected for every sound in the
first experiment:

• Annotation comprehensiveness: Comprehensiveness is measured in terms
of the number of distinct information facets that are covered in a tagline.
In essence, the more information facets are annotated, the more compre-
hensive the tagline is considered to be. For each sound annotated in the
first experiment, we collected an average of 70 alternative taglines, ap-
proximately half of them generated with the Ont interface and half with
the Cla interface (Sec. 6.3.1). Considering all the alternative taglines
for a given sound, we build an annotation ground truth for that sound,
which is then used to evaluate how comprehensive individual taglines are.

To construct the ground truth for a given sound, we aggregate the in-
dividual tags of all alternative taglines into a single set of tags, and
manually group them into several information facets. The category of
attribute-tags is removed, so that we only add the actual tag to that
list. Then, to group the list of tags, we follow a similar process to that
described for the definition and population of the tag categories in the
ontology (Sec. 6.2.2). Given that, in this case, the grouping of tags is
performed with the actual sound as a reference, tags can be grouped ac-
cording to the kind of information they describe in the context of that
particular sound. Hence, the process becomes simpler and less ambigu-
ous. As a result, we obtain a number of information facets with a set
of tags classified into them. Given the ground truth and a tagline for a
sound, the comprehensiveness of a tagline is computed by comparing the
number of information facets covered by the tagline (i.e., the number of
facets from the ground truth for which there is at least one tag in the
tagline), with the total number of possible information facets defined in
the ground truth. Hence, given the intermediate function

covered(X,Y) =

{
1 if |X ∩Y| > 0

0 if |X ∩Y| = 0
,

annotation comprehensiveness is defined as

Λ =
1

|Gr|
∑

TIF∈Gr

covered(Tr,TIF), (6.3)
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where Tr is the tagline of a resource r, Gr is the ground truth of a re-
source r, and TIF is a set of tags corresponding to one of the information
facets defined in Gr. Using this measure, we can estimate how com-
prehensive are, individually, each of the alternative taglines provided for
every annotated sound. Then, we can compare the annotation compre-
hensiveness of Ont and Cla interfaces by averaging this measure over
all the taglines generated with each interface.

• (In)coherence in annotations: To evaluate the coherence of a set of al-
ternative taglines for a given sound we, in fact, define a measure of inco-
herence. Incoherence is measured in terms of the variety of tags that are
used to convey a unique semantic meaning (or audio property). The more
variety of tags is used to describe a particular property in a set of taglines
for a given sound, the more incoherent these taglines are considered to be.
For example, given an audio recording of a musical instrument playing a
chord, a set of taglines that feature tags like DMaj, D-major, Dmajor and
DM to indicate the chord, is more incoherent than another set of taglines
in which the chord is always indicated with either DMaj or Dmajor (using
fewer variations). In a sense, the incoherence in annotations reflects the
agreement on how to annotate particular audio properties among the
participants that generated the taglines. Similarly to annotation com-
prehensiveness, we estimate the incoherence in annotations by building
an annotation ground truth for each of the sounds annotated in the first
experiment. Then, this ground truth is used to estimate the incoherence
of the taglines of the corresponding sound. Hence, incoherence in annota-
tions can only be computed on data collected in the first experiment.

The annotation ground truth that we build for this measure is different
to that built for annotation comprehensiveness. Here, given a sound,
we also aggregate the individual tags of all alternative taglines into a
single set of tags, but instead of grouping them into rather broad in-
formation facets, we group together those tags that convey the same or
very similar information. For example, we group together tags like {Funk,
funk, funky}, which denote the same music genre, tags like {distortion,
smooth-distortion, distorted,overdrive}, which all describe a very sim-
ilar audio processing effect, or tags like {talking, speak, talk, chatting,
speaking}, which refer to the same activity. Tags with no other equival-
ent (or very similar) tags are not considered in the ground truth. As a
result, the annotation ground truth for a sound consists of a list of sets
of tags that are almost equivalent from a semantic point of view (i.e., a
list of synsets45). Considering the ground truth for a sound and a set

45To simplify explanations, we adopt the terminology used in WordNet (Miller, 1995),
which refers to a set of synonyms as a “synset”. In our case, we use the term synset with a
slightly broader meaning, as tags are not strictly grouped because of being synonyms, but
because of featuring high semantic equivalence.
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of alternative taglines, we iterate over its identified synsets and count
how many of the tags in the synset are present in the set of taglines.
Averaging that value over the different synsets, we obtain an indication
of the incoherence in a set of taglines. The measure can be formalised as

I =
1

|Gr|
∑

TSY∈Gr

|Tr
TL ∩TSY|, (6.4)

where Tr
TL is the union of all tags from a set of taglines of a resource

r, Gr is the annotation ground truth of a resource r, and TSY is a set
of tags corresponding to one of the synsets defined in Gr. Using this
measure, we can estimate how incoherent a set of taglines is for a given
sound. By computing this measure over sets of taglines collected with the
Ont and Cla interfaces, we can compare them in terms of incoherence
in resulting annotations.

Qualitative feedback

To analyse the qualitative feeback provided by users we compute the average
over the responses of the different questions answered in the 5-point scale (see
Sec. 6.4.3), and relate these with the results of the quantitative and semantic
analysis. Furthermore, we compare the responses of these questions which are
common to participants using both interfaces. Finally, we comment on the
extra qualitative feeback that we collected in the form of textual comments.

6.3.3 Analysis methodology

The analysis we perform is mainly centred on the data collected from the first
experiment. This is because, as we have seen, the nature of the second exper-
iment does not allow us to compute all the metrics listed above. Hence, the
analysis of the data from the second experiment is used, whenever available,
as a complement to the analysis of the first experiment. Nevertheless, with the
exception of some metrics, we use the same methodology to analyse the data
collected from both experiments. In general, we consider data generated with
the Ont interface separated from data generated with the Cla interface, and
then compare the results of the different metrics. Statistical significance is as-
sessed using the Mann-Whitney U test with a significance level of 0.05 (Corder
& Foreman, 2009).

Before computing the analysis measures described above, we filter the collected
data to remove potentially irrelevant or noisy logs. The filter is applied at the
sound level, meaning that we discard the information from individual sounds
that do not pass the filter. The first filter we compute operates on the duration
of annotation sessions for sounds. We discard annotation sessions based on the
interquartile range of their duration. Let q1 be the first quartile and q3 be the
third quartile of the durations of annotation sessions, we discard sounds whose
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annotation session duration is outside the range [q1−3(q3−q1), q3+3(q3−q1)].
In practice, this means that we only consider data corresponding to sounds that
were annotated in less than 260 seconds. We apply a second filter in which
we discard all sound annotation sessions in which there are no logged calls to
the tag recommendation system. In these sessions, no tag recommendations
were provided to the user. This might happen because of different reasons (see
below).

After applying the filter to all collected annotation sessions of the first ex-
periment, we see that 69% pass the filter. Most of the annotation sessions
comply with the timing restriction (97%), but only 72% feature at least one
call to the recommendation system. Annotation sessions that do not pass the
filter mostly correspond to sessions using the Ont interface. This observation
can be partially explained because, when using the Ont interface, tags are
only recommended when users click on the tag categories (Sec. 6.2.3). Con-
versely, when using the Cla interface, tags are automatically recommended
when users start typing. As a consequence, it can happen, particularly when
using the Ont interface, that no tags are recommended at all. We observe that
only 42% of annotation sessions using the Ont interface feature at least one
call to the recommendation system. Possible reasons for that could be that
users do not properly understand how the interface works or that they do not
think that tag categories are meaningful or necessary. Overall, the fact that
less than half of the annotation sessions using the Ont interface pass both
filters indicates that a lot of participants, for whatever reason, did not take
advantage of the features of the interface as we expected. When applying the
filter to the data from the second experiment, we observe practically the same
percentages. Therefore, one interesting aspect of the Ont interface that should
be further investigated is why such a big percentage of users does not take ad-
vantage of recommendation functionalities as we expected (see discussion in
Sec. 6.5).

6.4 Results

6.4.1 Quantitative metrics

Average time per sound

The average time per sound Φr reveals that sound annotations tend to require
more time when using the Ont interface. In particular, we observe a statistic-
ally significant average increase of 48 seconds (p = 5.28 ·10−42). Fig. 6.4 shows
the probability density function of the time per sound for both interfaces. The
average time per sound is of 60 seconds for participants using the Cla inter-
face, and of 109 seconds for participants using the Ont interface. Similarly,
when looking at real-world data from the second experiment, we also observe
that users that choose the Ont interface spend more time annotating their
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Figure 6.4: Probability density function of the time per sound Φr with Ont and
Cla interfaces. Curves are smoothed using a Hann window of 11 points.

sounds. In this case, the average time per sound of both interfaces is signific-
antly higher than in the first experiment (156 seconds for Cla and 301 seconds
for Ont), and so it is the difference between them (145 seconds, p = 8.27·10−5).
This can be explained because, in the second experiment, users do not only
have to annotate sounds, but also have to provide other information which
is required by the Freesound uploading interface. This information includes a
name for the sound, a textual description, a license and, optionally, geolocation
and pack46 information. Furthermore, the increased difference between both
interfaces observed in the second experiment can also be due to users experi-
menting with the interface to understand how it works. In the first experiment,
before starting to annotate sounds, users were provided with instructions for
the corresponding interface. Conversely, in Freesound, these instructions were
not provided beforehand, and could only be accessed through a link that was
provided during the annotation process.

Average tag application time

The average tag application time Φe features a very similar behaviour to that
observed with Φr. Participants of the first experiment need, on average, 11
seconds for assigning a tag using the Cla interface, and 20 seconds using
the Ont interface. The increase of 9 seconds is statistically significant (p =
2.82 · 10−41). Similarly, in the second experiment, both the increase of the
average tag application time is higher (28 seconds, p = 1.34 · 10−6), and also
the average times for both interfaces (19 seconds for Cla and 47 seconds for

46In Freesound, sounds can be explicitly grouped in packs that users define.
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Ont). Besides being in line with the previous measure, these results suggest
that the extra time that users require for annotating sounds with the Ont
interface is not because the generated taglines are longer, but because the
assignment of each tag requires more time.

Average tagline length

The observations on the average tagline length that we can make by analysing
the data from the first experiment confirm the previous suggestion that taglines
do not tend to be longer for participants using the Ont interface. Although the
average tagline length is slightly higher (6.61 tags for Ont interface and 6.24
tags for Cla interface), the difference is not statistically significant. However,
the results of the average tagline length computed for the second experiment
are surprising. In this case, we observe that taglines using the Cla interface
are in fact longer that those generated with the Ont interface (12.07 tags and
9.10 tags respectively, p = 2.45 · 10−2). The reason for this behaviour is not
clear. One possible explanation is that with the usage of attribute-tags, sound
annotations may appear to be more specific and complete while using fewer
tags. Hence, users might feel that the description is good enough using fewer
tags. In practice, the Ont interface merges tag categories and actual tags in
the same space (see Fig. 6.3), and this might cause the perception that the
tagline is longer than it actually is.

Average number of correctly predicted tags

The analysis of the average number of correctly predicted tags does not reveal
a significant difference when comparing interfaces. Sounds annotated with the
Cla interface feature an average of 2.48 correctly predicted tags, which is very
similar to that obtained in our previous evaluation of the Cla recommendation
method (Chapter 4, Table 4.4), and of the impact of the tag recommendation
system (Chapter 5, Sec. 5.3.3). Sounds annotated with the Ont interface
feature a slightly higher average of 2.60 correctly predicted tags, but the dif-
ference is not statistically significant (p = 1.22 · 10−1). On the data collected
for the second experiment, we again observe similar results with no statistic-
ally significant differences between interfaces (average of 3.30 and 2.97 correctly
predicted tags for Ont and Cla interfaces, respectively, p = 3.56·10−1). What
these results suggest is that the grouping of tags into tag categories and the
recommendation of post-populated tags provided by the Ont interface does
substantially not impact the number of tags from taglines that are correctly
predicted by the recommendation system.

Similarly to what we did in Chapter 4, we analysed if there is a correlation
between the average number of correctly predicted tags and users’ expertise
and language (Sec. 4.5.1). In particular, we consider the results from the
first experiment and divide collected logs between groups of experienced and
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non-experienced participants, and native and non-native English speakers. Ac-
cordingly to what we describe in Sec. 4.5.1, we observe here small increases in
the number of correctly predicted tags for both expert and native speaker par-
ticipants (in both interfaces). However, as opposed to the previous analyses,
the differences in this case do not appear to be statistically significant. Further
research should be carried out in order to make stronger claims regarding that
matter.

Average percentage of attribute-tags

Considering the taglines generated with the Ont interface for our first experi-
ment, we observe that an average of 72% of the tags are introduced under a tag
category (i.e., are attribute-tags). In the second experiment, this percentage
is slightly lower, at 65%. This means that a significant number of tags from
taglines are contextualised in one of the defined tag categories of the ontology,
and therefore their semantic value is effectively improved. However, it is im-
portant to note that these percentages are achieved when considering filtered
data as described in Sec. 6.3.3. This filter removes, among others, data from
annotation sessions in which participants do not take advantage of the tagging
interface as we expected. In Fig. 6.5, we show the histogram of the number
of attribute tags per tagline when considering unfiltered data for the first ex-
periment. What we observe now is that more than half of the taglines (59%)
feature no attribute-tags, whereas other taglines tend to have between 1 and 7
attribute-tags. A similar observation can be made in the second experiment,
with 43% of taglines featuring no attribute-tags. These results suggest that
the tagging interface should better encourage the usage of attribute-tags.

To complement these results, we analyse if there is a correlation between
users’ expertise and the percentage of attribute-tags. We observe that exper-
ienced users tend to include, on average, 13% more attribute-tags than non-
experienced users, that difference being statistically significant (p = 3.86·10−2).
This might be explained because experienced users better understand the ad-
vantages that attribute-tags provide in terms of description accurateness and
further retrieval possibilities.

6.4.2 Semantic analysis

Most common correctly predicted tags

The most common correctly predicted tags for both experiments and interfaces
are listed in Table 6.3. Looking at the tags of the first experiment, we observe
that, regardless of the interface, an important number of tags have a semantic
meaning that would belong to the fso:TypeTag category (e.g., field-recording,
voice, ambiance). Other common tags belong to well defined musical concepts
(e.g., loop, synth, electronic, particularly in the Ont interface). Overall,
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Figure 6.5: Histogram of the number of attribute-tags per tagline |TT| in the first
experiment (including unfiltered data).

Experiment Ont interface Cla interface

First field-recording, voice, synth,
condenser, single-note, fx, loop,
soundscape, stereo, ambiance,
120bpm, electronic, percussive-
hit, city, mezzo-forte, fast-attack,
processed, mono, male, rhythm

field-recording, electronic, loop,
synth, voice, people, rain, male,
bell, child, weather, female, ring,
nature, bells, vocal, beat, ambience,
writing, city

Second fx, soundscape, field-recording,
talking, horror, condenser, stereo,
male, english, voice, loop, summer,
atmosphere, neumann, crowd, pop,
distortion, suspense, female, violin

drums, drum, atmosphere, fx, ten,
dance, house, ambiance, gloomy,
deep, down, cavern, ambient, rave,
chime, airplane, electronic, mon-
ster, sub, 0

Table 6.3: First 20 most common correctly predicted tags for the first and second
experiments and for Ont and Cla interfaces.

both interfaces present similar (or very related) most common correctly pre-
dicted tags. In fact, 20% of the first 50 most common correctly predicted
tags in Ont and Cla interfaces are exactly the same. This can be explained
because the pool of sounds to annotate in the first experiment was limited
to 20 sounds, and the concepts to annotate are determined by the sounds.
However, of particular interest is the case of very specific tags such as 120bpm,
mezzo-forte and fast-attack, which are included in the list of most common
correctly predicted tags for the Ont interface. These tags are post-populated
under the fso:TempoTag, fso:DynamicsTag and fso:EnvelopeTag categories re-
spectively (Table 6.2.2), and are therefore always recommended when using
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the Ont interface. If these tags were not recommended, users would presum-
ably employ different variations of the same tags (e.g., mezzoforte instead of
mezzo-forte) that would prevent them from being amongst the most common
correctly predicted tags unless these were very obvious. In fact, we hypothesise
that this is what happens for the tags that belong to the fso:TypeTag category
which, as we commended before, are an important part of the most common
correctly predicted tags in both interfaces. We can see, for example, that the
tag voice takes the second position in the Ont interface, and that the other
tags in the list have completely different meanings. Interestingly, in the Cla
interface, we see how two tags that present a notable semantic overlap (voice
and vocal), are both in the list of most common correctly predicted tags (in
the fifth and sixteenth position).

If we look at the most common correctly predicted tags of the second exper-
iment, we observe some differences. Here, we do not observe such similarity
between tags from both interfaces (only 8% are common amongst the first 50
most common correctly predicted tags). This was to be expected, as the sounds
described in this experiment are not controlled, hence the potentially relevant
concepts to annotate are not necessarily comparable between interfaces. How-
ever, in the tags from the Ont interface, we still observe a great presence of
post-populated tags from the fso:TypeTag category, which is not observed in
the Cla interface (e.g., voice, soundscape, field-recording). Overall, these
results suggest that fso:TypeTags tags are more useful as tag recommendations
in the Ont interface, and that post-population in general seems to contribute
in the coherence of the vocabulary.

Usage of tag categories

In this section we have a look at the most commonly used tag categories in
both experiments, and at the percentage of the tags introduced in every cat-
egory that were correctly predicted by the recommendation system (Table 6.4).
Usage is computed as the percentage over the total number of taglines (of the
Ont interface) that feature at least one attribute-tag of a particular tag cat-
egory. We observe that the most used tag categories are, in general, those
which are applicable to virtually any kind of sound (first rows of Table 6.4).
The tag categories that are highly used depend on the kinds of sounds being
annotated (e.g., music sounds require music-related tag categories). Therefore,
the comparison between tag categories usage for both experiments is not a pri-
ori very meaningful. However, we observe that there is a significant correlation
between the ranking of tag categories usage in both experiments (second and
third columns of Table 6.4). To asses this correlation, we employ the Spear-
man’s rank correlation coefficient (Corder & Foreman, 2009) and observe a
correlation coefficient of % = 0.745 with a p-value of p = 1.24 · 10−5. We
hypothesise that this correlation can be explained by the presence of generic
tag categories that can be relevant to different kinds of sounds. Overall, it
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is interesting that in both experiments, the fso:TypeTag is the most used tag
category. As we explained before, our design puts a special emphasis on the
fso:TypeTag category (Sec. 6.2.2). Hence, the broad presence of this category
in sound descriptions is one successful outcome of using the Ont interface.

Another aspect that we examine is the percentage of correctly predicted tags
introduced under every tag category. To evaluate this, for every tagline we
take into account all introduced tags from each tag category and compute
the percentage of these that were recommended by the system during the
annotation session. This value is then averaged over all taglines (fourth and
fifth columns of Table 6.4). A high percentage indicates that many of the
tags used under a category come from system recommendations. Again, we
observe that there is a high correlation between the percentage of correctly
predicted tags per category in both experiments (% = 0.906, p = 2.19 · 10−7),
meaning that tag categories feature similar percentages in both experiments.
Particularly relevant are those categories in which both the percentage of usage
and the percentage of correctly predicted tags are high (Table 6.4). In these
cases, it can be hypothesized that the Ont interface successfully contributes in
the homogenisation of the information facet of the particular tag category, as
users reuse tags suggested by the recommendation system rather than creating
new ones. This is the case of the tag categories in the first rows of Table 6.4,
and particularly of the fso:TypeTag category, which shows a wide usage and
wide reuse of the tags recommended by the system.

Most commonly used tags without tag category

In Table 6.5 we list the most commonly used tags in the taglines generated with
the Ont interface that are introduced without any tag category (non-attribute-
tags). By examining these tags, we expected to observe some patterns of
tags without category that could suggest the need of adding new categories.
However, what we observe is that in both experiments, most of the tags without
category could be easily categorised into one of the tag categories defined in
the ontology. Hence, there does not seem to be a particular reason (related
with available tag categories) about why these tags were not introduced as
attribute-tags. Possible explanations are that users simply do not feel the
need or see the advantages of using tag categories, or that the meaning of tag
categories is not clear enough so that users can easily introduce tags under
them. Hence, although the ontology could be more comprehensive and include
more tag categories, our early results do not suggest that the current number
of categories is a limitation for the Ont interface.

Annotation comprehensiveness

As described above, we measure how comprehensive sound annotations are by
estimating the number of information facets that are covered in a tagline of
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% usage % correctly predicted
Tag category First exp. Second exp. First exp Second exp.

fso:TypeTag 61.40 50.00 93.36 100.00
fso:InstrumentTag 36.76 21.88 58.63 80.00
fso:WhatTag 22.79 28.12 53.67 69.44
fso:MicrophoneTag 20.96 28.12 40.35 66.67
fso:RecordingTag 18.01 40.62 85.14 85.71
fso:ProcessingTag 18.01 12.50 65.40 100.00
fso:MoodTag 14.71 18.75 42.86 40.00
fso:GearTag 13.97 18.75 17.54 33.33
fso:ActionTag 13.60 25.00 51.35 85.71
fso:WhereTag 12.87 21.88 50.65 44.44
fso:GenderTag 11.40 18.75 90.38 100.00
fso:NoteTag 11.03 0.00 28.33 -
fso:TempoTag 10.66 3.12 44.83 -
fso:SoftwareTag 9.56 21.88 1.96 25.00
fso:OnomatopeiaTag 9.19 0.00 41.67 -
fso:MaterialTag 8.82 9.38 77.50 100.00
fso:DynamicsTag 7.72 0.00 100.00 -
fso:EnvelopeTag 7.72 3.12 100.00 100.00
fso:AgeTag 6.99 6.25 66.67 -
fso:LanguageTag 6.62 15.62 50.00 75.00
fso:KeyTag 5.51 0.00 13.33 -
fso:GenreTag 4.78 9.38 33.33 50.00
fso:ArticulationTag 4.41 0.00 83.33 -
fso:WhenTag 3.31 12.50 41.67 50.00
fso:MeterTag 2.94 3.12 100.00 100.00
fso:ChordTag 2.57 0.00 42.86 -

Table 6.4: Percentage of usage of the different tag categories in the first and second
experiments, and percentage of correctly predicted tags for every category and exper-
iment. Tag categories are sorted according to their percentage of usage in the first
experiment. Note that this table only includes data gathered with the Ont interface,
as the concept of tag categories is not present in the Cla interface.



6.4. RESULTS 149

First experiment Second experiment

loop, bass, bells, synth, voice, dark, cackle,
field-recording, metal, piano, restaurant,
bell, child, synthesizer, ambience, sample,
percussion, talking, note, radio

beatboxing, percussion, beats, vocalper-
cussion, beatbox, drums, beat, SFX, vocal,
male, erra, draw, detroit, dj, dark, ding,
cylinder, Soundeffects, shake, scratch

Table 6.5: 20th most commonly used tags without tag category (non-attribute-tags)
for the first and second experiments. Note that this table only includes data gathered
with the Ont interface, as the concept of tag categories is not present in the Cla
interface.

a given sound, compared to the total number of potentially relevant informa-
tion facets for that sound (Sec. 6.3.2, Eq. 6.3). Our results show that taglines
generated with the Ont interface cover, on average, 23% of the potentially
relevant information facets, while taglines generated with the Cla interface
cover an average of 18% of the facets. Hence, we observe a statistically signi-
ficant average increase of 5% when using the Ont interface (p = 1.11 · 10−3).
This increase suggests that, by recommending tag categories to users, the Ont
interface effectively helps in generating more comprehensive sound annotations
that cover more information facets. However, even if that increase is statistic-
ally significant, we have to take into account that it is computed by considering
the filtered set of annotation sessions. Hence, the goal of improving annotation
comprehensiveness is only partially achieved in some annotation sessions.

Incoherence in annotations

On average, taglines generated with the Ont interface report an incoher-
ence value of I = 2.05, while taglines generated with the Cla interface show
an incoherence of I = 2.95. The difference is statistically significant, with
p = 3.73 · 10−8. These results suggest that, considering all alternative taglines
for a given sound, those generated with the Ont interface feature an aver-
age of 2 distinct tags to refer to semantically similar concepts (e.g., among
the taglines genenerated with the Ont interface, we see that two tags like
Thunderstorm and thunder-storm are used to refer to the concept of a “thun-
derstorm”), while taglines generated with the Cla interface feature an average
of 3 distinct tags (e.g., following the previous example, in taglines generated
with the Cla interface we might find a third variation for the “thunderstorm”
concept such as rainstorm). Hence, taglines generated with the Cla interface
tend to be less coherent than taglines generated with the Ont interface, as the
way in which concepts are tagged is less unified across sounds.

A possible explanation for the observed difference in I is the contribution
of post-populated tag categories in the ontology. The tags recommended for
these categories act more as example-tags that suggest to users how to de-
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scribe particular information facets like those represented by fso:NoteTag or
fso:DynamicsTag (see Sec. 6.2.2). In these categories, it is likely that users
would employ different tag variants to describe a single concept. For example,
users would probably employ different naming conventions to indicate a musical
note. However, by being exposed to the example tags provided by the ontology-
based interface, a particular naming convention is suggested and alternative
variants are potentially reduced. This seems to be particularly true for the
case of tags introduced under the fso:TypeTag category. The fso:TypeTag cat-
egory is widely used in the sound annotations collected in our experiments,
and features a high percentage of correctly predicted tags (Table 6.4). This
ensures that most of the sounds are given at least one known tag describing
their “type”. Thus, the “type” property is annotated coherently across sounds.
Notice however that the interface allows users to introduce new tags (i.e., not
recommended) under any of the tag categories. Hence, the particular case of
the fso:TypeTag category is an example that the ontology-based tagging inter-
face can achieve a successful level of tagging coherence across sounds without
limiting the flexibility of creating new tags.

6.4.3 Qualitative feedback

In this section we report the qualitative feedback that we gathered through
the questionnaire at the end of the first experiment. In Table 6.6 we show
the average answers to the questions that were asked. Questions had to be
answered on a standard 5-point scale. We normalised the responses so that
a value of 1 corresponds to “strongly agree” and a value of 0 corresponds to
“strongly disagree”. We report the average answers for the set of all participants
that finished the experiment (“Not filt.” column), and for the set of parti-
cipants whose annotated sounds comply with the filter described in Sec. 6.3.3
(“Filt.” column). In general, we observe that, qualitatively, both interfaces
are considered to be rather easy to understand, with no statistically significant
differences. However, participants using the Cla interface consider that tag
recommendations were more useful than participants using the Ont interface,
with an statistically significant increase between 0.09 (p = 2.93 ·10−2) and 0.15
(p = 7.06 · 10−4) for the non-filtered and filtered set of participants, respect-
ively. Furthermore, average responses for the questions regarding usefulness,
variety and understandability of tag categories report lower scores, generally
in the range corresponding to “Neither agree nor disagree” and “Agree”. Inter-
estingly, we can see that these scores are a bit higher when only considering
the filtered set of participants. This can be explained because this set only
includes participants who, a priory, took advantage of the functionalities of
the Ont interface as we expected (Sec. 6.3.3).

Besides the previous questions, participants in the first experiment were also
given the option to provide further feedback in the form of textual comments.
In general, comments were positive about both interfaces. Some participants
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Question
Ont interface Cla interface
Not filt. Filt. Not filt. Filt.

The tagging interface was easy to use 0.75 0.78 0.78 0.78

Tag recommendations were helpful during
the annotation process

0.66 0.72 0.81 0.81

Tag categories were useful as a guide for the
annotation process

0.64 0.72 - -

The number and variety of tag categories was
enough to annotate the sounds

0.62 0.66 - -

The meaning of tag categories and the type
of tags that should be used in every category
was easy to understand

0.62 0.68 - -

Table 6.6: Questionnaire responses. Response values are normalised so that a value
of 1 corresponds to “strongly agree”, and a value of 0 corresponds to “strongly disagree”.

included suggestions of new features to improve the interfaces such as auto-
completion of tags and displaying more tag recommendations. Interestingly,
one participant that completed the experiment using the Cla interface, sug-
gested that recommending a predefined taxonomy of audio categories could
help in the annotation process (similarly to what the tag category fso:TypeTag
does in the Ont interface). Other users commented that tag recommendations
in the Ont interface were too few, probably not understanding that the tags
to be introduced under every category were not limited to the recommended
ones.

6.5 Conclusion and discussion

In this chapter we have explored a new perspective on tag recommendation
systems which combines the use of a folksonomy and a domain-specific on-
tology to guide the annotation process and recommend tags. By combining
the use of a folksonomy and an ontology, the resulting annotation system is
expected to gather better structured resource annotations, while being able
to maintain the flexibility and ease of use of standard tagging systems. We
described the design of an ontology tailored to the needs of our recommenda-
tion system, and explained how the system takes advantage of that ontology
to recommend tags and tag categories depending on a set of input tags. Using
a tag recommendation system such as the one described in this chapter, we
expect users to provide more coherent, comprehensive and semantically mean-
ingful sound annotations. The system we propose has been evaluated with
two online experiments, one in a controlled environment and another one in
the real-world context of Freesound. In addition, it has been compared with
the class-based tag recommendation system that we described and evaluated



152 CHAPTER 6. A NEW PERS.: ONTOLOGY-BASED TAG REC.

in previous chapters.

The analysis performed in both experiments yields similar results, and shows
that the ontology-based interface can, in some cases, contribute to the improve-
ment of sound annotations. In particular, we distinguish between two usage
patterns. On the one hand, we observe that users who spend enough time for
annotating sounds and take advantage of the functionalities of the ontology-
based interface, are able to provide better sound annotations. These sound
annotations tend to cover more information facets (i.e., are more comprehens-
ive), tend to use less variants of tagging concepts (i.e., are more coherent), and
their tags are more semantically meaningful (i.e., tags are introduced under tag
categories). However, on the other hand, we observe that approximately 55%
of users do not actually take advantage of the functionalities of the ontology-
based interface. Users annotating sounds with the ontology-based interface
that do not click on any of the tag categories are not recommended with any
tags at all. Therefore, in these cases, the benefits of tag recommendation
are lost and the interface might even have a negative impact on the resulting
sound annotations as compared to annotations performed with the class-based
tag recommendation system.

One possible explanation as to why the majority of users did not use the
ontology-based tagging interface as we expected is that the interface itself was
hard to use and understand. However, according to the qualitative feedback
provided by participants of the first experiment, this is probably not the main
reason. Another possible explanation is that the concept of tag categories and
the particular categories defined in the ontology were not meaningful to users.
Again, we believe this is not the main limitation of the tagging system as we
have shown that the kinds of tags introduced without categories could have
been introduced under existing tag categories, and, according to the qualitative
feedback, users moderately agreed in that the set of categories was sufficient.
For these reasons, we believe that the main explanation for the timid usage
of the ontology-based tagging system is that the interface does not promote
enough the use of tag categories and, in general, the benefits of accurate sound
descriptions for further retrieval and reuse. Hence, further research could be
aimed at understanding what kind of mechanisms could be used to better
promote that aspect and facilitate the usage of the interface. For example, a
minimum number of attribute-tags could be set as mandatory, or users could
be given some sort of reward when generating longer descriptions including
more attribute-tags (i.e., users could be given a score that would be public
to other users). Furthermore, and in the particular case of sound sharing,
content-based strategies could be used to automatically predict the tags that
could be added under some of the narrow tag categories such as fso:NoteTag
or fso:TempoTag, and pre-fill the annotation with these predictions.

Another aspect of the ontology-based tag recommendation system that can
not be compared favourably to the class-based system is the usefulness of
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tag recommendations. We observed that there is no statistically significant
difference in the number of correctly predicted tags when comparing both
interfaces, and that users found, according to the qualitative feedback, that
tag recommendations are more useful on average in the class-based interface.
Recalling that the ontology-based system recommends a filtered version of the
tags suggested by the class-based system (filtered according to the population
of the ontology), we can hypothesise that a more comprehensive population
of the ontology could lead to more useful tag recommendations. Thus, the
improvement of the ontology population process is probably crucial to improve
the system in general. One way in which this could be further developed, would
be by researching on an automatic system for mapping existing tags to concepts
of external knowledge-bases, and by using this information to automatically
classify tags in the defined tag categories.

Overall, besides the specific task of tag recommendation, the work presented in
this chapter describes an initial approach to a more semantically-driven sound
annotation process. The results we report here show that several improvements
should be made for deploying such a system in a real-world scenario. However,
the inclusion of an ontology in the resource annotation process opens up many
possibilities for further researching and improving the system. In the following
chapter, we end this dissertation by summarising our work and contributions,
and with a discussion about future directions that could be taken to further
improve tag recommendation and tagging systems in general (Sec. 7.3).





CHAPTER 7
Summary and future

perspectives

7.1 Introduction

In this thesis we have described a number of computational approaches for
helping the users of online sharing platforms to better annotate the content
they generate. Our approaches are meant to be a step towards increasing
the value of resources shared in online sharing platforms by improving their
descriptions and enabling better organisation, browsing and searching func-
tionalities. Throughout our thesis, we have contemplated one of the many
ways in which the annotation problem can be approached. We have focused
on the particular task of tag recommendation, for which we advanced its state
of the art by proposing novel folksonomy-based recommendation methods and
empirically assessing their impact in a real-world sharing platform. In partic-
ular, we worked on the case of sound sharing. As explained in Sec. 1.5, sound
sharing poses some particularly interesting challenges that highly motivated
our research. Nevertheless, we strived for proposing methodologies that can
be easily generalised to other multimedia domains.

We started with an introduction to tagging systems, tag recommendation, and
the particular case of sound sharing (Chapter 1). We continued by summarising
the existing literature on the characterisation of tagging systems and on tag re-
commendation approaches (Chapter 2). Then, we described and evaluated our
first proposed folksonomy-based tag recommendation methods (Chapter 3).
We next proposed an improvement over these methods by incorporating some
domain-specific knowledge in the form of an audio classifier (Chapter 4), and
evaluated the impact of that recommendation method in the real-world tag-
ging system of Freesound (Chapter 5). Finally, and motivated by the findings
reported in the previous chapters, we explored a new approach for tag re-
commendation in which we introduced an audio-specific ontology to inform
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the recommendation process and improve in this way the quality of produced
annotations (Chapter 6).

In each chapter, we included a section summarising the relevant results and
conclusions of the corresponding work. Here, we provide a summary of our
contributions from a global point of view (Sec. 7.2). We end this dissertation
with a discussion about future research directions (Sec. 7.3), not only related
to the particular task of tag recommendation, but also to tagging systems in
general.

7.2 Summary of contributions

This thesis contributes to the advancement of the state of the art in tagging
systems and, more specifically, tag recommendation and folksonomy-based tag
recommendation. The main contributions of this thesis can be summarised as
follows:

• It provides a comprehensive overview of tagging systems and discusses
about their typical problems and proposed solutions, with the main focus
on tag recommendation and the particular case of sound sharing.

• It describes a general scheme for folksonomy-based tag recommendation
systems, proposing several alternative strategies for computing each one
of the steps of the scheme, as well as comparing the resulting recom-
mendation methods against state of the art approaches. The proposed
methods are not only evaluated using a large-scale dataset of audio re-
sources from Freesound, but also using an alternative dataset of similar
size composed of image resources from Flickr. Noticeably, the proposed
scheme includes a novel step for selecting the number of tags to recom-
mend, which is typically omitted in related research.

• It proposes a successful enhancement to the folksonomy-based tag re-
commendation scheme by introducing domain-specific knowledge in the
form of resource categories that can be automatically detected through a
classification step. Noticeably, this tag recommendation system has been
deployed in a large-scale and real-world sound sharing platform.

• It explores a new perspective for tag recommendation by proposing a
system in which a domain-specific ontology is used to provide tag re-
commendations. Using this ontology, the system is able to guide the
annotation process and, at the same time, it preserves the flexibility of
traditional tagging systems.

• It provides a number of methodologies for evaluating tag recommendation
systems with and without the intervention of users. Standard informa-
tion retrieval evaluation methodologies are used to quantitatively asses
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several aspects and parameter configurations of the proposed tag recom-
mendation methods. Additionally, user-based evaluations are carried out
both in controlled environments and in real-world scenarios to analyse
the systems from an empirical point of view.

• It analyses the impact of a tag recommendation system into the folk-
sonomy of a real-world and large-scale sound sharing platform. This
analysis includes the definition of a number of metrics and a methodo-
logy which are also relevant contributions of this thesis. To the best of
our knowledge, this is the first analysis of its kind to be performed in a
real-world and large-scale environment.

The research carried out in this thesis has been published in the form of sev-
eral papers in top international conferences and journals. The outcomes of
Chapter 3 have been published in a conference paper and a journal paper (Font
& Serra, 2012; Font et al., 2013b). Similarly, the parts of the research presen-
ted in Chapter 4 related with the classification step have been published in a
conference paper (Font et al., 2014b), and those related with the description
and evaluation of the extended tag recommendation method have been pub-
lished in a journal paper (Font et al., 2014c). Furthermore, the outcome of the
research carried out in Chapter 5 has been accepted for publication as a journal
paper (Font et al., 2015), and some parts of the definition of the ontology-based
recommendation system of Chapter 6 have also been published as a conference
paper (Font et al., 2014a). The full list of the author’s publications is provided
in Appendix B.

7.3 Directions for future research

In the present thesis we have shown several tag recommendation methods which
incrementally included more domain-specific knowledge. The approaches we
followed have been mainly restricted to the analysis of the folksonomies of tag-
ging systems, and have not included other typical sources of information such
as the analysis of resources’ content. Even though in Chapter 6 we introduced
the use of an ontology to drive the recommendation process, we just started
exploring the possibilities of using that ontology and the implications that it
might have, not only in tag recommendation, but in tagging systems in gen-
eral. Hence, we devise two clear perspectives for future research which we now
discuss.

Firstly, we believe that the recommendation approaches described in this thesis
could be improved with the inclusion of resources’ content analysis in the tag
recommendation process. On the one hand, using content-based resource clas-
sification (e.g., Casey, 2002; Roma et al., 2010) combined with tag-based re-
source classification for the class-based recommendation method would allow
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to predict the resource category before the introduction of the first input tag.
This would, for example, allow us to automatically suggest a tag describing
that category, or even pre-fill the annotation with that tag. On the other hand,
a content-based approach could also be used to select candidate tags based on
resource similarity (e.g., Turnbull et al., 2008; Wu et al., 2009), or even by
using content-based models to predict tags (e.g., Martínez et al., 2009; Ivanov
et al., 2010). Using these strategies, the system would also be able to recom-
mend tags before the introduction of the first input tag, and then combine
content-based recommendations with folksonomy-based recommendations in
later stages (e.g., Wu et al., 2009; Liu et al., 2010a). In relation to that, the
tag categories defined in the ontology could be used as a guideline for defin-
ing content-based approaches to recommend tags. For example, content-based
models could be built on a tag category basis. Furthermore, this process could
be automatically computed by using examples of already annotated resources
in the tagging system, and be retrained automatically as new resources were
uploaded in the sharing platform.

Secondly, another research direction is the further exploitation of the ontology,
not only for the task of tag recommendation, but also as an underlying element
in tagging systems and sharing platforms in general. Important challenges in
that direction are the definition of comprehensive yet easy to use domain-
specific ontologies, and the design of automatic (or semi-automatic) methods
for its population. Such ontologies could include more complex and meaningful
class hierarchies for resource and tag categories, and be able to represent more
meaningful relations among them. To populate ontologies, we believe that
approaches for automatically matching tags to concepts of external knowledge
bases are a promising direction (e.g., Specia & Motta, 2007; Angeletou, 2008;
Moro et al., 2014). Using such mappings and proper disambiguation processes,
it would be possible to populate the ontology with a comprehensive set of
well-defined tags, thus being able to provide better recommendations. Note
that such an approach is close to the idea of using a controlled vocabulary.
However, the way in which we envision such systems would allow the flexibility
of traditional tagging systems by still allowing the introduction of unknown
(i.e., unmatched) tags. The semantic meaning of these unkown tags could,
nevertheless, be narrowed down with the usage of tag categories such as we
demonstrated in the tagging interface described in Chapter 6.

Another interesting research direction related to the use of tag categories in
the annotation process is the evaluation of the capacity of such a tagging sys-
tem for automatically populating its underlying ontology. Provided that users
upload and describe new resources using tag categories, it would be possible to
automatically further populate the ontology with previously unseen tags that
would be introduced under existing tag categories. From that point of view,
it would be interesting to analyse the impact of such a system in the folkso-
nomies emerging from tagging systems, and see how these “semi-structured”
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folksonomies could be better exploited for knowledge mining or further onto-
logy refinement (Limpens et al., 2009a). In the same vein, another aspect to
evaluate is if the usage of this limited number of tag categories in combination
with free-form tags would pose significant limitations for making expressive
annotations. In this case, it would be interesting to investigate whether an on-
tology that could be evolved and edited by users of a tagging platform could be
effectively maintained and allow for flexible but structured annotations (e.g.,
Stojanovic et al., 2002; Braun et al., 2007). A well-populated ontology could
also be used to tackle the typical polysemy and synonymy problems found in
folksonomies, by explicitly defining these relations among tag instances (e.g.,
Echarte et al., 2007; Lohmann et al., 2011). In addition, these explicit semantic
relations between tags could be also used to provide domain-specific query ex-
pansion functionality in the search engines of sharing platforms (Bhogal et al.,
2007). For example, user queries could be automatically expanded by includ-
ing synonym terms taken from the ontology, and results could be grouped in
clusters according to alternative meanings of the query terms.

In summary, we believe that the use of content-based strategies to help in
resource annotation and the further exploitation of underlying ontologies in
tagging systems allows for many improvements in the current functionalities
of sharing platforms. For example, searching of content resources could be en-
hanced by defining complex queries operating over facets corresponding to tag
and resource categories, and browsing could also be enhanced by hierarchically
organising resources according to these categories. Also, similarity measures
for multimedia resources could additionally use the concepts of tag and resource
categories to define narrower scopes for the similarity search and, for example,
provide complementary similarity scores by treating different tag categories as
similarity facets (Bogdanov et al., 2011). Finally, we believe that the use of
underlying ontologies, tightly coupled with the annotation systems of sharing
platforms, would enable an almost direct publication of resources’ metadata
as meaningful linked data47 (Bizer et al., 2009). Overall, such improvements
would allow a better exploitation of the huge value of content resources in on-
line sharing platforms. Also, these would represent a step towards conciliating
the rate at which user generated content is being created with the ability of
computational systems to properly index, organise, and make this information
available.

Essentially, for information systems to become more intelligent, they need to
better represent and handle knowledge about their domain. By designing new
algorithms and ways in which these can take advantage of available data, we
will improve our capabilities for sharing information. But perhaps more im-
portantly, we need to focus on understanding and representing that information
and its domain, and be able in this way to reason at a level which is presum-
ably closer to how we humans process and share information. For example, a

47http://linkeddata.org

http://linkeddata.org
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sound sharing platform with knowledge about musical instruments and genres
might allow us to browse instrument sounds in a way that only those relevant
for a particular music genre would be displayed. If the platform also embedded
knowledge about musical theory, it could also group sounds according to the
different musical functions (or roles) that these might play in a composition.
Similarly, using this knowledge, such a system could help users in, for example,
properly annotating a music loop by suggesting musical genres given some in-
struments present in the loop. However, to perform these kinds of reasoning,
an information system should be aware of the related knowledge or facts. In
this case, such a system should know, for example, that distorted guitars are
very prominent in heavy metal music but not in classical music, or that reg-
gae recordings often feature deep bass lines and other harmonic and rhythmic
elements playing off beat. These are the kind of systems that we would like to
interact with in the future.

“Now, what we want is Facts. Teach these systems and algorithms
nothing but Facts. Facts alone are wanted in life. Plant nothing
else, and root out everything else. You can only form the minds of
reasoning computers upon Facts; nothing else will ever be of any
service to them.”

Charles Dickens, Hard Times – For These Times48.

48Charles Dickens’ Hard Times – For These Times was first published in 1854. The quote
we allude here is found at the opening of the book, and it originally goes as follows: “Now,
what I want is Facts. Teach these boys and girls nothing but Facts. Facts alone are wanted
in life. Plant nothing else, and root out everything else. You can only form the minds of
reasoning animals upon Facts; nothing else will ever be of any service to them.”.



Frederic Font Corbera, Barcelona, 11 March 2015.
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Appendix A: Freesound

Introduction

Freesound is an online sharing platform where people with diverse interests
share recorded sound samples under Creative Commons licenses (Fig. 1). The
audio content that can be shared in Freesound is restricted to sounds, which
may include any kind of audio material like sound effects, environmental re-
cordings or even building blocks for musical compositions, but not music tracks
in the traditional sense of “finished” compositions or songs. It was started in
2005 at the Music Technology Group49 of Universitat Pompeu Fabra, and it is
being maintained to support diverse research projects and as a service to the
overall research and artistic community. Freesound’s initial goal was to give
support to sound researchers, who often have trouble finding large royalty-free
sound databases to test their algorithms, and to sound artists, who use pre-
recorded sounds in their pieces. After eight years since its inception, Freesound
has become one of the most popular sites for sharing sound samples, with an
average of 45,000 unique visitors per day. More importantly, there is a highly
engaged community of users continuously contributing to the site, not only
uploading sounds but also commenting, rating and discussing in the forums
about relevant topics for the community. All sounds in Freesound are manu-
ally moderated by a group of Freesound users (the Freesound moderators) that
check for the accurateness of sound annotations and for adequacy of uploaded
sounds.

All the content in Freesound is released under Creative Commons licenses.
When uploading sounds, Freesound users can choose between CC0 (public
domain), Attribution and Attribution-NonCommercial licences50. The reason
to offer these licenses is to ensure that all the content uploaded in Freesound
can be reused by other users, developers and researchers, but at the same
time we provide users the option to require the attribution of their work or to
restrict the use of their sounds to non-commercial activities. Furthermore, the
source code of the web application is released as open source51 under the GNU
AGPL license52.

Freesound was built with high load and scalability in mind. Fig. 2 shows a
block diagram of its architecture. Retrieval of sounds can be performed us-
ing text queries, audio content-based similarity search, or by browsing tags or

49http://mtg.upf.edu
50http://www.creativecommons.org/licenses
51http://www.github.com/MTG/freesound
52http://www.gnu.org/licenses/agpl.html
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Figure 1: Screenshot of a sound page of Freesound.

Text search
Apache SOLR

Similarity search
Gaia

SQL Database
Postgres

Feature 
extraction
Essentia

Sound processing

Web front-end
RESTful API

Django

Figure 2: Simplified diagram of the Freesound architecture (Font et al., 2013a).



geotags. Content-based similarity search is performed over a broad set of low-
level audio features53, extracted with Essentia54 (Bogdanov et al., 2013), an
open-source audio feature extraction tool also developed at the Music Techno-
logy Group, and indexed in Gaia55, another open-source tool developed at the
Music Technology Group to build and query large feature spaces. The front-
end is a Django56 application which includes basic social interaction features
(forum, sound comments, sound ratings, private messaging, etc.), and using a
PostgreSQL57 database for permanent storage. Text indexing is supported by
an Apache Solr58 server including text descriptions and tags, which allows for
sophisticated text queries using the Solr query syntax. A distributed architec-
ture is used for processing incoming sounds, producing compressed previews
and waveform/spectrogram images, as well as for audio feature extraction.
Frame-level and sound-level features are available for each sound.

In 2011, a major update to Freesound was deployed which included a complete
redesign of both the backend and the frontend the site, and introduced an API
to facilitate access to the Freesound content to researchers and developers59.
The API runs as a Django application based on the RESTful principles. With
the Freesound API users can browse, search, and retrieve information about
Freesound users, packs, and the sounds themselves, and also upload, comment,
rate and bookmark sounds. Furthermore, the API allows to search for similar
sounds to a given target (based on audio content features) and to retrieve
content features extracted from the audio files, as well as to perform advanced
queries combining content analysis features and other metadata such as tags
and textual descriptions.

In the following sections we briefly describe some information about Freeound
which can be of interest to the reader of this thesis. First, we provide statistics
about some aspects of general interest. Then, we provide further insight into
the community of users around Freesound. For further information we refer
the reader to previous publications by the authors (Font & Serra, 2012; Font
et al., 2012, 2013a).

General numbers

In Table 1 we report some numbers of general interest about several Freesound
aspects such as the number of sounds, users, tags and the distinct social activit-
ies. Figs. 3, 4 and 5 complement these numbers by showing the evolution of the

53A list of these features can be found here: http://www.freesound.org/apiv2/
descriptors/ (requires Freesound account).

54http://essentia.upf.edu
55http://github.com/mtg/gaia
56http://www.djangoproject.com
57http://www.postgresql.org
58http://lucene.apache.org/solr
59http://www.freesound.org/docs/api/
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Figure 3: Evolution of the number of uploaded sounds per month. The stronger line
corresponds to a smoothed version of the number of uploaded sounds, using a Hann
window of 11 points.
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Figure 4: Evolution of the number of newly registered users per month. The stronger
line corresponds to a smoothed version of the number of newly registered users, using
a Hann window of 11 points.



Number of sounds 230,327 Number of contributor usersa 14,353
Number of sound packs 14,004 Number of unique tagsb 77,753
Number of sound comments 191,556 Number of tag applications 1,670,159
Number of sound ratings 929,380 Average number of tags per sound 7.19
Number of sound downloads 65,399,428 Number of forum posts 47,350
Number of registered users 4,341,738 Number of forum threads 9,648

a Users that have contributed by uploading, at least, one sound.
b Not necessarily semantically unique.

Table 1: Basic statistics of Freesound (at the time of this writing).

number of uploaded sounds, newly registered users, and new tags per month. It
is particularly interesting to observe that both the number of uploaded sounds
and newly registered users per month has been steadily increasing since the
start of Freesound in 2005. Furthermore, it is interesting to note the sudden
increase in the number of new tags per month that happened along with the
aforementioned redesign of Freesound (Sec. 7.3) and the later decrease after
the introduction of the tag recommendation system (Fig. 5). This evolution
suggests that the new Freesound design had a huge impact on the way users
annotate sounds, resulting in less reuse of tags. This might be explained be-
cause, before the redesign, Freesound’s annotation interface included a section
in which the most commonly used tags by someone annotating a sound were
shown. This section was removed after the redesign. After the introduction of
tag recommendation however, the rate at which new tags are created dimin-
ishes, as we already observed and discussed in Chapter 5 (Sec. 5.3.1) and can
also be seen in Fig. 5.

Freesound’s community of users

The active community of users behind Freesound is the clearest indication of its
success. As we have already seen, the community has been growing over time,
reaching more than 4 million registered users and 14,000 unique sound contrib-
utors at the time of this writing. Freesound’s community can be characterised
as a “task-oriented” community, that is to say, a community where its members
pursue some collective goals that benefit the whole community (Stanoevska-
Slabeva, 2002). To get some insight in that aspect, we carried out a small
online survey in the Freesound forums, asking users about their opinion on the
existence of shared goals and, if so, which are these goals. A total of 86 Free-
sound users participated in the survey, 50 of them agreeing with the existence
of shared goals, and the others either not directly answering the question (31)
or denying the existence of these goals (5). Shared goals that users described
in their responses are quite diverse. However, the most repeated goals could
be summarized as “sharing sounds” (mentioned by 43% of those participants
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Figure 5: Evolution of the number of new tags per month. The stronger line corres-
ponds to a smoothed version of the number of new tags, using a Hann window of 11
points.

agreeing with the existence of shared goals), “building a big sound archive”
(30%) and “helping each other by uploading useful sounds” (21%).

Furthermore, in that same survey we also asked users about the things that
make Freesound different from other similar sites. In that case, 66% of users
pointed either at the quantity, quality, diversity or “freeness” of accessible
sounds, all of them being primary design criteria for Freesound. Other com-
mon answers are related to the user interface or the focus on sharing sound
samples rather than music (24% of the responses).

Finally, we asked users about the applications for which Freesound is being
used (i.e., for what purposes Freesound samples are being reused). Responses
show that the most important usage of Freesound samples is in movies and
animations (35%), followed by music (20%), theatre (9%), sound design (9%),
education and academy (6%), and videogames (5%). Particularly interesting
is the fact that the remaining 16% of users pointed out Freesound itself as
an application, and hence mainly using Freesound for listening, sharing and
contributing sounds, and for its basic social functionalities.
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