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The reactions CH nD4Àn¿OH\P and CH4¿OD\CH3¿HOD
as a test of current direct dynamics multicoefficient methods
to determine variational transition state rate constants. II

Laura Masgrau, Àngels González-Lafont, and José M. Llucha)

Departament de Quı´mica, Universitat Auto`noma de Barcelona, 08193 Bellaterra, Barcelona, Spain

~Received 23 April 2001; accepted 14 June 2001!

In this paper we have carried out a test of current multilevel electronic structure methods to give
accurate rate constants for the reactions CHnD42n1OH→P and for the reaction of methane with
OD. These multilevel methods are single-point energy techniques designed as general
parametrizations for extrapolation to the full configuration interaction limit and, in some cases, to
attain also the infinite basis set limit. By means of variational transition state theory including
multidimensional tunneling corrections, the rate constants for these reactions, over a wide range of
temperatures, have been computed using two recently developed multicoefficient schemes for
extrapolating correlated electronic structure calculations: multicoefficient scaling all correlation
~MCSAC! and multicoefficient correlation methods~MCCM!. For comparison purposes, we have
also evaluated the same rate constants using two other multilevel extrapolation techniques, namely,
the multicoefficient quadratic configuration interaction~MC-QCISD! method and the complete basis
set extrapolation model for free radicals~CBS-RAD!. Two dual-level direct dynamics techniques
have been employed within the scheme of variational transition state theory: the interpolated
single-point energy corrections~ISPE! and the interpolated optimized corrections~IOC!, with the
purpose to analyze the importance of correcting a low level potential energy surface with the
optimizations of the stationary points carried out at the highest computational level affordable. We
have shown that the so-called MCCM-CCSD~T!-1scmultilevel scheme provides the best results for
the set of reactions studied. A slight difference from the experimental rate constants still persists,
specially at the lowest temperatures, although we think that the best theoretical rate constants of the
present paper are accurate enough for most of the practical applications. However, the kinetic
isotope effects~KIEs! are not so well reproduced because the deviations of the individual theoretical
rate constants from the experimental ones, although being very small, do not go in the same
direction and these errors are reinforced when the corresponding KIE is calculated. ©2001
American Institute of Physics.@DOI: 10.1063/1.1389848#
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I. INTRODUCTION

Ab initio electronic structure methods have attained
degree of accuracy on the calculation of bond energies
heats of formation of small systems comparable or, in so
cases, even better than experiment. However, there are
many difficulties in the theoretical calculation of barri
heights, especially in the case of radical–molecule react
because the transition state is an open-shell system.1–9 The
correct determination of classical potential energy barrier
the first condition that has to be fulfilled in order to obta
accurate rate constant values using, for example, trans
state theory. Consequently, the theoretical calculation of
cise values for the rate constants of radical–molecule re
tions is still a challenging task for current computation
methods.

In the previous paper,9 hereafter called paper I, we ana
lyzed the capability of several electronic structure metho
which stand for the present state of the art of monorefere
electronic structure theory, to give accurate rate constan
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radical–molecule reactions when these electronic calc
tions were combined with variational transition state theo
including multidimensional tunneling calculations10,11

~VTST/MT!. As a test, we selected the six following abstra
tion reactions in the temperature range 200–1500 K:

OH1CH4→H2O1CH3, ~R1!

OH1CH3D→H2O1CH2D and HDO1CH3, ~R2!

OH1CH2D2→H2O1CHD2 and HDO1CH2D, ~R3!

OH1CHD3→H2O1CD3 and HDO1CHD2, ~R4!

OH1CD4→HDO1CD3, ~R5!

OD1CH4→HDO1CH3. ~R6!

The results of paper I demonstrated that variational
fects and tunneling corrections have to be included in
calculation of the rate constants of these abstraction re
tions. However, and although our results were quite go
from a quantitative point of view, we did not match exact
the available experimental rate constants for th
reactions.11–18 The best quantitative results were obtain
5 © 2001 American Institute of Physics
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with a direct dynamics interpolated single-point ener
correction19 ~ISPE! calculation at CCSD~T!-SAC/cc-pVTZ//
MP2/cc-pVTZ level@SAC ~Refs. 20–22! stands for scaling
all of the correlation energy#. SAC is one of the available
multilevel single-point energy techniques23–26 based on lin-
early combining a series of calculations at different levels
electronic correlation in order to extrapolate to the full co
figuration interaction limit. These multilevel calculations a
affordable even for medium-sized systems and in many c
have shown more accuracy, at least in thermochemical
culations, than the highest single-level computationally f
sible calculations. The overall methodology for SAC is
scale with a unique factor all of the correlation energy t
comes from a given level of correlation energy treatment,
using a single basis set. However, the different compon
of the correlation energy may need different scaling facto
Motivated by the SAC procedure and another extrapola
procedure, namely theab initio infinite basis set~IB!
method,27–29 Truhlar and co-workers have recently deve
oped two new methodologies within the field of general p
rametrization for semiempirical extrapolation approach
These new electronic structure methods are known as m
coefficient scaling all correlation~MCSAC! and multicoeffi-
cient correlation methods30–34 ~MCCM!. In these two ex-
trapolation schemes, variable coefficients or scaling fac
can be assigned to the different components of the corr
tion energy. The MCCM approaches, in addition, are
signed to attain the infinite basis set limit.

The main purpose of this work is to continue with th
analysis started in paper I on the entitled reactions. In
present study, the capability of several MCSAC and MCC
methods to give quantitative rate constant values for re
tions ~R1!–~R6! is examined in detail for a wide range o
temperatures. All of these methods were designed as sin
point energy techniques. That is, molecular geometries
optimized at a lower level of electronic correlation with
small- or medium-sized basis set, and a multilevel sing
point energy calculation is made based on those optim
geometries. On the other hand, we have intended to as
the influence of the chosen geometric optimization in
multilevel single-point energy calculations and, cons
quently, in the results for the rate constants. Then, we a
present some calculations carried out with two other mu
level methods based on optimized geometries at a diffe
level of electronic correlation or/and with a different kind
basis set than in the MCSAC and in the MCCM methods
addition, a comparison is made between two dual-level di
dynamics techniques based on correcting a low level po
tial energy surface~PES! with electronic structure informa
tion calculated at a higher level. These two dual-level
proaches developed in the field of VTST are the ISPE dir
dynamics interpolated method, that only accounts for sing
point energy corrections, and the interpolated optimized c
rections~IOC! methodology35,36that accounts for correction
in the classical potential energy, in the geometries and in
frequencies.
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II. METHOD OF CALCULATION

In this section we will first explain the electronic stru
ture calculations and the direct dynamics VTST/MT calcu
tions for the perprotio reaction~R1!, and later we will com-
ment on the isotopic substituted reactions~R2!–~R6!. In this
section, several details of the calculations will be skipp
because they were already described in paper I.

A. Electronic structure calculations

Four different multilevel electronic methods have be
used in the present work: the multicoefficient scaling all c
relation method~MCSAC!, the multicoefficient correlation
method ~MCCM!, the multicoefficient quadratic configura
tion interaction with single and double excitations37

~MC-QCISD!, and the complete basis set extrapolati
model for free radicals38 ~CBS-RAD!, which is a modifica-
tion of the CBS-Q method.39 All of them use geometries
gradients, and second derivatives at one electronic level,
the classical energies come from a linear combination
single-point energy calculations at these geometries. A
will be detailed below, other two energy contributions m
also be added in the final expression of the multilevel cl
sical energy.

1. Stationary point calculations

For the MCSAC and MCCM calculations, stationa
point geometries, first and second derivatives at second-o
Møller–Plesset perturbation theory40,41 ~MP2! based on re-
stricted Hartree–Fock~RHF! or unrestricted Hartree–Fock40

~UHF! wave functions for closed-shell and open-shell s
tems, respectively, and with a full electron correlation tre
ment, have been taken from our previous work on the
titled reactions. The basis set used in paper I, and a
adopted here, was a correlation-consistent polarized-vale
triple zeta42 ~cc-pVTZ! basis set of Dunning with pured and
f functions. Although the development of these methods w
made with MP2~fc!/cc-pVDZ geometries, first and secon
derivatives, Truhlar and co-workers37 pointed out that the
methods should be independent of the electronic level u
for geometry optimization. For simplicity, we will omit the
geometry specification in the electronic level notation,
suming then that for both of these methods the geometr
first and second derivatives are at MP2~full !/cc-pVTZ level
of theory. Otherwise, the electronic level chosen for the
timization and the frequency calculation will be clear
stated.

The MCSAC method represents an attempt to extra
late to the full configuration interaction~FCI! limit by scal-
ing all of the correlation energy that comes from a giv
level of correlation energy treatment, using a single basis
In particular, we have used the MCSAC-CCSD~T!/cc-pVTZ
scheme @where CCSD~T! stands for the coupled cluste
method including single and double excitations and a per
bative estimate of the effect of triple excitations#.43 The
single-point energy can be written as
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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E@MCSAC2CCSD~T!/cc-pVTZ#

5E~HF/cc2pVTZ!1c1DE~MP2uHF/cc-pVTZ!

1c2DE~CCSDuMP2/cc-pVTZ!

1c3DE@CCSD~T!uCCSD/cc-pVTZ#1ESO1ECC, ~1!

whereDE(M1uM2/B)5E(M1/B)2E(M2/B) ~M and B de-
note electronic level and basis set, respectively!, ci are coef-
ficients, CCSD is the notation for the coupled cluster meth
including single and double excitations,ESO andECC are the
spin–orbit23 and core-correlation44 contributions, respec
tively.

The MCCM method not only attempts to extrapolate
the FCI limit, but also to reach the infinite-basis limit.
combines the MCSAC strategy with the extrapolation
correlation-consistent basis sets for a given electron corr
tion level. Particularly, we have used the MCCM-CCSD~T!
scheme in its Colorado version, which gives a single-po
energy equal to

E@MCCM2CCSD~T!#

5c1E~HF/cc-pVDZ!1c2DE~HF/cc-pVTZucc-pVDZ!

1c3DE~MP2uHF/cc-pVDZ!

1c4DE~MP2uHF/cc-pVTZucc-pVDZ!

1c5DE~CCSDuMP2/cc-pVDZ!

1c6DE~CCSDuMP2/cc-pVTZucc-pVDZ!

1c7DE@CCSD~T!uCCSD/cc-pVDZ#

1c8DE@CCSD~T!uCCSD/cc-pVTZucc-pVDZ#1ESO

1ECC, ~2!

where

DE~M1/B1uB2!

5E~M1/B1!2E~M1/B2!,

DE~M1uM2/B1uB2!

5@E~M1/B1!2E~M2/B1!#

2 @E~M1/B2!2E~M2/B2!#

~M and B again indicate electronic method and basis
respectively!, cc-pVDZ is a correlation-consistent polarize
valence double zeta basis set of Dunning with pured and f
functions, andDE(M1uM2/B), ci , ESO and ECC are analo-
gous to those in Eq.~1!.

Notice that for both MCSAC and MCCM methods a
the single-point energy calculations are done with a froz
core treatment of the correlation energy and, therefore,
need to add theECC correction. Moreover, theESO andECC

terms can be included explicitly@like in Eqs.~1! and~2!# or
can be implicit in theci ~i 51 – 3 for MCSAC and 1–8 for
MCCM! coefficients. Hence, we have different sets ofci

coefficients depending on how we introduce the spin–o
and the core-correlation contributions. In the developmen
multicoefficient methods, the coefficients within each
were optimized to get accurate atomization energy value
a 49 or 82-molecule data set.
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With the purpose of circumventing the calculation of t
ECC term at the saddle point, as it will be explained in t
Results section, we have also calculated the MCSA
CCSD~T!/cc-pVTZ and MCCM-CCSD~T! energies with a
full electron correlation treatment@the CCSD~T!~full !/cc-
pVTZ and MP2~full !/cc-pVTZ energies have been take
from paper I, and we have now calculated t
CCSD~T!~full !/cc-pVDZ and MP2~full !/cc-pVDZ single-
point energies#.

The MC-QCISD method37 is, in fact, a multicoefficient
correlation method but based on basis sets using segme
contraction and having the same exponential parameter
the s andp spaces. The geometries and the zero-point e
gies ~scaled by 0.9661! ~Ref. 45! are calculated at the
MP2~full !/6-31G(d) ~Ref. 46! electronic level and the en
ergy is given by

E~MC2QCISD!5c0E@HF/6231G~d!#

1c1DE@MP2uHF/6231G~d!#

1c2DE@MP2/MG3u6231G~d!#

1c3DE@QCISDuMP2/6231G~d!#,

~3!

where all the single-point energy calculations have a froz
core treatment, and the spin–orbit and core-correlation c
tributions are implicit in theci coefficients~optimized to get
accurate atomization energy values of the 82-molecule d
set!. The MG3 basis set34,47 is also called G3MP2large bas
set,48 and it is essentially an improved47 version of the
6-31111G(3d2 f ,2d f ,2p) basis set.

For the CBS-RAD stationary point calculations we ha
used the CBS-RAD(Q,Q) ~Ref. 38! procedure, in which the
geometry and zero-point energies~scaled by 0.9776! ~Ref.
45! are obtained at the QCISD~fc!/6-31G(d) level of
theory.49

At the MP2~full !/cc-pVTZ stationary points, single-poin
energy calculations with the MC-QCISD and with th
CBS-RAD(Q,Q) multilevel methods are also presented.

Motivated by the geometry deviation between the lo
level saddle-point structures and the geometry of maxim
classical energy on the corresponding high level class
energy profiles, we decided to improve the level of the g
ometry optimization. So, the stationary points for the perp
tio reaction have also been located and characterized a
QCISD~fc!/cc-pVTZ level of theory. Multilevel single-point
energy calculations were then carried out for these station
points at the MCCM-CCSD~T!//QCISD~fc!/cc-pVTZ level.

For comparison, we have also taken from the literat
several saddle point structures located at different electro
levels.4,8

2. Reaction path calculations

As it will be described in the dynamical calculation
section, we have carried out dual-level dynamics calcu
tions. Unless otherwise specified, the low level minimu
energy path50 ~MEP! has been taken from paper I. It consis
in a total of 35 nonstationary points~geometries, gradients
and Hessians!, calculated at the MP2~full !/cc-pVTZ level of
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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theory, from s522.20 bohr tos50.50 bohr ~where s de-
notes the distance along the MEP in an isonertial mass-sc
coordinate system51 with a scaling mass equal to 1 amu, wi
s50 at the saddle point,s negative on the reactant side of th
saddle point and positive on the product side!.

Single-point energy calculations at the MCSAC
CCSD~T!/cc-pVTZ and MCCM-CCSD~T! levels, with both
a frozen-core and a full electron correlation treatments, h
been made at a small number of nonstationary point ge
etries along the MP2~full !/cc-pVTZ MEP, to correct the clas
sical energy profile for the dynamical calculations. The lo
tion of five of these points along the MEP corresponds to
one chosen in our previous work, that is ats values of
20.900, 20.200, 20.051, 10.031, and10.051 bohr. The
location of the rest of nonstationary points used, if any, w
be indicated later for each particular methodology.

We have also located the geometry of maximu
MC-QCISD energy along the MP2~full !/6-31G(d)
MEP, which will be denoted as Max$MC-QCISD%//
MEP$MP2~full !/6-31G(d)% and the structure of maximum
CBS-RAD(Q,Q) energy along the QCISD~fc!/6-31G(d)
MEP, namely Max$CBS-RAD(Q,Q)%//MEP$QCISD~fc!/
6-31G(d)%. Additionally, we have calculated CBS-RAD an
MC-QCISD single-point energies at a small number
points along the MP2~full !/cc-pVTZ MEP. We will refer to
these calculations as CBS-RAD//MP2~full !/cc-pVTZ and
MC-QCISD/MP2~full !/cc-pVTZ, respectively.

We have carried out all the multilevel energy calcu
tions involved in the MCSAC-CCSD~T!/cc-pVTZ, MCCM-
CCSD~T!, and MC-QCISD schemes with theMULTILEVEL

2.1 code.52 For the rest of single-point energy calculatio
and the geometry optimizations, we have used theGAUSSIAN

94 system of programs.53

B. Dynamical calculations

Canonical variational transition state theory51,54–58

~CVT! plus multidimensional tunneling~MT! contributions
have been used to calculate the rate constants in the int
200–1500 K. The small-curvature tunneling59 ~SCT! semi-
classical adiabatic ground-state approximation has been
to correct for tunneling. The CVT/SCT rate constant
given by

kCVT/SCT~T,s* !5kSCT~T!
skBT

h

QGT~T,s* !

QR~T!

3exp~2VMEP~s* !/kBT!, ~4!

wherekSCT(T) is the SCT transmission coefficient,s* de-
notes the value ofs at the free energy maximum along th
MEP at temperatureT, s is the symmetry factor,60 kB is
Boltzmann’s constant,h is Planck’s constant,QR(T) and
QGT(T,s* ) are the reactants and the generalized transi
state partition functions per unit volume, respectively, e
cluding symmetry numbers for rotation, andVMEP(s* ) is the
classical potential energy ats* .

As in our previous work, the reoriented dividin
surface61 ~RODS! algorithm has been applied in order
improve the generalized frequencies along the low le
MEP. The normal mode analysis has been performed in
Downloaded 01 Mar 2002 to 161.111.20.5. Redistribution subject to AI
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dundant internal coordinates62 ~six stretches, eight bends
and four torsions!. All vibrations have been treated withi
the harmonic approximation except the internal rotatio
motion corresponding to the lowest mode at the saddle p
and along the MEP which has been treated as a hind
rotor63 ~see paper I for details!. We have assumed no low
lying excited state of the2A1 saddle point but we have in
cluded the2P1/2 excited state~140 cm21! for OH, in the
electronic partition functions.

Two dual-level direct dynamics procedures have be
used: the interpolated single-point energy correction20 ~ISPE!
and the interpolated optimized corrections~IOC!
algorithms.35,36

For the MCSAC-CCSD~T!/cc-pVTZ and the MCCM-
CCSD~T! electronic levels, the ISPE procedure has been
plied. The MP2~full !/cc-pVTZ information~geometries and
frequencies scaled by 0.9790! ~Refs. 23, 45! has been used a
the low level~LL !. The MCSAC-CCSD~T!/cc-pVTZ and the
MCCM-CCSD~T! classical energies of the stationary poin
and of several nonstationary points, were used as the
level ~HL! information to correct for the energetics. For th
MC-QCISD//MP2~full !/cc-pVTZ and CBS-RAD//MP2~full !/
cc-pVTZ multilevel electronic methods, we have also carr
out ISPE direct dynamics calculations using, again,
MP2~full !/cc-pVTZ MEP as the low level information~ge-
ometries and frequencies also scaled by 0.9790! and the cor-
responding multilevel single-point classical energies at
stationary points and at several nonstationary points as
high level ~HL! information to correct for the energetics.

For the MC-QCISD, CBS-RAD(Q,Q), and MCCM-
CCSD~T!//QCISD~fc!/cc-pVTZ multilevel methods we have
applied the IOC scheme. In this scheme, the LL ME
@MP2~full !/cc-pVTZ in this work# is corrected with HL en-
ergies, moments of inertia, and frequencies calculated on
the stationary points. Although Truhlar and co-workers ha
renamed this general scheme as interpolated optimized
rections ~IOC!, we prefer to call it here intermediate-IOC
because we have not used as HL geometries the ones re
ing from the optimization with the full multilevel energ
expression@that is, what Truhlar and co-workers64 would
name as MC-QCISD//ML, CBS-RAD(Q,Q)//ML or
MCCM-CCSD~T!//ML, ‘‘//ML’’ stands for each multilevel
optimization# but the geometries and frequencies calcula
at the MP2~full !/6-31G(d) level ~in the MC-QCISD
scheme!, at the QCISD~fc!/6-31G(d) level @in the
CBS-RAD(Q,Q) approach# and at the QCISD~fc!/cc-pVTZ
level ~in the MCCM-CCSD~T!//QCISD~fc!/cc-pVTZ
method!.

We have used thePOLYRATE 8.5.1code65 for all the dy-
namical calculations.

C. Isotopically substituted reactions

As we explained in paper I, no extra electronic structu
calculations are needed for the isotopically substituted re
tions when applying the RODS algorithm. Thus, for rea
tions ~R2!–~R6! we have taken the perprotio MEP as th
reaction path.

Reactions~R2!, ~R3!, and ~R4! involve more than one
isotopically nonequivalent channel depending on the posi
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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4519J. Chem. Phys., Vol. 115, No. 10, 8 September 2001 Reactions CHnD42n1OH
of the deuterium atom~s! in the molecule. Consequently, th
competitive canonical unified statistical theory66 ~CCUS! has
been applied~see paper I for more details!, and the final rate
constant,k(T), is given by

k~T!5(
i

ki~T!, ~5!

wherei is the number of isotopically nonequivalent chann
andki(T) is the CVT/SCT rate constant in Eq.~4! calculated
for each of these channels. In Table II of paper I, the sy
metry numbers for the different channels are given.

III. RESULTS AND DISCUSSION

In this section, electronic and dynamical calculations
presented together to facilitate analysis, since the rate
stants are very sensitive to any change on the potential
ergy surface~PES!. First, ISPE calculations at the MCSAC
CCSD~T!/cc-pVTZ and at the MCCM-CCSD~T! electronic
levels, for~R1! and ~R5!, are commented. Later, we prese
additional ISPE results for~R1! based on the CBS-RAD/
MP2~full !/cc-pVTZ and MC-QCISD//MP2~full !/cc-pVTZ
electronic methods. Moreover, intermediate-IOC calculati
for ~R1! based on the CBS-RAD(Q,Q) and the MC-QCISD
methods are also presented. Finally, a comparison is m
with the results obtained with the intermediate-IOC sche
using as high level information the MCCM-CCSD~T!//
QCISD~fc!/cc-pVTZ electronic structure calculations. In th
last subsection, the method that best reproduces both~R1!
and ~R5! experimental rate constants will be used to cal
late the rate constants for~R2!–~R4! and ~R6!.

A. MCSAC-CCSD „T…Õcc-pVTZ and MCCM-CCSD „T…
ISPE calculations for „R1… and „R5…

These multilevel single-point energy calculations f
~R1! were carried out at the MP2~full !/cc-pVTZ geometries
from paper I. As we already explained in that previous pap
two van der Waals complexes were found on the MP2~full !/
cc-pVTZ PES: one stationary structure on the reactant
and another in the exit channel. Although that, due to th
location on the PES and to the size of the proton shift ene
barrier, the kinetic reaction pathway for~R1!–~R6! can be
thought at 0 K and at higher temperatures to take pla
through only one dynamical bottleneck corresponding to
hydrogen~or deuterium! abstraction process itself.

To include the core-correlation and spin–orbit contrib
tions in Eqs.~1! and~2!, there are several possibilities. Kee
ing the notation used in theMULTILEVEL package, we have

1sc and 2sc: ECC andESO are included explicitly, as in
Eqs.~1! and ~2!.

2s: ECC is included implicitly in the coefficients and
ESO is included explicitly, so we only removeECC in Eqs.~1!
and ~2!.

2m: ECC and ESO are included implicitly in the coeffi-
cients, so we delete them from Eqs.~1! and ~2!;

Number 1 or 2 indicate the 42 or 82-molecule data
used in the parametrization, respectively.
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The ISPE direct dynamics calculations at the MCSA
CCSD~T!/cc-pVTZ and the MCCM-CCSD~T! levels were
carried out with these four possibilities to account for spi
orbit and core-correlation effects. We denote them by add
1sc, 2sc, 2s, 2m after MCSAC-CCSD~T!/cc-pVTZ or
MCCM-CCSD~T!. Before analyzing the results, two impo
tant issues must be pointed out. The first one is that in th
cases whereESO is explicitly given~1sc and 2sc!, we have
takenESO520.2 kcal/mol for the hydroxyl radical andESO

50.0 for the other stationary points and along the MEP,
they are closed-shell molecules or doublet molecules
the2A state, which haveESO necessarily zero in the Russell
Saunders scheme. The second issue refers to the calcul
of ECC. A simple approximation of core-correlation effec
at the equilibrium internuclear geometry is described in R
44. However, at the saddle point structure and along the M
we would need the dependence on geometry of theECC term,
and then the calculation ofECC turns out to be more compli
cated. To circumvent this difficulties, we have used the 1sc
and 2sc sets of coefficients omitting theECC term in Eqs.~1!
and ~2!, but calculating the single-point energies with a fu
electron correlation treatment.

Table I summarizes the results for the energetics of
~R1! reaction. In paper I we already commented the diffic
ties that single-level electronic methods have to give ac
rate exoergicities for hydrogen abstraction reactions. It se
that multilevel methods such as SAC, SEC, MCSA
MCCM, CBS,... and specially the G2 family, have made
significant progress in this field. In Table I, the classical
action energies (DV) go from 211.14 to212.88 kcal/mol,
with the best value obtained at the MCCM-CCSD~T)-2s
level ~212.88 kcal/mol!, if we compare to the experimenta
value estimated by Truhlar and co-workers~213.49
kcal/mol!.67 For the MCSAC-CCSD~T)-1sc and -2s levels,
two extra points ats520.15 and20.10 bohr, respectively
were added to the ISPE calculation in order to reprod
more precisely the maximum of the high level energy profi
As it can be inferred from Table I, the maximum of th
multilevel classical potential energy profile does not nec
sarily coincide with the saddle point location at the electro
level used for geometry optimization. For the MCSAC me

TABLE I. From left to right ~all the energy values in kcal/mol!/: Multilevel
method used in the ISPE calculations; multilevel classical potential en
at the MP2~full !/cc-pVTZ saddle point structure; value ofs ~in bohr! at
which the maximum of the multilevel classical potential energy profile o
curs; maximum of the multilevel classical potential energy profile; ma
mum of the multilevel adiabatic energy profile; multilevel classical ene
of reaction. All the results refer to the~R1! reaction.

Multilevel method VÞ s(Vmax) Vmax DVa
G DV

MCSAC-CCSD~T!/cc-pVTZ-1sc 4.04 20.15 4.20 4.93 211.14
MCSAC-CCSD~T!/cc-pVTZ-2sc 5.52 20.06 5.53 6.02 212.00
MCSAC-CCSD~T!/cc-pVTZ-2s 4.86 20.10 4.91 5.50 212.35
MCSAC-CCSD~T!/cc-pVTZ-2m 5.38 20.10 5.47 6.06 212.21

MCCM-CCSD~T!-1sc 5.16 20.01 5.16 5.53 212.76
MCCM-CCSD~T!-2sc 5.47 0.00 5.47 5.65 212.83
MCCM-CCSD~T!-2s 5.06 20.01 5.06 5.36 212.88
MCCM-CCSD~T)-2m 5.62 20.01 5.62 6.00 212.82
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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ods used in this work, the location of the multilevel max
mum on the MP2~full !/cc-pVTZ MEP occurs ats values that
go from 20.06 to20.15 bohr, which represents an increa
in the classical potential energy barrier (Vmax2VÞ) from
0.01 up to 0.16 kcal/mol. For the MCCM methods there is
significant displacement from the MP2~full !/cc-pVTZ saddle
point. There is less dispersion in the MCCM-CCSD~T! clas-
sical energy barriers (Vmax55.06– 5.62 kcal/mol) than in the
MCSAC-CCSD~T!/cc-pVTZ ones (Vmax54.20– 5.53 kcal/
mol). This trend is also observable in the maximum valu
of the adiabatic energy profile, located between20.30.s
.20.34 bohr for the MCSAC methods and at20.29 or
20.30 bohr for the MCCM schemes.

All the values of Vmax in Table I, except for the

FIG. 1. Arrhenius plots for the experimental and calculated rate constan
~a! ~R1!; ~b! ~R5!. Rate constants are in cm3 molecule21 s21 and tempera-
tures in Kelvin. Experimental data from Refs. 12–19~triangles!;
MCSAC-CCSD~T!/cc-pVTZ-1sc ~dashed–dashed line!; MCSAC-
CCSD~T!/cc-pVTZ-2sc ~solid line!; MCSAC-CCSD~T!/cc-pVTZ-2s
~dashed–dotted–dotted line!; MCSAC-CCSD~T!/cc-pVTZ-2m ~dots!. The
MCSAC-CCSD~T!/cc-pVTZ-2sc and -2m methods give the same Arrhen
ius plots for~R1! and ~R5!.
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o

s

MCSAC-CCSD~T!/cc-pVTZ-1sc one, are close to the valu
of 5.11 kcal/mol~once corrected by20.15 kcal/mol to ac-
count for spin–orbit effects! at the CBS-QCI/APNO//ML
~that is, fully optimized at the CBS-QCI/APNO level! saddle
point structure of Malicket al.4 These authors state tha
when calculating dual-level or multilevel barrier heights, o
should search for the Max$Method 1%//MEP$Method 2% to
reduce the error of the low level saddle point geometry if
HL optimization is not available.

In Figs. 1 and 2, the Arrhenius plots for the MCSAC
CCSD~T!/cc-pVTZ and MCCM-CCSD~T! ISPE calcula-
tions, respectively, are depicted for~R1! ~a! and ~R5! ~b!.
Also the available experimental rate constants are re
sented. It can be seen in Fig. 1~see also Table I! that the two
MCSAC methods with the highest adiabatic energy bar
~2sc and 2m! underestimate~R1! experimental rate con

of

FIG. 2. Arrhenius plots for the experimental and calculated rate constan
~a! ~R1!; ~b! ~R5!. Rate constants are in cm3 molecule21 s21 and tempera-
tures in Kelvin. Experimental data from Refs. 12–19~triangles!;
MCCM-CCSD~T)-1sc ~dashed–dashed line!; MCCM-CCSD~T)-2sc
~solid line!; MCCM-CCSD~T)-2s ~dashed–dotted–dotted line!;
MCCM-CCSD~T)-2m ~dots!. The MCCM-CCSD~T)-1sc and -2s methods
give the same Arrhenius plots for~R1!.
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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TABLE II. Maximum value of the classical energy profile (Vmax), adiabatic energy barrier (DVa
G), bond lengths of the structure atVmax, and classical reaction

energy (DV). All energies in kcal/mol and distances in Å. See scheme 1 for numbering of nuclei.

Method of calculation Vmax DVa
G R(C2–H5) R(H5–O6) DV

MP2~full !/6-31G(d) 14.0 12.2a 1.23 1.27 27.6
QCISD~fc!/6-31G(d) 15.0 13.1a 1.27 1.23 23.7
QCID~fc!/cc-pVDZb 13.9 ¯ 1.25 1.25 26.4
QCISD~fc!/cc-pVDZb 11.2 ¯ 1.26 1.25 26.5
MP2~full !/cc-pVTZ 8.4 7.0a 1.18 1.32 215.0
QCISD/6-311G** c 11.1 ¯ 1.24 1.25 28.9d

QCISD~fc!/cc-pVTZ 9.5 7.9a 1.23 1.27 210.3
CBS-RAD(Q,Q)//MEP$QCISD~fc!/6-31G(d)% 6.0 4.4a 1.12 1.41 212.9
CBS-RAD(Q,Q)//MEP$MP2~full !/cc-pVTZ% 6.2 6.7 1.13 1.37 214.8
MC-QCISD//MEP$MP2~full !/6-31G(d)% 7.5 8.3a 1.12 1.38 215.5
MC-QCISD//MEP$MP2~full !/cc-pVTZ% 7.3 7.8 1.14 1.37 215.5
MCSAC-CCSD~T!-2s//MEP$MP2~full !/cc-pVTZ% 4.9 5.5 1.14 1.37 212.4
MCCM-CCSD~T!-1sc//MEP$MP2~full !/cc-pVTZ% 5.2 5.5 1.18 1.32 212.8
CBS-QCI/APNO//MEP$QCISD/6-311G** %~20.15!c 5.60 ¯ 1.14 1.37 213.5d

MCCM-CCSD~T)-1sc//QCISD~fc!/cc-pVTZ 4.9 4.6 1.23 1.27 212.7
CBS-QCI/APNO//ML~20.15!c 5.11 ¯ 1.17 1.39 ¯

Expt.e ¯ ¯ ¯ ¯ 213.5
Expt. reaction enthalpy at 298 K ¯ ¯ ¯ ¯ 214.4

aAdiabatic energy atVmax.
bTaken from Ref. 8.
cTaken from Ref. 4.
dReaction enthalpy at 298 K.
eExperimental reaction energy taken from Ref. 67.
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stants for the whole range of temperatures, and the result
~R5! are also slightly underestimated at low temperatures
the same way, the method with the lowest adiabatic ene
barrier (1sc) fairly reproduces~R1! rate constants~although
slightly overestimated below 600 K! and somewhat overes
timates the rate constants for~R5!. The MCSAC method tha
gives the best results (2s) has an adiabatic energy maximu
of 5.50 kcal/mol. It slightly underestimates the results
~R1! below 700 K, and slightly overestimates~R5! rate con-
stants in the available experimental data temperature ra
~244–800 K!. At the MCCM-CCSD~T! level of theory~see
Fig. 2 together with Table I!, the 1sc and 2s methods give
practically the same rate constants for~R1!, in both cases
slightly underestimated below 500 K when compared to
periment. For~R5!, both methods overestimate the availab
experimental results, although the 1sc method gives signifi-
catively better results than the 2s method. The 2m method,
that has the highest adiabatic energy barrier of the MC
methods used in this work, and the 2sc method underesti-
mate the~R1! rate constants but for~R5! they agree well to
experimental data over a wide range of temperatures.

Therefore, as can be seen from these results, the c
lenge consists of reproducing both~R1! and~R5! experimen-
tal rate constants at the same electronic level. The best
anced of those results presented above are
MCSAC-CCSD~T!/cc-pVTZ-2s and the MCCM-CCSD~T)-
1sc ISPE calculations, the later giving the most accurate r
constants over the whole available experimental data t
perature range.

B. CBS-RAD and MC-QCISD calculations for „R1…

The CBS-RAD(Q,Q) ~Ref. 38! multilevel single-point
energy scheme is based on QCISD~fc!/6-31G(d) geometries.
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The exoergicity for~R1! at the QCISD~fc!/6-31G(d) level is
highly underestimated~see Table II!, and results in a saddle
point structure with R(C2– H5)51.27 Å and R(O6– H5)
51.23 Å ~Scheme 1!.

In contrast, the CBS-RAD(Q,Q) exoergicityvalue of212.9
kcal/mol is similar to the MCCM values of Table I. As w
have explained above, we have carried out an intermedi
IOC dual-level direct dynamics calculation using th
MP2~full !/cc-pVTZ MEP from paper I as the LL, and th
CBS-RAD(Q,Q) calculations at the stationary points as t
HL. A value of 0.68 bohr, calculated from the LL MEP, wa
taken for theL parameter in the intermediate-IOC calculatio
@see Eq.~5b! of Ref. 35#. The results for~R1! rate constants
are shown in Table III together with the experimental valu
of Atkinson14 and Ravishankara and co-workers.15,19 Al-
though the HL CBS-RAD(Q,Q) classical energy barrier~4.8
kcal/mol! is within the values of Table I, the adiabatic ener
barrier is only 4.3 kcal/mol as a consequence of the ze
point energy~ZPE! of the QCISD~fc!/6-31G(d) saddle point.
This results in that the CBS-RAD(Q,Q) intermediate-IOC

Scheme 1.
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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TABLE III. Rate constants~in cm3 molecule21 s21! at several temperatures~power of 10 in parentheses! for ~R1!, calculated at the CBS-RAD, MC-QCISD
and MCCM-CCSD~T!//QCISD~fc!/cc-pVTZ electronic levels.a

T (K)

k1
CVT/SCT

k1
expt

CBS-RAD(Q,Q)
intermediate-IOC

CBS-RAD//
MP2~full !/cc-
pVTZ ISPE

MC-QCISD
intermediate-IOC

MC-QCISD//
MP2~full !/cc-
pVTZ ISPE

MCCM-CCSD~T!//
QCISD~fc!/cc-pVTZ

intermediate-IOC

200 1.61~215! 1.21~217! 1.80~217! 1.50~218! 7.86~216! 4.060.2~216!b

223 3.66~215! 3.66~217! 5.48~217! 5.27~218! 1.80~215! 8.264.2~216!b

298 2.30~214! 5.54~216! 8.04~216! 1.19~216! 1.27~214! 6.35~215!c

300 2.39~214! 5.87~216! 8.52~216! 1.27~216! 1.32~214! 6.62~215!c

350 5.77~214! 2.10~215! 2.97~215! 5.49~216! 3.25~214! 1.63~214!c

400 1.16~213! 5.80~215! 7.97~215! 1.76~215! 6.62~214! 3.38~214!c

420 1.48~213! 8.23~215! 1.12~214! 2.35~215! 8.46~214! 4.37~214!c

500 3.35~213! 2.34~214! 3.50~214! 8.83~215! 1.94~213! 1.34~213!d

600 7.31~213! 6.92~214! 1.02~213! 3.04~214! 4.25~213! 2.95~213!d

700 1.35~212! 1.59~213! 2.13~213! 7.80~214! 7.86~213! ¯

1000 4.50~212! 8.54~213! 1.13~212! 5.15~213! 2.65~212! 1.93~212!d

1500 1.68~211! 4.19~212! 5.66~212! 2.82~212! 9.86~212! 6.65~212!d

aSee Results and Discussion for more details.
bFrom Ref. 19.
cFrom Ref. 15.
dFrom Ref. 14.
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rate constant at 200 K is overestimated by a factor of 4.0,
at 1500 K it is still 2.5 times higher than the experimen
one.

At this point, some considerations have to be done. T
geometry bond lengths given in columns 4 and 5 of Table
show that the location of the saddle point structure is v
dependent on the level of the optimization, as it has alre
been observed in several other works. Generally, the m
exoergic the reaction is, the more reactantlike the sad
point structure looks like, in accordance to Hammond’s p
tulate ~compare the seven first rows of Table II that resu
the single-level results!. The geometry discrepancy betwee
the highest single-level optimized structure calculated in
work @at the QCISD~fc!/cc-pVTZ level# and the CBS-QCI/
APNO//ML structure of Malicket al.4 is probably related to
the underestimated exoergicity given by the QCISD~fc!/cc-
pVTZ method ~210.3 kcal/mol!. For the same reason a
even greater difference is found between t
QCISD~fc!/6-31G(d) saddle point structure and the CBS
QCI/APNO//ML saddle point. Malicket al.4 have demon-
strated that the CBS-QCI/APNO//ML saddle point structu
is closer to the Max$CBS-QCI/APNO%//MEP$QCISD/
6-311G** % geometry than to the QCISD/6-311G** saddle
point ~compare geometry bond lengths in rows six, fo
teen, and sixteen of Table II!. Therefore, it was reasonab
to assume that the CBS-RAD(Q,Q)//ML saddle point struc-
ture would also be closer to the Max$CBS-RAD(Q,Q)%//
MEP$QCISD~fc!/6-31G(d)% geometry than to the
QCISD~fc!/6-31G(d) saddle point. Consequently, w
then searched for the Max$CBS-RAD(Q,Q)%//
MEP$QCISD~fc!/6-31G(d)% structure. As it can be seen i
Table II, this maximum moves to reactants@R(C–H!51.12 Å
and R(O–H!51.41 Å# and the classical barrier height in
creases by 1.2 kcal/mol compared to the H
CBS-RAD(Q,Q) values calculated at the LL saddle poi
structure. However, the generalized vibrational mode an
sis at this structure of maximum classical energy gives th
Downloaded 01 Mar 2002 to 161.111.20.5. Redistribution subject to AI
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imaginary frequencies whatever coordinates, Cartesian o
dundant internal, are used and although the MEP was ca
lated with thetight criteria of theGAUSSIAN 94 package and
we have applied the RODS algorithm in the normal mo
analysis. These imaginary frequencies do not seem to h
any physical meaning like existence of ‘‘ridges’’ or branc
ing points on the PES. On the contrary, they probably ar
consequence of numerical errors resulting from a poor
scription of the PES and the generalized vibrational mode
the QCISD~fc!/6-31G(d) level, at least in this region awa
from the saddle point structure~arounds520.33 bohr!.

In order to account for the displacement of the HL sad
point structure with respect to the LL saddle point, an IS
calculation could be an appropriate approach for the dyna
cal study of~R1! at the CBS-RAD(Q,Q) electronic level.
However, we have already commented on the difficulties
obtain reliable generalized vibrational frequencies along
QCISD~fc!/6-31G(d) MEP. At this point, we decided to
carry out a CBS-RAD//MP2~full !/cc-pVTZ ISPE calculation,
that is, using as the LL the MP2/~full !/cc-pVTZ MEP instead
of the QCISD~fc!/6-31G(d) MEP. As it can be seen in Tabl
II, the reaction exoergicity is overestimated in this scheme
1.3 kcal/mol, when compared to the experimental value.
extra point ats520.12 bohr was added to the five abov
mentioned in order to reproduce the classical energy m
mum in the ISPE calculation. This maximum of the HL cla
sical energy profile is higher~0.2 kcal/mol! than the
Max$CBS-RAD(Q,Q)%//MEP$QCISD~fc!/6-31G(d)% value.
The calculated rate constants for~R1! are listed in Table III.
They are lower than all the MCSAC and MCCM results, a
lower than the experimental ones~more than one order o
magnitude at 200 K, compared to the MCCM results and
experiment, and around 1.4 times or 1.6 times at 1500
compared to the MCCM results and to experiment, resp
tively!.

The MC-QCISD multilevel energy calculations at th
MP2~full !/6-31G(d) stationary point structures give an ex
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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ergicity for ~R1! overestimated by 2 kcal/mol when com
pared to experiment~see Table II! and a classical energ
barrier of 6.7 kcal/mol, which is more than 1 kcal/mol high
than the MCSAC and the MCCM values of Table I. Hence
seems that the MC-QCISD method may not correct the
dency of MP2 calculations on hydrogen abstraction reacti
to give overestimated classical barrier heights and, w
used with large basis sets, to overestimate reaction exoer
ties. We then carried out an intermediate-IOC dual-level
rect dynamics calculation using the MP2~full !/cc-pVTZ MEP
from paper I as the LL, and the MC-QCISD calculations
the stationary points as the HL. The results for t
intermediate-IOC~R1! rate constants using the MC-QCIS
multilevel scheme are shown in Table III. In accordance w
the high classical energy value commented above and
high adiabatic energy barrier~6.7 kcal/mol!, the MC-QCISD
intermediate-IOC rate constants underestimate the exp
mental values over the whole range of temperatures, b
factor of 22 at 200 K and a factor of 1.17 at 1500 K. We th
searched for the Max$MC-QCISD%//MEP$MP2~full !/
6-31G(d)% structure~see Table II!. This structure atVmax

is more reactantlike @R(C2– H5)51.12 Å and
R(O6–H5!51.38 Å# than the MP2~full !/6-31G(d) saddle
point and its classical energy barrier increases up
7.5 kcal/mol. Comparing this Max$MC-QCISD%//
MEP$MP2~full !/6-31G(d)% and the Max$MC-QCISD%//
MEP$MP2~full !/cc-pVTZ% energies in Table II, it seems tha
the MP2~full !/cc-pVTZ MEP could be as appropriate for th
MC-QCISD multilevel calculations of ~R1! as the
MP2~full !/6-31G(d) MEP. Therefore, we carried out th
dual-level direct dynamics ISPE calculation by using t
MP2~full !/cc-pVTZ MEP as the LL and the MC-QCISD
classical energies as the HL information. As could be
pected from the high classical energy barrier~7.3 kcal/mol!
and the still higher adiabatic energy barrier~7.8 kcal/mol! the
MC-QCISD//MP2~full !/cc-pVTZ rate constants in Table II
are underestimated over the whole range of temperat
~more than two orders of magnitude at 200 K and 2.4 tim
at 1500 K! when compared to the experimental results.

Truhlar and co-workers20~b! pointed out that the main
disadvantage of the ISPE scheme as compared to the st
IOC scheme~that is, the method that interpolates correctio
to a LL PES by carrying out the optimization of the statio
ary points structures, the calculation of their frequencies
of their classical energies at the same HL! is that in the ISPE
procedure the HL energies are single-point calculations al
a lower level reaction path that may differ from the high
level reaction path. This means that if one searches for
maximum higher level energy along the lower level path,
result will be systematically too high and it will be depe
dent on the LL used for geometry optimization. The sa
authors consider that there is no advantage then in follow
the procedure of finding the Max$HL%//MEP$LL % as com-
pared to just evaluating HL//LL at the lower level sadd
point. Moreover, if the lower level geometry for the sadd
point is incorrect, the barrier height predicted by electro
structure calculations based upon this geometry is m
likely incorrect as well. For that reason, Truhlar a
co-workers20~b! originally recommended using geometry o
Downloaded 01 Mar 2002 to 161.111.20.5. Redistribution subject to AI
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timization at the higher level within an IOC dual-level dire
dynamics scheme. As can be seen in Table II, it is not c
which is the best method to calculate the geometries for
entitled reactions, and it also depends on the HL used. N
ertheless, as it can be inferred from Table I of paper I
gether with Table II of the present work, the high single-lev
electronic structure method one should use in the I
scheme to obtain the accurate thermodynamics and rate
stants, at least for hydrogen abstraction reactions, is no
days computationally unaffordable. The two alternative a
proaches are then: an intermediate-IOC calculation using
highest affordable single-level of optimization and frequen
calculation or an actual IOC calculation using a multilev
classical energy and geometry optimization, like the CB
QCI/APNO//ML numerical calculation of Malicket al.,4 but
including, in addition, the evaluation of second derivatives
the multilevel energy expression.

C. MCCM-CCSD„T…ÕÕQCISD„fc …Õcc-pVTZ calculations
for „R1…

In this work, dual-level direct dynamics calculations u
ing the intermediate-IOC approach but carrying out the
timization and second derivatives calculation at as high le
as possible are also included. In this intermediate scheme
LL information consisted in the MP2~full !/cc-pVTZ MEP
but it was corrected from the following HL information a
the stationary points: classical energies calculated at
MCCM-CCSD~T! level, geometries and frequencies o
tained at the QCISD~fc!/cc-pVTZ level. The MCCM-
CCSD~T!//QCISD~fc!/cc-pVTZ reaction energy and classic
energy barrier height, given in Table II, differ by only 0.06
0.18 kcal/mol and 0.16–0.72 kcal/mol, respectively, from t
values obtained with the MCCM multilevel classical ene
gies at the MP2~full !/cc-pVTZ geometries~see Table I!. Tru-
hlar and co-workers8 recently proposed the use of UQCISD
UQCISD~T!, UCCSD, and UCCSD~T! methods for geom-
etry optimization of the open-shell transition states for ra
cal reactions. The QCISD~fc!/cc-pVTZ saddle point geom
etry ~see Table II! of the perprotio reaction is les
reactantlike than the MP2~full !/cc-pVTZ saddle point but
slightly more reactantlike than the QCISD~fc!/cc-pVDZ
structure. It is interesting to remark the agreement betw
the UCCD~fc!/cc-pVTZ saddle point geometry for~R1! of
Truhlar and co-workers8 and the optimized structure for th
QCISD~fc!/cc-pVTZ saddle point. This fact confirms tha
UCCD geometries are very similar to UQCISD ones f
~R1!. When zero point energy effects are corrected using
QCISD~fc!/cc-pVTZ frequencies at the stationary points, t
MCCM-CCSD~T!//QCISD~fc!/cc-pVTZ adiabatic energy
barrier ~located ats520.29 bohr! has a value of 4.6 kcal
mol. This energy barrier is 0.76 kcal/mol to 1.4 kcal/m
lower than the MCCM-CCSD~T!/cc-pVTZ adiabatic barriers
shown in Table I. The MCCM-CCSD~T!//QCISD~fc!/cc-
pVTZ intermediate-IOC rate constant values are given
Table III. These results show a good agreement with exp
mental rate constants over the whole temperature ra
slightly overestimating the experimental rate constants~for
instance, at 200 K by a factor of 1.96 and by a factor of 1
at 1500 K!.
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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FIG. 3. Arrhenius plots for the experimental~Ref. 19! and MCCM-CCSD~T)-1sc calculated rate constants of~a! ~R2!; ~b! ~R3!; ~c! ~R4!; ~d! ~R6!. Rate
constants are in cm3 molecule21 s21 and temperatures in Kelvin. Experimental data~triangles!; calculated rate constants~solid lines!.
o
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rate
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s for
D. Rate constant calculations for „R2…, „R3… „R4…, and
„R6… reactions

The method used in this work that best reproduces b
~R1! and ~R5! experimental rate constants is th
MCCM-CCSD~T)-1sc multilevel scheme. Hence, the ra
constants for the reactions~R2!–~R4! and ~R6! were calcu-
Downloaded 01 Mar 2002 to 161.111.20.5. Redistribution subject to AI
th

lated with a MCCM-CCSD~T)-1sc ISPE direct dynamics
calculation. The resulting Arrhenius plots are depicted in F
3. It can be seen from these graphs that the calculated
constants agree better with the experimental results as
isotopic substitution is augmented. As in paper I, this is
consequence of the fact that the calculated rate constant
TABLE IV. Rate constants~in cm3 molecule21 s21! at several temperatures~power of 10 in parentheses! for ~R1!–~R6! using the VTST-ISPE algorithm at the
MCCM-CCSD~T)-1sc level.

T (K) ~R1! ~R2! ~R3! ~R4! ~R5! ~R6!

200 1.51~216! 1.10~216! 8.18~217! 5.62~217! 4.13~217! 2.25~216!
223 3.74~216! 2.81~216! 2.16~216! 1.56~216! 1.19~216! 5.33~216!
298 3.45~215! 2.76~215! 2.22~215! 1.75~215! 1.45~215! 4.45~215!
300 3.61~215! 2.89~215! 2.34~215! 1.84~215! 1.53~215! 4.66~215!
350 1.03~214! 8.40~215! 6.84~215! 5.58~215! 4.61~215! 1.27~214!
400 2.36~214! 1.96~214! 1.61~214! 1.34~214! 1.14~214! 2.85~214!
420 3.14~214! 2.63~214! 2.17~214! 1.81~214! 1.56~214! 3.77~214!
500 7.31~214! 6.34~214! 5.74~214! 5.04~214! 4.43~214! 8.50~214!
600 1.80~213! 1.59~213! 1.42~213! 1.26~213! 1.18~213! 2.06~213!
700 3.63~213! 3.25~213! 2.89~213! 2.63~213! 2.52~213! 4.09~213!

1000 1.53~212! 1.39~212! 1.26~212! 1.19~212! 1.18~212! 1.70~212!
1500 5.87~212! 5.51~212! 5.28~212! 5.13~212! 5.24~212! 6.58~212!
P license or copyright, see http://ojps.aip.org/jcpo/jcpcr.jsp
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~R1! and~R5! are slightly underestimated and overestimat
respectively, giving compensated results for~R2!–~R4!. For
~R2!, the rate constants are lower than the experimenta
sults at all the temperatures studied~especially at low tem-
peratures!. For ~R3!, they are only underestimated below 40
K, and for ~R4! the agreement with the experimental resu
is good at all the available temperature data. Finally,
calculated rate constants for~R6! are slightly underesti-
mated, specially at low temperatures.

In Table IV, the results for~R1!–~R6! are presented
Although rather small for~R3!–~R6!, all the ratesk1 /ki

@where i stands for~R2!–~R6!# reproduce the experimenta
tendency.

IV. CONCLUSIONS

In a previous paper we theoretically calculated the r
constants and their temperature dependence for the reac
CHnD42n1OH→P, and for the reaction of methane wi
OD, by means of variational transition state theory plus m
tidimensional corrections at several very high electronic l
els. The results were quite good although the available
perimental rate constants were not matched exactly. In
present work we have repeated those calculations using
ferent multilevel electronic methods including two very r
cently developed multicoefficient schemes for extrapolat
correlated electronic structure calculations~MCSAC and
MCCM!.

We have shown that the so-called MCCM-CCSD~T)-
1sc multilevel scheme provides the best results for the se
reactions studied. The calculated rate constants turn out t
in general somewhat better than the ones we have previo
found. However, a slight difference from the experimen
rate constants still persists, specially at the lowest temp
tures. Anyway, we think that the best theoretical rate c
stants of the present paper are already accurate enoug
most of the practical applications what validates the e
ciency of the multilevel multicoefficient schemes. We ha
to underline that no fitting to the experimental data~beyond
the ones implicit in the multicoefficient schemes! has been
performed along this paper. Interestingly, some kinetic i
tope effects~KIEs! are not so well reproduced. It is general
assumed that the errors in the rate constants of the diffe
isotopomers cancel when the KIEs are calculated. Howe
this is true when the deviations of the individual theoreti
rate constants from the experimental ones go in the s
direction. This is not the case here. The MCCM
CCSD~T)-1sc multilevel scheme slightly underestimates t
CH41OH reaction but slightly overestimates the CD41OH
reaction. As a consequence, both errors, although being
small, reinforce when the corresponding KIE is calculat
The opposite behavior of the CH4 and CD4 theoretical re-
sults versus the corresponding experimental ones could
better attributed to factors related with the shape of the a
batic potential energy profile, which depends on the frequ
cies and highly influence on the tunneling transmission f
tors. On the other hand, it has to be pointed out that the S
semiclassical adiabatic ground-state approximation has b
used to correct for tunneling in this work. The lack of use
a large-curvature tunneling~LCT! approach could be an ad
Downloaded 01 Mar 2002 to 161.111.20.5. Redistribution subject to AI
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ditional source of error. Additional theoretical work on the
reactions trying to improve the calculated KIEs is now
progress in our laboratory.
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Abstract. Variational transition state theory including
tunneling corrections (as implemented in Polyrate 8.7)
and using multilevel energy calculations at the MCCM-
CCSD(T)-1sc level for the CH4 + OH reaction and at
the MCCM-CCSD(T)-2m level for the CD4 + OH
process, reproduces very well the experimental rate
constants. However, no single methodology was found
that reproduces equally well the experimental rate con-
stants for both title reactions.

Key words: Kinetic isotope effects – Multicoefficient
correlation methods – Variational transition state
theory rate constants – Reoriented dividing
surface algorithm – CH4 + OH reaction

The rate constants for the reaction of OH with methane
and for several of its H/D isotopic variants have been the
object of several experimental measurements [1] and
theoretical calculations in the past [2]. The reactions of
OH with methane and partially halogenated alkanes are
especially important for controlling the balance of
species in the upper atmosphere. In addition, the
theoretical computation of accurate rate constants for
the reaction of OH with methane and each of its
deutero-isotopomers, has been, and still is, a challenge
for electronic structure methods and dynamical ap-
proaches. One dynamical scheme that has been widely
tested [3] against benchmark rate constants is variational
transition state theory with multidimensional tunneling
contributions (VTST/MT) [4]. However, the VTST/MT
rate constants published in the literature for the title
reactions, obtained with different levels of electronic
structure calculations, do not match exactly the available
experimental rate constants even though the results were
quite good from a quantitative point of view (Melissas
and Truhlar (1993), Hu et al. (1994), Espinosa-Garcı́a
and Corchado (2000), and Masgrau et al. (2001) [2]). In

the last of these papers, we carried out a test of
variational transition state theory plus multidimensional
tunneling corrections using different multilevel electronic
approaches. In particular, we used several of the
MCSAC (multicoefficient scaling all correlation energy)
and the MCCM (multicoefficient correlation methods)
[5]. The so-called MCCM-CCSD(T)-1sc multilevel
scheme provided the rate constants most comparable
with the experimental ones for the reactions of OH with
CH4 and CD4. Those results were good enough for most
practical applications in the whole range of temperatures
studied (especially for the perprotio reaction), although
the deviation from experiment was larger at lower
temperatures. Interestingly, the kinetic isotope effects
(KIEs) were not so well reproduced because the
deviations from the experimental values of the individual
theoretical rate constants of the two different isotopo-
logs, although being very small, are in opposite direc-
tions. The version of VTST/MT that we tested was
CVT/SCT, in which CVT [6] stands for canonical
variational theory and SCT [7] means the small curva-
ture tunneling approximation. The MCCM-CCSD(T)-
1sc multilevel electronic energy calculations mentioned
above were used within a dual-level direct dynamics
scheme known as the interpolated single-point energy
correction (ISPE) [8]. This dual-level direct dynamics
approach consisted in calculating a low-level MP2(full)/
cc-pVTZ minimum energy path (MEP), with scaled
generalized-normal-mode vibrational frequencies (with a
scale factor of 0.9790) computed at the same level for
selected points along this path. Then, multilevel single-
point classical energy calculations were carried out at the
stationary points and at several non-stationary points
along the MEP as the high-level electronic information
to correct the energetics. In addition, the reoriented
dividing surface (RODS) algorithm [9] was applied to
improve the generalized-normal-mode frequencies along
the low-level MEP. Those calculations were carried out
with POLYRATE version 8.5.1 [10].

Very recently, an improved version of the code was
released. In particular, the modification affects the re-
action path curvature vector calculation in the SCT
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methodology when the RODS algorithm is used. The
question arises of whether that change could ameliorate
the description of the KIEs. So, in this letter the
KIEs corresponding to the reactions: CH4/CD4 +
OH fi H2O/HDO + CH3/CD3 have been computed
again with the improved RODS and SCT algorithms
in POLYRATE 8.7 [11]. The three multilevel methods
that will be tested are the MCCM-CCSD(T)-1sc, the
MCCM-CCSD(T)-2sc and the MCCM-CCSD(T)-2m,
and the dual-level direct dynamics approach will be the
same as in our previous paper (last Ref. in [2]). The
notation 1sc, 2sc, and 2m refers to the way in which
the core-correlation and spin-orbit contributions are
introduced and to the molecular data set used in the
parametrization of the method.

In Fig. 1a the CVT/SCT rate constants for the
CH4 + OH reaction obtained with each one of the three
selected direct dynamics methodologies are plotted,
along with the experimental values, with respect to
temperature. All the theoretical rate constants are im-
proved in comparison with our previous calculations
(last Ref. in [2]), especially in the lowest temperature

range where tunneling is most significant, and where the
improvement in the SCT algorithm in the new version of
the code is expected to be more relevant. In the new
calculations, the dynamical approach that gives the
smallest average absolute deviation (19%) between the
CVT/SCT rate constants and the experimental values,
over the whole analyzed temperature range, is again the
direct dynamics methodology based on the classical en-
ergy calculation at the MCCM-CCSD(T)-1sc level (note
that the deviation is only of 3% between 298 �K and
420 �K). The CVT/SCT rate constants at the MCCM-
CCSD(T)-2sc level are only slightly smaller (mean
absolute deviation of 23%) although their behavior is
better at the two lowest temperatures. These deviations
are comparable to the average absolute deviation of
25% attributed to the intrinsic error of variational
transition state theory with optimized multidimensional
tunneling contributions (VTST/OMT) by a recent sys-
tematic comparison (by Allison and Truhlar [3]) of
harmonic VTST/lOMT to 231 benchmark rate con-
stants for colinear and three-dimensional atom-diatom
reactions. At the MCCM-CCSD(T)-2m level the CVT/
SCT rate constants slightly underestimate the experi-
mental results and show greater deviations from exper-
iment than the other two dynamical calculations. In
Fig. 1b the rate constants calculated for the CD4 + OH
reaction with the three multilevel approaches are plotted
along with experimental values as a function of tem-
perature. The dynamical methodology based on cor-
rected energies at the MCCM-CCSD(T)-2m level shows
now a very small absolute average deviation, of only
10% from 298 �K to 700 �K, for this isotope variant of
the perprotio reaction. However, the two other dynam-
ical approaches based on multilevel classical energies at
the MCCM-CCSD(T)-1sc and the MCCM-CCSD(T)-
2sc levels overestimate the experimental rate constants,
especially in the lowest temperature range, in contrast to
the high accuracy attained for the CH4 + OH reaction.
In summary, none of these three dynamical approxi-
mations presents the same accuracy in the calculation
of the rate constants for the CH4 + OH and the

Fig. 1a, b. Arrhenius plots for the experimental and calculated
rate constants of the reactions: a CH4 + OHfiCH3 + H2O;
b CD4 + OHfiCD3 + DOH. Rate constants are in cm3

molecule)1 s)1 and temperatures in Kelvin. Experimental data
from Ref. [1] (circles); MCCM-CCSD(T)-1sc (red); MCCM-
CCSD(T)-2sc (green); MCCM-CCSD(T)-2m (blue)

Table 1. Experimental and calculated KIEs at several temperatures
for the reactions: CH4/CD4 + OHfiCH3/CD3 + H2O/DOH

T(K) 1sca 1scb 2mc 2scd Expe

200 3.66 7.45 8.85 8.58
223 3.14 5.65 6.47 6.41
298 2.38 3.30 3.57 3.65 7.36
300 2.36 3.27 3.68 3.61
365 2.16 2.69 2.82 2.54 4.94
409 2.04 2.43 2.52 2.26 4.04
416 2.02 2.39 2.49 2.21 3.99
498 1.65 1.85 1.91 1.91 3.30
602 1.53 1.64 1.68 1.70 2.63
704 1.44 1.52 1.55 1.55 2.31
1000 1.30 1.34 1.34 1.37
1500 1.12 1.13 1.14 1.16

a MCCM-CCSD(T)-1sc (POLYRATE 8.5.1). b MCCM-CCSD(T)-
1sc (POLYRATE 8.7). c MCCM-CCSD(T)-2sc (POLYRATE 8.7).
d MCCM-CCSD(T)-2m (POLYRATE 8.7).
e From Ref. [1].



CD4 + OH reaction, that is, we have not found a
unique methodology that reproduces equally well the
experimental rate constants for both title reactions.

In Table 1 the calculated KIEs at all the temperatures
analyzed are compared to the experimental values at
some particular temperatures. With the improved ver-
sion of the code the calculated KIEs increase by a factor
of 2.04 at 200 �K to a factor of 1.03 at 1000 �K (com-
pare columns two and three of Table 1). Nevertheless,
the theoretical KIEs calculated with the three different
dynamical methodologies still underestimate the experi-
mental results at all the temperatures. This underesti-
mation in the calculated KIEs with the theoretical
approaches that use corrected energies at the MCCM-
CCSD(T)-1sc and the MCCM-CCSD(T)-2sc levels
comes from the somewhat high values obtained for the
deutero-isotopomer rate constants. In contrast, the
MCCM-CCSD(T)-2m KIEs are small because the rate
constants for the perprotio reaction are underestimated.
Therefore, although we have achieved a significant im-
provement of the calculated KIEs of the title reaction,
especially at low temperatures, it is clear that additional
theoretical work is still needed to ameliorate them.
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Abstract

Quasi-thermodynamic magnitudes obtained from three different analytical fits to the experimental rate constants of

the CH4 þOH reaction are compared to the values obtained from theoretical rate constants calculated using canonical

variational transition state theory plus multidimensional tunnelling contributions. A right decomposition of DGtot;0 into

its enthalpic and entropic contributions is not experimentally feasible because it depends on the particular analytical

expression used for the rate constants. Then, theoretical calculation of the rate constants at all the required temper-

atures becomes the only way to get reliable values of DH tot;0 (and Ea) and DStot;0. Our results show that both variational

and tunnelling nonsubstantial contributions to the quasi-thermodynamic magnitudes are significant for the CH4 þOH

reaction and, probably, for a wide range of gas-phase chemical reactions. � 2002 Elsevier Science B.V. All rights

reserved.

1. Introduction

Determination of accurate values of gas-phase
reaction rate constants is difficult both experi-
mentally and theoretically. Likewise, the under-
standing of the main factors that govern their
dependence on the temperature is not easy. To this
aim, the very popular quasi-thermodynamic for-
mulation of conventional transition state theory
(TST) [1–3] is often used. Within this frame the

rate constant is expressed in terms of quasi-ther-
modynamic magnitudes as

kðT Þ ¼ kBT
h

K0eð�DGz0=RT Þ

¼ kBT
h

K0eðDS
z0=RÞeð�DH z0=RT Þ; ð1Þ

where kB is Boltzmann’s constant, h is Planck’s
constant, K0 is the quotient of the concentrations
in the standard state (taken as 1 mol/l), and the
three exponents contain, respectively, the stan-
dard-state activation Gibbs free energy, activation
entropy and activation enthalpy (note that these
three quantities depend on the temperature). Ac-
cording to TST, those magnitudes are evaluated
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on the dividing surface that intersects the mini-
mum energy path (MEP) [4,5] at the saddle point
of the potential energy surface. Since the calcula-
tion is performed after elimination of the degree of
freedom corresponding to the transition vector at
the saddle point, those magnitudes are said to be
quasi-thermodynamic quantities.

Experimental determination of those quasi-
thermodynamic magnitudes allows us to make
deductions about the nature of the transition state,
serves to compare with other chemical reactions
and to understand the reaction mechanism, and
provides a good reference to test the goodness of
the ab initio electronic structure calculations.
However, evaluation of the quasi-thermodynamic
magnitudes directly from the rate constants has to
be made with great caution and their meaning is
seldom simple. In this paper, we intend to illustrate
this point taking the gas-phase hydrogen abstrac-
tion reaction from methane by hydroxyl radical as
example. We have used several sets of available
experimental rate constants at a range of temper-
atures, along with theoretical rate constants cal-
culated in this Letter by means of a direct dynamics
multicoefficient method that we have very recently
proven to provide accurate enough rate constants
for most of the practical applications [6].

2. Method of calculation

Canonical variational transition (CVT) state
theory [7,8] plus multidimensional tunnelling (MT)
contributions have been used to calculate the rate
constants for the CH4 þOH reaction in the in-
terval 200–1500 K. The small-curvature tunnelling
(SCT) semiclassical adiabatic ground-state ap-
proximation [9] has been used to correct for tun-
nelling. The SCT approximation is appropriate for
the CH4 þOH reaction because, as shown by
Truhlar and coworkers [10], the small-curvature
tunneling mechanism is dominant at all energies
for this reaction. The CVT/SCT rate constant is
given by

kCVT=SCTðT ; s�Þ ¼ jtunðT Þ rkBT
h

QGTðT ; s�Þ
QRðT Þ

� expð�VMEPðs�Þ=kBT Þ; ð2Þ

where jtunðT Þ is the SCT transmission coefficient,
s� denotes the value of s at the free energy maxi-
mum along the MEP at temperature T, r is the
symmetry factor [11] (taken as 12 for the present
reaction), QRðT Þ and QGTðT ; s�Þ are the reactants
and the generalized transition state partition
functions per unit volume, respectively, excluding
symmetry numbers for rotation, and VMEPðs�Þ is
the classical potential energy at s�.

The electronic structure information from the
potential energy surface (PES) needed for carry-
ing out these dynamical calculations has been
taken from our previous work (see Tables 1 and 2
in [6]) on the CH4 þOH reaction and several of
its isotope variants [6]. In that work, we showed
that the so-called MCCM-CCSD(T)-1sc multi-
level single-point energy scheme provides theo-
retical rate constants in good agreement with the
experimental rate constants for the set of reac-
tions studied. MCCM stands for multicoefficient
correlation methods [12,13] and CCSD(T) stands
for the coupled cluster method including single
and double excitations and a perturbative esti-
mate of the effect of triple excitations [14] (the
meaning of the 1sc acronym will be explained
below). MCCM methods are new methodologies,
within the field of general parametrization for
semiempirical extrapolation approaches, that at-
tempt to extrapolate to the full configuration
limit and to reach the infinite-basis limit. In
particular, we used the MCCM-CCSD(T) scheme
in its Colorado version [13], which gives a single-
point energy equal to

E½MCCM-CCSDðTÞ

¼ c1EðHF=cc-pVDZÞ
þ c2DEðHF=cc-pVTZ jcc-pVDZÞ
þ c3DEðMP2 jHF=cc-pVDZÞ
þ c4DEðMP2 jHF=cc-pVTZ jcc-pVDZÞ
þ c5DEðCCSD jMP2=cc-pVDZÞ
þ c6DEðCCSD jMP2=cc-pVTZ jcc-pVDZÞ
þ c7DEðCCSDðTÞjCCSD=cc-pVDZÞ
þ c8DEðCCSDðTÞjCCSD=cc-pVTZ jcc-pVDZÞ
þESO þECC; ð3Þ

where
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DEðM1 jM2=BÞ ¼ EðM1=BÞ � EðM2=BÞ;
DEðM1=B1 jB2Þ ¼ EðM1=B1Þ � EðM1=B2Þ;
DEðM1 jM2=B1 jB2Þ ¼ ½EðM1=B1Þ � EðM2=B1Þ


� ½EðM1=B2Þ � EðM2=B2Þ
;

where (M and B indicate electronic method and
basis set, respectively) cc-pVDZ and cc-pVTZ
stand for Dunning’s correlation-consistent polar-
ized-valence double zeta and triple zeta basis sets
[15], respectively, both with pure d and f functions;
ci are coefficients and CCSD is the notation for the
coupled cluster method including single and dou-
ble excitations. ESO and ECC are the spin–orbit [16]
and core-correlation [17] contributions, respec-
tively. The 1sc notation means that these two en-
ergetic terms are included explicitly, as in Eq. (3).
However, we used the 1sc set of coefficients omit-
ting the ECC term in Eq. (3) but calculating the
single-point energies with a full electron correla-
tion treatment. For the spin–orbit contribution we
have taken ESO ¼ �0:2 kcal=mol for the hydroxyl
radical and ESO ¼ 0:0 for the other stationary
points and along the MEP, as they are closed-shell
molecules or doublet molecules in the 2A state,
which have ESO necessarily zero in the Russell–
Saunders scheme. Number 1 indicates that the
coefficients were optimized to get accurate atom-
ization energy values of a 49-molecule data set
[16].

For the MCCM calculations stationary point
geometries, first and second derivatives at second-
order M€ooller–Plesset perturbation theory [18,19]
(MP2) based on restricted Hartree–Fock (RHF) or
unrestricted Hartree–Fock (UHF) wave functions
for closed-shell and open-shell systems, respec-
tively, and with a full electron correlation treat-
ment, have been taken from our previous work [6]
on the CH4 þOH reaction. The basis set used in
that paper, and also adopted here, was the cc-
pVTZ basis set of Dunning with pure d and f
functions. The low level MEP has also been taken
from our previous paper. It consists in a total of 35
nonstationary points (geometries, gradients and
hessians), calculated at the MP2(full)/cc-pVTZ le-
vel of theory, from s ¼ �2:20 to 0.50 bohr (where s
denotes the distance along the MEP in an isoner-
tial mass-scaled coordinate system with a scaling

mass equal to 1 amu, with s ¼ 0 at the saddle
point, s negative on the reactant side of the saddle
point and positive on the product side). Single-
point energy calculations at the MCCM-CCSD(T)
level with a full electron correlation treatment were
made at a small number of nonstationary point
geometries along the MP2(full)/cc-pVTZ MEP, to
correct the classical energy profile for the dynam-
ical calculations. The location of five of these
points along the MEP corresponds to the
one chosen in our previous work, that is at s values
of )0.900, )0.200, )0.051, +0.031 and +0.051
bohr.

All the energy calculations and the geometry
optimizations were carried out with the GAUSSIAN

94 system of programs [20].
For the dynamical calculations carried out in

this work, we have chosen a dual-level direct dy-
namics approach known as the interpolated single-
point energy (ISPE) correction [21,22] algorithm.
Following the ISPE procedure, the MP2(full)/cc-
pVTZ geometries and frequencies, scaled by
0.9790 [16,23], at the stationary points and along
the MEP have been used as the low level (LL)
electronic structure information of the PES. Then,
MCCM-CCSD(T) classical single-point energies
calculated at the stationary points and at the
nonstationary points mentioned above, have been
used as the high level (HL) information to correct
for the energetics.

As in our previous work, the re-oriented di-
viding surface (RODS) [24] algorithm has been
applied in order to improve the generalized fre-
quencies along the low level MEP. The normal
mode analysis has been performed in redundant
internal coordinates [25] (six stretches, eight bends
and four torsions). All vibrations have been trea-
ted within the harmonic approximation except the
internal rotational motion corresponding to the
lowest mode at the saddle point and along
the MEP, which has been treated as a hindered
rotor [26] (see our previous paper [6] for details).
We have assumed no low-lying excited state of the
2A1 saddle point, but we have included the 2P1=2

excited state ð140 cm�1Þ for OH, in the electronic
partition functions.

We have used the POLYRATE 8.5.1 code [27] for
all the dynamical calculations.
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In order to show the goodness of our CVT/SCT
rate constants we have compared them with the
corresponding experimental rate constants (see
Fig. 1).

3. Results and discussion

The first aspect that has to be considered is
that for many reactions variational effects are
important, in such a way that the variational
transition state (that is, the kinetic bottleneck of
the reaction) is no longer located at the saddle
point, but it moves along the MEP depending on
the temperature. In addition, in reactions where
the main chemical change consists of the jump of
light nuclei the tunnelling effect has to be taken
into account. In this case, Eq. (1) has to be
modified in order to introduce the transmission
coefficients jtunðT Þ and jvarðT Þ, which accounts
for the tunnelling and variational effects, respec-
tively:

kðT Þ ¼ jtunðT ÞjvarðT Þ
kBT
h

K0eð�DGz0=RT Þ

¼ jtunðT ÞjvarðT Þ
kBT
h

K0eðDS
z0=RÞeð�DH z0=RT Þ: ð4Þ

Note that jtunðT ÞP 1, but jvarðT Þ, defined as the
ratio between the CVT (no tunnelling included)
and the TST rate constants, is equal or smaller
than 1. However, sometimes the rate constants are
fitted still maintaining the shape of Eq. (1). When

this is the case, one has to realize that
DGtot;0;DH tot;0 and DStot;0 are actually obtained as
quasi-thermodynamic magnitudes, instead of
DGz0;DH z0 and DSz0. Those ‘total’ quantities arise
from formally incorporating the effect of jtunðT Þ
and jvarðT Þ into DGz0;DH z0 and DSz0 in Eq. (4):

kðT Þ ¼ kBT
h

K0eð�DGtot;0=RT Þ

¼ kBT
h

K0eðDS
tot;0=RÞeð�DH tot;0=RT Þ: ð5Þ

As a matter of fact, Eq. (1) just holds when tun-
nelling and variational effects are negligible.

Taking all that into account, we have chosen a
discrete set of experimental rate constants taken
from Ravishankara and coworkers [28] ð195
K6 T 6 298 KÞ, Vaghjiani and Ravishankara [29]
ð300 K6 T 6 420 KÞ, and Atkinson [30] ð500
K6 T 6 1512 KÞ Using Eq. (5) we have plotted
kðT Þ=T against 1=T looking for the least-squares
best linear fitting. The corresponding straight line,
with a good correlation coefficient q ¼ �0:994,
provides the values 3.49 kcal/mol and )16.33 cal/
(mol K) for DH tot;0 and DStot;0, respectively. These
values have been obtained assuming that both
DH tot;0 and DStot;0 are independent on the tem-
perature, in such a way that the above fitting leads
to a real straight line. Since this is not true, the
correct procedure involves two steps: first,
DGtot;0ðT Þ is calculated from kðT Þ at each given
temperature using Eq. (5); second, by using the
van’t Hoff equation, DGtot;0ðT Þ is decomposed into
the enthalpic and the entropic contributions
through equations (for a bimolecular gas-phase
reaction)

DH tot;0ðT Þ ¼ �T 2 dðDGtot;0ðT Þ=T Þ
dT

� RT ð6Þ

and

DStot;0ðT Þ ¼ DH tot;0ðT Þ � DGtot;0ðT Þ
T

: ð7Þ

These equations are equivalent to those em-
ployed previously by Truhlar and Garrett [31]. In
practice, we have calculated the numerical deriv-
atives in Eq. (6) by a three-point central difference
algorithm. However, the discrete set of experi-
mental rate constants we have used above is not
dense enough to provide accurate derivatives (this

Fig. 1. Arrhenius plots of the experimental (triangles) and

MCCM-CCSD(T)-1sc calculated (solid line) rate constants.

Rate constants are in cm3 molecule�1 s�1 and temperatures in

Kelvin.
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will be always the scenario, unless a huge number
of experimental measurements at very close tem-
peratures is made). Then, we need a continuous
function kðT Þ. Continuous expressions are usually
obtained by fitting of suitable functions to the
experimental rate constants. Many authors em-
ploy the three-parameter expression

kðT Þ ¼ BT neð�E=T Þ: ð8Þ
Note that the parameters B and E of Eq. (8) do not
coincide with the preexponential factor A and the
activation energy Ea=R corresponding to an

Arrhenius equation, unless n ¼ 0. For the
CH4 þOH reaction many three-parameter fits of
that type exist. In this Letter, we have selected
three of them (in all cases the rate constants are
given in cm3 molecule�1 s�1):
1. From the Atkinson data [30] ð500 K6 T 6

1512 KÞ. B ¼ 6:95� 10�18; n ¼ 2; E ¼ 1282.
2. From Baulch et al. [32] ð240 K6 T 6 2500 KÞ.

B ¼ 2:57� 10�17; n ¼ 1:83; E ¼ 1396.
3. The fit recommended by the data evaluation pa-

nel NASA/JPL [33] ð200 K6 T 6 420 KÞ.
B ¼ 2:80� 10�14; n ¼ 0:667; E ¼ 1575.

(a) (b)

(c)

Fig. 2. (a) Experimental DGtot;0 values as a function of temperature: values derived from [30] (dashed–dotted–dotted line); values

derived from [32] (solid line); values derived from [33] (dashed–dashed line); (b) DH tot;0 contribution as a function of temperature

calculated with Eq. (6): values derived from [30] (dashed–dotted–dotted line); values derived from [32] (solid line); values derived from

[33] (dashed–dashed line); (c) DStot;0 contribution as a function of temperature calculated with Eq. (7): values derived from [30] (da-

shed–dotted–dotted line); values derived from [32] (solid line); values derived from [33] (dashed–dashed line).
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Then, we have used these three analytical fits
along with Eqs. (5)–(7) to obtain DGtot;0;DH tot;0

and DStot;0. The results are pictured in Fig. 2. It can
be seen (Fig. 2a) that the DGtot;0 values derived
from the Atkinson’s [30] and Baulch’s [32] fits
match, the NASA’s [33] fit deviating very slightly
from the Baulch’s [32] fit (note that Fig. 2a does
not contain a straight line in spite that it would
look like it at first glance). The good agreement
between the three cases reflects the fact that there
is a biunivocal correspondence between the kðT Þ
and DGtot;0 values through Eq. (5). As a conse-
quence, if the three fits correspond to very similar
rate constant values, they have to lead to very
similar DGtot;0 values. The scenario turns out to be
drastically different for their enthalpic (Fig. 2b)
and entropic (Fig. 2c) contributions. In effect, ra-
ther surprisingly, three entirely different straight
lines are obtained for DH tot;0. Several points merit
to be remarked observing Fig. 2b: (a) DH tot;0 ex-
hibits a clear dependence on the temperature in
two of the cases; (b) the above value (3.49 kcal/
mol) obtained by least-square linear fitting has
nothing to do with the range of values obtained
through Eq. (6); and (c) the values of DH tot;0 de-
pend on which is the particular fit we have em-
ployed. It can be easily shown that the functions
given in Eq. (8) lead to linear plots of DH tot;0

versus T, with a slope equal to ðn� 2ÞR (so, for
n ¼ 2 DH tot;0 becomes independent on the tem-

perature!). On the other hand, DStot;0 also depends
clearly on the temperature, the value ()16.33 cal/
mol K) obtained from the above least-square lin-
ear fitting is quite far from the values shown in
Fig. 2c, and different fits lead to different DStot;0

values.
At this point, we can conclude that a right de-

composition of DGtot;0 into its enthalpic and en-
tropic components from analytical fits to the
experimental rate constants is not feasible, because
many different fits are possible and each one pre-
serves the actual values of DGtot;0, but each one
leads to radically different partitions of them into
their DH tot;0 and DStot;0 contributions. It has to be
emphasize that for a bimolecular gas-phase reac-
tion the relationship Ea ¼ DH tot;0 þ 2RT holds.
Therefore, analytical fits that lead to wrong values
of DH tot;0 provide wrong values of the activation
energy as well. Then, theoretical calculation of the
rate constants at all the required temperatures to
evaluate the corresponding derivatives becomes the
only way to get reliable values of DH tot;0 (and Ea)
and DStot;0. Following this idea, we have first cal-
culated the rate constants at a range of tempera-
tures according to the procedure outlined in
Section 2, and, second, we have applied Eqs. (5)–(7)
to the theoretical rate constants. It has to be re-
marked that three theoretical rate constants at very
close temperatures have to be calculated for each
temperature at which the results are presented.

Table 1

From left to right, as a function of the temperature: conventional rate constants, variational rate constants, variational rate constants

including tunneling, total activation Gibbs free energy (in kcal/mol), total activation enthalpy (in kcal/mol) and total activation en-

tropy (in cal/mol K)

T (K) kTST kCVT kCVT=SCT DGtot;0 DH tot;0 DStot;0

200 1.05()15) 1.81()17) 1.51()16) 7.01 2.57 )22.22
223 2.61()15) 6.98()17) 3.74()16) 7.47 2.74 )21.20
298 1.98()14) 1.39()15) 3.45()15) 8.83 3.02 )19.51
300 2.06()14) 1.47()15) 3.61()15) 8.87 3.02 )19.48
350 5.00()14) 5.34()15) 1.03()14) 9.73 3.12 )18.89
400 1.00()13) 1.43()14) 2.36()14) 10.56 3.17 )18.48
420 1.27()13) 2.01()14) 3.14()14) 10.89 3.18 )18.36
500 2.82()13) 5.92()14) 7.31()14) 12.30 3.19 )18.23
600 6.04()13) 1.58()13) 1.80()13) 13.90 3.21 )17.82
700 1.10()12) 3.34()13) 3.63()13) 15.46 3.29 )17.39

1000 3.98()12) 1.50()12) 1.53()12) 19.93 3.43 )16.51
1500 1.49()11) 6.29()12) 5.87()12) 27.10 3.86 )15.49

Rate constants are given in cm3 molecule�1 s�1 (power of 10 in parentheses).
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The conventional rate constants (kTST), varia-
tional rate constants (kCVT) and variational rate
constants including tunnelling (kCVT=SCT) are given
from the second to fourth columns in Table 1.
Ratios between kCVTðT Þ and kTSTðT Þ provide
jvarðT Þ, whereas ratios between kCVT=SCTðT Þ and
kCVTðT Þ give jtunðT Þ. It can be seen that variational
effects and tunnelling corrections are very impor-
tant at low temperatures (they change the rate
constants by two orders or one order of magni-

tude, respectively, at 200 K). On the other hand,
the higher the temperature the smaller both vari-
ational effects and tunnelling corrections become.
At 1500 K, kCVT=SCT is slightly smaller than kCVT

because the ratio of the Boltzmann average of the
classical transmission probability with the thresh-
old energy at the maximum of the adiabatic
ground-state energy to the Boltzmann average of
the classical transmission probability with the
threshold energy at s�, is smaller than one.

(a) (b)

(c)

Fig. 3. (a) Theoretical DGtot;0 values as a function of temperature (solid line) and temperature dependence of its two contributions:

DG0
sub (dashed–dotted–dotted line) and DG0

nonsub (dashed–dashed line); (b) theoretical DH tot;0 values as a function of temperature (solid

line) and temperature dependence of its two contributions: DH 0
sub (dashed–dotted–dotted line) and DH 0

nonsub (dashed–dashed line); (c)

theoretical DStot;0 values as a function of temperature (solid line) and temperature dependence of its two contributions: DS0
sub (dashed–

dotted–dotted line) and DS0
nonsub (dashed–dashed line).
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DGtot;0ðT Þ, DH tot;0ðT Þ and DStot;0ðT Þ derived
from kCVT=SCTðT Þ are presented in the last three
columns, respectively, in Table 1. Likewise, they
are pictured in Fig. 3. DH tot;0 increases as tem-
perature augments, and its corresponding plot is
not a straight line at all. Then, the values and
trends of the theoretical DH tot;0 are very different
from the ones corresponding to DH tot;0 obtained
from the experimental rate constants. It has to be
remarked that this disagreement is not due to
discrepancies between the theoretical and the ex-
perimental rate constants, but to the fact that the
available experimental rate constants do not con-
tain the suitable information to determine DH tot;0.
Indeed the same consideration is valid in order to
determine DStot;0.

Another important problem concerns to the
real meaning of the ‘total’ quasi-thermodynamic
magnitudes. As stated above, they include several
different effects. According to Truhlar and Garrett
[31], DH tot;0 can be partitioned into substantial
ðDH z0 ¼ DH 0

subÞ and nonsubstantial (DH 0
nonsub)

contributions. The former arises from properties
of a single temperature-independent transition
state attached to the saddle point. The nonsub-
stantial contributions come from the dependence
of the variational transition state on temperature
(DH var;0) and tunnelling effects (DH tun;0). The same
can be said regarding DGtot;0 and DStot;0. Whatever
attempt to interpret the values and dependence on
the temperature of the rate constants requires such
a decomposition, which can be made by means of

DGtot;0ðT Þ ¼ DGz0ðT Þ þ DGvar;0ðT Þ þ DGtun;0ðT Þ
¼ DGz0ðT Þ � RT ln jvarðT Þ

� RT ln jtunðT Þ; ð9Þ

DH tot;0ðT Þ ¼ DH z0ðT Þ þ DH var;0ðT Þ þ DH tun;0ðT Þ

¼ DH z0ðT Þ þ RT 2 d ln jvarðT Þ
dT

þ RT 2 d ln jtunðT Þ
dT

; ð10Þ

DStot;0ðT Þ ¼ DSz0ðT Þ þDSvar;0ðT Þ þDStun;0ðT Þ

¼ DSz0ðT Þ þRT
d lnjvarðT Þ

dT
þR lnjvarðT Þ

þRT
d lnjtunðT Þ

dT
þR lnjtunðT Þ: ð11Þ

As seen, evaluation of enthalpic and entropic
nonsubstantial contributions requires numerical
derivatives of the transmission coefficients (from
theoretical calculations). The results are shown in
Table 2 and Fig. 3. We see that substantial acti-
vation enthalpy exhibits a small variation with
temperature. It has to be recalled that DH z0 comes
from the classical energy barrier at the saddle point
plus zero-point energy and thermal corrections.
Slight differences on these thermal corrections
produces the small variations of DH z0. On the other
hand, it is clear that for the CH4 þOH reaction
both contributions to the nonsubstantial activation
enthalpy are remarkable (in the previous cases
studied by Truhlar and Garrett [31], the important

Table 2

Substantial, variational and tunnelling contributions to the activation enthalpies (in kcal/mol) and entropies (in cal/mol K) as a

function of the temperature

T (K) DH z0 DH var;0 DH tun;0 DSz0 DSvar;0 DStun;0

200 2.71 1.69 )1.83 )17.67 0.40 )4.95
223 2.63 1.69 )1.59 )17.82 0.41 )3.80
298 2.46 1.69 )1.14 )17.92 0.40 )2.00
300 2.46 1.68 )1.11 )17.92 0.35 )1.91
350 2.38 1.66 )0.93 )17.83 0.31 )1.37
400 2.35 1.63 )0.80 )17.67 0.21 )1.02
420 2.36 1.58 )0.76 )17.53 0.09 )0.92
500 2.35 1.38 )0.54 )17.22 )0.34 )0.66
600 2.41 1.26 )0.46 )16.75 )0.56 )0.51
700 2.52 1.12 )0.35 )16.28 )0.77 )0.34

1000 2.87 0.86 )0.29 )15.17 )1.09 )0.25
1500 3.31 0.40 0.15 )14.00 )1.46 )0.03
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contributions were only due to tunnelling), spe-
cially at low temperatures. DH var;0 turns out to be
positive due to the fact that for the CH4 þOH re-
action the variational effect become more signifi-
cant at low temperatures. This way, in this case,
both nonsubstantial components exert opposite
effects. For a reaction in which variational effects
appear specially at higher temperatures, the influ-
ence of variational and tunnelling contributions
will reinforce. As for the activation entropy, the
main component is the substantial one.

To summarize, in this Letter we have shown
that important information can be obtained from
the analysis of the quasi-thermodynamic magni-
tudes deduced from theoretical rate constants.
However, a quasi-thermodynamic analysis based
on experimental rate constants can be misleading
and it is not recommended, specially if the studied
reaction undergoes non-negligible variational and/
or tunnelling effects. On the other hand, it has to
be pointed that both variational and tunnelling
nonsubstantial contributions to the quasi-ther-
modynamic magnitudes are significant for the
CH4 þOH reaction and, probably, for a wide
range of gas-phase chemical reactions.
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