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The present thesis studies several processes that take place inside acidic or copper 

exchanged zeolites from a theoretical point of view. Two zeolites have been chosen: 

ZSM-5 and Chabazite. The thesis is divided in 7 chapters. The first one presents a 

general introduction to zeolites: their composition, structure, properties and uses, while 

the second one focuses on how these materials can be modelled, and which approaches 

are most the commonly used. The subsequent chapters describe the four different studies 

included in the present thesis. Each chapter will present a specific introduction to the 

problem, the goals of the study, a discussion of the obtained results and finally the 

concluding remarks. Chapters 3 and 4 are related with copper exchanged zeolites, chapter 

3 describes the study of the catalytic decomposition of NO by Cu exchanged ZSM-5 

(CuZSM-5) and chapter 4 reports the work done on the adsorption of molecular 

hydrogen in Cu exchanged Chabazite (CuCHA). The last two chapters refer to acidic 

zeolites. Chapter 5 presents the study of the keto-enol isomerization of acetaldehyde in 

proton exchanged ZSM-5 (HZSM-5) while chapter 6 describes the NH3 adsorption on 

acidic Chabazite (HCHA). 

 

1.1 General introduction to Zeolites 

Zeolites are natural or synthesized aluminosilicate microporous solids that present 

a three-dimensional crystalline framework made of corner-sharing TO4 tetrahedra, where 

T stands for Si or Al.1-5 The name “zeolite” is Greek in origin. It comes from the words 

‘zein’ (ζειν) and ‘lithos’ (λιθοσ) that mean boiling stone.1,2 This name was first used in 

1756 by the Swedish mineralogist Cronstedt, who discovered a new mineral that seemed 

to boil when heated because of the fast water loss.6  

Zeolites are low-density materials and present channels and cavities in their three-

dimensional framework. Each AlO4 tetrahedra introduce a negative charge which is 

compensated by mono or divalent cations within the cavities. The general formula of 

zeolites is given by: 

 

[ ] (1.1)OqHOAlSiM 2
m

m)2(nmn
Z
m/Z •−

+
+
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where MZ+ are extraframework cations (e.g. H+, Na+, K+, Ca2+, Mg2+, Cu+ or Cu2+ etc.) 

and qH2O indicates extra-lattice water molecules. These molecules are easily removed by 

heating up to about 350 ºC.7 This process is known as activation of the zeolite. 

Zeolites can be divided in two groups: zeolites that have been found in nature and 

those that have been synthesized.1 Natural zeolites are traditionally referred using long 

names such as Chabazite, Faujasite, or Mordenite. They are commonly found with alkali 

or alkali-earth metals as countercations and they are produced following two different 

routes:1 one at low temperatures, associated with sedimentary processes and another one 

at high temperatures, linked to volcanic and thermal processes. Although they have been 

known for almost 250 years8, it was not until researchers succeeded in producing 

synthetic zeolites9 that they started to be widely used. Nowadays, all natural zeolite 

frameworks as well as a great variety of new ones can be synthesized. Synthetic zeolites 

avoid the problem of impurities, changes in chemical composition depending on the 

source and allow the control of their properties. Synthetic zeolites often have an acronym 

as a name, some examples are Zeolite A, X and Y or ZSM-5. The IUPAC has suggested 

a general way to name zeolite frameworks.10 These names are formed by three capital 

letters, which correspond to the abbreviation of the natural name in those cases where a 

natural zeolite with the same framework exists. Thus, CHA stands for all the structures 

that have a Chabazite framework or FAU stands for all structures with a Faujasite 

framework. This latter case includes Faujasite, zeolite Y, zeolite X, and others.10 That is, 

they have the same framework but they differ in their origin or in the aluminium content. 

Synthetic frameworks present three capital letters, which are generally related with the 

company that has synthesized them and the corresponding number or letter. Thus ZSM-5, 

ZSM-11, which are synthesized by Mobil Company, are called MFI (Mobil FIve) and 

MEL (Mobil ELeven), while those synthesized by Linde are called LT indicating Linde 

Type (LTL, LTA,...). 

 

1.1.1 Structure  

Zeolites are formed by the linking of TO4 tetrahedra, which are the primary 

building units.8 The union of several tetrahedra form what is known as the secondary 

building units (SBU).1,2,5,7,10 These units are simple arrangements of tetrahedra that form 
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four-, six- or eight-membered rings or a combination of them. The expansion of these 

units in the three space directions generates the zeolite framework. The number of SBU 

is limited and the advantage of using these subunits is that one can identify several 

zeolite families constructed from the same SBU.1,2 The unit cells of zeolites are specific 

for each zeolite type. As examples, Figure 1.1 and Figure 1.2 present the secondary 

building units and whole frameworks of Chabazite and ZSM-5, respectively, the two 

zeolites considered in the present thesis.  

Chabazite’s secondary building unit is formed by two parallel 6-membered rings 

connected through six 4-membered rings (Figure 1.1a).11 The union of these SBU 

through three alternate vertices of each 6-membered ring creates two different channel 

systems: the 6-membered ring of the SBU and an 8-membered ring formed by the 

connection of 4 SBU (Figure 1.1b). The intersection of these channel systems, generates 

big elliptical cages. Each elliptical cage is connected to six neighbour cages through the 

8-membered channels (Figure 1.1c). This natural zeolite is formed in volcanic rocks or in 

and around hot springs as a precipitate.11,12 

ZSM-5 presents two different crystal phases depending on the temperature and 

each phase presents a different SBU.13-15 At low temperatures ZSM-5 crystallizes in a 

monoclinic system with a secondary building unit formed by 24 tetrahedra, while at high 

temperatures it presents an orthorhombic lattice with a secondary building unit of 12 

tetrahedra. The phase transition takes place around 340 K. The SBU related with the 

orthorhombic lattice is presented in Figure 1.2a. The arrangement of this subunit in one 

dimension generates sinusoidal chains (Figure 1.2b). Repeating this chain in one plane 

produces a 10-membered ring and finally the superposition of planes generates the three 

dimensional structure which is characterised by two channel systems, one straight and 

another one sinusoidal (Figure 1.2d). This zeolite was first synthesized by the Mobil 

Company in 1972.16  
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Figure 1.1 SBU of Chabazite and schematic representation of the construction of Chabazite 
framework.10 
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Figure 1.2 SBU of ZSM-5 and schematic representation of the construction of ZSM-5 
framework.13,14 
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Zeolites are normally synthesized by mixing silica and aluminium gels, obtained 

from a great variety of sources, in OH- or F- solutions.1 However, the final framework is 

highly influenced by the presence of organic molecules, called templates, as precursors 

of the channels.2,9,17 These templates must be soluble in water and generate strong 

interactions with the Si-O bonds. In addition, they must be quite hydrophobic, not 

flexible and big. Typical templates are ammonium tetrasubstituted amines with a C/N 

ratio of 11-15. These substituents are the main responsible of the shape and size of the 

channels and also of the number of different channel systems. To generate channels, the 

substituents must be large enough to avoid the formation of isolated cavities. Channels 

are generated by the formation of the aluminosilicate around these molecules, which can 

be eliminated by heating after the zeolite synthesis. Synthetic methods are so elaborated 

that it is possible to control many variables during the zeolite formation such as the size 

and organization of the channels, or the Si/Al ratio.17 

Zeolites can be classified according to several criteria. To start with, they are 

classified by the channel size4,18 as: small, if the channel ring presents 8 or less 

tetrahedra, medium (if the number of tetrahedra lies between 10 and 8), large (up to 12) 

and ultra large (if more than 12 tetrahedra constitute the channel ring). Chabazite biggest 

channels present 8-membered rings, so that it belongs to the group of zeolites with small 

channels. In contrast, ZSM-5 presents two channel systems formed by 10-membered 

rings and thus belongs to the group of zeolites with medium pores.  

A second criterion refers to the channel system dimensionality.8,10 Zeolites are 

classified as one, two or three-dimensional systems. Both Chabazite and ZSM-5 present 

three-dimensional channel systems (see figures 1.1 and 1.2). 

The Si/Al ratio is a fundamental characteristic of zeolites.2,4,18 This Si/Al ratio is 

variable even in each zeolite type. However, each framework has a Si/Al range within 

which it is stable.5 For example, for ZSM-5 this interval lies between 10 and ∞;8 that is, 

up to pure silicon ZSM-5 (known as Silicalite). Normally, natural zeolites (as Chabazite) 

present lower Si/Al ratios than synthetic ones,5 Mordenite being the most siliceous 

natural zeolite.5 The distribution of Al substitution is controlled by the Loewenstein 

rule,19 which states that pairs of neighbour AlO4
− tetrahedra are forbidden. Thus, the 

lowest possible Si/Al ratio is 1, which has been obtained in zeolite-A. The active 

catalytic sites are normally located near aluminium but they are not easy to localize and 
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characterize, due to the lack of periodicity. Thus, they are normally analysed indirectly 

by their properties. 

 

1.1.2 Properties and uses of zeolites 

As mentioned, the substitution of one silicon per one aluminium atom (Si/Al 

substitution) introduces a negative charge that is normally compensated either by a 

proton or a metal cation. These compensating cations are the main responsible of most of 

the zeolite properties. These cations are easily exchanged in solution by controlling the 

conditions of the exchange process.1,2,8 It is said that zeolites with high Si/Al ratio prefer 

larger cations than rich aluminium zeolites which present high selectivity for polyvalent 

cations. 

Proton exchanged zeolites are mainly produced by the thermal elimination of 

ammonia from ammonium-exchanged zeolites. That is: 

(1.2)NHZHZNH 3
∆

4 +→ −+−+  

where Z- stands for [ ]m)2(nmn OAlSi +
m- 

Proton exchanged zeolites present high acidity, which is attributed both to 

Brønsted and Lewis acid sites. Several authors have suggested that the zeolite acidity is 

similar to that of a solution of 70-75% of H2SO4.20 Brønsted acid sites are thought to be 

formed by the protonation of one of the bridging oxygen atoms between the aluminium 

and the neighbour silicon tetrahedra, as it is shown in Figure 1.3. Lewis acidity is thought 

to be related with defects in the zeolite structure such as tricordinated aluminium or 

extraframework aluminium.20  

 

Si
O

Al

H

 

Figure 1.3 Brønsted acid site in zeolites 
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Zeolite acidity can be modified.4,8,20 Within a determined zeolite framework, a 

change in the Si/Al ratio alters the acidity of the zeolite: the more aluminium is present, 

the greater is the number of acid sites. However, higher aluminium content also 

decreases the strength of the acidic existing sites. Moreover, the exchange of some 

protons by metal cations also affects the zeolite acidity, the more electropositive being 

the cation, the less acidic becoming the zeolite. Furthermore, one can also modify the 

acidity of the zeolite by the substitution of Al by B, Fe, Ga, etc.  

On the other hand, several metal exchanged zeolites present interesting properties 

associated to the metal cation, the most remarkable ones involving transition metal 

cations such as Cu+, Cu2+, Fe2+, Fe3+, Co2+, Pd2+, Pt2+. These cations are located inside 

the zeolite so that, their electronic properties can experience important changes,21 

depending on the coordination environment, the Si/Al ratio, the zeolite framework, etc. 

Metal exchanged zeolites are prepared by ion exchange of the commercial form, 

normally with Na+ or H+ cations. This ion exchange is done by adding a salt of the 

desired cation. For example, copper Cu2+ cations are introduced using Cu(NO3)2 or 

Cu(AcO)2,22-25 Cu+ cations using CuCl26,27 and Pd2+ and Pt2+ using salts which contain 

the cation complexed as [Pd(NH3)4]2+ and [Pt(NH3)4]2+ followed by thermal elimination 

of the ammonia ligand.28 

Another important point to consider is that a zeolite has a high surface area, but 

this area is mainly internal, inside the channels or cavities, where the catalytic sites are 

normally located. This is an unusual characteristic for solid materials and has 

consequences in reaction or adsorption selectivity.1,8,18,20 Molecules must diffuse through 

the channels before reacting or being adsorbed. Due to the channel size not all possible 

molecules can diffuse through them. Moreover, from a mixture of possible products, only 

those with the appropriate size or shape will be formed and diffuse out of the zeolite. 

Finally, only those reactions involving a transition state structure that is favoured by the 

environment of the active site of the zeolite will be produced. That is, those reactions for 

which transition state structures are stabilized will be preferred.   

Due to their properties, zeolites have been used as ion exchangers, molecular 

sieves or catalysts.1,5,7 Their use as ion-exchange solids comes from the capability of 
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zeolites to easily exchange the extra-framework cations in solution. This ion exchange 

capability has been applied in detergency as water softeners, that is, the zeolite captures 

Ca2+ and Mg2+ cations from the water by exchange with its alkali metal cations. 

Moreover, they can also be used in wastewater treatments to remove some undesired ions 

as ammonium or even as radioisotope scavengers.1,7 

The use of zeolites as molecular sieves is based on their capability to reversibly 

adsorb molecules inside their pores. Molecules inside zeolite’s channels experience 

interactions that vary depending on the Si/Al ratios.4 For low Si/Al ratios with a large 

number of compensating cations the electrostatic interactions are predominant.  Because 

of that, they preferentially adsorb polar molecules. On the other hand, interactions in 

zeolites with high Si/Al ratios are mainly driven by dispersion forces, so that non-polar 

molecules are preferably adsorbed. Furthermore, the shape and size of the channels also 

control the molecules that could diffuse inside the zeolite, that is, only molecules with 

smaller size than that of the channel and appropriate shape would be able to diffuse 

inside the zeolite. 

Nowadays, zeolites are applied as powerful desiccants, in gas purification 

processes, such as the removal of CO2, H2S or nitrogen products in natural gas.1,7,18 

Moreover, they have been used in several separation processes of gases and liquids. As 

an example, it is worth mentioning that certain zeolites are able to separate gas mixtures 

of n- and iso-alkanes.11 Furthermore, their ability for storage and transport of several 

gases such as H2 and CH4 has been studied.29  

Zeolites are among the most used heterogeneous catalysts in industry, especially 

in petrochemistry.1 Zeolite catalysts can be classified in two main groups: a) proton 

exchanged zeolites, which are widely used in acid-base catalysis and b) zeolites with 

transition metals cations, which are normally related with oxidation and/or reduction 

processes. Zeolites with both transition metal cations and acid centres are also found in 

the literature and thus they can present both acid and redox properties.  

Acidic zeolites present catalytic activity in many organic processes.2,4,18,20,30 Some 

examples are cracking, hydrocracking and skeletal reorganization in petrochemistry, 

olefin isomerization and oligomerization, additions, substitutions and eliminations, 
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mainly with olefins and finally condensation reactions. A special case of this last group 

of reactions is the aldol condensation produced in acidic ZSM-5.18 

Metal exchanged zeolites have been reported to present catalytic activity mainly 

in oxidation or reduction reactions.25,30-33 They have been used in hydrogenation of 

olefins, in some oxidation processes of olefins to produce ketones, in combustion 

reactions, or in the synthesis of acetonitrile from ethane, oxygen and ammonia. 

Moreover, the use of metal exchanged zeolites in the decomposition of nitrogen oxides 

(NOx) to N2 and O2 has been largely studied and several decomposition mechanisms 

have been reported. For NOx decomposition, CoZSM-5 and CuZSM-5 have been found 

to be the most active zeolite catalysts,31 while PdZSM-5 has been reported as a good 

catalyst for the NH3 oxidation to N2.21  
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The study of solids such as zeolites is a challenge for computational chemistry. Four 

different approaches are commonly used. The simplest one consists on performing quantum 

chemical calculations on a small fragment of the solid, called cluster. These clusters represent 

the active site of the zeolite, but they do not consider the rest of the solid. To correct this 

deficiency larger clusters should be considered. However, the computational cost rapidly 

increases with the size of the cluster. Thus, alternative approaches should be applied. In 

particular, ONIOM1-3 approach divides the system in two layers that are treated at different 

computational levels. This allows the study of larger clusters and so, to get a better 

description of the system. In the present thesis, those large clusters computed applying 

ONIOM approach will be called ONIOM clusters in order to distinguish them from small 

clusters (free clusters) computed using a unique level of theory. Embedded-cluster approach 

also divides the system in two parts, but in contrast to ONIOM clusters, the second layer 

includes periodic conditions to represent the whole solid. Finally, fully ab-initio periodic 

calculations can also be done. This approach is the best one if the level of theory used is 

accurate enough.  

The present chapter describes in detail all of them. The order of the exposition will 

follow the increase of complexity, that is, free clusters, ONIOM clusters, embedded clusters 

and periodic calculations. For each modelling, the employed levels of theory considered will 

be presented and we will briefly mention some examples where they have been used in the 

literature.  

 

2.1. Free clusters. 

A free cluster is the simplest way to model a zeolite.4-6 The substitution of an infinite 

solid by a finite cluster is justified assuming that the chemical problem studied depends 

mainly on local properties of the solid. In zeolites with low aluminium content, most 

properties are determined by the local effect produced by the Si/Al substitution. Thus, the use 

of a small cluster to model the zeolite has been largely used with satisfactory results.4,7-9 

Moreover, their size allows the use of accurate levels of theory such as density functional 

theory (DFT) or MP2.10 

Three types of errors are made when replacing a periodic solid by a finite cluster.5,6 

First, the selected cluster may not consider the essential chemistry involved in the system. 
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This can be tested by increasing the cluster size and looking for converged results with cluster 

size. Second, constraints produced by the infinite structure are not considered. The cluster is 

normally fully optimised and the structure of the solid is lost. This leads to an extra 

stabilization of the system which is not real and could lead to wrong results. Sometimes, a 

constrained optimisation is imposed to fix part of the solid structure. However, these 

constraints are normally too strong compared to the real situation and also the localisation of 

stationary points becomes more difficult. Third, the long-range effects are not included in 

cluster calculations. In some cases, these effects may be important and so, the validity of the 

cluster approximation should be tested using one of the next approximations, especially those 

that introduce periodic conditions. 

The simplest free cluster that one can find in the literature is formed by one aluminium 

tetrahedron.11-14 This cluster was used in the first theoretical studies of zeolites. However, 

nowadays its use is rare. Di15,16, tri7,15,17-23 and pentatetrahedral16-18,24-26 are the most 

commonly employed free clusters as they are not extremely computationally demanding and 

in many systems they have been shown to reproduce the main trends correctly. Recently, 

clusters that include small rings have also been used to model the location of metal cations in 

zeolites.27-31  

 

2.2 ONIOM clusters 

The ONIOM1-3 (our own n-layered integrated molecular orbital and molecular 

mechanics) approach allows to use larger clusters. This approach subdivides the whole system 

(real) in different layers, normally 2 or 3, each one being described at a different level of 

theory. The most important part, which includes the active site of the zeolite, is called the 

model system and it is described at a high level of theory, whereas the rest of the zeolite 

cluster is computed at a lower level. When two layers are used, the total energy of the system 

is obtained from three independent calculations: 

(2.1)EEEE low
model

low
real

high
model

ONIOM −+=  

This method can be viewed as an extrapolation scheme. Starting from E , the 

extrapolation to the real system  is assumed to give an estimation for  

high
model

high
realE .low

model
low
real EE −
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One of the critical features of combination schemes is how bonds between atoms of 

different layers are treated. Normally these bonds are broken and the model part is saturated 

with link atoms; that is, the original bond is replaced by a new terminal one which conserves 

the direction of the broken real bond. Normally link atoms are hydrogens. 

The atoms that belong to the model layer are fixed to have the same coordinates than 

the equivalent atoms of the real part. Thus, when no bond exists between the two layers the 

first derivative of the energy with respect to the geometry is easily obtained as the sum of the 

separated gradients for each calculation and so, geometry optimisations are easily performed.2 

(2.2)
q

E
q

E
q

E
q

E low
model

low
real

high
model

ONIOM

∂
∂

−
∂

∂
+

∂
∂

=
∂

∂  

 The situation becomes somewhat more complicated when there are covalent bonds 

between layers. The link atoms do not exist in the real system and thus one of the main issues 

is their geometrical placement. ONIOM approach connects the link atoms of the high level 

layer with the same bond angles and dihedral angles as the substituted atoms of the real 

model. This connection introduces the steric effects of the substituents in the model system 

calculations. The bond length of these linking bonds is determined by scaling the bond 

distance between the high level part and link atoms, so that reasonable bond lengths between 

the two layers are obtained. 

 It must be pointed out that this optimisation scheme leads to structures that correspond 

neither to a minimum of the model part nor to a minimum of the real part, but it minimizes the 

EONIOM (equation 2.1) energy. 

One of the most critical points of the ONIOM approach is how the system is 

partitioned and which combination of high and low-levels of theory should be used.2 For this 

reason Vreven and Morokuma suggested a test (the s-Value test)2 which involves the 

computation of the global system at the high level of theory for at least one case; that is, they 

suggest to compute a target value. As our ONIOM clusters are too big to compute directly the 

 value, when possible, we have substituted this value for the full periodic calculation 

and/or the experimental value. In the present thesis the level of theory for the model part is 

DFT (B3LYP)

high
realE

32,33 while for the real part we have used HF34,35 and semiempirical methods 

(MNDO36 or AM137). A description of these methods can be found in the appendix. 
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ONIOM clusters have not been widely used in solid-state chemistry. This kind of 

extrapolation schemes are used preferably in transition metal complexes with large ligands.38-

40 However, their potentiality in modelling zeolites and related materials has been suggested41-

43 as they can include a more constrained structure and take into account medium range 

effects such as the effect of the channel. The constraints introduced with ONIOM are not as 

artificial as in free clusters, so that the model becomes more realistic. For this purpose it is of 

great importance to avoid open (Si-O)n chains and to include small (Si-O)n rings. It must be 

pointed out that they are still cluster calculations, so that the global modelling of the zeolite is 

not done and they do not include full long-range effects.  

One can find in the literature very few articles which model acidic zeolites or related 

materials using ONIOM and most of them have been published after the beginning of the 

present thesis.41,42,44-49 The majority of these studies deal with adsorption energies of probe 

molecules in zeolites or related materials and some of them try to identify an appropriate high 

and low-level combination. Roggero et al.41 have concluded that among several semiempirical 

methods combined with B3LYP, MNDO leads to better geometry parameters, while AM1 

leads to better adsorption energies.  

 

2.3 Embedded Clusters. QM-Pot  

Embedded clusters are clusters which are constrained by an outer part which presents 

periodic boundary conditions.4,5 That is, the local part where the majority of the chemistry is 

included is described at an accurate level of theory, whereas long-range effects are evaluated 

at a lower level. Several modellings of the long-range effects can be used. In the literature one 

can find the use of point charges to reproduce the Madelung constant,50,51 the introduction of a 

correcting electrostatic potential,52,53 PCM42 and, finally, the use of force fields with periodic 

boundary conditions.5,54 One example of the latter case is the QM-Pot scheme developed by 

Sierka and Sauer.55,56 QM-Pot scheme is probably the embedded cluster approach that have 

provided more satisfactory results in a larger variety of situations.7,57-65 

The basic idea of the QM-Pot method5 is the same presented for ONIOM. That is, the 

system is divided in two parts, one is computed at an accurate level of theory while the other 

is computed using molecular mechanics with periodic conditions. Thus, the energy of the 

system is computed from: 
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(2.3)EEEE Pot
model

Pot
real

QM
model

PotQM −+=−  

and geometry optimisations are performed with the same ONIOM procedure. 

It must be said that although the described modelling has been developed for silicates 

and zeolites, similar approximations could be done for other systems by fitting the parameters 

properly. Normally the quantum mechanical part used in QM-Pot calculations is DFT or 

MP2, while the force field for the molecular mechanics is built starting from a shell model 

potential.66 The shell model potential represents the ions of the system by a pair of point 

charges, the positive core and the negative and massless shell. The coordinates of the core and 

the shell are optimised separately but they are connected by an harmonic potential. The global 

interaction between these ions is approximated by:  

(2.4)EEEEE body3rangeshortshellcoreelecPot −−− +++=  

The first term, Eelec, corresponds to the Coulomb energy,  

∑=
ji, ij

jielec (2.5)
r
qq

E  

where qi and qj are the formal charges of the involved shells or cores, and rij is the distance 

between them. The second term, Ecore-shell is the harmonic potential which connects each shell 

to each nucleus and is represented by: 

∑=−

i

2
ii

shellCore (2.6)rKE  

The third term is the repulsion term between shells and cations and is expressed by the 

Buckingham potential67 where the attractive term has been neglected.  

(2.7)eAE
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ρ
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lk,
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Finally a three-body potential is introduced to describe the tetrahedral geometry 

coordination of silicon and aluminium atoms. This E3-body presents the following expression: 

(2.8))θ(θk
2
1E 2

oijk
i kj,

b
i

body3 −= ∑∑−  



2. Zeolite modelling 22 

and corresponds to an harmonic potential around the ideal tetrahedral angle (θo = 109.47º). In 

the sum j and k runs over the shells of oxygen atoms that are bonded to the ith silicon or 

aluminium core. This last term is not common in ionic systems and it is introduced to 

represent the covalent character of bonds in zeolites. 

As it is observed, the energy expression depends on several parameters (qi, ki, Akl, ρkl, 

ki
b) which must be fitted to describe as properly as possible a large variety of situations. This 

fitting has been done by comparing with Hartree-Fock or DFT calculations of several 

molecular models (ring clusters), using a double-ζ plus polarization basis set for Si, Al and H 

and a valence triple zeta plus polarization for oxygen.66,68 

The QM-Pot scheme has been applied in a large number of studies and has provided 

accurate enough results. Several examples are the computation of adsorption energies of 

probe molecules in acidic zeolites,59-61 the determination of absolute acidities of zeolites62,63 

and the study of metal-ligand interactions in copper exchanged zeolites.7 Recently, QM-Pot 

methodology has been applied to study catalytic processes inside zeolites.55,64,65  

Compared to the previous two approaches, the QM-Pot method introduces the 

periodicity of the system without increasing the computational cost. However, long-range 

effects are introduced indirectly and at a low level of theory. Moreover, another important 

disadvantage is the need of fitting the parameters of the interatomic potentials for each new 

situation.  

 

2.4. Periodic calculations. 

A crystalline solid contains a great number (infinite) of atoms and so, at first glance, 

its rigorous study seems not possible. However, the existence of periodicity allows us to study 

the global solid.69  

A crystalline solid consists on the repetition of atoms or groups of atoms in the three 

dimensions. The motifs that by translation ( ) in the a , ,  directions generate the whole 

crystalline solid are called unit cells and are not unique.

T
r r b

r
cr

70,71 Within all possible unit cells, 

those with the smallest volume are called primitive cells. 

)(2.9cwbvauT rrrr
++=  
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where  is the translational vector, u, v, w are integers ranging from minus infinity to plus 

infinity and ,  and  are three non-coplanar vectors defining the basis of the three-

dimensional space.  

T
r

ar b
r

cr

Several ways of constructing units cells are possible, one possibility is the union of 

equivalent by periodicity points of the solid (lattice points) that leads to unit cells formed by 

parallelepipeds. On the other hand, Wigner-Seitz unit cells69,70 are obtained by connecting 

each lattice point to its nearest neighbours and tracing the planes perpendicular to these 

segments through their midpoints. 

For periodic calculations, as well as for interpretation of many physical properties of 

crystals, it is useful to introduce the so-called reciprocal lattice.69,71,72 Given a direct lattice (as 

defined above) we can define a new lattice by the vectors ,  and  *a
r *b

r
*c
r

(2.10))/Vba(c)/Vac(b)/Vcb(a ***
vrrrrrrrr

×=×=×=   

where ,  and  are the vectors of the direct lattice, and V is the volume of the unit cell of 

the direct lattice. The unit cell of the reciprocal lattice obtained using the Wigner-Seitz 

construction is called the first Brillouin zone and it is of great importance in periodic 

calculations. 

ar b
r

cr

Periodic calculations are based on the Bloch theorem,69,72 which states that:  

(2.11))r(ψe)Tr(ψ)r(ψT̂ κ)T(iκκ rrrr rrrrr
κ=+=  

 ψ are the Bloch functions, which are are adapted to the symmetry of the crystal and play 

the same role as that of molecular orbitals in molecular calculations,  is a translational 

operator,  is a vector of the reciprocal lattice 

)r(κ r
r

T̂

κr

(2.12)cκbκaκκ *
3

*
2

*
1

rrrr
++=  

and  is the translational vector which results of the application of  on . T
r

T̂ )r(ψκ rv

The eigenvectors of the Hamiltonian operator of a crystalline solid are always related 

with a κ  vector of the reciprocal lattice. The number of  vectors is infinite. However, due to 

the translational symmetry of the reciprocal space, it is observed that only κ  vectors of the 

Brillouin zone are not redundant. Moreover, applying periodic boundary conditions (one 

r κr

r
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assumes that the finite crystalline solid is part of an infinite solid, delimited in a purely formal 

way), it is obtained that,   

(2.13)
N
n

κ
i

i
i =  

where Ni is the total number of cells considered and ni is a natural number between 1 and Ni. 

The number of κ values (in the Brillouin zone) is no longer infinite, and it has become equal 

to the number of cells in the crystal. 

Bloch functions are normally constructed using a linear combination of one-electron 

functions.73 Normally these one-electron functions are plane-waves (PW) or Gaussian type 

orbitals (GTO). PW are Bloch functions associated to a  within the Brillouin zone and they 

are independent of the nature of the atoms and their location within the cell. GTO are atomic 

orbitals of the constituents of the unit cell referred to its origin. Normally diffuse functions are 

avoided as they may cause computational problems. Advantages of using GTO instead of PW 

are that they lead to a better description of the electronic distribution, chemical interpretation 

is easier and comparison with finite models is feasible. In the present thesis we have used 

Bloch functions constructed from a linear combination of GTO. 

κr

The electronic Schrödinger equation should be solved for each  point. This is done 

using a self consistent field (SCF) for each  point in a similar way to those used in 

molecular calculations 

κ
r

κ
r

(2.14)ECSCH κκκκκ
rrrrr

=  

Up to this point the main problem is the large amount of  points that should be 

considered. However, as eigenfunctions and eigenvalues are continuous with respect to  it is 

possible to derive the required information from the results obtained at a few suitable sampled 

 points. Moreover, it must be pointed out that the volume of the Brillouin zone is inversely 

proportional to the volume of the unit cell and thus for several systems the Brillouin zone is 

really small. In the present thesis 8 κ points have been considered.    

κ
r

κ
r

r
κ

It can be found in the literature several studies where zeolites are modelled with 

periodic calculations.8,9,17,61,74-77 They are generally very recent and they often use PW as 

basis sets. To our knowledge none of them deals with transition metal exchanged zeolites and 

only very recently they have been used to study catalytic processes in zeolites.8  
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In the present thesis we have used the approaches described in subsections 2.1, 2.2 and 

2.4. The following notation has been considered to indicate the model used. Clusters will be 

named indicating the number of tetrahedra which compose them. For example, the  

[H3SiOAl(OH)2OSiH3] cluster formed by three tetrahedra will be referred as T3. The clusters 

studied using the ONIOM scheme will be named indicating the number of tetrahedra that 

form the inner layer and the number of tetrahedra of the whole system. Thus, T3:T69 

indicates that the inner part is formed by a T3 cluster, while the real system is formed by 69 

tetrahedra. In these two cases, the zeolite will be schematically represented by Z. Finally, in 

periodic calculations the zeolite will be named using the IUPAC nomenclature.  
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3.1 Introduction 

3.1.1 Environmental problem 

Nowadays, the principal atmospheric pollutants are COx, SOx, H2S, hydrocarbons 

and NOx.1 Undesired nitrogen oxides (N2O, NO, NO2, N2O4,...) are mainly produced in 

high-temperature combustions of fossil fuels (petroleum, gas and coal), which take place 

in a great variety of industrial processes and inside vehicle engines. Thus, their effects 

are more important in cities and industrial areas.2-4 About 90% of the NOx produced in 

these combustions is NO.5 However, in the atmosphere NO partially reacts with oxygen 

forming NO2. 

These oxides, NO and NO2, are paramagnetic and highly reactive. They are toxic 

at high concentrations6 and in the presence of water in the atmosphere they lead to HNO2 

and HNO3, a very acid and oxidant mixture which is one of the components of the well-

known acid rain.4,5 Furthermore, some photochemical reactions of these gases in the 

atmosphere have been reported. In particular, it is known that, in the presence of water 

and hydrocarbons, such gases essentially produce an important increase of the ozone 

concentration in the low atmosphere layers, which is very nocive.2,3  

NOx are thermodynamically unstable with respect to decomposition to N2 and 

O2.4 However they are kinetically stable and the decomposition can only take place in the 

presence of an appropriate catalyst. The direct decomposition reaction of NO is 

represented in equation 3.1 

)1.3(ON2NO 22
Cat +→  

In addition to the direct NO decomposition, it has been also been developed the 

selective catalytic reduction (SCR).6 This process consists on adding a reducing agent in 

the reactor, normally hydrogen, carbon monoxide, ammonia or hydrocarbons, and 

oxygen that induces the NO reduction to N2 and O2. The advantages of the direct 

decomposition are the absence of other products besides oxygen and nitrogen and the 

fact that there is no need to add other agents in the reduction process. Consequently, 

although nowadays most of the applied catalysts are based on the SCR process, the study 

of a good catalyst for the direct NO decomposition is of interest.  
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The studied catalysts are divided in three main groups:4 a) noble metals such as 

Rh and Pt, b) metal oxides, mainly of transition metals, and perovskites (Co3O4, La2O3, 

Mn2O3 or CuO) and c) metal exchanged zeolites. Within metal exchanged zeolites 

CuZSM-5 has been reported as the most active catalyst for the direct NO 

decomposition.4,6-8 

 

3.1.2. Experimental studies of the direct NO decomposition by CuZSM-5 

From an experimental point of view great efforts have been done to understand 

the catalytic activity of Copper exchanged ZSM-5 as well as to establish the best 

conditions for the catalytic activity. Most of these studies are based on spectroscopic 

techniques such as IR, UV-VIS, EPR or XSAF.6,7 

IR spectroscopy is used to identify the nitrogen oxides formed during the process 

as well as to analyse how they interact with copper. This is done by the assignment of the 

IR bands of the ligand to different species. Photolumiscence is used to identify and 

determine the cationic sites. Moreover, EPR experiments are used to determine the redox 

properties of copper cations coordinated to the zeolite framework, since it is thought that 

they may be essential during the global process. This can be done because Cu2+ and a 

great variety of the formed intermediates are paramagnetic and consequently present a 

characteristic EPR signal. The shape of the signal is then related with the geometry 

around these copper ions. X-Ray techniques are also used to determine the nature of the 

active site. 

The first studies tried to establish the most appropriate conditions to perform the 

NO decomposition using CuZSM-5 as a catalyst.4-6,9 Several factors have been 

considered: the Si/Al ratio, the copper exchange ratio and the effect of temperature. It has 

been observed that poor aluminium zeolites present higher activity for the NO 

decomposition. Some researchers have concluded that 50 is an idoneous Si/Al ratio. 

However, an acceptable conversion rate is obtained when the ratio is higher than 30.9 

Moreover, the amount of Cu2+ cations which are exchanged is higher than that needed to 

neutralize the negative charge generated by aluminium substitution. The ideal exchange 

percentage is around 150%.4 Thus, the reduction of part of these cations has been 

suggested.  
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The effect of temperature has been widely studied.4-6,9 At low and room 

temperatures neither O2 nor N2 are formed and the observed species are N2O and NO2. 

When one increases the temperature the amount of molecular nitrogen and oxygen 

increases until a maximum located at 773 K while the concentration of N2O and NO2 

decreases. After the maximum at 773 K the conversion of NO to O2 and N2 decreases 

slowly. This is schematically represented in Figure 3.1. 

 

Figure 3.1 NO decomposition as a function of temperature and time4,6 

Alternatively, several researchers have worked on the catalytic activity of 

CuZSM-5 at a molecular level. That is, they have focused on studying the possible active 

sites, as well as on the intermediates involved in the decomposition process. In spite of 

all the efforts that have been done, the nature of the active site in CuZSM-5 is poorly 

understood. Several possible active species have been detected but no conclusive 

experiments can be found in the literature.9-20 Both Cu+ and Cu2+ have been detected in 

CuZSM-5.6 Cu2+ cations have been suggested to be located in small five or six-

membered rings where they can be coordinated to at least three different oxygens. In 

addition, Cu+ cations can be found at different sites.12,21 On one hand, highly coordinated 

Cu+ cations are located in similar rings to those where Cu2+ cations are found and, on the 

other hand, less saturated Cu+ cations are located in the wider 10 membered rings. The 

later Cu+ cations are thought to be coordinated to only two oxygens and so, they are 

expected to be more reactive.12,21 Also, small [Cu-O-Cu]2+ clusters have been detected 

and postulated to be the active sites.9-11 Finally, EPR experiments suggest that the 
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intermediate species are in a square planar or square based pyramid species 

environment.15,20  

Many IR experiments have been done to determine the nature of the intermediate 

species.9,16,18,19,22-29 The detected species differ according to the experimental conditions. 

However, nearly all published articles have reported the existence of (NO)2CuZ and 

(NO2)CuZ species, especially at low temperatures. Moreover, (O)Cu, (NO)(O)CuZ, 

(NO)(NO2)CuZ or (N2O3)CuZ, (NO3)CuZ and (N2O)CuZ have also been identified by 

several authors.  

 All these available data led to postulate different mechanisms for the direct NO 

decomposition.16,19,22,25-27 Among all proposed mechanisms, three of them have been 

more accepted and more widely discussed. First, the direct decomposition from dinitrosil 

species (mechanism A) was considered,27  

 

Mechanism A 

(A.2)ON ZCu ZCu(NO)

(A.1)         ZC(NO)2NO ZCu 

222

2

++→

→+
 

The other two proposed mechanisms start with the formation of (O)CuZ, which is 

postulated to be formed from the addition of two NO to CuZ, which dissociates into 

(O)CuZ and N2O.19,22,26  

(3.3)ON  (O)CuZCuZ(NO)

(3.2)      CuZ(NO)2NO  CuZ

22

2

+→

→+
 

Afterwards, Aylor et al., and other groups suggested the following mechanism, 

which hereafter will be referred as mechanism B:16,22 

 

Mechanism B 

(B.2)                  O CuZ)CuZ(O

(B.1)N)CuZ(OON  (O)CuZ

22

222

+→

+→+
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This mechanism indicates that the generated N2O interacts with (O)CuZ through 

the oxygen to form (O2)CuZ and N2. Desorption of molecular oxygen would lead to the 

desired products.   

The IR observation of (NO2)CuZ and other similar species led Spoto et al. and 

other groups to suggest a new mechanism that will be called hereafter mechanism 

C:12,19,23  

 

Mechanism C 

(C.3) ON(O)CuZ)CuZON)(NO)CuZ/((NO

(C.2) )CuZON)(NO)CuZ/((NONO)CuZ(NO

(C.1)                                  )CuZ(NONO  (O)CuZ

22322

3222

2

++→

→+

→+

 

This mechanism starts with the addition of two NO molecules to (O)CuZ to form 

(NO2)CuZ first and then (NO2)(NO)CuZ or (N2O3)CuZ. These latter species have been 

suggested to be the relevant intermediates in the formation of N2 and O2. This last 

mechanism is based on the observed species and on the fact that the reaction of (O)CuZ 

with NO seems more probable since the reaction takes place in a NO atmosphere. 

However, the last step, which involves a great electronic and structural rearrangement, is 

not well understood. 

The formation of N2O during the process has also been described.22 This N2O can 

also be decomposed to N2
30

 both through the process described in equation (B.1) or 

through the spin forbidden dissociation of (N2O)CuZ represented in equation 3.4. 

 

(3.4)N  ZCuOO)ZCu(N 22 +→  
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3.1.3. Theoretical studies of the direct NO decomposition by CuZSM-5 

Most of the theoretical studies of Cu exchanged zeolites are based on the cluster 

approach to model the zeolite.31-48 To our knowledge only Treesukol49 et al. and Sauer50-

52 et al. have included long-range effects on Cu exchanged zeolites using hybrid QM/MM 

schemes. Many of these studies focus on the location of Copper cations inside the zeolite 

and on the determination of their coordination environment.36,37,50,51 Results agree with 

available experimental data, indicating that Cu+ cations present two types of coordination 

environments: those where Cu+ are coordinated to two oxygen atoms and those where 

Cu+ are more saturated.51 Cu2+ cations have also been studied and the results show that 

they normally present higher coordination numbers.43,45-48 Simultaneously, the adsorption 

of small probe molecules such as NO, CO, N2 or O2 over Cu+ cations in zeolite models 

has also been considered.31,33,38,42,52  

Several articles related with the NO decomposition mechanism have appeared in 

the literature.32,34,35,39-41 Trout et al.35 reported the thermochemistry of a great number of 

possible involved reactions and they determined the most stable species. They concluded 

that the (NO2)CuZ species is very stable while (NO2)(NO)CuZ lies 88.2 kcal/mol above 

(NO2)CuZ + NO asymptote. 

The first theoretical study that considers one of the postulated mechanisms 

referred to the direct decomposition of dinitrosil (NO)2CuZ species. Schneider et al.39 

concluded that the conversion barrier inside the zeolite is high and very similar to that 

computed for the gas phase reaction. Thus, the direct dinitrosil decomposition should not 

be considered the catalytic mechanism.  

Afterwards, the same authors40,41 as well as Tajima et al.34 studied mechanism B. 

Results differ slightly since the zeolite modelling and the level of theory were not equal 

but they both found the same [(NNOO)CuZ]‡ transition state structure for the first step. 

Schneider et al. used the small Cu[Al(OH)4] cluster as a model for the zeolite active site 

and found that the highest energy barrier is 36 kcal/mol. Thus, the postulated mechanism 

might explain the catalytic activity.40,41 Although this mechanism does not occur through 

the most stable structures, all the considered species were found to be more stable than 

the CuZ + 2NO asymptote. They suggested that the more stable structures, such as 

(NO2)CuZ, would be too stable to be involved in the decomposition process. More 
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recently, Tajima and co-workers34 have improved the calculations performed by 

Schneider et al. using a bigger cluster (T3). They have also concluded that mechanism B 

might explain the catalytic effect of CuZSM-5, the highest obtained barrier (38.2 

kcal/mol) being very similar to that computed by Schneider et al. (36 kcal/mol). Larger 

differences between both studies are observed in the relative energies of some 

intermediates, especially for (O)CuZ + N2O species.   

Finally, Sengupta et al.32 have studied the formation of N2 from (N2O)CuZ 

through a spin forbidden dissociation. They estimate that the singlet-triplet crossing point 

lies around 23 kcal/mol above (N2O)CuZ. 

Until this thesis, the postulated mechanism C had never been studied from a 

theoretical point of view. Only the study of some of the involved species could be found 

in the literature. In particular, our group studied the (NO2)CuZ species before the 

beginning of the present thesis.52 The goals of the (NO2)CuZ study was to determine if a 

T3 cluster was accurate enough to study Cu+ exchanged zeolites and also to determine 

the electronic structure and stability of (NO2)CuZ. To test the accuracy of the cluster, 

embedded QM/MM cluster calculations using the QM/Pot hybrid scheme53,54 of Sierka 

and Sauer were also performed. The obtained results showed that both cluster and 

embedded cluster approaches lead to very similar results, interaction energy differences 

being less than 1 kcal/mol and geometry parameters being almost identical. Moreover, it 

was found that (NO2)CuZ is a very stable species and thus its potential involvement in 

the NOx decomposition to N2 and O2 should be studied. 

 

3.2 Goal 

The aim of the present chapter is to analyse the viability of mechanism C, taking 

as the catalytic species (O)CuZ where Cu+ cation is coordinated to two oxygen atoms of 

the zeolite framework. For this purpose and due to the fact that the (NO2)CuZ specie was 

previously studied, we first analyse the electronic structure and stability of 

(NO)(NO2)CuZ and (N2O3)CuZ species, considering several possible conformers and 

both singlet and triplet states. 
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Afterwards, the decomposition of these species, which have been postulated as 

rellevant intermediates, is studied. Several pathways such as the direct decomposition of 

(NO2)(NO)CuZ or (N2O3)CuZ to products or multi-step decomposition processes are 

considered. The analysis of a multi-step processes has led us to study several other 

possible intermediates. 

 

3.3 Computational details 

The zeolite is modelled by the same tritetrahedral [H3SiOAl(OH)2OSiH3] cluster 

(T3) used in a previous study of the coordination of NO2 to Cu+ in zeolites.52  

Molecular geometries and harmonic vibrational frequencies are computed using 

B3LYP.55,56 The employed basis sets are equal to those used in the (NO2)CuZ study and 

corresponds to those optimised by Ahlrichs and co-workers.57 For Cu, O and N we have 

used triple-ζ plus polarization basis sets, while for Si, Al and H we have used double-ζ 

plus polarization basis sets. Thermodynamic corrections have been obtained at 298.15 K 

and 1 atm assuming an ideal gas, unscaled harmonic vibrational frequencies, and the 

rigid rotor approximation by standard statistical methods. To analyse the nature of the 

bonding, we have used natural population analysis of Weinhold et al.58 All calculations 

have been performed with the GAUSSIAN9459 and GAUSSIAN9860 packages, except 

the CASSCF(20,14)61 calculations of [Cu-N2O]+ spin forbidden decomposition, which 

have been performed with the MOLPRO program62,  

 

3.4 Results and discussion 

Results will be presented in the following way. First, we will present the structure 

(NO2)(NO)CuZ and (N2O3)CuZ as they have been suggested to be important 

intermediates in mechanism C. Afterwards, the study of several other species that might 

be involved in the mechanism will be presented. Finally the decomposition process 

through these intermediates will be discussed. 
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3.4.1. The (NO2)(NO)CuZ and (N2O3)CuZ species.  

The formation of (NO2)(NO)CuZ can be viewed as the interaction of NO with 

(NO2)CuZ. As observed in reference 52 the preferred coordination of NO2 to CuZ is the 

η2-O,O one. This leads to a square-planar coordination around copper (Figure 3.2). The 

electronic ground state for this system was found to be 2A”, the open-shell orbital lying 

on the CuO4 coordination plane. A similar bonding was found for the Cu(NO2)2 system 

for which the most stable structure has D2h symmetry with a coplanar η2-O,O 

coordination for the two NO2 ligands.63  

 

 
 

Figure 3.2 NO2CuZ optimised structure and open shell orbital. Distance in Å, angles in degrees52 

 

Since both (NO2)CuZ and NO have a doublet ground state, the resulting 

(NO2)(NO)CuZ system can either be in a singlet or in a triplet state, and so, we have 

considered both electronic states. Figure 3.3 shows the (NO2)(NO)CuZ optimised triplet 

structures while Figure 3.4 presents the singlet ones. The addition of the NO molecule to 

(NO2)CuZ can lead to a five-coordinated system, if the η2-O,O coordination of NO2 is 

retained in the final complex, or to four-coordinated systems, if NO2 changes its 

coordination mode from η2-O,O to η1-O. For these structures all possible relative 

orientations of NO2 and NO have been considered as starting points in the optimisation 

processes. Finally, different coordination modes of N2O3 to CuZ have also been analysed 

both in the singlet and triplet states. 

Among all the structures explored, only five triplet structures (3a-3e) and six 

singlet structures (1a-1f) have been found to be minima on the respective potential 

energy surfaces. Both for the singlet and triplet spin multiplicities, a to d correspond to 
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(NO2)(NO)CuZ structures while e and f species are those formed by the interaction of 

N2O3 with CuZ. Within each spin multiplicity the order follows the increasing order of 

energy. Relative energies with respect to the most stable structure (3a) are given in Table 

3.1. This structure is 57.7 kcal/mol more stable than (O)CuZ (3A”) + 2NO (2Π) ground-

state asymptote. Net atomic charges and spin densities obtained from natural population 

analysis are shown in Table 3.2. 

 

   
3a  3b 

   
3c  3d 

Figure 3.3 Optimised (NO2)(NO)CuZ triplet structures. Distances in Å, angles in degrees 

 

Let us first consider the triplet structures. The lowest 3a structure is a square 

pyramid with NO at the apical position. The bonding in this system can be viewed as the 

interaction of the ground-state structure of (NO2)CuZ with NO. That is, as in (NO2)CuZ, 
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NO2 acts as a bidentate ligand, interacting through the two oxygen atoms, the NO2-CuZ 

bonding having a significant NO2
−-Cu2+Z− ionic contribution. NO binds to (NO2)CuZ 

through the nitrogen atom. The bonding energy between (NO2)CuZ and NO is only 2.4 

kcal/mol, so that the interaction is very weak. This is not surprising considering the large 

Cu-NO distance. The geometry parameters, the net atomic charges and spin densities of 

the (NO2)CuZ fragment in the complex are very similar to those obtained for (NO2)CuZ. 

Moreover, the NO geometry in the complex is very close to that of isolated NO.64 The 

open shell orbitals correspond to the π* orbital of NO which is perpendicular to the Cu 

coordination plane and to the open shell of (NO2)CuZ. Thus, the 2.4 kcal/mol bonding 

energy mainly arises from electrostatic interaction between the NO ligand and the 

positive charge of Cu. 

 

   
1a  1b 

   
1c  1d 

Figure 3.4 Optimised (NO2)(NO)CuZ singlet structures. Distance in Å , angles in degrees 
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The 3b and 3c structures present a square-planar coordination. In these structures, 

NO2 loses the bidentate coordination to allow the NO in-plane coordination. As for 3a, 

the NO and (NO2)CuZ spin populations are not far from the ones corresponding to 

isolated fragments. Population analysis also shows that NO has a slightly negative charge 

(see Table 3.2), which produces a small increase of the N-O bond length with respect to 

that in free NO. Thus, in these cases, the nature of the bonding is also mainly 

electrostatic. However, it can be observed in Figure 3.2 that the Cu-N4 distance in 3b and 

3c is much smaller than in 3a. This is due to the fact that metal-NO repulsion is larger in 

3a than in 3b or 3c, since the metal d-orbitals pointing to NO in 3a are doubly occupied, 

whereas in 3b and 3c the metal 3d-orbital directed towards NO is singly occupied. 

Although the electrostatic interaction between (NO2)CuZ and NO in 3b and 3c is larger 

than in 3a, the latter is the most stable structure we have obtained. This is partly due to 

the fact that 3a maintains the great stabilisation of the (NO2)CuZ bidentate structure, the 

larger NO-(NO2)CuZ interaction in 3b and 3c not being strong enough to compensate the 

stability loss due to the NO2 coordination change. The difference between 3b and 3c 

arises basically from the ligand-ligand interaction. 

 

 

Table 3.1 Relative energies to 3a (in kcal/mol) of 
(NO2)(NO)CuZ and (N2O3)CuZ species. 3a structure lies 57.7 
kcal/mol under the (O)CuZ (3A”) + 2NO (2Π) asymptote. 

Structure ∆E Structure ∆E 

3a 0.0 1a 0.7 

3b 5.6 1b 2.8 

3c 10.3 1c 3.4 

3d 12.0 1d 8.6 

3e 6.9 1e 11.0 

  1f 12.1 
 

 

Finally, 3d has a structure similar to that of 3a, but they differ from each other in 

the NO2 coordination mode. The energy difference between 3a and 3d (12.0 kcal/mol) is 
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almost the same as the one determined between the η2-O,O bidentate and η1-O 

monodentate structures of (NO2)CuZ (12.4 kcal/mol).52 

 

Table 3.2 Natural Population Analysis for (NO2)(NO)CuZ and (N2O3)CuZ species 

 Charge Spin 

Structure Z Cu NO2 NO N2O3 Z Cu NO2 NO N2O3 

3a −0.74 1.34 −0.62 0.02  0.17 0.66 0.19 0.97  

3b −0.74 1.32 −0.47 −0.10  0.17 0.57 0.26 1.00  

3c −0.71 1.40 −0.56 −0.13  0.15 0.64 0.16 1.05  

3d −0.78 1.32 −0.56 0.02  0.14 0.58 0.31 0.97  

3e −0.72 1.40   −0.68 0.19 0.64   1.17 

1a −0.76 1.17 −0.50 0.09       

1b −0.79 1.17 −0.41 0.04       

1c −0.75 1.17 −0.55 0.12       

1d −0.74 1.21 −0.63 0.16       

1e −0.88 0.98   −0.10      

1f −0.89 0.98   −0.09      

 

Let us now consider the (NO2)(NO)CuZ singlet structures (Figure 3.4). The most 

stable structure 1a shows a square-planar coordination. NO2 acts as a monodentate ligand 

interacting through one of the oxygen atoms, and NO binds through the nitrogen atom. 

As for the triplet structures, the NO2-CuZ bonding shows a significant ionic contribution. 

However, (NO2)CuZ and NO form a covalent bond. In the 2Π ground state of free NO 

the unpaired electron lies on the antibonding π* orbitals, which are polarized towards the 

nitrogen atom. To allow the formation of a covalent bond between the unpaired electron 

of NO and the open shell orbital of (NO2)CuZ, NO interacts forming a Cu-NO angle of 

118.4º. This angle is similar in all singlet structures. Figure 3.5 shows the bonding 

molecular orbital that arises from this interaction. As a result, there is some electron 

donation from NO to (NO2)CuZ (see Table 3.2), which produces a decrease of the NO 

bond length compared to that of free NO. A similar decrease is found for Cu+- NO. The 
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other NO π* orbital remains unoccupied and it is directed to the O3 atom leading to a 

stabilizing interaction between ligands. 

 

  
1a 1b 

  
1c 1d 

Figure 3.5 Representative orbitals of the NO-(NO2)CuZ interaction in (NO2)(NO)CuZ singlet 
species 

 

The second most stable singlet 1b lies 2.1 kcal/mol above 1a and the bonding 

between NO and (NO2)CuZ is similar to that discussed for 1a. However, the orbital 

presented in Figure 3.5 shows that there is also a significant bonding interaction between 

both nitrogen atoms. 

Structures 1c and 1d show a similar NO-(NO2)CuZ bonding. Differences with 

respect to the previous 1a and 1b structures arise from the relative orientation of the NO2 

and NO ligands, which does not allow a stabilizing interaction between them. This 

interaction between ligands might be one of the reasons of the larger stability of 1a and 

1b. In 1c, NO2 is nearly perpendicular to the Cu coordination plane. The Cu-O3  (2.581 

Å) distance seems to indicate that there is a weak interaction between these two atoms. 

This might explain the relative stabilities of 1c and 1d. 
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Three structures corresponding to (N2O3)CuZ complexes have been found (Figure 

3.6). The triplet 3e arises from the interaction of ON-NO2 to CuZ in a bidentate manner 

through one oxygen of NO2 and the oxygen of NO. It is worth noting that in this structure 

the N-N distance (1.436 Å) is significantly smaller than that obtained for free N2O3 

(1.875Å). This can be understood considering the nature of the bonding of 3e. Natural 

population analysis of 3e indicates that the spin density on N2O3 is 1.17. Moreover, net 

atomic charges show that there is an important charge transfer (0.68) from CuZ to N2O3. 

Considering that the N2O3 ligand lies on the xz plane, one of the open shell orbitals 

corresponds to an antibonding combination between the dxz orbital of the metal and the in 

plane lone pairs of the two interacting oxygens. The other open shell orbital mainly 

corresponds to a π orbital of N2O3, which has a bonding combination between the two 

nitrogen atoms, which accounts for the short N-N bond distance in this species. Thus, the 

bonding in 3e can be better viewed as the interaction of N2O3
− with CuZ+. Structure 3e 

lies 6.9 kcal/mol above the most stable 3a. 

 
3e 

  
1e 1f 

Figure 3.6 Optimised N2O3-CuZ triplet and singlet structures. Distance in Å , angles in 
degrees 
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A recent theoretical study on the potential energy surface of N2O3
− has localised 

two energy minima corresponding to [O2N-NO]−.65 The most stable one has a N-N 

distance of 2.22 Å, whereas the other one is only 3.5 kcal/mol higher in energy and 

presents a N-N distance of 1.56 Å. However, the potential energy surface of free [O2N-

NO]− in the 1.5-1.6 Å region, was found to be very flat. Our calculations seem to indicate 

that the interaction with CuZ stabilizes the structure with a short N-N distance. 

The two (N2O3)CuZ singlet structures (1f and 1e) correspond to a η1-O 

coordination of N2O3 to CuZ. The binding energies are 24.9 kcal/mol for 1e and 23.8 

kcal/mol for 1f. These are two different conformers arising from the rotation around the 

N-N bond. The N2O3-CuZ interaction is mainly electrostatic with a little charge transfer 

from Cu to N2O3. For this reason, the geometry of N2O3 ligand is very close to that of 

free N2O3
66 and thus, the N-N distance is considerably long. It must be mentioned that 

we could not find any (N2O3)CuZ singlet structure with an in-plane η2-O,O coordination 

of N2O3 to CuZ, similar to 3e. Any attempt to optimise such a specie evolved to a 

(NO2)(NO)CuZ structure similar to 1b but with the NO interacting through the oxygen 

atom. 

Frequency calculations have been performed for all (NO2)(NO)CuZ and 

(N2O3)CuZ structures. Table 3.3 presents the values corresponding to the N-O stretching 

modes of NO2 and NO ligands. For comparison we have included those of isolated NO2, 

NO2
−, NO and N2O3. For (NO2)(NO)CuZ species, in general, the stretching values 

associated with the NO2 fragment are different from those we obtained for free NO2 and 

NO2
− due to the loss of symmetry. However, their values agree with a certain NO2

− 

character. This is especially clear in 3a, which has a η2-O,O coordination mode and its 

frequencies are closer to those of NO2
− than to those of NO2. The ν2 stretching frequency 

of NO2, when acting as a monodentate ligand, ranges between 1466 and 1653 cm-1. 

Experimental values assigned to NO2 coordinated to CuZSM-5 are 1400-1500 and 1619-

1630 cm-1.18,19,22 
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Table 3.3 N-O and N-N stretching Frequencies (IR intensities) in (NO2)(NO)CuZ and 
(N2O3)CuZ complexes. Frequencies in cm-1 (intensities in km/mol) 

 NO2 NO  

Structure ν1 ν2 ν3 νNN 
3a 1203(325) 1334(20) 1986(61)  

3b 1106(308) 1474(402) 1897(307)  

3c 1012(201) 1653(430) 1897(276)  

3d 829(190) 1644(876) 1989(69)  

3e 1107(257) 1565(412) 1314(164) 801(5) 

1a 1121(171) 1466(210) 1884(854)  

1b 1110(116) 1646(500) 1871(851)  

1c 1056(167) 1493(284) 1913(925)  

1d 880(540) 1628(305) 1935(845)  

1e 1273(27) 1609(299) 1955(1754) 822(11) 

1f 1255(12) 1613(393) 1963(1479) 821(15) 

N2O3 1369(301) 1693(414) 1937(453) 823(15) 

NO2 1386(0) 1679(433)   

NO2
− 1268(507) 1346(23)   

NO   1971(42)  

 

The computed NO stretching mode lies in the 1870-1990 cm-1 range, in good 

agreement with the experimental values observed for NO-Cu2+Z species (1880-1985 cm-

1).18,19,22 In 3a and 3d where NO is weakly interacting with Cu, the determined values are 

very similar to that of free NO (1971 cm-1). Furthermore, 3b and 3c present a less 

energetic NO mode, which is in good agreement with the elongation of the NO bond. 

The NO stretching for the (NO2)(NO)CuZ singlet state structures is, in general, 

smaller than the one corresponding to isolated NO. This seems to be in contradiction 

with the shortening of the N4-O5 distance. However, this effect is also found in isolated 

N2O3 where the N4-O5 distance is shorter than the bond length in NO and the vibrational 

mode is also smaller. Despite that, within 1a and 1d structures there is a correlation 

between the N-O distance and the stretching frequency. 
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Finally stretching frequencies for (N2O3)CuZ singlet species (1e and 1f) are very 

similar to those of free N2O3 and agree well with experimental assignment,22 whereas for 

3e the stretching frequencies of N2O3 are quite different from those of 1e and 1f, 

especially for ν3 associated to the NO fragment. This fact could be explained by the 

different coordination and nature of the N2O3-CuZ interaction. Despite the different N-N 

distance between singlet and triplet structures, the stretching N-N frequency is quite 

similar in both spin states. 

The main goal of the study is to discuss if mechanism C can explain the catalytic 

activity of CuZSM-5. (NO2)(NO)CuZ and (N2O3)CuZ species have been postulated as 

important intermediates of this mechanism. Consequently, the analysis of the stability of 

these species with respect to the catalytic species (O)CuZ (3A) and 2NO (2Π) is essential. 

The formation of all (NO2)(NO)CuZ and (N2O3)CuZ species is highly exothermic  

(∆H298 between −54.9 and –42.3 kcal/mol) and although the entropic effects disfavours 

their formation at room temperatures they are still thermodynamically favourable (∆G298 

between −35.6 and –22.9 kca/mol). Consequently, one might expect that (O)CuZ in a 

nitric oxide atmosphere and at low temperatures will evolve to (NO2)CuZ and 

(NO)(NO2)CuZ quite easily. This is in agreement with experimental studies which 

observe the formation of these species at room temperature.4,6,18,19,22  

 

3.4.2 (NO2)(NO)CuZ/(N2O3)CuZ decomposition 

Starting from many of the previous described singlet and triplet structures, several 

attempts to find transition states that directly connect (NO2)(NO)CuZ or (N2O3)CuZ to 

products have been done. However, we have not been able to find any transition state 

structure for the direct decomposition. This is not surprising since the direct 

decomposition from (NO2)(NO)CuZ or (N2O3)CuZ to O2 + N2+ (O)CuZ requires an 

important electronic reorganization. That is, several multiple bonds have to be broken 

while other ones must be formed. Moreover, O2 and (O)CuZ species present a triplet 

ground state. Thus, the conversion of (NO2)(NO)CuZ or (N2O3)CuZ singlet state species 

to products might involve a crossing of singlet and triplet potential energy surfaces. The 

existence of a crossing point between singlet and triplet potential surfaces have been 

studied for free N2O3  and the obtained results indicated that the process might not be 
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through an intersystem crossing. All these unsuccessful attempts lead us to explore a 

multiple step mechanism involving other structures such (ONNOO)CuZ, (N2O)CuZ, 

(O2)CuZ and (N2O)(O2)CuZ species. 

We will first describe these species and then the transition state structures that 

connect them. For each species, the optimised geometry structure will be presented as 

well as the L-CuZ interaction energy, the natural population analysis and the ligand 

stretching frequencies. 

 

3.4.2.1 (ONNOO)CuZ species 

ONNOO is a high energetic isomer of N2O3 which might be produced by an 

oxygen transfer from NO2 to the oxygen of NO.  This ONNOO isomer can coordinate to 

CuZ leading to different precursors of the formation of (N2O)(O2)CuZ from which O2 

and N2 could easily be eliminated. Although many different coordinations of OONNO to 

CuZ could be considered, we have only studied those species arising from the transfer of 

one oxygen of NO2 to NO in species 3e and 1e. One triplet (3g) and one singlet (1g) 

structures of (ONNOO)CuZ have been found to be minima of the respective potential 

energy surfaces and they are presented in Figure 3.7. Table 3.4 shows the (ONNOO)CuZ 

interaction energy, natural population analysis and ONNOO stretching frequencies. 

 

   

3g  1g 

Figure 3.7 Optimised (ONNOO)CuZ singlet and triplet structures. Distances in Å. 
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Table3.4 Interaction energies (in kcal/mol), natural population analysis and ligands stretching 
freqeuncies (in cm-1) of (ONNOO)CuZ species. 

  Charge Spin Frequencies 

Struct ∆Eb Z Cu La Z Cu La vNO vNO vOO vNN 

1g −28.1 −0.75 1.15 −0.40    1364(30) 1061(63) 1061(304) 952(213) 

3g −50.6 −0.77 1.33 −0.56 0.13 0.55 1.32 1605(242) 827(77) 854(47) 1296(4) 
a L stands for ONNOO ligand 
b Relative energy with respect to ONNOO + CuZ asymptote 

 

Both for the triplet 3g and singlet 1g, natural population analysis indicate that 

there is an important charge transfer from CuZ to the OONNO ligand. 1g ONNOO-CuZ 

interaction is mainly electrostatic while for 3g charge and spin analysis indicate that the 

bonding mainly arises from the interaction of the doublet spin state of [OONNO]− with 

the doublet CuZ+. Again, due to the different nature of the bonding and the different 

modes of coordination (η2-O,O or η2-N,O) in the two spin states, the computed 

stretching frequencies in 1g and 3g show important differences (see Table 3.4). The 

observed variations, however, agree in general with the geometrical differences; that is, 

the shorter the distance the larger the stretching frequencies. Both for the singlet and 

triplet states, these species lie much higher in energy than the corresponding 1e,3e 

structures. In the singlet state, the energy difference between 1e and 1g is 76.0 kcal/mol, 

whereas in the triplet state the 3e-3g energy difference is 57.3 kcal/mol. This is not 

surprising considering that the energy difference between O2NNO and OONNO isomers 

is 79.2 kcal/mol for the neutral and 51.1 kcal/mol for the anionic system. 

 

3.4.2.2 (N2O)(O2)CuZ, (N2O)CuZ and (O2)CuZ species 

As mentioned, (N2O)(O2)CuZ may be considered an intermediate of N2 and O2 

elimination. Therefore, we have analysed different structures of this species both in the 

singlet and triplet state. In order to understand the nature of the bonding we have also 

analysed the interaction of each ligand with the zeolite; that is, the (N2O)CuZ and 

(O2)CuZ complexes.  
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The ground state of N2O is a 1Σ+ state. Since CuZ presents also a singlet ground 

state, the lowest energy state of (N2O)CuZ specie is expected to be a singlet. Despite that, 

we have also studied the triplet state. Figure 3.8 shows the optimised structures of the 

three localised minima: two singlets (1h, 1i) and one triplet (3h). Table 3.5 presents the 

interaction energies, natural population analysis and N2O stretching frequencies of these 

species.  

 

 
3h 

  
1h 1i 

Figure 3.8 Optimised (N2O)CuZ singlet and triplet structures, distances in Å and angles 
in degrees 

 

Structures 1h and 1i correspond to the interaction of N2O through the N or 

through the O atoms, respectively. In both cases, population analysis shows that the 

bonding is mainly electrostatic. Thus, the geometry and stretching frequencies of the 

ligand in the complex differ only slightly from those of free N2O.67 The most important 
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variation corresponds to the N-O distance in the O-coordinated isomer (1i) which 

increases 0.016 Å and to the N-O stretching frequency that shows a red shift of 62 cm-1. 

However, whereas in the N-coordinated structure (1h) the ligand interacts linearly with 

the metal, in the O-coordinated one (1i) the ligand adopts an angular orientation, with a 

NOCu angle of about 1300. This can be understood considering that the metal cation 

seeks the most electron-rich region of the basic atom, which can be attributed to the lone 

pair of electrons. In the case of nitrogen, the lone pair lies on the intermolecular axis, 

whereas this is not the case for the oxygen atom. 

 

Table 3.5 Interaction energy (in kcal/mol), natural population analysis and N2O 
stretching frequencies (in cm-1) of (N2O)CuZ singlet and triplet species. 

  Charge Frequencies 

 ∆Eb Z Cu N2O N2 νNO νNN 

3h −20.4 −0.81 1.29 −0.49α 0.01  2462(50) 

1h −24.8 −0.90 0.97 −0.07  1339(329) 2391(298) 

1i −13.1 −0.90 0.91 −0.01  1264(64) 2350(474) 

N2O      1326(68) 2345(386) 
a Charge over O atom. 
b Relative energies with respect to N2O (1Σg

+) + CuZ asymptote. 

 

Experimental studies of N2O adsorbed to CuZSM-5 provide values of 2230-2240 

cm-1 for the N-N stretching, in good agreement with the results obtained in the present 

thesis (Table 3.5).9,16,18,22 

Results indicate that the most stable structure is the N-coordinated one (1h), the 

(ONN)-CuZ binding energy being 24.8 kcal/mol. Structure 1i lies 11.7 kcal/mol above 

1h. The preference for the N-coordination can be understood considering the larger 

polarizability of the nitrogen atom compared to that of the oxygen one, which results in a 

larger cation affinity. With respect to the triplet state, it can be observed in Figure 3.8 

that the optimised structure does not correspond to (N2O)CuZ but to a (N2)(O)CuZ 

species (3e), in which N2 is weakly interacting (1.7 kcal/mol) with (O)CuZ. The cleavage 

of the N-O bond is due to the fact that in the triplet state, one of the unpaired electrons 
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occupies a molecular orbital with and antibonding N-O character. This structure lies 4.5 

kcal/mol above the lowest energy singlet one 1h. 

Figure 3.9 shows the optimised (O2)CuZ structures and Table 3.6 presents the 

interaction energy, natural population analysis and vibrational frequencies of these same 

species. The optimisation of (O2)CuZ, both in the triplet (3j) and singlet states (1j), show 

that the preferred interaction of O2 to CuZ is side-on with the O2 lying in the plane 

formed by Cu and the two oxygen atoms of the zeolite coordinated to Cu. In both cases, 

the O-O distance in the complex is significantly larger than that of free O2.68 Moreover, 

natural population analysis indicates that there is an important charge transfer from CuZ 

to the ligand. Therefore, O2 acquires an important O2
− superoxid character and because of 

that the O-O distance and stretching frequency resemble more to those of O2
− than to 

those of neutral O2. This is especially significant in the singlet state (1j) in which more 

charge transfer from CuZ to O2 is observed and so, the O-O distance (1.342 Å) and O-O 

stretching frequency  (1128 cm-1) are very similar to those of free O2
− (1.358 Å and 1155 

cm-1). The higher charge transfer in the singlet state and the smaller Cu-O distance 

indicate that the O2(1Σu
+)-CuZ interaction is stronger. However, the lowest energy 

structure corresponds to the triplet 3j due to the high 3Σg
−  1Σu

+ transition energy (38.7 

kcal/mol). The O2-CuZ binding energy is 25.7 kcal/mol for 3j. The singlet structure (1j) 

lies 12.8 kcal/mol above.  

 

  
3j 1j 

Figure 3.9 Optimised (O2)CuZ structure in the triplet (3j) and singlet (1j) states. Distances in Å. 
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Table 3.6 Interaction energies (in kcal/mol), natural population analysis and vibrational 
frequencies (cm-1) of (O2)CuZ species. 

  Charge Spin Freq. 

Struc ∆Ea Z Cu O2 Z Cu O2 νOO 

3j −25.7 −0.81 1.24 −0.43 0.10 0.41 1.49 1234(126) 

1j −12.9 −0.71 1.30 −0.59    1128(176) 

O2(3Σg
-)        1618(0) 

O2
-(2Π)        1155(0) 

a Relative energies with respect to O2(3Σg
-) + CuZ 

 

Let us now consider the (N2O)(O2)CuZ species, with both ligands interacting with 

the zeolite. As for the precedent systems we have considered both the singlet and triplet 

states. Among all the structures explored, three triplet (3k-3m) and four singlet (1k-1n) 

structures have been localised on the respective potential energy surfaces (Figure 3.10). 

Table 3.7 presents the interaction energy of both ligands with respect to CuZ + N2O +O2 

ground state, natural population analysis and vibrational frequencies. Although most of 

the starting geometries had the two ligands in the same Cu-Z coordination plane, most of 

them evolved to geometries in which one of the ligands (mainly N2O) moved to the 

apical position. In contrast to what was found for (N2O)CuZ where N2O interacts with 

CuZ in the CuZ plane, in this case the preferred coordination of N2O to CuZ is through 

the O atom and not through N, as it was found in the (N2O)CuZ species. This is due to 

the fact that metal-N2O repulsion is larger at the apical position than in the CuZ 

coordination plane. However, given the large metal-ligand distance at this position the 

N2O-(O2)CuZ interaction energy is very small as well as the energy difference between 

the two possible coordinations (N or O). 

Regarding the O2 ligand, calculations show that, as for the (O2)CuZ, the preferred 

coordination is the side-on one, both in the triplet and singlet states. Population analysis 

shows that the nature of the O2-(N2O)CuZ bonding is very similar to that observed for 

(O2)CuZ, in the absence of N2O. This is not surprising considering that in 1k and 3k N2O 

is far from the O2CuZ plane and is very weakly bound and so it does not perturb the 

interaction of CuZ with O2. It is also worth noting that monodentate coordinations  (1l-
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1n, 3m) of O2 to the metal are less favourable than the bidentate ones (1k,3k). Such 

coordinations show a smaller charge transfer from the metal to O2, which leads to a 

weaker interaction energy. 

 

   
3k 3l 3m 

  
1k 1l 

  
1m 1n 

Figure 3.10 Optimised (N2O)(O2)CuZ singlet and triplet structures, distances in Å. 
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Table 3.7 Interaction energies (in kcal/mol), natural population analysis and vibrational frequencies 
(cm-1) of (N2O)(O2)CuZ species. 

  Charge Spin Frequencies 

Struct. ∆Ea Z Cu N2O O2 Z Cu N2O O2 νNN νNO νOO 

3k −27.7 −0.88 1.25 0.07 −0.44 0.10 0.42 0.00 1.48 2352(425) 1313(97) 1235(170) 

3l −26.0 −0.90 0.97 −0.07 0.00 0.00 0.01 0.00 1.99 2391(313) 1338(337) 1615(2) 

3m −22.2 −0.83 1.17 0.00 −0.34 0.07 0.37 0.01 1.55 2357(373) 1294(47) 1308(510) 

1k −15.7 −0.71 1.32 0.00 −0.61     2356(388) 1312(96) 1125(120) 

1l −1.0 −0.79 1.16 0.00 −0.37     2354(389) 1312(96) 1354(343) 

1m −0.6 −0.79 1.16 0.00 −0.37     2352(416) 1311(92) 1354(326) 

1n −0.5 −0.80 1.15 0.01 −0.36     2357(524) 1343(67) 1358(339) 

N2O          2345(386) 1326(67)  

O2            1618(0) 
a Relative energies with respect to N2O (1Σ+) + O2 (3Σg

−)+ CuZ asymptote. 

 

Structure 3l presents the N2O ligand in the zeolite plane while O2 is at the apical 

position and presents a long Cu-O2 distance. In this case, the O2-N2OCuZ interaction is 

very weak and the N2O-CuZ interaction is essentially equal to that described for structure 

1h ((ONN)CuZ).  

It can be observed in Table 3.7 that all triplet structures are more stable than the 

singlet ones, the lowest energy one (3k) corresponding to a square pyramidal five 

coordination around the metal with N2O at the apical position. As expected, due to the 

weak metal-N2O interaction, the energy difference between the lowest singlet (1k) and 

the lowest triplet (3k) structures (12.1 kcal/mol) is very similar to that found between the 

singlet and triplet states of (O2)CuZ (12.8 kcal/mol). 

Thermodynamic properties of all the species that might be involved in mechanism 

C with respect to the reactant 2NO + (O)CuZ asymptote are given in Table 3.8.  
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Table 3.8 Energies and thermodynamic parameters relative to the ground state (O)CuZ 
+ 2NO asymptote. 

Struct.   ∆Ea ∆U0K
a ∆H298K

a ∆S298K
b ∆G298K

a 

1a  ZCu(NO2)(NO)  −57.0 −52.8 −54.0 −78.7 −30.5 

1b ZCu(NO2)(NO)  −54.9 −50.5 −51.7 −76.9 −28.8 

1c ZCu(NO2)(NO)  −54.3 −50.3 −51.5 −73.1 −29.7 

1d ZCu(NO2)(NO)  −49.1 −45.2 −46.4 −75.9 −23.8 

1e ZCu(N2O3)  −46.8 −42.2 −43.4 −68.8 −22.9 

1f ZCu(N2O3)  −45.6 −41.1 −42.3 −64.3 −23.3 

1g ZCu(ONNOO)  +29.2 +32.7 +31.5 −74.9 +53.8 

1h ZCu(N2O) + O2  −49.5 −46.5 −47.1 −34.0 −37.0 

1i ZCu(N2O) + O2  −37.8 −35.6 −36.2 −36.3 −25.4 

1j ZCu(O2) + N2O  −37.5 − 34.4 − 35.0 − 44.6 −21.7 

1k ZCu(N2O)(O2)  −40.3 −36.1 −36.7 −66.5 −16.4 

1l ZCu(N2O)(O2)  −25.6 −21.0 −22.2 −59.4 −4.5 

1m ZCu(N2O)(O2)  −25.2 −20.7 −21.9 −59.5 −4.2 

1n ZCu(N2O)(O2)  −25.1 −20.5 −21.7 −56.6 −4.9 

3a ZCu(NO2)(NO)  −57.7 −53.7 −54.9 −64.7 −35.6 

3b ZCu(NO2)(NO)  −52.1 −48.1 −49.3 −72.7 −27.6 

3c ZCu(NO2)(NO)  −47.4 −43.4 −44.6 −70.9 −23.4 

3d ZCu(NO2)(NO)  −45.7 −42.2 −43.4 −59.7 −25.6 

3e ZCu(N2O3)  −50.8 −46.2 −47.4 −82.2 −22.9 

3g ZCu(ONNOO)  +6.5 +10.0 +8.8 −72.5 +30.4 

3h ZCuO(N2) + O2  −45.0 −43.3 −43.9 −21.8 −37.4 

3j ZCu(O2) + N2O  −50.3 −47.5 −48.1 −38.7 −36.6 

3k ZCu(N2O)(O2)  −52.3 −48.0 −49.1 −58.0 −31.9 

3l ZCu(N2O)(O2)  −50.6 − 46.1 −47.3 −50.1 −32.3 

3m ZCu(N2O)(O2)  −46.7 −43.1 −44.2 −69.9 −23.4 
a in kcal/mol 
b in cal/(mol·K) 
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First of all, it can be observed that the formation of (NO2)(NO)CuZ from CuZ and 

two NO molecules is a very exothermic process. However, most of the exothermicity 

arises from the formation of (NO2)CuZ from (O)CuZ + NO, since the addition of a 

second NO molecule to (NO2)CuZ to form (NO2)(NO)CuZ has a reaction enthalpy at 298 

K of only –0.5 kcal/mol for the singlet (1a) and –0.8 kcal/mol for the triplet (3a). 

(N2O3)CuZ structures (1e and 3e) lie 10.2 and 6.9 kcal/mol above 1a and 3a, 

respectively. Moreover, (N2O)CuZ + O2, (O2)CuZ + N2O and (N2O)(O2)CuZ are also 

more stable than reactants. Consequently, all the above reported structures, except those 

containing the high energetic ONNOO isomer, are energetically more stable than (O)CuZ 

(3A) + 2 NO (2Π). Although the entropic effect is destabilizing, at room temperature all 

the considered species, except 1g and 3g, are more stable than reactants, so that they 

might be formed during the decomposition process. However, their formation during the 

decomposition of NO can only be discussed after localising the transition state structures 

connecting them. In the following section the decomposition of (NO2)(NO)CuZ and 

(N2O3)CuZ is discussed. 

 

3.4.2.3 Transition state structures  

The exploration of the potential energy surface to localise a multi-step 

decomposition mechanism has led to one triplet and one singlet decomposition paths 

involving (ONNOO)CuZ species. Figure 3.11 presents the singlet and triplet transition 

state structures which connect (N2O3)CuZ with (ONNOO)CuZ species. 

These transition state structures (TS3e 3g and TS1e 1g) are geometrically 

closer to g structures, as expected for very endothermic processes. This can be observed 

in TS3e 3g by the long N-O distance of the original NO2 and also in the relative 

orientation of the ligand with respect the O-Cu-O plane. On the other hand, in TS1e 1g 

this is observed by the considerably short O-O and N-N distances especially compared to 

those of 1e. Energetically, both for the singlet and triplet states, the energy barrier for this 

e  g  isomerization reaction is very high: 74.5 kcal/mol for the triplet and 83.3 kcal/mol 

for the singlet state. On the other hand, at high temperatures these intermediates would be 

greatly destabilized due to the fact that their formation is not entropically favourable. For 

example, at  298 K the Gibbs  energy of  formation of 3e is -22.9 kcal/mol, whereas at 
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the reaction temperature of 773K this value is +10.1 kcal/mol. Thus, such (N2O3)CuZ or 

(NO2)(NO)CuZ species do not appear to be the key catalytic intermediates for NO 

decomposition. 

  
TS(3e 3g) TS(1e 1g) 

Figure 3.11 Transition state structures connecting (N2O3)CuZ with (ONNOO)CuZ species. 
Distances in Å 

 

Figure 3.12 presents the triplet transition state structure of the decomposition of 

3g. The transition state connecting (ONNOO)CuZ and (N2O)(O2)CuZ species has only 

been considered for the triplet state, given that our calculations indicate that the more 

favourable pathway occurs in the triplet potential energy surface. 

 

 
TS(3g 3k) 

Figure 3.12 Transition state structure of 3g decomposition. Distances in Å 
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Once the 3g structure is formed, calculations show that it can easily evolve to 

(N2O)(O2)CuZ species. TS(3g 3k) lies only 1.5 kcal/mol above (ONNOO)CuZ (3g). As 

mentioned, in 3k N2O is weakly bound and thus, at high temperatures (ONNOO)CuZ 

would evolve to (O2)CuZ + N2O. Figures 3.13 and 3.14 schematically represent the 

reaction energy profile for singlet and triplet potential energy surfaces. Formation of N2 

can be produced through the interaction of N2O with CuZ after desorption of O2 from 

(O2)CuZ. However, given that the spin multiplicity of (N2O)CuZ corresponds to a singlet 

state and that of (O)CuZ to a triplet state,  the unimolecular (N2O)CuZ  (O)CuZ + N2 

fragmentation involves the crossing of two potential energy surfaces. Alternatively, N2 

could be formed from the interaction of N2O with (O)CuZ sites, through a (NNOO)CuZ 

transition state, which previous theoretical calculations have shown to have an energy 

barrier of about 36 kcal/mol.40,41 In order to analyse the efficiency of the (N2O)CuZ  

N2 + (O)CuZ process compared to this one, the following section presents the spin 

forbidden N2O decomposition in Cu+ZSM5 
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OCuZ + 2NO

0.0 (0.0)
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Figure 3.13 Schematic representation of the potential energy surface associated with the NO 
decomposition in the triplet state. Relative energies ( ∆Gº298) in kcal/mol 
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Figure 3.14 Schematic representation of the potential energy surface associated with the NO 

decomposition in the singlet state. Relative energies ( ∆Gº298) in kcal/mol 

 

 

3.4.2.4 Spin forbidden N2O decomposition in CuZSM-5. 

As previously mentioned, N2O can coordinate to CuZ through two different 

isomers: η1-N and η1-O. However, nitrogen elimination can only be produced from the 

N2O-CuZ isomer. (N2O)CuZ has a singlet ground state, whereas the ground state of 

(O)CuZ is a triplet. So, nitrogen elimination from (N2O)CuZ is spin forbidden and has to 

take place through a crossing between singlet and triplet potential energy surfaces. The 

gas phase dissociation of N2O (1Σ+) into N2 (1Σg
+) and O (3P) is also spin forbidden. 

To accurately study a spin-forbidden reaction, which involves a crossing of states 

with different multiplicities, a multireference approach must be used. Unfortunately, 

these methods are too computational demanding to be applied in our zeolite model. For 

this reason, we have performed B3LYP and CASSCF optimisations of N2O and 

[Cu−ON2]+ systems to localise both reactant and product species. The crossing point of 

the spin forbidden dissociation has been computed using CASSCF level of theory and the 
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methodology implemented in GAUSSIAN package. In contrast, for (N2O)CuZ only 

B3LYP optimisations have been performed and the crossing point has been estimated. 

Figure 3.15 presents a schematic orbital correlation diagram for the dissociation 

of N2O into N2 and O. A minimum active space for locating the singlet-triplet crossing 

point should include 4 electrons in 3 orbitals (2π and 8σ for N2O). However, to get a 

consistent description of the reactant and the region of surface crossing is necessary to 

include the 3π orbitals. These active space is still not enough since in the region of 

surface crossing the 2π orbitals, which are mainly 2p(O), prefer to correlate with 3p(O) 

than with 1πg(N2). To prevent this, the 1π orbitals of N2O have to be included in the 

active space. For these reasons, we have considered an active space of 8 electrons in 7 

orbitals in the location of the crossing point. This active space includes the occupied 1π 

and 2π and the unoccupied 3π and 8σ of N2O.  

 

N N O

3σg (N2)

1πg (N2)

2p (O)

7σ

2π

8σ

3π

N2 + O

1πu (N2)1π

 

Figure 3.15 Schematic orbital correlation diagram for the  dissociation of N2O into N2 and O. 

 

For the ground state of [Cu-ON2]+ the interaction between Cu+ and N2O is mainly 

electrostatic, so that the orbitals of the N2O fragment do not significantly change due to 

complexation. For the reaction products the oxygen 2p orbitals correspond to the 

antibonding 9σ and 4π orbitals of CuO+. As a consequence, the orbital correlation 

diagram shown in Figure 3.15 may still be valid.  However, when small active spaces are 

chosen for CASSCF calculations, the Cu d orbitals  have a tendency to enter into the 

active space instead of some of the orbitals necessary to describe the singlet-triplet 

crossing. In spite of that, for the ground state of  Cu+-ON2 we have been able to optimise 
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the geometry with an active space of 6 electrons in 6 orbitals. These are the occupied  

3dz
2  and virtual  4dz

2  orbitals of Cu and the 2π and 3π orbitals of N2O.  

Figure 3.16 shows the structures of N2O, and [Cu-ON2]+. N2O is a linear molecule 

with a singlet ground state (1Σ+). The B3LYP geometry is closer to the experimental 

results than the CASSCF one.69 For the  [Cu-ON2]+ complex the N2O ligand remains 

linear  with a bent coordination to Cu+. The B3LYP results are similar to those reported 

by Delabie and Pierloot.70 

 

 
 

a b 
Figure 3.16 Geometries of N2O (a) and [Cu-ON2]+ (b) structures optimised at the B3LYP 

(CASSCF) level of theory. Bond lengths in Å angles in degrees. 
 
 

We have localised the singlet-triplet crossing point for the gas phase N2O 

dissociation at the CASSCF(8,7) level of calculation  and its  structure is presented in 

Figure 3.17a. The comparison with the ground state reactant (Figure. 3.16a) shows that 

the linear structure is conserved and that there is a remarkable lengthening of the O-N 

distance, whereas the N-N bond only slightly shortens. This result shows that the N-O 

distance is the most important geometry parameter for this process, in good agreement 

with the results previously reported.71,72 

 

 
 

a b 
Figure 3.17 Minimum energy singlet-triplet crossing points corresponding to the N-O 

dissociation of N2O (a) and Cu+-ON2 (b) obtained at the CASSCF level of calculation. Bond 
lengths in Å, angles in degrees 
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The location of the singlet-triplet crossing point for  [Cu-ON2]+ presents problems 

related to the selection of the active space. After several attempts, we have  been able to 

localise such a crossing point with a (6,6) active space that includes the orbitals 

necessary to describe the singlet-triplet crossing. The structure of this crossing point is 

presented in Figure 3.17b and the corresponding active orbitals are shown in Figure 3.18. 

ψ1 and ψ5 are, respectively, the out of plane π and π* of the N2 fragment;  ψ2, ψ3, and ψ4 

are mainly the O 2p orbitals that must be in the active space. Finally, ψ6 has contributions 

from oxygen 3s and 3p and from Cu 4s and 4p. For the singlet state the first three orbitals 

are doubly occupied and for the triplet state the monooccupied orbitals are ψ3 and ψ4. 

We can observe that the arrangement of the N2O ligand at the crossing point is 

nearly linear and that the N-O and N-N distances are similar to the ones corresponding to 

the N2O crossing point (Figure 3.17a). The value of the Cu-O bond length slightly 

increases, whereas there is an important decreasing of the Cu-O-N bond angle with 

respect to the ground state minimum shown in Figure 3.16b. 

 

 

Figure 3.18 Active orbitals in the CASSCF(6,6) singlet-triplet crossing point of Cu+-ON2 

 

The nature of the active orbitals is different from that corresponding to the ground 

state [Cu-ON2]+. For this reason, the energy difference between the crossing point and 

[Cu-ON2]+ cannot be calculated at the CASSCF(6,6) level of calculation. We have 

enlarged the active space up to CASSCF(20,14) to include the 3d orbitals of Cu and the 

3σg  and the in plane π and  π* orbitals of the N2 fragment.  With this active space we 
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have computed the energy difference between the [Cu-ON2]+ ground state minimum and 

the singlet-triplet crossing point.  

Table 3.9 presents the energy values of the crossing point relative to the ground 

state reactant computed for  N2O and [Cu-ON2]+. In addition to the CASSCF results, we 

have calculated this energy difference at the B3LYP and CCSD(T)73 levels of 

calculation.  

For N2O the CASSCF(8,7) energy is more than 10 kcal mol-1 lower than the 

CCSD(T) result. When the active space is enlarged to include the 7σ orbital of N2O in a 

single point CASSCF(10,8) calculation, the energy notably increases. This result is due 

to the 7σ/8σ correlation in the ground state of N2O. The inclusion of more dynamic 

correlation would approach the result to the CCSD(T) one. On the other hand, the 

B3LYP calculations overestimate the energy of the crossing point with respect to the 

CCSD(T) result. Values reported in the literature based on extensive MRCI calculations, 

in the 58-60 kcal mol-1 range, are very similar to our B3LYP result.71,72 

 

Table 3.9. Energya necessary to reach the 
singlet-triplet crossing points located at the 
CASSCF level of calculation 

 N2Ob [Cu-ON2]+c 

CASSCF 43.4(49.3)d (53.6)e 

CCSD(T) 53.4 46.1 

B3LYP 59.8   46.0 
a in kcal mol-1 
b Geometries obtained at the CASSCF(8,7) level of 
calculation 
c Geometries obtained at the CASSCF(6,6) level of 
calculation 

d CASSCF(10,8) energy 

e CASSCF (20,14) energy 

 

For [Cu-ON2]+ B3LYP and CCSD(T) lead to almost the same result, whereas the 

CASSCF energy is more than 7 kcal mol-1 larger. Thus, considering that CASSCF 

calculations do not introduce enough dynamical correlation, it is observed that the 



3. NO decomposition by CuZSM-5 68 

coordination of N2O to Cu+ produce a decrease of the energy necessary to reach the 

singlet-triplet crossing point.  

For (N2O)CuZ the size of the system precludes the location of the crossing point. 

Based on the observation that for the other two systems the main geometry parameter for 

such a process is the N-O distance, we have calculated the energies of the singlet and 

triplet states at different values of the N-O distance allowing the relaxation of the 

remaining geometry parameters. To verify that this approach leads to a reasonable 

approximation to the real crossing point, we have done the same kind of calculation for 

N2O and  [Cu-ON2]+. The results obtained are summarized in Table 3.10.  

 

Table 3.10. N-O distancesa and energiesb of 
the estimated singlet-triplet crossing points 
computed at the B3LYP level of calculation 

 N-O ∆E(S/T) 

N2O 1.72 64 

[Cu-ON2]+ 1.75 46 

(N2O)CuZ 1.58 26 
a in Å 
b in kcal mol-1 

 

For N2O the two energy profiles cross at a N-O distance slightly longer than the 

value corresponding to the real crossing point and the energy is about 5 kcal mol-1 higher.  

For [Cu-ON2]+ a similar behaviour is observed for the N-O distance, but the energy 

difference is the same as the one computed for the real  crossing point. The N-O distance 

is shorter and the energy is lower than the results reported by Delabie and Pierloot.70 

These differences are understandable if one takes into account that in Delabie and 

Pierloot’s study only the geometry of the singlet was allowed to relax and that the energy 

of the triplet was calculated from single point calculations. From the results obtained for 

N2O and [Cu-ON2]+ we can conclude that the estimation of the crossing points from 

constrained optimisations on the singlet and triplet potential energy surfaces provides 

reasonable results. 
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Table 3.10 shows that for (N2O)CuZ the crossing between the singlet and triplet 

profiles appears earlier, at a N-O distance of 1.58 Å, and that the energy necessary to 

reach the crossing is notably smaller. Our results can be compared to those reported by 

Sengupta et al. (N-O= 1.89 Å and ∆E(S/T) = 23 kcal mol-1).32 We can observe that there 

is quite good agreement in the energy necessary to reach the crossing point, but that in 

our results the crossing point is closer to the ground state reactants.  It should be noted 

that Sengupta et al. have used a small Al(OH)4 cluster to model the zeolite and that their 

energies have been calculated at a lower level of calculation.  

The results summarized in Table 3.10 show that complexation by Cu+ or CuZ 

facilitates the intersystem crossing associated to the N-O dissociation by decreasing the 

energy necessary to reach the singlet-triplet crossing point. Figure 3.19 schematically 

presents the energetics associated to the N-O dissociation of N2O in the gas phase and in 

the presence of Cu+ and CuZ. The gas phase process is clearly endothermic. 

Complexation by Cu+ or CuZ decreases the reaction energy for the N-O dissociation and 

for CuZ the process becomes exothermic.  

 

N2O

O + N2

43.1

OCuZ + N2

CuO+ + N2

N2O-CuZ

[Cu-ON2]+

13.1

5.5

61.7

24.9 33.7

34.3

21.9

12.3

13

 

Figure 3.19 Schematic energy diagram for the N-O bond dissociation of N2O in the gas phase 
and catalysed by Cu+ and CuZ. Energies in kcal/mol 

  

The comparison between the reaction energies shown in Figure 3.19 and the 

energies necessary to reach the singlet-triplet crossing point (Table 3.10) shows that there 

is a  correlation between both magnitudes. The main factor in the diminution of the 
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reaction energy is the strength of the Cu-O bond in the reaction product. CuZ is a 

stronger catalyst than Cu+, since the Cu-O bond has an important ionic O-Cu2+Z− 

contribution. On the other hand, the Cu-O bond of CuO+ is weaker and has mainly a 

Cu+O character. The natural population analysis shows that the charge on the oxygen 

atom is –0.50 for (O)CuZ and –0.14 for CuO+.  

These results clearly demonstrate the high catalytic activity of CuZ for the N2O 

decomposition process. That is, as a consequence of the strength of the Cu-O bond in 

(O)CuZ, the singlet-triplet crossing point of (N2O)CuZ lies only about 13 kcal mol-1 

above the CuZ + N2O asymptote, whereas for the gas phase process this energy is almost 

60 kcal mol-1. The energy to reach the crossing point is considerably smaller than the 

previously computed energy barrier for OCuZ + N2O (36 kcal/mol). Thus, formation of 

N2 would more probably occur through the interaction of N2O with CuZ 

 

3.5 Concluding remarks 

The electronic structure of (NO2)(NO)CuZ and (N2O3)CuZ, which have been 

postulated as intermediate species in the NO decomposition, have been studied using a 

T3 cluster and B3LYP level of theory. Several singlet and triplet state structures have 

been located as minima of the potential energy surface. All structures are more stable (~ 

55 kcal/mol) than the (O)CuZ + 2 NO asymptote and their relative energies are within a 

range of 12 kcal mol-1. 

The most stable (NO2)(NO)CuZ structure (3a) is a triplet state in which Cu has a 

square pyramidal five-coordination with NO in the apical position, the bonding 

interaction between (NO2)CuZ and NO being mainly electrostatic. This structure is the 

only one that maintains a bidentate η2-O,O coordination for NO2. The lowest singlet 

(NO2)(NO)CuZ structure (1a) lies only 0.7 kcal/mol above 3a. Its geometry and bonding 

interaction differs substantially from 3a, since in 1a the coordination around Cu is square 

planar and the NO-(NO2)CuZ interaction has a significant covalent contribution. 

(N2O3)CuZ structures are generally slightly less stable than (NO2)(NO)CuZ ones. The 

(N2O3)-CuZ interaction also differs depending on the spin multiplicity, (N2O3)CuZ triplet 



3. NO decomposition by CuZSM-5 71 

structure (3e) presents an important (N2O3)−-CuZ+ ionic behaviour, while the interaction 

in the singlet structures (1e, 1f) is mainly electrostatic. 

Consequently, our calculations seem to indicate that at low temperatures and in 

the presence of an excess of nitric oxide, (NO2)(NO)CuZ or N2O3CuZ would be 

produced. However, energy barriers corresponding to their decomposition are very high. 

Therefore, (NO2)(NO)CuZ or (N2O3)CuZ species cannot be considered as key 

intermediates of the NO decomposition. At high temperatures, the interaction of 2 NO 

molecules with (O)CuZ could evolve to (O2)CuZ + N2O through a (ONNOO)CuZ like 

transition state, which lies 23.7 kcal/mol above the (O)CuZ + 2NO asymptote. The 

obtained results agree well with the experimental studies, which detect (NO2)(NO)CuZ 

and (N2O3)CuZ complexes at low temperatures, whereas significant amounts of N2 and 

O2 only appear at high temperatures.4,6,18,19,22  

Other authors have proposed that the reaction mechanism of NO decomposition 

takes place through mechanism B (see page 36).34,40,41 The rate determinant step of this 

process, (O)CuZ + N2O  CuZ + O2 + N2, is reported to present an energy barrier of 

about 36 kcal/mol. This energy barrier is significantly larger than the relative energy 

(23.7 kcal/mol) of TS(3e 3g) with respect the (O)CuZ +2NO reactants. Therefore, at 

high temperatures, at which species (NO2)(NO)CuZ or (N2O3)CuZ will not be formed 

and in a rich NO atmosphere, the interaction of two NO molecules with (O)CuZ to lead 

to (O2)CuZ appears to be a more favourable process than the one previously reported for 

the (O)CuZ + N2O reaction. It should be mentioned, however, that at high temperatures 

and due to entropic effects, both pathways will probably compete, the dynamical aspects 

being responsible of the resulting process. 

The formation of N2 can be reached from N2O. From N2O two different paths 

have been suggested for the decomposition to N2. On one hand, the interaction of N2O 

with (O)CuZ through the oxygen would evolve to (O2)CuZ + N2 through a [NNOO-

CuZ]‡ transition state. As mentioned above this reaction presents and energy barrier of 

about 36 kcal/mol. On the other hand, (N2O)CuZ species could dissociate in N2 + 

(O)CuZ. This dissociation is spin forbidden and presents the crossing point connecting 

(N2O)CuZ and N2 + (O)CuZ at 26 kcal/mol above the (N2O)CuZ intermediate. 
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The study of the global problem, considering all variables, is so vast that it is not 

feasible in a thesis project. In particular, the present study does not consider several 

aspects such as other possible catalytic species, the role of the channel, the effect of 

temperature, etc. However, we expect that the analysis of the electronic structures of 

many possible intermediates, the computation of their vibrational frequencies, as well as 

the description of a possible decomposition path may help in the understanding of the 

NO decomposition by CuZSM-5.  
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