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4.1 Introduction 

Metal exchanged zeolites have been suggested as promising candidates for H2 

storage,1,2 the reversible molecular hydrogen storage being critical for large-scale 

applications of hydrogen as fuel. The shape of the channels, the high surface area, as well 

as the interaction between H2 and the metal cation coordinated to the zeolite framework 

are determinant factors to control these properties.  

 From an experimental point of view several efforts have been done to analyse the 

potentiality of zeolites for H2 storage. It has been shown that microporous materials, such 

as zeolites, display appreciable adsorption capabilities.2 On the other hand, H2 adsorption 

in metal exchanged zeolites has been studied from IR experiments.3,4 In particular, Otero-

Areán et al. have studied the H2 adsorption at low temperatures on Li+ exchanged ZSM-

5. They have observed that the H-H stretching band appears at 4092 cm-1 and the 

adsorption energy is evaluated to be –1.5 kcal/mol.3 In addition, Spoto et al. have studied 

the H2 adsorption on Cu exchanged zeolites.4 They have observed that, even at room 

temperatures, the H-H stretching band on H2-CuZSM-5 appears at 3079 cm-1, which is 

associated with a really large red shift of 1081 cm-1 and a reasonably strong interaction.  

From a theoretical point of view the nature of the interaction in several M-H2
+ 

systems has been analysed.5-10 These studies have shown that the inclusion of electron 

correlation is essential to describe the interaction of H2 with transition metal cations. 

Moreover, DFT methods have been shown to be a good chance for studying these 

systems. In particular, Bowers et al.6 used DFT on the Cu+-H2 system and their obtained 

results were in excellent agreement with those reported by Bauschlischer et al.7 using 

CCSD(T) with very large basis sets. Several factors have been determined to be essential 

in the metal-H2 interaction:6,11 the cost of sd and dp hybridisation, the metal-ligand 

repulsion, the extent of electron donation and back-donation and finally the charge-

induced dipole and charge-quadrupole electrostatic interactions. Thus, the M-H2
+ binding 

energy is highly sensitive to the electronic structure of the metal cation. 

In zeolites, metal cations act as charge balancing ions of the negatively charged 

framework by coordinating to the lattice oxygen atoms so that, their electronic properties 

can experience changes that ultimately could affect their interactions with adsorbed 

molecules such as H2.12 These changes vary depending on the coordination environment 
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of the metal. Therefore, the metal ability to bind H2 can strongly depend on the metal 

cation site. In order to analyse the potentiality of a particular zeolite as a H2 storage 

material it is important to know the coordination, accessibility and binding properties of 

the metal cation at the different positions where it can be located. For that, periodic 

calculations need to be performed. 

To our knowledge, till now no study referring to the H2 adsorption on metal 

exchanged zeolites from a theoretical point of view has been reported. Only a few articles 

discussing the possible location of Cu+ cations in several zeolites can be considered as 

related literature.13-17 It should be mentioned that most of the theoretical studies 

performed up to now on metal exchanged zeolites have used the cluster approach. Only 

Sauer et al.13,14 and Limtrakul et al.15 have introduced periodic conditions to Cu 

exchanged zeolites using embedded cluster approaches with different QM/MM schemes. 

Thus, the present work reports for the first time a fully periodic ab initio simulation on 

transition metal exchanged zeolite.  

Periodic calculations have been performed during two stays in the University of 

Torino under the supervision of Prof. Piero Ugliengo. 

 

4.2 Goal 

The aim of the present chapter is to analyse the possible coordination sites of Cu+ 

cations on Chabazite and the subsequent adsorption of one H2 molecule per copper cation 

using a fully periodic ab initio simulation. We have chosen Chabazite because it has a 

small unit cell, which allows performing fully ab initio periodic calculations. Cu+ has 

been considered as a metal compensating ion, because gas phase calculations on Cu+-H2 

have shown that the binding energy is significantly larger (15.4 kcal/mol)6 than for other 

cations such as Li+ (1.45 kcal/mol)6 or Na+ (2.45 kcal/mol).6 Moreover, the analysis of 

the metal-H2 interaction is accomplished by modellizing the zeolite with a cluster. The 

comparison between the cluster and periodic results allows the evaluation of the zeolite 

long-range effects 
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4.3 Computational details 

Periodic ab initio simulations using localized basis sets based on Gaussian 

expansion of crystalline orbitals are performed on Chabazite with a Si/Al ratio of 11. 

That is, one of the 12 silicons of the unit cell18 has been substituted by aluminium. One 

Cu+ is added per unit cell to neutralise the negative charge produced by aluminium 

substitution (CuCHA). Unit cell parameters are fixed to those previously optimised for 

all silicon Chabazite,19 while the fractional coordinates of the atoms inside the unit cell 

are optimised for each structure. Moreover, frequencies are computed numerically 

considering only the Cu-H2 fragment.  

For comparison and in order to get a better understanding of Cu-H2 interaction, 

we have also considered the interaction of H2 with naked Cu+ and with Cu+ coordinated 

to T3 (CuZ). 

 Both HF20,21 and B3LYP22,23 have been used as levels of theory. The employed 

basis set has been adapted to the use in periodic calculations. For Cu a modified TVZ(P) 

optimised by Alhrichs and co-workers has been adopted.24 The modification consists on 

removing the most diffuse s function and fixing the exponent of the second most diffuse 

function s function to 0.15. For H the 6-31G(d,p) basis set has been considered,25 while 

for Si, Al and O we have used the same basis set as in previous periodic studies of 

Chabazite.19 This basis set will be denoted hereafter BS1. In addition, BS2, is a triple-ζ 

plus polarization quality basis for Cu and O, and double-ζ plus polarisation quality basis 

for Al, Si and H. We have used the Ahlrichs’s TVZ(P)24 for Cu, VTZ(P)26 for O and 

DZ(P)26 for Al and Si while for H the Pople’s 6-31G(d,p) has been used25). Basis set 

superposition error (BSSE) has been estimated using counterpoise method.27 

Periodic calculations have been performed with CRYSTAL28 package and non-

periodic calculations with both GAUSSIAN9829 and CRYSTAL packages. 

An analysis of the adsorption energy has been performed using the partition 

scheme implemented in the ADF program.30,31 As hybrid functionals are not available in 

ADF, the analysis has been made using the BLYP23,32 functional at the geometries 

obtained with B3LYP. A triple-ζ plus polarization basis set has been used.  
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4.4 Results and discussion 

Figure 4.1 presents the three possible sittings of Cu+ cations in Chabazite using 

the nomenclature of Calligaris et al.33 These are site I (in the 6-membered ring), site III 

(between two 6-membered ring) and site IV (in the 8-membered ring which connects two 

supercages). All three possible sittings have been considered. However, only two of them 

have been found to be stable for Cu+ cations. Geometry optimization starting from Cu+ 

sitting at site III evolved to Cu+ located at site I indicating that Cu+ is too big to be 

located between the 6-membered rings. 

 

 

Figure 4.1 Possible sitting of Cu+ cations in Chabazite as defined by Calligaris et al.33 

 

Figure 4.2 presents the optimised geometries of CuCHA for sites I and IV and 

their relative stabilities. At all considered levels of theory site I is the most stable 

location. At this site Cu+ coordinates to three oxygens of the 6-membered ring, those that 

originally were oriented to the inner part of the ring. All three Cu-O distances are 

different, the shorter one being that related with an oxygen bonded to aluminium. HF 

level leads to considerably longer Cu-O distances than B3LYP.  

On the other hand, the coordination of Cu+ at site IV takes place only through two 

oxygens bonded to aluminium. Cu-O distances are not equal, the shorter one being the 
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most distant to the 6-membered ring. As observed for site I, HF leads to longer distances 

than B3LYP. Site IV is only 0.8 kcal/mol less stable than site I at the HF level. However, 

with B3LYP this site is considerably less stable (7.9 kcal/mol). The lower stability of site 

IV is due to the fact that it is less saturated. The larger energy difference observed at the 

B3LYP level could be explained considering that Cu-O distances are shorter and CuCHA 

interactions stronger at this level and, thus, the loss of the third coordination is more 

relevant. 

 

 

 
Site I Site IV 

0.0 (0.0) 7.9 (0.8) 
Figure 4.2 B3LYP (HF) optimised structures and stabilities of CuCHA. Distances in Å 

 

The present results agree with the experiments done by Dĕdeček et al.34 which 

showed that Cu+ cations are located only at sites IV and I. However, some discrepancies 

should be pointed out: their results indicate that at low Cu+ loadings only site IV was 

populated while according to our results site I is more stable. The observed differences 

might be attributed to some factors not considered here such as diffusion.  

Adsorption of H2 in copper exchanged Chabazite can take place at the above 

reported positions. Figure 4.3 shows the optimised geometries of H2-CuCHA at both sites 

and Table 4.1 presents the H2 adsorption energy, H-H stretching red shift and Mulliken 

population analysis. At the HF level, adsorption of H2 at the most stable site I is not 
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favourable and the optimisation spontaneously evolved to dissociation. On the other 

hand, the adsorption energy of H2 at the less saturated site IV is −1.0 kcal/mol.  

At the B3LYP level, molecular hydrogen absorbs at both Cu+ sites. The strongest 

adsorption is observed at the less saturated site IV. At this position the coordination of H2 

takes place through a side-on structure in the O-Cu-O plane. Cu-H distances are 1.65 Å, 

notably shorter than those obtained at the HF level. The H-H bond length increases from 

0.742 up to 0.802 Å and the red shift is 957 cm-1. The computed H2 adsorption energy at 

this site is -13.4 kcal/mol. 

   

 

 
Site I Site IV 

Figure 4.3 B3LYP (HF) optimised structures of H2-CuCHA. Distances in Å 

 

 

Table 4.1 H2 adsorption energies, H-H stretching red shift and 
Mulliken population analysis for B3LYP periodic calculation 
approach in all stable sittings of Cu+ cations 

   Mulliken Charges 

Site Eads
a ∆νb Cu H2 

Site I −4.4 (−3.1) 847 0.41 0.13 

Site IV −16.0 (−13.4) 957 (964) 0.40 0.14 
a In kcal/mol. In parenthesis counterpoise corrected value 
b In cm-1. Values in parenthesis include anharmonic correction 
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If the anharmonic correction is included the red shift increases up to 964 cm-1. 

This anharmonicity is computed evaluating the energy of the systems at different H-H 

distances, obtained by a symmetric shortening or elongation around the H-H distance of 

the minimum (from 0.402 to 1.402 Å). The obtained values are fitted to a sixth degree 

polynomial function, which is used to solve the one-dimensional  nuclear Schrödinger 

equation to obtain the first three vibrational states, from which the anharmonic correction 

can be obtained. The nuclear Schrödinger equation has been solved using the program 

ANHARM.35 

The coordination at site I is much less favourable (adsorption energy -3.1 

kcal/mol). Optimised geometry of H2-CuCHA at this site shows that Cu-H distances are 

longer than those obtained for site IV and the elongation of H-H bond is smaller, in 

agreement with the smaller interaction energy. Moreover, in order to interact with H2, 

Cu+ moves out of the plane of the six membered ring, loses the interaction with the most 

distant oxygen and decreases the interaction with the other two oxygens. This great 

geometry reorganisation can be understood if one considers that the preferred 

coordination of H2 takes place in the same plane defined by Cu+ and zeolite oxygens. 

Thus, as Cu+ cation in the 6-membered ring interacts with three oxygens in the same 

plane (see Figure 4.2), there is no space left for the adsorption of H2 and an important 

reorganisation is needed. As expected, the computed red shift of H2 adsorbed at site I 

(847 cm-1) is smaller than that obtained for site IV. However, considering the much 

weaker H2-CuCHA interaction at this site the red shift is still significant. 

IR experimental data for the adsorption of H2 on CuZSM-5 and CuY are 

available.4 For CuZSM-5 at low temperatures a weak band at 3079 cm-1 is observed, 

which is attributed to molecular hydrogen interacting with Cu+. The effect of increasing 

the temperature decreases the band height, but it is still clearly observed at 300 K, 

indicating that the adsorption must be quite strong. The experimental red shift is 1081 

cm-1. However, this band is not observed when H2 is adsorbed on CuY. This different 

behaviour can be understood considering the sitting sites of Cu+ in the two zeolites. Both 

experimental and theoretical studies agree that CuZSM-5 zeolite presents two different 

Cu+ sites,13,14,36-38 one highly coordinated and another only coordinated to two oxygens. 

These sites present similar environments to those found for our Chabazite model (sites I 

and IV). The computed H-H red shift of H2 interacting with the most active Cu+, site IV, 
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(964 cm-1) is quite similar to that measured experimentally (1081 cm-1). Thus, this 

agreement indicates that Cu+ ions coordinated to two oxygens in CuZSM-5 are the ones 

responsible for the H2 absorption observed at room temperature, whereas, high saturated 

Cu+ cations would remain mainly inactive, as the adsorption energy is weak and also 

entropic effects would destabilise this adsorption. In contrast, CuY zeolite only presents 

highly coordinated Cu+ cations in the 6-membered ring36,39,40 and so, according to our 

calculations for site I, the H2 adsorption would not be so favourable, so that the absence 

of the H-H band can be explained.  

The above-mentioned results clearly indicate that the agreement with experiments 

is much better for B3LYP than for HF results, which points out the importance of 

electron correlation for treating these systems. The same conclusion had been obtained 

for Cu-H2
+ and other Cu+-L systems.6,7 Consequently, these results illustrate the great 

importance of one of the latest improvements of CRYSTAL code: the inclusion of DFT 

methods. 

In order to get a better understanding of the Cu+-H2 interaction and to analyse the 

effect of increasing the basis set we have studied the coordination of H2 to Cu+ and to the 

CuZ (T3) cluster at the B3LYP level of calculation. It must be pointed out that with the 

tritetrahedral [H3SiOAl(OH)2OSiH3] cluster, Cu+ ions can only coordinate to two 

oxygens, so that only site IV can be modelled. Figure 4.4 presents the optimised 

structures of Cu+−H2, CuZ and (H2)CuZ. The results obtained for these systems and for 

H2-CuCHA are presented in Table 4.2. Figure 4.5 presents the CuZ orbitals involved in 

the interaction with H2. 3dσ and 4s can interact with the σg orbital of H2 and 3dπ orbital 

corresponds to the 3d Cu orbital which can interact with the σu orbital of H2. 

For Cu+-H2 and (H2)CuZ the results obtained with BS1 and BS2 basis sets are 

very similar. Moreover, the inclusion of zero-point corrections leads to a D0 bond 

dissociation energy of 14.3 kcal/mol for Cu+-H2, in excellent agreement with previous 

theoretical results (D0= 16.6 6 or 13.87 kcal/mol) and also with the experimental value 

(D0= 15.4 kcal/mol).6 Consequently, it is expected that periodic results obtained with 

BS1 would be accurate enough. 
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Figure 4.4 B3LYP/BS2 (B3LYP/BS1) optimised structures for Cu+-H2 and (H2)CuZ systems 

 

Table 4.2 H2 adsorption energya, H-H stretching red-shift (cm-1) and population analysis obtained at 
B3LYP level in Cu+-H2, (H2)CuZ cluster and periodic H2-CuCHA 

    Population analysisb 

    Charge Occupation 

System Basis Eads
a ∆ν Cu H2 4s 3dσ 3dπ 3dtot 

Cu-H2
+ BS1 −16.8(−16.4) 629 0.97/0.73 0.03/0.27 0.06 2.00 2.00 10.00 

 BS1(C)c −16.7        

 BS2 −16.5(−16.0) 624 0.96/0.75 0.04/0.25 0.08 1.98 1.97 9.95 

(H2)CuZ BS1 −17.5(−16.4) 1207 0.86/0.41 -0.05/0.10 0.23 1.96 1.88 9.84 

 BS1(C)c −17.8        

 BS2 −17.6(−16.2) 1129 0.90/0.39 -0.02/0.14 0.25 1.95 1.89 9.84 

H2-CuCHA BS1 −16.0(−13.4) 957 0.40 0.14     
a In kcal/mol. In parenthesis adsorption energy after counterpoise correction  
b Natural population analysis, in italic Mulliken population analysis 
c Calculation performed using CRYSTAL package. 
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3dσ 3dπ 4s 

Figure 4.5 Orbitals of CuZ fragment involved in the interaction with H2 

 

Results obtained for (H2)CuZ and H2-CuCHA are quite similar (see Figures 4.3 

and 4.4), the most significant difference being the H-H distance. Moreover, comparing 

Cu+-H2 with H2-CuCHA or (H2)CuZ is clearly observed that the inclusion of the zeolite 

produces an important increase of the H-H distance as well as a shortening of the Cu-H 

distances. These differences suggest that the Cu+-H2 interaction in the zeolite should be 

stronger than in gas phase. However, the H2 adsorption energy for both systems is very 

similar.  

To get a deeper insight, the H2 adsorption energies to Cu+ and the CuZ cluster 

have been decomposed using the Extended Transition State41,42 implemented in the ADF 

program. As hybrid functionals are not available in ADF, the analysis has been made 

using the BLYP functional at the geometries obtained with B3LYP. A triple-ζ plus 

polarization basis set has been used. The energy has been decomposed in the following 

terms: 

Eads=Eprep+EPauli+Eelstat+Eorb 

Eprep is the preparation energy associated to the geometry distortion of H2 and 

CuZ in the formation of (H2)CuZ. EPauli is associated to closed shell repulsions between 

fragments. Eelstat is the electrostatic interaction energy arising from the interaction 

between both fragments, each fragment having the electron density that it would have in 

the absence of the other fragment. Eorb is the orbital interaction term that arises when the 

electron densities of both fragments are allowed to relax and accounts for charge transfer 
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and polarization. By selectively deleting fragment virtual orbitals, we have decomposed 

this term into three contributions: 

Eorb=Edon+Eback+Epol 

Edon is the energy stabilization obtained when only the first virtual orbital of the 

metal fragment is included and comes from the electron donation from the occupied σg 

orbital of H2 to 4s of Cu+. Eback is associated to the back-donation from the occupied 3dπ 

orbital of Cu+ to σu of H2. Finally, Epol is the additional stabilization gained when all 

virtual orbitals are included and can be associated to the polarization of both fragments. 

The results are summarized in Table 4.3. We have also considered two additional 

clusters generated from the results of the periodic calculations and representing sites IV 

(CuZSiteIV) and I (CuZSiteI) of CuCHA. CuZSiteIV is equivalent to CuZ but with a different 

geometry, while cluster CuZSiteI contains Cu+ in a six-membered ring  [AlSi5O8H12]. 

Figure 4.6 presents these clusters. 

 

Table 4.3 Analysisa of the adsorption energy, using BLYP level of theory 

 Cu+-H2- (H2)CuZ (H2)CuZsiteIV (H2)CuZsiteI 

prep  +2.9 +4.5 +5.8 +7.8 

Pauli  +35.9 +64.9 +56.7 +58.2 

elstat  −30.0 −51.6 −45.8 −44.3 

orb  −27.1 −35.3 −31.8 −29.1 

 don −9.4 −8.6 −8.2 −9.2 

 back −0.8 −4.8 −3.9 −3.7 

 pol −16.9 −21.9 −19.7 −16.2 

Eads  -18.3 -17.5 -15.1 -7.4 
a See text for definitions. In kcal/mol 

 

The adsorption energies for Cu+ and CuZ are similar to the values obtained at the 

B3LYP level of calculation (see Table 4.2). Moreover, the values obtained for the 

CuZSiteIV and CuZSiteI clusters follow the same trends computed from the periodic 

calculations for adsorptions on sites IV and I, respectively (see Table 4.1). 
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(H2)CuZ (H2)CuZsiteIV (H2)CuZsiteI 

Figure 4.6 Clusters considered in the decomposition of the adsorption energy 

 

Let us compare the results obtained for Cu+ and CuZ. The adsorption energies are 

very similar. However, the contribution of each term differs from one case to another. 

The preparation energy is larger for CuZ since it involves a distortion of the CuZ cluster 

and the H-H bond is more elongated than for Cu+-H2. The Pauli repulsion is also larger 

for CuZ, since the Cu-H distances are notably shorter (see Figure 4.4). This repulsion is 

partly compensated by the electrostatic term that is more stabilizing for CuZ. However, 

the sum of Pauli and electrostatic contributions is still repulsive. So, electrostatics is not 

enough to understand the adsorption process.   

In both cases the orbital interaction term is stabilizing enough to make adsorption 

energetically favourable. The magnitude of this term can also be related to the Cu-H2 

distance, so that the stabilization is larger for CuZ than for Cu+. In both cases polarization 

accounts for about 62 % of the stabilization. However, there are significant differences in 

the relative weight of the donation and back-donation contributions. For Cu+-H2 back-

donation is only 8.5% of the donation term, whereas for (H2)CuZ this contribution 

increases up to 56%. These differences are due to the effect of the zeolite cluster, which 

polarizes the 3dπ orbital of Cu+ (see Figure 4.5), through mixing with one of the 4p 

orbitals of Cu. This polarization reduces the repulsion between Cu+ and the zeolite 

framework, and at the same time favours the charge transfer from Cu+ to σu of H2. 

Consequently, the H-H bond length and the red-shift increase. The increase of back-

donation is also observed when one analyses the Cu+ populations (Table 4.2). Comparing 
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Cu+-H2 with (H2)CuZ it is clearly observed that the population of the 3dπ orbital 

decreases considerably for (H2)CuZ. 

The results obtained for CuZSiteIV are roughly similar to those of CuZ, the main 

differences being due to the variation on the Cu-H distances (see Figures 4.3 and 4.4). 

Moreover, the preparation energy of the CuZSiteIV cluster is larger than that of the CuZ 

cluster.  

Comparing CuZSiteIV and CuZSiteI clusters, we can observe that for the latter the 

preparation energy is larger, even if the hydrogen molecule is notably less distorted. As 

we have already shown, H2 adsorption at site I Cu+ requires a large geometry 

reorganization. The sum of Pauli and electrostatic energies is more repulsive for CuZSiteI 

than for CuZSiteIV. This difference is not related to the Cu-H distances, but to the fact that 

the environments of H2 in these two clusters are notably different. In particular, for 

CuZSiteI the adsorbed hydrogen molecule is relatively close to 6 oxygens (O-H distances 

between 3 and 4.1 Å), whereas for CuZSiteIV there are only two oxygens at O-H distances 

lower than 5.3 Å. Finally, the orbital interaction term is also less stabilizing for CuZSiteI 

than for CuZSiteIV. All these contributions lead to a less favourable adsorption at CuZSiteI. 

However, as the back-donation in CuZSiteIV and Cu ZSiteI are very similar the H-H 

elongation is similar and also the red shift. Again this demonstrates that the back-

donation is the main responsible for the H-H elongation. 

Comparing  (H2)CuZSiteIV with CuZ it is observed that the adsorption is more 

favourable by 1.4 kcal/mol for the later. Although we are not using the same functional 

and basis set, this difference is almost equal to that obtained between H2-CuCHA and 

(H2)CuZ at the B3LYP level which indicates that the whole zeolite framework disfavours 

the H2 adsorption mainly due to a mechanical constrain.  

 

4.5 Concluding remarks. 

HF and B3LYP periodic calculations using a localized basis set based on a 

Gaussian expansion of crystalline orbitals have been performed to study the sites of Cu+ 

on Chabazite and the adsorption of molecular hydrogen. Two possible sittings of Cu+ 

cations have been found to be stable: Site I, in the 6-membered ring, and site IV, in the 8-
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membered ring. Cu+ at site I coordinates to three different oxygens while Cu+ cations at 

site IV are less saturated, only coordinated to two framework oxygens. Results indicate 

that Cu+ located at site I is more stable than Cu+ at site IV by 7.9 kcal/mol. These results 

agree well with available experimental data which indicate that sites I and IV are the only 

copper populated sites in Chabazite.34 

H2 adsorption is more favourable at site IV (-13.4 kcal/mol) than at site I (-3.1 

kcal/mol). The computed harmonic red shifts are 957 and 847 cm-1 respectively. 

Including anharmonic corrections for H2 adsorption at site IV leads to a red-shift of 964 

cm-1 in good agreement with experimental results (1081 cm-1) for H2 adsorbed in 

CuZSM5. Moreover our results can be taken as a model for other zeolite frameworks to 

explain the IR experimental data for CuZSM-5 and CuY. The less saturated sites on 

CuZSM-5 would be those responsible of the adsorption of H2. On the other hand, CuY 

only presents highly coordinated sites and no adsorption is experimentally observed. 

The zeolite framework oxygen atoms coordinated to Cu+ cations induce a 

polarization of the 3dπ orbital of copper in order to reduce the zeolite-Cu repulsion. This 

polarization favours the metal-H2 back-donation, which is the main responsible of the H-

H elongation and large red shift. 

The present study demonstrates the great importance of periodic approach 

calculations to analyse the different sites of Cu+ cations, evaluate their stability and the 

subsequent adsorption of H2. The implementation of DFT is also essential to treat more 

complex systems such as transition metal exchanged zeolites where electron correlation 

is necessary. 

The adsorption energy computed for Cu+ exchanged Chabazite (-13.4 kcal/mol) is 

much larger than the one measured for alkali metal exchanged ZSM-5.3 This fact 

confirms that Cu+ exchanged zeolites may be useful for hydrogen storage. 
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5.1 Introduction 

The aldol condensation is a very important reaction in organic synthesis. This 

reaction takes place between two molecules which present a carbonyl group (aldehydes 

and/or ketones) and involves two steps:1 1) the formation of an enol or enolate form and 

2) reaction of that enol/enolate with the carbonyl group of the other molecule, forming a 

new C-C bond. Normally the obtained aldol product loses a water molecule to lead to the 

α,β-unsaturated carbonyl. The simplest aldol condensation involves one acetaldehyde 

and one formaldehyde molecule and it is represented in scheme 5.1. It has been observed 

that aldol condensation can be catalysed by both acids and basis.1 Since zeolites present 

high acidity it has been thought that they could be good catalysts for this process and, 

nowadays, several published articles announce the great catalytic activity of several 

acidic zeolites, especially HZSM-5.2-9 The importance of this reaction in chemical 

industry has led several companies to register patents related with this process.10,11 
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Scheme 5.1 Aldol condensation mechanism 

 

The nature of adsorbed acetaldehyde and ketones on different zeolites has been 

studied by means of infrared spectroscopy,3,5,12 NMR6,7,13 and theoretical calculations.12-

14 However, to our knowledge, the heat of adsorption of aldehydes and ketones on 

zeolites has only been measured for acetone.3,13 On the other hand, the factors that 

control the catalytic activity of the aldol condensation have also been discussed in 

experimental studies.3,6,8 One of the most important factors is suggested to be the acidity 

of the zeolite. The proposed mechanism for the aldol condensation in zeolites assumes 

that the first step is the keto-enol isomerization. In a second step the enol reacts with an 

aldehyde molecule that is coordinated to an acid site of the zeolite (Scheme 5.2).3,5,8 
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Thus, the formation of the enol form of the aldehyde molecule, through a keto-enol 

isomerization, is a very important reaction in the aldol condensation. In fact, previous 

gas-phase studies have shown that this step is the crucial and rate determinant one.15 
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Scheme 5.2 Postulated mechanism of aldol condensation in zeolites 

 

The keto-enol isomerization of acetaldehyde in the gas phase and catalysed by a 

solvent molecule has recently been studied in our group.16 Results show that in gas phase 

the reaction is endothermic and presents a very high-energy barrier (67.9 kcal/mol). 

Although a water molecule produce an important catalytic effect, the energy barrier of 

the keto-enol isomerization is still high (40.6 kcal/mol). The catalytic effect of the 

solvent molecule is due to the formation of hydrogen bonds that contribute to stabilize 

the transition state structure and to a smaller geometry distortion of acetaldehyde along 

the process. 

Zeolites present acidic and basic sites close enough to each other to exhibit 

bifunctional catalysis. On the other hand, because geometry distortions of acetaldehyde 

during the isomerization reaction are expected to be smaller in proton-exchanged zeolites 

than in the solvent-assisted process, the catalysis by zeolites might be more efficient. 
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To our knowledge, no theoretical study related to the keto-enol isomerization in 

proton-exchanged zeolites or any possible step of the aldol condensation in zeolites has 

been reported.  

 

5.2 Goal  

The aim of the present chapter is to study the catalytic activity of HZSM-5 in the 

keto-enol isomerization of acetaldehyde. The obtained results are compared with those 

available in the literature for the reaction in gas phase or catalysed by a single water 

molecule. Moreover, the effect of the zeolite framework around the Brønsted acid site is 

also analysed by enlarging the cluster size using the ONIOM approach.17-19 The 

behaviour of different ONIOM level combinations is also analysed.  

 

5.3 Computational details 

Three different clusters have been used to model the zeolite and they are 

schematically represented in Figure 5.1. The simplest model (T3) consists on a 

tritetrahedral [H3SiOAl(OH)2OSiH3] cluster. This cluster has been used in the previous 

chapters for Cu exchanged zeolites and has been shown to provide similar results to those 

obtained with periodic calculations and with the QM-Pot20,21 scheme.22 Cu+ substitution 

by H+ produces a more flexible cluster as H+ is only bonded to one oxygen atom. This 

higher flexibility can lead to unrealistic structures, in which the terminal OH groups 

interact with the adsorbed molecule. Thus aluminium, both silicon and the oxygen atoms 

between them have been fixed to lie in the same plane. Moreover, we have also 

performed calculations using a pentatetrahedral [(H3SiO)4Al] cluster (T5) to represent the 

active site of the zeolite. Such cluster avoids the unrealistic interactions with terminal OH 

and so, no geometry constraints have been imposed. A larger cluster formed by 63 

tetrahedra has been built to introduce the 10-membered ring, as well as several 5-

membered rings to naturally constrain the structure of the zeolite. Moreover, this cluster 

has been enlarged around the acid site in order to get a better description of the acidic 

properties. As this cluster is too big to be computed at the B3LYP level, the ONIOM2 
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scheme has been applied. The inner layer is equal to T3 and has been represented with 

solid atoms in Figure 5.1. This latter cluster will be named hereafter T3:T63. 

 

 

T3 

  

T5 T3:T63 

Figure 5.1 Clusters used to model the HZSM-5 zeolite. The solid atoms in T3:T63 cluster are 
treated at the B3LYP level. 

 

Geometry optimisations and harmonic vibrational frequencies have been 

computed using B3LYP23,24 and the 6-31++G(d,p) basis set.25 It should be mentioned that 

density functional methods do not take into account the dispersion energy. However, in 

the present study dispersion forces are expected to be a minor component of the global 

interaction. To test the effect of further enlarging the basis set, we have also performed 

single point B3LYP calculations with the 6-311++G(2d,2p)26,27 basis set for the 

stationary points localised for the T3 cluster. The results obtained show that the effect of 
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enlarging the basis set is small at this level of calculation, the largest variation being 1.3 

kcal/mol. Because of that, we will only report the results with the smaller basis set. 

Basis set superposition error has been corrected using the counterpoise 

procedure.28 For the transition state structure, the counterpoise correction has been 

computed by assuming the same two fragments considered for the (Enol)HZ 

intermediate. We have chosen this partition because the geometry of the transition state 

structure is product-like. Thermodynamic corrections have been obtained at 298.15 K 

and 1 atm assuming an ideal gas, unscaled harmonic vibrational frequencies, and the 

rigid rotor approximation by standard statistical methods. 

The inner part of T3:T63 cluster is computed at the same B3LYP/6-31++G(d,p) 

level of theory. For the outer layer three different levels have been considered, the 

semiempirical AM129 (B3LYP:AM1) and MNDO30 (B3LYP:MNDO) methods and the 

HF/3-21G31,32 (B3LYP:HF) level. Full T3:T63 optimisations have been performed at the 

B3LYP:AM1 and B3LYP:MNDO level combinations, while for HF/3-21G only single 

point calculations at the B3LYP:MNDO structure has been performed. We have also 

tested the performance of UFF33 as low level. However during the optimisation process 

the system loses its zeolite structure and the 10-membered channel. 

All calculations have been performed with GAUSSIAN98 package34 

 

5.4 Results and discussion 

5.4.1 Free cluster results. 

Figure 5.2 presents the optimised structures of HZSM-5 and all the stationary 

points involved in the keto-enol isomerization (reactant, transition state structure and 

product), located with clusters T3 and T5. Since the results obtained with T3 and T5 are 

very similar and T3 is the cluster used as the inner part in the ONIOM2 calculations, we 

will mainly refer to the results obtained with T3 in the discussion. Only at the end of the 

present section a brief comparison with T5 results will be done.  

Acetaldehyde interacts with the zeolite through a hydrogen bond between the 

carbonylic oxygen and the acid −O2H group of the zeolite. This hydrogen bond is nearly 

linear and presents a short O2H−O distance (1.634 Å). Consequently, the zeolitic O2−H 
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distance increases considerably  (from 0.968 Å to 1.004 Å) and the O2H stretching 

frequency is strongly downshifted (-719 cm-1).  

 

  
HZ T3 HZ T5 

 T3  

   
(Keto)HZ TS (Enol)HZ 

 T5  

   
(Keto)HZ TS (Enol)HZ 

Figure 5.2 B3LYP optimised HZ, intermediate and transition state structures of the keto-
enol isomerization process using T3 and T5. Distances in Å and angles in degrees. 
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Zecchina and co-workers35 have classified the adsorbed molecules in H+ 

exchanged zeolites according to their proton affinity and to the strength of hydrogen 

bond interaction established with the zeolite as weak, medium-strong, or strong hydrogen 

bonds. Acetaldehyde’s proton affinity lies in the range of medium-strong hydrogen 

bonds, which are associated with a red shift of the Brønsted site from 400 to 1000 cm-1. 

Our computed value lies in the appropriate range. The counterpoise corrected binding 

energy  (11.9 kcal mol-1) is also consistent with the energy classification for a medium-

strong hydrogen bond, since the stabilization due to the CH−O4 interaction is expected to 

be small. This hydrogen bond interaction is similar to that determined at the MP2 level 

and correcting for basis set superposition error (13.9 kcal/mol). Calculations for acetone 

provide similar hydrogen bond interactions.12-14 However, the experimentally determined 

heat of adsorption of acetone on HZSM-5 (31.1 kcal/mol)13 is much larger than the 

theoretical values. This difference has been attributed to “non-local interactions”; that is, 

to the confinement effect due to the structure of the zeolite cavity and the interactions of 

polarizable framework atoms with acetone, and to the long-range electrostatic forces, 

which have been approximated by the heat of adsorption of acetone in silicalite (16.0 

kcal/mol). T3 cluster could not account for the above-mentioned interaction and thus the 

comparison between experimental and computed binding energies should be done with 

the T3:T63 cluster where at least part of the effects are expected to be included.  

On the other hand, the hydrogen bond interaction between acetaldehyde and the 

acid site of the zeolite produces a red shift of the C=O stretching mode. Experimental 

studies on adsorbed acetaldehyde on HZSM-5 provide a band at 1703 cm-1 which is 

assigned to this C=O stretching vibration.5 This value is smaller than the one computed at 

the B3LYP level (1771cm-1). However, if one scales the computed frequencies by 0.9614 

to account for systematic errors on the calculation of the force constant and the lack of 

anharmonic effects,36 one obtains a value of 1700 cm-1 in very good agreement with the 

experimental observations.  Moreover, the computed shift (scaled) of 42 cm-1 is in very 

good agreement with the experimental one of 40 cm-1. 

Our results are in contrast to what has been suggested in the experimental study of 

Chavez et al.5 which state that the primary interaction between acetaldehyde and the 
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zeolite surface corresponds to a proton transferred structure; that is, to an ion pair. It 

should be pointed out that all our attempts to optimise such structure have spontaneously 

evolved to the keto form of acetaldehyde. Although it is suggested in the literature that 

long-range effects would favour the ion pair structure,37,38 considering the good 

agreement between the computed and experimental CO frequency and shifts, the 

observed species in the adsorption of acetaldehyde on HZSM-5 does not seem to be 

protonated acetaldehyde but neutral acetaldehyde. On the other hand, the shift of CO 

would be much larger if acetaldehyde were protonated. Gas phase calculations indicate 

that the frequency of CO decreases about 150 cm-1 upon protonation. The present results 

are in agreement with the experimental studies of Paukshtis et al.39 who concluded that 

the formation of the ion pair is only favourable if the difference in proton affinities 

between the probe molecule and the zeolite is less than 85 kcal/mol.  For the present 

system such difference is computed to be 118 kcal/mol. Furthermore, 13C NMR studies 

of acetaldehyde adsorbed on HZSM-5 indicate that at low coverage acetaldehyde is 

bound to the acid site through a hydrogen bond interaction.6  

The enol form of acetaldehyde, hydroxyethylene, interacts with the zeolite 

through two hydrogen bonds: one in which the enol acts as proton donor and another one 

in which it acts as proton acceptor. The first one occurs between the hydroxyl group and 

the O2 atom of the zeolite and the second one between the acid site O4H of the zeolite 

and the π system of the enol. The frequency shift of the Brønsted acid site is -594 cm-1
, 

smaller than that for the keto form. This is not surprising considering the larger hydrogen 

bond distances and the weaker interaction. Note that the counterpoise corrected binding 

energy (8.5 kcal/mol) is smaller than that obtained for the (Keto)HZ intermediate even 

though it accounts for two hydrogen bond interactions. 

The structure of the transition state is also shown in Figure 5.2. It can be observed 

that its geometry is closer to the product than to the reactant, as should be expected for an 

endothermic reaction (see below). The alcohol is nearly formed while the other proton 

lies half way between the C and O4. Moreover, the zeolite presents some reorganization. 

The main changes correspond to the Al3-O2 and Al3-O4 distances, those related with the 

catalytic process, and to the Al3O4Si5 angle. The Al3-O2 distance decreases 0.099 Å while 

the Al3-O4 distance increases around 0.117 Å. Consequently, in the transition state 

structure both distances are similar. The Al3O4Si5 angle decreases 47.8 degrees.  It should 
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be noted that this important change on the Al3O4Si5 angle is due to the fact that the 

mechanical embedding is not considered in these cluster calculations.   

Figure 5.3 shows the energetics of the keto-enol isomerization in gas phase, 

catalysed by a water molecule and inside the zeolite using clusters T3 and T5.  The gas 

phase and water catalysed results have been taken from a previous study in our 

laboratory.16 It should be noted that the basis set used in that study was not the same as 

the one used in the present work. This explains the different asymptotic behaviour; that 

is, the relative energy of the keto and enol forms of acetaldehyde. It can be observed that 

for the water assisted system, both intermediates show the same interaction energy (5.7 

kcal/mol) and thus, the reaction energy from hydrated-keto to hydrated-enol is the same 

(9.4 kcal/mol) as the one obtained for the isolated system. For the zeolite-catalysed 

system it is observed that the interaction energies of the enol and keto forms of 

acetaldehyde with the zeolite are significantly much larger. This could be easily 

understood if one considers that the zeolite is more acidic than water and its shape is 

more appropriate to stabilize the hydrogen-bonded intermediates. Because the zeolite 

interacts stronger with acetaldehyde than with hydroxyethylene, the reaction energy of 

the keto-enol process becomes slightly less favourable inside the zeolite (13.7 kcal mol-1) 

than in gas phase (11.0 kcal/mol). This value increases slightly (14.4 kcal/mol) when 

correcting for BSSE. 

The transition state for the isomerization reaction lies 8.3 kcal/mol above the HZ 

+ keto asymptote, the energy barrier being 21.2 kcal mol-1 from the (Keto)HZ 

intermediate. As it can be observed, the catalytic effect of the zeolite is much more 

important than that of water. The transition state of the reaction is largely stabilized with 

respect to the ground state asymptote. Moreover, the energy barrier computed with 

respect to the keto-intermediate is much lower for the zeolite-catalysed system (21.2 

kcal/mol) than for the water assisted (40.6 kcal/mol) or the gas-phase (67.9 kcal/mol) 

systems.  This stronger catalytic effect is due to a smaller geometry reorganization of the 

system along the process and also to the higher acidity of the zeolite compared with 

water, which facilitates the proton transfer to acetaldehyde. 
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Figure 5.3 Potential energy diagram of the keto-enol isomerization of acetaldehyde in the gas 
phase, catalysed by a water molecule and inside HZSM-5. Relative energies with respect to the 

keto + catalyst asymptote (kcal/mol) plain numbers correspond to T3 results and italic ones to T5 
results. In parenthesis are the counterpoise-corrected values. 

 

The real catalytic effect can be observed from the comparison between the 

activation free energy in gas phase and inside the zeolite. The thermodynamic functions 

at 298.15 K are given in Table 5.1. The ∆G‡
298 for the keto-enol isomerization inside the 

zeolite is 21.7 kcal mol-1 with respect to the HZ + Keto asymptote and 20.6 with respect 

to the (Keto)HZ intermediate. As expected, entropic effects destabilize the transition state 

structure with respect to the HZ + Keto asymptote, but the ∆E‡ and ∆G‡
298 values with 

respect to the (Keto)HZ intermediate are very similar, since the entropic effects are 

similar for both (Keto)HZ and TS structure. The ∆G‡
298 value of 21.4 kcal/mol is much 

smaller than that corresponding to the uncatalysed (64.9 kcal/mol) or the water assisted 
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(44.3 kcal/mol) systems.16 This great catalytic activity is in good agreement with the 

experimental results, which report easy, and fast conversions of acetaldehyde to the aldol 

adduct.5,7  

 

Table 5.1 Relative energies (in kcal/mol) with respect to the HZ + Keto asymptote 
obtained with the T3 cluster.  In parentheses are counterpoise corrected values. 

 HZ + Keto (Keto)HZ TS (Enol)HZ HZ + Enol 

∆E 0.0 −12.9 (−11.9) 8.3    (10.6) 0.8    (2.5) 11.0 

∆H0
298 0.0 −11.4 (−10.4) 6.6    (8.9) 2.7    (4.4) 11.5 

∆G0
298 0.0   0.1   (1.1) 19.4  (21.7) 15.5  (17.2) 12.3 

 

Comparing the results obtained with clusters T3 and T5, it can be observed 

(Figure 5.2) that the geometry parameters related to the zeolite-acetaldehyde interaction 

are very similar in all the stationary points. The main difference appears in the (Keto)HZ 

intermediate, which shows a different interaction between the methyl group of 

acetaldehyde and the oxygen atoms bond to aluminium. This is due to the fact that in 

cluster T3 these oxygen atoms are of different nature (–OH and –OSiH3), the presence of 

terminal –OH inducing the changes in the acetaldehyde orientation. On the other hand, 

the results obtained with cluster T5 show that the dihedral angles defined by the Si1, O2, 

Al3, O4, and Si5 atoms are far from 1800, the value imposed in the T3 cluster calculations 

to avoid unreal hydrogen bond interactions. The computed values of these dihedral 

angles, which range from 120 to 160 degrees can, however, be the result of a lack of 

mechanical constraints in the zeolite. This aspect will be considered and discussed in the 

next section in which ONIOM2 calculations for a T3:T63 cluster will be presented. The 

energy profiles obtained with both T3 and T5 are very similar (see Figure 5.3). The most 

remarkable is that the (Enol)HZ and the TS structures are slightly more stable with the 

larger cluster.  

 

5.4.2. ONIOM calculations.  

Figure 5.4 presents the ONIOM optimised geometries corresponding to the 

stationary points of the keto-enol isomerization inside HZSM-5. For simplicity we have 
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only included a fragment around the active site of the global cluster and the geometrical 

parameters of the inner layer. 

 

   
HZ  HZ(Keto) 

   

   
TS  HZ(Enol) 

 
Figure 5.4 Optimised structures of the stationary points of the keto-enol isomerization 

reaction obtained with T3:T63 cluster with the ONIOM2 B3LYP:MNDO (B3LYP:AM1) 
approaches. Distances are in Å and angles in degrees. 
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The comparison between the ONIOM results (Figure 5.4) and the ones obtained 

with the T3 and T5 clusters (Figure 5.2) shows that there are not dramatic changes on the 

zeolite-acetaldehyde interaction, when the cluster is increased up to 63 tetrahedra with 

the ONIOM procedure.  Nevertheless, there are some differences on the structure of the 

zeolite that are worth mentioning. On one hand, it can be observed that the T3 and T5 

calculations provide values of the Al3O4Si5 angle in HZ and in the (Keto)HZ 

intermediate that are too large. This is due to the fact that T3 and T5 clusters are too 

small to take into account the constraints induced by the zeolite framework. The AlO4Si5 

angle is not so large in the transition state or the enol adsorbed intermediate because the 

O4 atom is protonated or almost protonated. On the other hand, ONIOM calculations 

show that the Si1O2AlO4 and O2AlO4Si5 dihedral angles do not change very much along 

the HZ(Keto)  HZ(Enol) process, the largest variation being about 5-60. However, for 

the T5 cluster calculations the variations of the dihedral angles are much larger.  This is 

again due to the larger flexibility of the T5 cluster compared to the T3:T63 one 

considered in the ONIOM calculations.  

Let us now focus on the differences between the results obtained with the 

different high and low level combinations. As mentioned, fully optimisations have only 

been done using B3LYP:MNDO and B3LYP:AM1. In contrast, B3LYP:HF energies 

have been obtained at the B3LYP:MNDO geometries. The choice of B3LYP:MNDO is 

due to the fact that Roggero et al.40 have suggested that optimised B3LYP:MNDO 

structures are closer to those determined experimentally. Moreover, as it will be 

mentioned below both B3LYP:MNDO and B3LYP:AM1 ONIOM combinations bring to 

similar geometries of the active site.  

Looking at the geometry parameters it is observed that, in general, the optimised 

geometries are quite similar with both methods. The most significant difference appears 

in the transition state for the O2−H-O distance. At the B3LYP:AM1 level the proton of 

the zeolite is completely transferred to acetaldehyde whereas this is not the case with 

B3LYP:MNDO. This is probably related to the fact that the computed deprotonation 

energy of the zeolite at the B3LYP:AM1 level (304.5 kcal/mol) is smaller than at the 

B3LYP:MNDO one (327.0 kcal/mol). Considering that AM1 provides a better 
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description of the hydrogen bonded systems, and that the B3LYP:AM1 deprotonation 

energy is in much better agreement with previous QM-pot calculations41,42 than the 

B3LYP:MNDO one, we expect the B3LYP:AM1 results to be more reliable. Moreover, a 

previous ONIOM study on the interaction of NH3 with the hydroxyl group of the silica 

surface has shown that among the three semiempirical methods AM1, MNDO and PM3 

used for the real system, AM1 is the one that provides better energetic results.40 

Table 5.2 presents the energetics of the process obtained with ONIOM2 clusters. 

For comparison we have also included the values obtained with clusters T3 and T5.  It 

can be observed that ONIOM2 calculations with semiempirical low levels provide 

smaller interaction energies between acetaldehyde and the zeolite than those obtained 

with the T3 and T5 clusters. This destabilization of the (Keto)HZ intermediate is more 

important with B3LYP:MNDO than with B3LYP:AM1. In contrast using these 

combinations, the (Enol)HZ intermediate becomes slightly more stable in the ONIOM 

calculations. As a result, the reaction energy of the (Keto)HZ  (Enol)HZ process 

becomes smaller.  The reaction energy of 13.7 kcal/mol with T3(B3LYP) decreases to 

5.9 kcal/mol with T3:T63(B3LYP:MNDO) and to 7.4 kcal/mol with 

T3:T63(B3LYP:AM1). This tendency was already observed when T3 was enlarged to 

T5. On the other hand, given that the energy of the transition state with respect to the HZ 

+ Keto asymptote is very similar with the T3 and T63 clusters, the energy barrier of the 

(Keto)HZ  (Enol)HZ isomerization energy decreases somewhat when the size of the 

cluster is increased. In spite of that, if one considers similar entropic effects than the ones 

computed for T3 (see Table 5.1), the catalytic behaviour would remain more or less the 

same in all cases. 

In contrast, comparing T3:T63(B3LYP:HF) with T3(B3LYP) results, a 

stabilization of the intermediates and transition state structure with respect to the HZ + 

Keto asymptote is observed. This stabilization affects all the structures involved in the 

process in a similar way and so, the global process only becomes slightly less 

endothermic than T3 and the energy barrier slightly decreases. Thus, in spite of the little 

differences in the thermodynamics, all ONIOM combinations lead to a similar energy 

profile with respect to (Keto)HZ intermediate. However, larger differences are observed 

in the relative energies of intermediates and transition state structure with respect to the 

reactant HZ + Keto asymptote. Comparing to the experimental adsorption energy of 
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acetone to HZSM-513, one observes that all our reported values are still smaller. 

Consequently, a deeper analysis is required to understand the energy differences with 

respect the reactant asymptote.  

 

Table 5.2 Relative energies (kcal/mol) with respect to the HZ + Keto asymptote obtained with T3, T5 
and T3:T63 clustersa 

 HZ + Keto (Keto)HZ TS (Enol)HZ HZ + Enol 
T3(B3LYP) 0.0 -12.9 +8.3 0.8 +11.0 
T5(B3LYP) 0.0 -13.7 +6.1 -0.5 +11.0 

T3:T63(B3LYP:MNDO) 0.0 -7.4 +8.6 -1.5 +11.0 
High level 0.0 -11.9 +5.4 -2.1  
Low Level 0.0 +4.5 +3.2 +0.6  

T3:T63(B3LYP:HF) 0.0 -14.7 +1.4 -4.0 +11.0 
High level 0.0 -11.9 +5.4 -2.0  
Low Level 0.0 -2.8 -4.0 -2.0  

T3:T63(B3LYP:AM1) 0.0 -9.3 +8.7 -1.9 +11.0 
High Level 0.0 -11.2 +6.0 -1.0  
Low Level 0.0 +1.9 +2.7 -0.9  

a Relative energies corresponding to ONIOM2 calculations for cluster T3:T63 have been decomposed in two 
components: 
HL = EModel

HL(intermediate) – EModel
HL(asymptote) 

LL= Ereal
LL(intermediate)-EModel

LL(intermediate)-[Ereal
LL(asymptote)-EModel

LL(asymptote)]  
 

The embedding effects introduced with ONIOM can be analysed by decomposing 

the global interaction energy in two terms: the High Level (HL) contribution of the 

model system and the low level (LL) contribution that accounts for the effects of 

increasing the size of the cluster.  The HL term corresponds to the B3LYP energies of the 

inner layer but at the ONIOM optimised geometries. Comparing the HL term of the two 

optimised structures (B3LYP:MNDO and B3LYP:AM1) one can notice that the relative 

energies of the High-Level part are similar in both cases. Thus, we conclude that ONIOM 

(B3LYP:MNDO) and (B3LYP:AM1) produce similar constraints on the active site which 

leads to very similar geometries and relative energies.   

The HL values are also similar to the relative energies obtained with cluster T3. 

This is due to the fact that the geometry and energy changes of the model system induced 

by the larger rigidity of the T3:T63 cluster are quite constant along the process. In spite 

of this, there are small differences that are worth mentioning. If one compares the 

absolute B3LYP energy obtained with the T3 system with that of the model system in the 

ONIOM2 calculation it is observed that the geometrical changes of the active site 
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introduced by the T3:T63 cluster are destabilizing, even though the constraints of the 

dihedral angles are released in the larger cluster. It is interesting to mention that, although 

this destabilization arises from many changes on distances and angles, part of it comes 

from the changes produced on the SiOAl angles and on the SiOAlO dihedral angles. As 

mentioned previously, the Al3O4Si5 angle was computed to be too large in the initial 

asymptote and in the (Keto)HZ intermediate with T3. Because of that and all the 

geometry changes induced by the T3:T63 cluster, the model system in the asymptote 

(HZ) and in the first (Keto)HZ intermediate is destabilized 2-3 kcal/mol more than in the 

TS or in the second (Enol)HZ intermediate. As a result, the B3LYP relative energies of 

the transition state and (Enol)HZ are somewhat smaller in the ONIOM2 calculations than 

in the T3 ones. It is interesting to notice that these results are similar to those obtained 

with cluster T5. 

The second term, the Low-Level one, corresponds to the energy difference 

between the real and the model system at the low level of calculation (AM1, MNDO or 

HF/3-21G). It includes (at the low level of calculation) two important factors, a 

destabilizing one arising from the distortion of the zeolite upon adsorption of 

acetaldehyde and a stabilizing one produced by the polarization of the model system by 

the rest of the zeolite. It can be observed in Table 5.2 that this Low-Level contribution is 

slightly destabilizing in all cases for MNDO and AM1 except for the (Enol)HZ 

intermediate at the AM1 level. Although the B3LYP:AM1 low level destabilizing 

contribution is smaller than for the B3LYP:MNDO one, both approaches follow the same 

trend along the reaction: the LL term is smaller in the product than in the reactant. This 

can be due to the fact that polarization of the model system by the zeolite is larger for the 

enol form (more polarizable) than for the keto one.  

B3LYP:HF results present slightly stabilizing low-level contribution. This 

contribution is larger for the keto than for the enol one, the global thermodynamics 

(Keto)HZ  (Enol)HZ becomes slightly less endothermic (10.7 kcal/mol). An important 

stabilization of the transition state structure with respect the HZ + keto asymptote is 

observed but the energy barrier from the (Keto)HZ intermediate does not vary 

considerably. The relative energy difference between B3LYP:MNDO and B3LYP:HF 

ranges from 7.3 kcal/mol for the transition state structure to 2.1 kcal/mol for the 

(Enol)HZ structure    
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5.5 Concluding remarks 

The Keto-enol isomerization of acetaldehyde inside HZSM-5 has been studied 

using the B3LYP density functional approach and modelling the zeolite with T3 and T5 

clusters. Moreover, the effects of enlarging the cluster to T63 have been considered using 

the ONIOM2 approach and combining the B3LYP method with the AM1, MNDO or HF 

ones. It is observed that the zeolite produces an important catalytic effect on the 

enolization reaction. The catalytic effect is much larger than that produced by a water 

molecule, due to the larger acidity of the zeolite and to smaller geometry reorganisations 

along the process. Calculations with all clusters indicate that the adsorption of 

acetaldehyde to the zeolite corresponds to neutral complex and not to an ion pair. 

Results with T3 and T5 are very similar. Enlarging the size of the cluster to 63 

tetrahedra with the ONIOM2 approach does not affect considerably the energetic profile 

between intermediates and transition state structure. Results obtained with the three 

considered ONIOM partitions indicate that the keto-enol isomerization becomes slightly 

less endothermic. Larger differences are observed with respect to the adsorption energies 

of acetaldehyde. B3LYP:MNDO and B3LYP:AM1 leads to smaller adsorption energies 

compared with those obtained with T3 and T5, while single point B3LYP:HF 

calculations provide a somewhat larger interaction energy. However, all tested models 

lead to smaller adsorption energies than those reported by acetone,13 which is supposed 

to present a similar adsorption energy. 

The different behaviour of each combination in predicting adsorption energies, 

the absence of a target value, because full T63 B3LYP calculations are not possible, 

periodic calculations using the big HZSM-5 unit cell are too expensive and also the 

experimental adsorption energy has never been reported, makes not possible to conclude 

which methodology is the most accurate. Moreover, the significant differences with the 

experimental value reported for acetone suggest that more analysis is needed to verify the 

reliability of different ONIOM approaches for determining adsorption energies. Because 

of that, we decided to study a different system for which experimental data is available 

and periodic calculations could be performed. This study is the adsorption of NH3 on 

Chabazite, which will be presented in the next chapter. 
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6.1 Introduction 

The Brønsted acid sites in zeolites cannot be characterized by X-Ray diffraction, 

since they do not present any periodicity.1 Thus, normally zeolite acidity is analysed 

from indirect measurements, such as the study of the interaction of basic probe molecules 

with H+ exchanged zeolites.2,3  

Several techniques as well as different probe molecules have been used to 

characterize the acidic activity of zeolites.2 Mainly, the IR4-10 and NMR5,11 

spectroscopies and temperature programmed desorption8-10,12,13 and microcalorimetry14-16 

experiments have been used for this purpose. Among the large variety of probe 

molecules employed, ammonia has been one of the most widely used. It must be pointed 

out that, nowadays, there is a large agreement in the fact that only one experimental 

technique and only one probe molecule cannot provide a complete comprehension of the 

Brønsted acidity of a zeolite framework. Multi-technique studies with different zeolite 

frameworks, Si/Al ratios as well as several probe molecules are needed.2,6  

IR spectroscopy is mainly used to analyse the nature of the interaction of small 

molecules with Brønsted acid sites.2 Great efforts have been done to identify if the 

interaction between the zeolite and the probe molecule occurs through a neutral hydrogen 

bond or through an ion pair; that is, if the probe molecule is able to deprotonate the 

zeolite. Temperature programmed desorption (TPD) experiments consist on determining 

the number of molecules desorbed at each temperature during a progressive increase of 

the temperature.2 They are used to identify the number and different types of interactions 

when a probe molecule is introduced in the zeolite framework. Moreover, these 

experiments are also used to evaluate the number of acid sites. Microcalorimetry 

experiments are used to determine the interaction energy between the probe molecule and 

the zeolite at different coverages.2,15 When they are performed at high temperatures 

(around 400K) weak interactions are avoided and one can observe only those interactions 

related with strong acid sites. At these conditions, interaction energies extrapolated to 0 

coverage are normally assigned to the strongest acid site while coverage in the region of 

one probe molecule per aluminium are associated to Brønsted acidity.15  

The interaction of ammonia with acidic zeolites has been largely reported.2,3,5,8-

10,12-16 It is well established that ammonia is basic enough to deprotonate the acidic 
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zeolite to form an ion-pair (IP); that is, NH4
+-Z-.5,8,10 This is observed in the IR spectra 

mainly by the large decrease of the band at ~3600 cm-1, associated with the Brønsted site, 

and the formation of a characteristic band at 1680 cm-1 accompanied with other bands in 

the 1400-1500 cm-1 range associated to the NH4
+ cation. 5,8,10 The binding energy is in 

the range 33-38 kcal/mol for poor aluminium H-ZSM-5 and H-MOR,2,13,14,16 while for H-

Y the interaction energy is 26.3 kcal/mol.14 

Although the experimental adsorption energy of NH3 on Chabazite is not 

available in the literature, the above reported values suggest that the adsorption energy 

may be close to that of zeolites with 10 or 8-membered rings. That is, we expect that the 

adsorption energy of ammonia in Chabazite to be in the 33-38 kcal/mol range.   

The first theoretical studies analysing the adsorption of probe molecules with 

Brønsted acid sites appeared in the beginning of last decade. Ammonia has also been 

largely chosen in theoretical studies as probe molecule interacting with the Brønsted site 

of the zeolite.17-28 Two aspects are generally considered: the comparison with 

experimental results and the difficulty to reproduce the relative stability of neutral NH3 

hydrogen bonded form (HB) and ion pair (NH4
+) structure (IP).  

The first studies used small zeolite clusters as a model of the real system and they 

performed MP2 single point calculations over HF optimised geometries.19-21 Depending 

on the basis set and the number of hydrogen bonds formed between NH3 or NH4
+ and the 

zeolite, the relative stability between the hydrogen bonded form NH3-HZ and ion pair 

NH4
+-Z− varied, indicating that the methodology used led to very similar interaction 

energies for both structures. These results do not agree with experiments, in which only 

the NH4
+-Z− form is observed. 

To improve the model, embedded clusters were considered.17,22-26 Teunissen et al. 

included an embedding correction potential which accounts for long-range effects.17,22 

With this scheme and using MP2 single point calculations at HF geometries they 

observed that the ion pair form (NH4
+-Z−) becomes around 12 kcal/mol more stable than 

the hydrogen bonded one. These results are similar to those obtained from periodic HF 

calculations.17 Similar conclusions were obtained by Brändle et al.25 using the QM-Pot 

scheme,29,30 in which the embedding is introduced by a force field with periodic 

conditions (see chapter 2). They also used HF as a quantum level and for Chabazite, they 
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found that the energy difference between the ion pair and the hydrogen-bonded structure 

is about 9 kcal/mol. 

More recently, the use of DFT as quantum level has been adopted.23,24,26,28 

Brändle et al.26 have studied the NH3 interaction with several zeolite frameworks and 

they have observed that the ion pair structure is more stable than the hydrogen bonded 

complex by 5-7 kcal/mol.26 Kyrlidis et al.23 and Vollmer et al.24 have reported similar 

results using DFT and point charges as embedding scheme.  

Nowadays, the inclusion of long range effects seems to be very important to 

reproduce the interaction energies between probe molecules and acidic zeolites, 

especially when an ion pair structure is formed. Several approaches have been developed 

and used to model these effects. However, the nature and magnitude of these long-range 

effects are still unclear. Moreover, most of these approaches have still not been used in 

reactivity studies as they do not include efficient strategies to localize transition state 

structures. On the other hand, ONIOM approach31-33 is increasingly being used to study 

big systems34,35 and its potentiality in modelling solids has been suggested.36,37 The 

ONIOM approach is interesting since it is a cost-efficient method and also it can be 

useful to study reactivity inside zeolites. However, before the beginning of this thesis no 

study using the ONIOM approach to model zeolites and related materials had appeared 

and only very few have been published during this period.36-42 

 

6.2 Goal 

The aim of the present study is to analyse the accuracy of several approaches (free 

and ONIOM clusters and periodic calculations) in reproducing the NH3 adsorption on 

acidic Chabazite. Special efforts have been focused on determining a good strategy to use 

ONIOM approach in the modelling of acidic zeolites. For this purpose several level 

combinations as well as different partitions of the inner and outer layers have been 

considered. Moreover, the analysis of the long-range effects is accomplished by 

comparing the adsorption energies obtained with free and ONIOM clusters with periodic 

calculations.  
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6.3 Computational details 

 Three different models of the zeolite have been considered and they are presented 

in Figure 6.1: a) The T5 cluster, which only includes the local effects around the 

Brønsted site, b) Periodic calculations using a local expansion of atomic orbitals and c) 

The hybrid ONIOM approach for a 48 tetrahedra cluster constructed by 4 unit cells, in 

which the inner layer has 12 tetrahedral (T12) formed by the inclusion of the 8-

membered ring and the two four-membered ring around the active site. This cluster will 

be called hereafter T12:T48. Both for periodic and ONIOM cluster calculations the Si/Al 

ratio is maintained to 11.  

  

 
 

 
T5 Chabazite unit cell 

 
T12:T48 

Figure 6.1 Zeolite models used in the NH3 adsorption on Chabazite. Stick atoms are computed at 
the lower level of theory. 

 

Both HF43,44 and B3LYP45,46 levels of theory have been used. Two different basis 

set have been employed: 1) a double-ζ plus polarization quality basis set adapted to be 

used in periodic calculations.47 For Si, Al, O and H this basis set is equal to that named 
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BS1 in chapter 4 and hereafter will be called BSA. 2) The Pople 6-31++G(d,p)48 basis set 

(BSB). In ONIOM approach the employed low levels of theory are MNDO49, AM150 and 

HF/3-21G. Basis set superposition error has been corrected using the counterpoise 

procedure.51 The considered fragments are NH4
+ and Z- as, although they do not 

correspond to the reference asymptote, they are the fragments that one can chemically 

distinguish in the adsorbed complex. In ONIOM calculations BSSE has only been 

estimated for the inner layer. 

 Periodic calculations have been performed using the CRYSTAL package52 while 

cluster ones have been performed using the GAUSSIAN98 package53. 

 Periodic calculations have been done during two short stays in the University of 

Torino in collaboration with Prof. Piero Ugliengo. 

 

6.4 Results and discussion  

6.4.1 T5 cluster modelling 

Figure 6.2 shows the B3LYP/BSA (HF/BSA) optimised structures of HZ, NH3-

HZ and NH4
+-Z− systems. Adsorption energies with the two BSA and BSB basis sets are 

given in Table 6.1. Geometry parameters obtained with BSB (HF and B3LYP) are very 

similar to those obtained with BSA, the computed differences being always smaller than 

0.05 Å, except for the longest NH-O4 distance in the NH3-HZ structure (see below) for 

which BSB basis set leads to considerably longer distances (2.20 Å and 3.41 Å at B3LYP 

and HF respectively). At the HF level of theory only the hydrogen bonded minimum 

(HB) is found, while at the B3LYP level of theory two different minima on the potential 

energy surface are located: the HB and the ion pair (IP) structures. At the B3LYP level, 

the HB structure presents two hydrogen bonds one between the proton of the Brønsted 

site and the N of ammonia and the other one between a proton of NH3 and an oxygen of 

the zeolite. The first one presents a shorter O2H···N distance suggesting that it is stronger. 

The IP structure presents two strong hydrogen bonds between the protons of ammonium 

and the oxygen atoms bonded to the central aluminium. These hydrogen bonds produce 



6. NH3 adsorption on HCHA 126 

an important geometry distortion of both fragments. The adsorption energy at the HF 

level ranges between –14.6 and −17.2 kcal/mol. On the other hand the energy obtained at 

the B3LYP level is about 4.5-7 kcal/mol higher than at the HF one. Both IP and HB 

structures present very similar adsorption energies. When a larger basis set is used 

(BSB), considerably smaller adsorption energies are obtained. The adsorption energies 

obtained with both basis sets become closer after including counterpoise correction.  

 

 

 
HZ 

   

  
HB IP 

Figure 6.2 T5 optimised structures of HZ, HB and IP species, using B3LYP/BSA (HF/BSA) 
level of theory. Distances in Å. 
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Table 6.1 Adsorption energies (in kcal/mol) of NH3 on HCHA, using T5 cluster 
model. In parenthesis BSSE corrected values 

 HF B3LYP 
Struct. BSA BSB BSA BSB 

HB −17.2 −14.6 −24.0 −19.0 
IP   −24.2 (1−9.6) −19.5 (−17.6) 

 

When comparing the T5 results with the available experimental data, several 

discrepancies appear. First of all, IR experiments suggest that the interaction between H+ 

exchanged zeolites and NH3 is through an ion pair structure,5,8,10 whereas with the T5 

cluster both IP and HB structures are localized and predicted to have similar stabilities. 

Moreover, the interaction energy obtained from microcalorimetry experiments ranges 

between -33 kcal/mol and -38 kcal/mol,13,15,16 which are notably higher than the value 

obtained with T5 B3LYP/BSB calculations (-17.6 kcal/mol). 

Concluding, T5 cluster does not provide a correct description of NH3 adsorption 

in H+ exchanged zeolites. These results are in contrast with those obtained in the keto-

enol isomerization of acetaldehyde where T5 predicts correctly the hydrogen-bonded 

structure of acetaldehyde (chapter 5).  

 

6.4.2 Periodic calculations  

Figure 6.3 presents a fragment of the optimised Chabazite and adsorbed complex. 

Adsorption energy at the HF/BSA and B3LYP/BSA levels of theory are also included. In 

both cases the adsorption of NH3 takes place through an ion pair structure in which the 

ammonium ion lies in the 8-membered ring plane forming three hydrogen bonds with 

oxygens of the ring. It must be pointed out that only one of these bonds involves an 

oxygen atom bonded to aluminium (O5), while the other two occur with O1 and O9 

respectively. The three hydrogen bonds present different distances, the shorter one 

corresponding to that established with O5. The other two NH-O distances are larger than 

1.9 Å and the N-H-O angles deviate significantly from 180º. Consequently, geometry 

parameters suggest that one of the hydrogen bonds is much stronger than the other two. 

This is in contrast with the results obtained for T5, where both hydrogen bonds are 

strong. Oxygen atoms bonded to aluminium are more basic than those bonded to Si. So, 

the Al-O···H hydrogen bonds are expected to be stronger than the Si-O···H ones. 
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However, the formation of two hydrogen bonds involving two oxygen atoms bonded to 

the same Al requires an important geometry reorganization. The obtained results are the 

consequence of the balance between both effects. 

The computed B3LYP interaction energy (−36.9 kcal/mol) is much larger than 

that obtained with the T5 cluster (−24.2 kcal/mol). Assuming a similar basis set 

superposition error, the corrected adsorption energy from periodic calculations would be 

about –32 kcal/mol, in good agreement with the experimental data available for other H+ 

exchanged zeolites. Thus, periodic B3LYP is a good strategy to model these system and 

could be chosen as target value. On the contrary, as geometry parameters suggest, HF 

underestimates the adsorption energy by around 25%.  

 

 
  

HCHA IP  
-36.9 (27.8) kcal/mol 

Figure 6.3 Optimised HCHA and IP structures and adsorption energies obtained with periodic 
B3LYP (HF) calculations. Distances in Å 

 

HF results are similar to those reported by Brändle et al.25 on the NH3 adsorption 

on HCHA using the QM-Pot scheme and HF periodic calculations with a larger basis set. 

Their optimised QM-Pot structures present three hydrogen bonds, only one of them 

involving an oxygen atom bonded to aluminium. Moreover, single point periodic 
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calculations at the optimised QM-Pot geometry led to an adsorption energy of −23.9 

kcal/mol. The agreement is also observed with Teunissen et al. periodic calculations.17  

Up to now we have shown the good performance of periodic DFT calculations on 

modelling acidic zeolites. However, periodic calculations are expensive and at present 

accurate periodic calculations are not feasible for zeolites with big unit cells. For 

example, the computation of the widely used H-ZSM-5, which has a unit cell with 96 

tetrahedra (288 atoms), is not possible. Thus, we have studied the performance of a less 

computationally demanding scheme such as ONIOM. Since the HF level of theory is not 

accurate enough to reproduce the experimental value only B3LYP will be used as high 

level. 

 

6.4.3 ONIOM clusters. 

Figure 6.4 presents a fragment of the optimised HZ and NH4
+-Z− (IP) structures 

obtained with ONIOM combinations. Table 6.2 shows the ONIOM NH3 adsorption 

energies. For comparison, the T5 and periodic results are also included. The total 

adsorption energy is divided in high and low level contributions. The first one 

corresponds to the adsorption energy considering only the inner layer computed at the 

high level of theory, while the second term indicates the correction produced when one 

enlarges the cluster. 

The interaction of ammonia with HCHA takes place through the NH4
+-Z− ion 

pair. The possible formation of a HB structure, NH3-HZ, has been explored at the 

B3LYP/BSA:MNDO level. However, all trials evolved to the ion pair structure. As in the 

periodic calculations NH4
+ lies in the 8-membered ring with three of its protons pointing 

to three oxygen atoms of the ring. Again, only one of these three oxygen atoms is bonded 

to aluminium, the O5···H distance being the shortest one. The other two O···H distances 

are always longer than 2Å, so that the hydrogen bonding interaction is weaker. This 

disposition of the NH4
+ is very similar to that observed in periodic calculations, which 

cannot be represented using T5 as a model for the zeolite. Consequently, by enlarging T5 

cluster, which is not able to model the adsorption of ammonia in Chabazite, up to 

ONIOM T12:T48 cluster one can reproduce the formation of the ion pair structure and 

the coordination mode obtained in periodic calculations and suggested by experiments. 
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HZ IP 

Figure 6.4 Optimised HZ and IP structures obtained with ONIOM approach and BSA. 
Bold values corresponds to B3LYP:MNDO level combination, in parenthesis B3LYP:AM1 ones 

and in Italic those obtained with B3LYP:HF. Distances are in Å 

 

 

Table 6.2 Relative energies ( in kcal/mol) with respect to the HZ + NH3 asymptote 
obtained at B3LYP/BSA level and using T5, T12:T48a and periodic calculations. 

Model Low-Level ∆Eb HL LL 

T5  −24.2 (−19.6)   

T12:T48 MNDO −32.5 (−27.5) − −

− +

− −

− −

  

32.1 0.4 

 AM1 −28.9 (−24.1) 31.2 2.3 

 HF/3-31G −34.8 (−29.9) 32.1 2.7 

 HF/3-21G//MNDO −35.0 (−30.0) 32.1 2.9 

Periodic  −36.9 
a Adsorption energies have been decomposed in two components:  
HL = EC

HL(NH4
+-Z−) – EC

HL(NH3+HZ) 
LL= Ereal

LL(NH4
+-Z−)-EC

LL(NH4
+-Z−)-[Ereal

LL(NH3+HZ)-EC
LL(NH3+HZ)] 

b In parenthesis BSSE corrected values 
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Comparing the geometry parameters obtained with the different ONIOM 

partitions it is observed that all three low level methods lead to similar geometries around 

the Brønsted site. The shortest hydrogen bond varies less than 0.05 Å, while the largest 

differences are observed for the longer ones. Finally, the comparison with periodic 

calculations reveals that the geometry around the Brønsted acid site obtained with 

ONIOM clusters is quite close to that obtained with periodic calculations. 

The NH3 adsorption energy ranges from −28.9 to −34.8 kcal/mol. These values 

are closer to those computed with periodic B3LYP (−36.9 kcal/mol) than those obtained 

with T5 (−24.2 kcal/mol) indicating that our ONIOM cluster appears to be accurate 

enough for modelling the NH4
+-CHA− interaction. However, the adsorption energy is 

highly dependent on the low level used. Semiempirical methods bring to weaker NH4
+-

CHA− interactions than those obtained with the B3LYP:HF ONIOM combination. 

Moreover, B3LYP:HF adsorption energy (−34.8 kcal/mol) is very close to that computed 

with periodic B3LYP (−36.9 kcal/mol). Correcting for basis set superposition error 

decreases the adsorption energy by 5 kcal/mol. 

Analysing the high and low level contributions to the adsorption energy, it is 

clearly observed that the gain in binding energy when going from T5 to T12:T48 is 

mainly due to the high level contribution which arises from the fact that now we are 

considering the whole 8-membered ring. The contribution of the low level is always 

small. Thus, the inclusion of more oxygens, which allows the formation of less distorted 

hydrogen bonds and of the 8-membered ring is of great importance to describe accurately 

the adsorption of NH3 in HCHA. It must be pointed out that high-level contributions are 

very similar within all ONIOM2 combinations (the largest difference is 0.8 kcal/mol) 

indicating that the reported little geometry differences do not affect the adsorption energy 

and that all low-levels used introduce similar geometry constraints due to the zeolite 

framework. The differences in the adsorption energy between all the used combinations 

arise from the low level contribution, as in the previous study of acetaldehyde (Chapter 

5). AM1 contribution slightly destabilizes the NH4
+-CHA− interaction, MNDO one 

slightly increase the adsorption energy and finally the HF/3-21G contribution is higher 

and favours the NH4
+-CHA− formation. These results suggest that the nature of the 

interaction can be described with any of the ONIOM combinations. However, although 
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the low level contribution is not the most important part of the interaction energy, HF/3-

21G is needed to approach the experimental adsorption energy. 

One of the factors that can influence the adsorption energy of NH3 on Chabazite 

is the deprotonation energy of HZ. Thus, we have computed the deprotonation energy 

considering the three ONIOM combination and the obtained values are reported in Table 

6.3. All obtained values agree with the previously reported range for zeolites (280-330 

kcal/mol)2,4,28,54-56 indicating the reliability of ONIOM clusters to compute this property. 

 

Table 6.3 Deprotonation energya of HZ (in kcal/mol) using 
B3LYP/BSA as high level.  
Low-level ∆E HL LL 
MNDO 315 302 13 
AM1 305 302 3 
HF/3-21G 296 301 −6 
a Deprotonation energies have been decomposed in two components:  
HL = EC

HL(Z-+ H+) – EC
HL(HZ) 

LL= Ereal
LL(Z-+ H+)-EC

LL(Z-+ H+)-[Ereal
LL(HZ)-EC

LL(HZ)] 
 

 

The computed value using B3LYP/BSA:HF/3-21G is lower than that computed 

with the other two ONIOM combinations. This smaller proton affinity arises mainly from 

the low-level contribution, since high level contributions are almost identical. Although 

this lower deprotonation energy suggests a weaker interaction with NH4
+, present results 

indicate that the interaction is stronger with B3LYP:HF/3-21G. Thus other factors must 

be involve. 

It must be pointed out that ONIOM2(B3LYP/BSA:HF/3-21G) optimisations are 

very expensive and thus, the use of this ONIOM combination does not represent an 

important computational gain with respect to the periodic calculation. Considering that 

all low levels lead to similar geometry constraints, we tested the reliability of single point 

B3LYP:HF calculations at the B3LYP:MNDO geometries. The obtained results (Table 

6.2) are very similar to those obtained at the B3LYP:HF optimised geometries, while the 

computational cost is much lower. 

The differences observed between T5 and T12:T48 indicate that the inclusion of 

the whole channel is of great importance to reproduce accurately the adsorption of NH3 

on acidic Chabazite. The inclusion of the channel stabilizes mainly the ion pair form, 
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which becomes the only energy minimum and changes the coordination mode of the 

formed NH4
+. In addition to this, the comparison between ONIOM clusters and full 

periodic calculations indicates that the long-range effects are small and thus a good 

description of the system could be obtained with the cluster approach. However, this 

cluster should include the whole ring and also the appropriate zeolite framework to 

obtain a realistic constraint of the ring. Thus, the use of ONIOM clusters seems a good 

strategy for acidic zeolites. 

The employed basis set is quite small. In order to analyse the basis set size effect 

we performed ONIOM calculations using as high level B3LYP/BSB and the previous 

used low-levels (MNDO, AM1 and HF). Figure 6.5 shows the near environment of the 

Brønsted acid site optimized structures and Table 6.4 summarizes the adsorption energies 

obtained with the larger basis set. The effect of increasing the basis set does not produce 

important geometry differences (Figures 6.4 and 6.5) but the adsorption energy decreases 

considerably. This decrease comes mainly from the High-level contribution. However, 

when the energy is corrected for BSSE the obtained results are very similar. This 

indicates that, although the small BSA leads to too high interaction energies, they are 

reasonably corrected when counterpoise correction is added. 

 
 

HZ IP 

Figure 6.5 Optimised HZ and IP structures obtained with ONIOM approach and BSB. Bold 
values corresponds to B3LYP:MNDO level combination, in parenthesis B3LYP:AM1 ones and 

in Italic those obtained with B3LYP:HF. Distances are in Å 
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Table 6.4 Relative energies (kcal/mol) with respect to the HZ + NH3 
asymptote obtained with B3LYP/BSB as high level and the T12:T48 clustera 

Low-Level ∆E HL LL 

MNDO −28.3(−26.3) − −27.8 0.5 

AM1 −25.1 (−23.1) − +

− −

− −

27.3 2.2 

HF/3-21G −31.0 (−28.8) 28.0 3.0 

HF/3-21G//MNDO −31.3 (−29.3) 27.8 3.5 
a Relative energies corresponding to ONIOM2 calculations for cluster T12:T48 
have been decomposed in two components:  
HL = EC

HL(NH4
+-Z−) – EC

HL(NH3 + HZ)  
LL= Ereal

LL(NH4
+-Z−)-EC

LL(NH4
+-Z−)-[Ereal

LL(NH3 + HZ)-EC
LL(NH3 + HZ)] 

 

To test the importance of including the channel in the inner part, we have 

performed single point calculations at the T12:T48 B3LYP/BSA:MNDO geometry 

increasing the size of the inner layer from T5 to T14. Figure 6.6 presents the considered 

clusters. Moreover, the electrostatic potential produced by the inner layer at the nitrogen 

position has been computed using the previous clusters. The used geometry is that of the 

adsorbed complex removing the ammonium ion. Table 6.5 presents the adsorption 

energies and the electrostatic potentials computed at the previous ONIOM clusters. 

It is clearly observed that T5:T48 and T8:T48 underestimate considerably the 

adsorption energy, the obtained results being more similar to those obtained with free T5 

than those obtained with periodic calculations. Two effects might be related to this fact. 

On one hand, two of the formed hydrogen bonds are not included in the inner layer. 

Moreover, as mentioned in the appendix, MNDO is not accurate enough to compute 

hydrogen bond interactions. 

An important increase of the adsorption energy  (−11.6 kcal/mol) is observed 

when one includes all the formed hydrogen bonds in the inner layer (cluster T10:T48). 

Moreover, little differences are observed between T10:T48 and T12:T48. A second jump 

in the adsorption energy (−6.2 kcal/mol) is observed when the cluster is terminated with 

Si-O-H instead of Si-H, indicating that these oxygen atoms still have an important role. 

However, it must be pointed out that T12+O:T48 and T14+O:T48 present higher 

absorption energies than that obtained with full periodic B3LYP calculation.  
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T5:T48 T8:T48 T10:T48 

   
T12:T48 T12+O:T48 T14+O:T48 

Figure 6.6 ONIOM2 clusters used to test the effect of enlarging the HL part. Solid atoms 
corresponds to those included in the high level cluster 

 

Table 6.5. Adsorption energies (in kcal/mol) and 
electrostatic potential ( in atomic units) using several 
ONIOM clusters at the B3LYP/BSA:MNDO level 

Cluster ∆E 
Electrostatic 

Potential 

T5:T48 −14.5 −0.129 

T8:T48 −21.8 −0.127 

T10:T48 −33.4 −0.129 

T12:T48 −32.5 −0.134 

T12+O:T48 −38.7 −0.162 

T14+O:T48 −40.0 −0.159 

Periodic −36.9  

 

Brändle et al.26 have also studied the adsorption of NH3 on several zeolite 

frameworks using the embedded cluster approach. In agreement with the present results, 
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they also concluded that a T6 cluster, constructed to include all the oxygen atoms that 

may be involved in the formation of hydrogen bonds, is a big enough inner layer to 

reproduce the experimental adsorption energy. The only difference between our T10 

cluster and the their T6 cluster is the inclusion of the four membered rings around the 

active site. 

The electrostatic potential at the nitrogen position is negative and thus a positive 

charge would be stabilized. This negative value can be understood due to the fact that the 

global cluster has a negative charge and also due to the nonbonding pair electrons of the 

oxygen atoms of the channel that are pointing to the centre of the ring. This electrostatic 

potential could partially explain the fact that the ion pair structure is highly stabilized 

with respect to the HB structure. In addition to this, the electrostatic potential increases in 

absolute value when the size of the inner layer is increased. This result is in agreement 

with the variation of the adsorption energy.  

The inclusion of the channel seems of great importance to give enough freedom 

to the system for the formation of more relaxed hydrogen bonds and to describe the 

electrostatic potential in the middle of the channel. Our results suggest that this potential 

is highly sensitive at least to all the ring structure and the following oxygens. Comparing 

the adsorption energies obtained with our biggest clusters and those obtained with 

periodic calculations the effects of further enlarging the cluster are expected to be small. 

Taking as a reference the −36.9 kcal/mol periodic adsorption energy and 

considering the effect of BSSE (−4.9 kcal/mol) observed in ONIOM T12:T48 cluster, our 

best estimated value for the adsorption energy of NH3 in acidic Chabazite is −32.0 

kcal/mol which is very close to the experimental value obtained for zeolites with similar 

channel sizes. 

 

6.5 Concluding remarks 

 The adsorption of NH3 on HCHA has been studied using three different 

approaches: the T5 cluster, the ONIOM T12:T48 cluster and periodic calculations. Both 

periodic calculations and ONIOM results indicate that the adsorption of NH3 on HCHA 

takes place through an ion pair structure produced by the deprotonation of the acidic 

Chabazite. These results are in agreement with the experimental evidences. The 
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ammonium ion is located in the eight-membered ring with three of its hydrogens forming 

hydrogen bonds with oxygens of the zeolite. In contrast, using the T5 cluster two minima 

are found; the NH3-HZ hydrogen bonded structure and the NH4
+-Z− ion pair. These two 

structures are very similar in energy, in disagreement with experimental evidences. 

 Adsorption energies computed from B3LYP periodic calculations are in the range 

of the experimental values obtained for zeolites with similar channel sizes. However, the 

HF value is underestimated by about 25%. 

 All the considered ONIOM combinations lead to very similar structures around 

the active site. Thus, all considered low-levels impose similar constraints. However, 

larger differences are observed in the adsorption energies, mainly due to the different 

behaviour of the low-level contributions. It is observed that B3LYP:HF/3-21G 

combination is needed to reproduce the experimental adsorption energy. However, as all 

low-level introduce similar constraints the computationally expensive B3LYP:HF/3-21G 

optimisation can be avoided by performing only single point calculations at the 

B3LYP:MNDO optimised structure. 

The analysis of the cluster size reveals that, the inclusion of the channel is of great 

importance to reproduce the adsorption energy of ammonia. However, the effect of the 

rest of the zeolite is found to be small. Therefore, cluster approaches may be enough to 

model related systems. Moreover, accurate enough results can be obtained with a 

T10:T48 cluster including all the oxygens of the zeolite involved in the hydrogen bonds.  
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In the present thesis four different processes related with Cu+ and H+ exchanged 

zeolites have been studied. Each process has been presented in a separated chapter and 

the specific conclusions have been included in the corresponding concluding remarks of 

each chapter. Therefore, in the present section we will summarize the main results of 

each chapter. Moreover, we will present general conclusions about the modelling of 

zeolites obtained from the experience achieved during the thesis 

 

A. Cu+ exchanged zeolites 

Chapter 3 presents the study of the decomposition of the environmental undesired 

NO by CuZSM-5. In particular, we have analysed the viability of the postulated 

mechanism C (see page 37). For this purpose many possible intermediate structures have 

been explored. Several ligand conformations as well as spin multiplicities have been 

considered. Present results show that (NO2)(NO)CuZ or (N2O3)CuZ species are not 

relevant intermediates in the NO decomposition process since, although they are very 

stable, their decomposition energy barriers are very high. However, at high temperatures 

the interaction of two NO molecules with (O)CuZ might evolve to products through a 

[(ONNOO)CuZ] transition state structure. 

In chapter 4, the H2 adsorption at different coordination sites of Cu+ cations in 

Chabazite is reported. Periodic calculations have been performed to analyse the different 

possible locations of Cu+ cations. The effect of the zeolite framework in the Cu+-H2 

interaction is analysed by comparison between periodic and cluster calculations. The 

obtained results explain the experimental observations and confirm that Cu+ zeolites may 

be more suitable sieves for H2 storage than alkali metal exchanged zeolites.  

At this point, it can be concluded that Cu+ cations coordinated to only two oxygen 

atoms of the zeolite framework are the most active Cu+ sites for the adsorption of 

ligands. After the adsorption of one or two ligands, these cations are usually in a square-

planar environment. Moreover, in Cu+ exchanged zeolites, the zeolite framework favours 

the charge transfer from the metal cation to the ligand. This increase of charge transfer is 

due to the polarisation of copper 3d orbitals produced by the non-bonding oxygen p 

orbitals of the zeolite where Cu+ is coordinated. This charge transfer is maximal when the 

ligand lies in the CuZ plane. 
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B. H+ exchanged zeolites 

H+ exchanged zeolites have been used to test the reliability of the hybrid ONIOM 

approach to model zeolites, since the absence of transition metals allows the use of 

semiempirical methods. Periodic calculations have been shown to be an essential tool to 

establish target values to be compared with.  

Chapter 5 describes the keto-enol isomerization of acetaldehyde in HZSM-5 that 

is the rate determinant step in the aldol condensation. The catalytic activity of the zeolite 

is compared to the process catalysed by a water molecule and an important decrease of 

the energy barrier is observed. Moreover, both reactant and product are found to be 

hydrogen bonded complexes. Results obtained with clusters of different sizes and using 

the hybrid ONIOM methodology have been discussed. 

In chapter 6, the NH3 adsorption on acidic Chabazite has been studied. We have 

chosen ammonia as probe molecule since the nature of the interaction is known and 

experimental data is available. Moreover, given that long range effects have been 

suggested to be very important, the NH3 adsorption on Chabazite is a critical test for 

ONIOM approach. Results have pointed out the importance of cluster size for studing 

this system, the nature of the interaction (through an ion pair structure) and adsorption 

energy being only well described with periodic calculations or with ONIOM calculations 

that include the eight membered ring in the inner part. 

The present H+ exchanged zeolite studies allow us to conclude that the effect of 

increasing the zeolite framework is more important for species that interact through an 

ion pair structure than for hydrogen bonded ones. 

 

C. Zeolite modelling 

The comparison with periodic calculations as well as previous QM-Pot studies 

reveals that accurate enough results for metal exchanged zeolites can be obtained using 

small clusters such as T3, which include the nearest environment of the metal cation. In 

contrast, for H+ exchanged zeolites, the results obtained show that small clusters are not 

suitable models.  
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Two factors seem determinant. On one hand the substitution of Cu+ per H+ leads 

to less constrained clusters which easily evolve to structures with unrealistic interactions. 

On the other hand, the role of the zeolite framework can be more important in proton 

exchanged zeolites. In particular, present results show that clusters must include the 

channel where the chemical process takes place if one wants to obtain results similar to 

those from periodic calculations.  

ONIOM scheme seems to be a good strategy to introduce geometry constraints of 

the zeolite framework. However, reliable energies are only obtained if the inner layer 

includes at least all the oxygen atoms of the zeolite that are involved in the hydrogen 

bonds.  

 

In the last years important developments in the modelling of solids and extended 

systems such as zeolites have been achieved. In particular, recent implementations of 

density functional methods in several periodic packages that allow geometry 

optimisations is remarkable. However, the computational cost of periodic calculations is 

still very high for many systems. Several less computationally demanding approaches 

can be found in the literature and some of them have been used in the present thesis 

bringing to highly satisfactory results. However, there are no general rules that  indicate 

the way how they must be used and thus, they should be calibrated for each system by 

comparison with periodic calculations (when feasible) and with available experimental 

data. 
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A.1 Quantum chemical methods 

The aim of most of quantum chemical methods is to solve the time independent 

Schrödinger equation. 

(A.1)R)(r,ER)(r,Ĥ Ψ=Ψ  

where Ĥ is the Hamiltonian operator for the system, Ψ is the wave function of the system 

which depends on the electron (r) and nuclei (R) coordinates and E is its energy.  

Since electrons are much lighter than nuclei, electrons would move faster, and 

thus one can assume that they would be instantaneously adapted to any new nuclei 

configuration. This is known as the Born-Oppenheimer approximation. In this 

approximation one must solve first the electronic Schrödinger equation:  

(A.2)R)(r;(R)ΨER)(r;ΨĤ elelelel =  

where is the electronic Hamiltonian,  is the electronic wave function of the system 

which depends on the electron coordinates (r) and parametrically on the nuclei 

coordinates (R) and  is the electronic energy. 

elĤ elΨ

elE

 

A.1.1 Hartree-Fock approximation 

The electronic Schrödinger equation is only resoluble for molecules with one 

electron, so further approximations must be done for larger systems. The Hartree-Fock 

method1,2 applies the variational principle using as a trial function a Slater determinant, 

which are antisymmetrized products of monoelectronic functions or spin-orbitals.  

Spin-orbitals (χ) are the product of two parts, molecular orbital and the spin 

function. Molecular orbitals (ψ) are built by a linear combination of atomic basis 

functions (LCAO) which reduces the problem of the minimization of the energy to find 

the appropriate coefficients for this linear combination. These coefficients are found 

solving the Roothan equations. 
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This approximation assumes that each electron is moving in an average field 

created by nuclei and the other electrons and the instantaneous repulsion between 

electrons is not considered. So that, the movement of electrons is not correlated.  

The number and type of basis functions strongly influence the quality of the 

results. The use of a single basis function for each atomic orbital leads to the minimal 

basis set. In order to improve the results, extended basis should be used. These basis sets 

are named double-ζ, triple-ζ, etc. depending on whether each atomic orbital is described 

by two, three, etc. basis functions. Higher angular momentum functions, called 

polarization functions, are also necessary to describe the distortion of the electronic 

distribution due to the bonding. Finally, diffuse functions with smaller exponents but the 

same angular momentum allow the electron density to be more expanded.  

The cost of performing a HF calculation scales formally as the fourth power of 

the number of basis functions.3-5 This arises from the number of two-electron integrals. 

Semiempirical methods reduce the computational cost by reducing the number of these 

integrals that are computed. That is they are neglected or made into parameter. Moreover, 

semiempirical methods only consider the valence orbitals that are represented with a 

minimal basis set, while internal electrons and nucleus of each atom are considered as a 

core. Within semiempirical methods there are several different approaches to reduce the 

computation of two-electron integrals. MNDO6 (modified Neglect of Diatomic integrals) 

and AM17 (Austin Model 1), the semiempirical methods used in this thesis, are 

parameterisations of NDDO8 (Neglect of Diatomic Differential Overlap) approximation 

where the bielectronic integrals are parameterised except those representing the diatomic 

overlap that are neglected. AM1 was created to correct some bad descriptions of 

MNDO,4 one of these improvements was in the description of hydrogen bonds. 

 

A.1.2 Methods for introducing the electron correlation. 

Increasing the basis set dimension leads to better results. However, with a 

monoconfigurational function one will never obtain the exact result and that is due to the 

absence of electron correlation. The best Hartree-Fock energy would be obtained with an 

infinite basis set and this is called the Hartree-Fock limit. The correlation energy is 

defined as the difference between the exact energy and the Hartree-Fock limit.  
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Two types of electronic correlation can be distinguished. The dynamic correlation 

is due to the fact that Hartree-Fock approximation does not consider the instantaneous 

repulsion between electrons. The non-dynamic correlation appears when different 

electronic configurations are close in energy and they are strongly mixed in the wave 

function.  

Several approaches have been developed to treat electron correlation. Most of 

these methods start from a single-reference Hartree-Hock wave function. In the 

configuration interaction (CI) method,9-11 the wave function is expanded over a large 

number of configurations obtained by exciting electrons from occupied to unoccupied 

orbitals. The coefficients of such an expansion are determined variationally. Given that 

the consideration of all possible excitations (Full CI) is not computationally feasible for 

most of the molecules, the expansion is truncated. The most common approach is CISD, 

where only single and double excitations are considered. The Møller-Plesset (MP) 

perturbation theory12 is based on a perturbation expansion of the energy of the system. 

The nth-order treatment is denoted MPn . MP2 is the computationally cheapest treatment 

and MP4 is the highest order normally used. Finally, other methods for including 

dynamical electron correlation are those based on the coupled cluster approach13 which is 

based on a different definition of the wave function. The most common Coupled Cluster 

methods are CCSD (coupled Cluster singles and doubles) and CCSD(T)14 where triple 

excitations are also included perturbatively. 

When the HF wave function gives a very poor description of the system, i.e. when 

nondynamical electron correlation is important, the multiconfigurational (MCSCF) 

method is used. This method is based on a CI expansion of the wave function in which 

both the coefficients of the CI and those of the molecular orbitals are variationally 

determined. One of the most popular approaches is the Complete Active Space Self-

consistent Field method (CASSCF).15 The selection of configurations is done by 

partitioning the MOs into active and inactive spaces. The active MOs correspond to the 

highest occupied orbitals and lowest unoccupied ones from a HF calculation. The 

inactive MOs either have 2 or 0 electrons, that is, they are always empty or doubly 

occupied. Within the active molecular orbitals a Full CI is performed. The choice of 

active and inactive Molecular Orbitals is done manually, by considering the chemical 

problem and the computational cost. It must be pointed out that in all the points 
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considered in a potential energy surface the active space should be the same and include 

all the orbitals which change significantly between them. A common notation of 

CASSCF is CASSCF(n,m) where n is the number of electrons and m is the number of 

orbitals. 

 

A.1.3 Density functional theory 

An alternative approach to conventional methods is the density functional theory 

(DFT). This theory is based on the use of the electron density to obtain the energy of the 

ground state. 

Electron density is defined as the following multiple integral over the spin 

coordinates of electrons and over all but one of the spatial variables )r(
r 16,17 

( ) ∫ ∫= (A.3)x...dxdds)x,...,x,xΨ(...Nrρ N21
2

N211
rrrrrr  

ρ(r) determines the probability of finding any of the N electrons within the volume  

but with arbitrary spin while the other N-1 electrons have arbitrary positions and 

spins. ρ(r) is non-negative function of only the three spatial variables that vanishes at 

infinity and integrates to the total number of electrons. 

1rdr

( )

( )∫ =

=∞→

(A.5)Nrdrρ

(A.4)0rρ

1
r

 

Unlike the wave function, the electron density is an observable and can be 

measured experimentally. 

 

A.1.3.1 The Hohenberg-Kohn Theorems 

Density functional theory as we know it today was born in 1964 when Hohenberg 

and Kohn stated and proved two base theorems.18 Considering a system of N electrons 

described by the non-relativistic Hamiltonian, the first Hohenberg-Kohn Theorem states 

that any observable of a ground stationary non-degenerate state of a N-particle system 

could be determined from the electron density ρ of this ground state. Thus, these 
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observables could be written as a functional of the electron density of the ground state. In 

particular the electronic energy functional could be written as: 

[ ] [ ] [ ] [ ] (A.6)ρEρWρTρE extXC ++=  

where T[ρ] is the kinetic energy, Wxc[ρ] is the exchange-correlation energy and Eext[ρ] is 

the external potential (normally the repulsion between electrons and nuclei).   

Up to this point it is established that the ground state density is sufficient to obtain 

all properties of interest. However, one does not still have any tool to obtain the ground 

state density. The second Hohenberg-Kohn theorem states that the energy obtained with 

the functional (A.6) and any trial density , which satisfies the necessary boundary 

conditions, represents an upper limit to the true ground state energy E

[ ]ρ~

0.  

[ ] [ ] [ ] [ ] (A.7)ρ~Eρ~Wρ~Tρ~EE extXC0 ++=≤  

These two theorems tell us that a unique mapping between the ground state 

density ρ(r) and the ground state energy E0 exists in principle. However, they do not 

provide any guidance at all how the functional should be constructed. In particular from 

equation A.6 the kinetic energy, T[ρ], and the exchange-correlation term, WXC[ρ], 

functionals are unknown, so that an approximation of them should be made.  

 

A.1.3.2 The Kohn-Sham approach 

Kohn and Sham in 1965 suggested how the energy functional could be 

approached.19 They tried to find an accurate way to treat the kinetic energy in DFT 

theory. The kinetic energy is easily calculated if Ψ is known. So that, Kohn and Sham 

proposed an indirect procedure to obtain an approximation of T[ρ] using a self-consistent 

method involving monoelectronic wave functions. They introduce a non-interacting N-

electrons system with an external potential Vs(r). This potential Vs(r) is presumed to be 

such that the ground-state density of this non-interacting system is equal to the exact 

density of the real system. That is, the reference system presents the same electron 

density as the real system. For this reference system, the electronic Hamiltonian only 

presents monoelectronic terms. 
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( ) (A.8)rV
2
1Ĥ

N

i
iS

N

i

2
iS ∑∑ +∇−=

r
 

And the exact wave function is a Slater Determinant  

Thus the electron density could be reproduced solving the N-monoelectronic 

equation 

(A.9)χεχh iii
KS =
)

 

These equations are called the Kohn-Sham equations, where  is called the 

Kohn-Sham operator and χ

KSh
)

i are called the Kohn-Sham spin-orbitals. Thus, the exact 

kinetic energy could be computed as  

(A.10)χχ
2
1T

N

i
i

2
is ∑ ∇=  

Here the subindex s indicates that this kinetic energy is the one for the non-

interacting reference system which is non-equal to the real kinetic energy. This makes us 

to redefine the energy functional as  

[ ] [ ] (A.11)EEρTρE extXCS ++=  

where now EXC could be expressed as: 

[ ] [ ] (A.12)W)ρTρ(TE XCsXC +−=  

And this means that it is formed by the residual kinetic energy and the non-

classical electron interactions, that is, it contains everything that is unknown. 

The Kohn-Sham equations must be solved iteratively until the self-consistency is 

achieved.  

Up to this point the method will bring to the exact solution if the were 

known. However as mentioned before this is not possible, so that some approximations 

must be done. 

XCE
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A.1.3.3 LDA, GGA and Hybrid functionals 

In the majority of DFT approximations the  functional is divided in two parts: XCE

[ ] [ ] [ ] (A.13)ρEρEρE CXXC +=  

where EX is defined as the exchange energy and physically introduces the non-

Coulombic interaction between electrons with same spin density and EC is the correlation 

energy, includes the interaction between electrons with different spin densities. Normally 

the exchange contributions are significantly larger in absolute numbers. 

In LDA, it is assumed that the  functional only depends on the electron 

density, treated as a uniform gas of electrons. The exchange part is given by the Dirac 

formula,

XCE

20 while the correlation term has been obtained by Vosko, Wilk and Nusair from 

Montecarlo simulations.21 Several acronyms, such as LDA, LSDA and SVWN, might be 

found in the literature referring to LDA approximation functional.   

New functionals to improve the LDA results appeared in the eighties when 

expansions to the LDA functionals were developed. The logical first step in that direction 

was the use not only of the density in each point ρ(r) but also the information about the 

gradient of the density ∇ρ(r) in that point, in order to account for the non-homogeneity of 

true electron density. These methods are termed generalized gradient approximation 

(GGA). As mentioned above, is usually divided in two terms EGGA
XCE X and EC and 

approximations for the two terms are formulated individually.  

Several functionals appeared depending on the modelling of this gradient 

contribution. For the exchange term, nowadays the Becke functional (B)22 is the one 

most widely used. On the other hand, the most common GGA correlation functionals are 

the Perdew 86 (P86),23 the Perdew-Wang 1991 (PW91)24,25 and the Lee, Yang and Parr 

(LYP)26 functionals. Thus, the combination of Becke exchange functional with P86, 

PW91 and LYP correlation ones leads to the BP86, BPW91 and BLYP functionals, 

respectively. 

To improve the results of GGA functionals, hybrid functionals introduce in the 

exchange functional the Hartree-Fock exchange energy. This contribution is not local, so 

that hybrid functionals are non-local functionals. The main problem is to determine the 
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appropriate contribution of the Hartree-Fock term which is generally done by fitting the 

parameters to experimental data.  

The first hybrid functional developed was the Half and Half hybrid functional 

which includes 50% of the HF exchange energy.27 That is:  

(A.14)0.5E0.5EE LDA
XC

HF
X

BH
XC +=  

However, it was observed that the HF energy contribution was too high, so that 

Becke developed the well-known Becke 3 functional fitting three parameters which fix 

the LDA, HF and gradient correction contributions.28 These parameters were fitted from 

experimental data of ionising potentials, electron affinities and atomic energies. The 

resulting functional is expressed as: 

(A.15)EcEEbaEE a)-(1E GGA
C

LDA
C

B
X

HF
X

LDA
X

B3
XC ∆++∆++=  

where a= 0.2, b= 0.72 and c = 0.81 

These hybrid functionals can be combined with different GGA correlation 

functionals obtaining the so-called BHLYP (when Half and Half functional is combined 

with Lee Yang and Parr one), B3PW91 (Becke 3 and Perdew Wang 1991) or B3LYP 

(Becke 3 and Lee Yang and Parr). B3LYP is probably the hybrid functional most largely 

used and it is the functional that has been mainly used in the present thesis.   

 

A.2 Potential energy surface 

One of the main consequences of the Born-Oppenhimer approximation is that the 

nuclei move on a potential energy surface obtained by solving the electronic problem and 

adding the nuclear-nuclear repulsion. These surfaces are continuous and continuously 

differentiable. Moreover, as the potential energy surface arises from the solution of the 

electronic problem, there is a different surface for each electronic state. These surfaces 

for non-linear molecules depend on 3N-6 variables (where N is the number of nuclei) and 

describe the movement of the nuclei. However, normally the information needed can be 

obtained from the analysis of some specific points, the stationary points. 
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Stationary points are those points in the potential energy surface which present a 

gradient equal to 0. Two different kinds of stationary points are defined regarding the 

second derivative matrix or Hessian matrix. If all eigenvalues of the Hessian matrix are 

positive values any small displacement around that stationary point will have higher 

energy so that these points are minimum of the potential energy surface and correspond 

to equilibrium geometries of the studied system. On the other hand, if at least one of the 

eigenvalues is negative, the stationary point present at least one direction which presents 

a decay in energy. This points are known as saddle points. Special interest presents those 

saddle points with only one negative eigenvalue which are associated to transition state 

structures, that is the highest energy point of the lowest energy path connecting reactants 

and products.  

Thus by comparison of different minima in the potential energy surface one 

obtains the relative energetics of equilibrium geometries (for example reactants and 

products) and by comparison of transition state structures one could have an idea of the 

reaction easiness and which mechanism is favoured.  

 

A.6. Potential energy surface intersections 

As mentioned above each electronic state describes one potential energy surface. 

These surfaces can present different relative stabilities depending on the nuclear 

coordinates indicating an electronic state change.  

The intersection between two potential energy surfaces of the same spin 

multiplicity takes place in a conical intersection.29,30 Conical intersections are 

characterised by two directions x1 and x2.30,31  

( )
(A.16)

Q
EE

x ba
1 ∂

−∂
=   (A.17)Ψ

Q
ĤΨx ba2 ∂

∂
=  

x1 corresponds to the gradient difference between both states, and x2 is the gradient of the 

coupling vector between both states, Ea and Eb are the energies of state a and b 

respectively and Ψa and Ψb are their functions obtained from a CI calculation. Plotting 

the energy in the subspace of these two geometric variables the potential energy would 

have the form o a double cone in the region of degeneracy.  
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Any movement on the plane defined by x1 and x2 lifts the degeneracy, so that the 

intersection of the two states is formed by infinite points. Thus the energy is not 

minimized in N-1 dimensions as in the transition states. It is minimized in the remaining 

N-2 variables (excluding x1 and x2). For an intersection between two different spin 

multiplicity states, the dimension of crossing surface is N-1. 

In reactions involving different states for reactants and products the conical 

intersection has a similar role as the transition state for conventional reactions, that is the 

highest energetic structure connecting the lowest energetic path.30  

We are interested in the lowest energy point of this surface that corresponds to a 

well-defined geometry of the system.32,33 One must do a constrained optimisation with an 

ab-initio method which describes the excited states properly. Normally MRSCF methods 

are used and especially CASSCF. The lowest energy point on a conical intersection is 

obtained by minimising the energy in intersection space. 

In particular, the method used in the present thesis to localise conical intersections 

is that developed by Robb and co-workers33 which is implemented in GAUSSIAN-98.34 

Thus, we have used CASSCF level with state-averaged orbitals with a weighting of 

50%/50% to the singlet and triplet states. 
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