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Abstract

Intelligent Transportation Systems (ITS) has impulsed the vehicular communications at the
present time. The vehicular communications field is a hot research topic and is attracting
a great interest in the automotive industry and telecommunications. There are essentially
two main lines of work: (1) communication services related to road safety and traffic infor-
mation; and (2) information and entertainment services, also named infotainment services.
These latter services include both transmitting multimedia (voice over IP, streaming, on-line
gaming, etc.) and classic data services (e-mail, access to private networks, web browsing,
file sharing, etc.). In this thesis we will focus on these infotainment services because further
research in this immature research field is necessary and, until nowadays, the main effort
of the research community regarding vehicular communication has been focused on road
safety and traffic information.

Vehicular nodes need to be reached from the Internet and vice versa to be able to access
to infotainment services. While vehicles move along the road infrastructure, they change
their wireless point of attachment to the network. During this process, connectivity breaks
down until the vehicle is connected again to a new road side unit in its area. This disconnec-
tion causes a disruption in the communications. Fast handoffs are a crucial requirement for
vehicular networks to avoid long disruption times, since the high speed of vehicular nodes
involves suffering a lot of handoffs during an Internet connection.

This thesis is focused on Vehicular-to-Infrastructure (V2I) real-time infotainment ser-
vices. The main contributions of this thesis are: i) a new testing framework for V2I com-
munications to be able to test infotainment services in an easy way; ii) the analysis of the
deployability of infotainment video services in vehicular networks using mobility protocols;
and iii) the development of a new Transport Control Protocol (TCP) architecture that will
provide a better performance for all TCP-based infotainment services in a vehicular scenario
with handoffs.

In this thesis, firstly, we propose a new testing framework for vehicular infotainment
applications. This framework is a vehicular emulation platform that allows testing real
applications installed on Linux virtual machines. Using emulation, we are able to evaluate
the performance of real applications with real-time requirements, so we can test multimedia



vi

applications used to offer infotainment services in vehicular scenarios in a straightforward
way.

Secondly, using the testing framework implemented in the first part of the thesis, we
have done a performance evaluation of an infotainment service. Among these services, we
think that video on demand services on highways will be interesting for users, and generate
revenue to network operators. So we evaluated how network-layer handoffs can limit the
deployment of a video streaming service. According to the results obtained, driving at high
speeds will be an issue for a correct playback of video content, even using fast handoffs
techniques.

Finally, we developed a new TCP architecture to enhance performance during handoffs.
Most of the infotainment services on ITS rely on TCP, one of the core protocols of the
Internet Protocol Suite. However there exists several issues related to TCP and mobility
that can affect to TCP performance, and these issues are particularly important in vehicular
networks due to its high mobility. Using new IEEE 802.21 MIH services, we propose a new
TCP architecture that is able to anticipate handoffs, permitting to resume the communication
after a handoff, avoiding long delays caused by TCP issues and adapting the TCP parameters
to the new characteristics of the network. Using the architecture proposed, the performance
of TCP is enhanced, getting a higher overall throughput and avoiding TCP fairness issues
between users.
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Chapter 1

Introduction

1.1 Context

Intelligent Transportation Systems (ITS) have impulsed the vehicular communications at the
present time. The vehicular communications field is a hot research topic and is attracting
a great interest in the automotive and telecommunications industry. There are essentially
two main lines of work: (1) communications services related to road safety and traffic infor-
mation; and (2) information and entertainment services, also named infotainment services.
These latter services include both transmitting multimedia (voice over IP, streaming, on-line
gaming, etc.) and classic data services (e-mail, access to private networks, web browsing,
file sharing, etc.).

Also, two types of communications are defined:

• V2V (Vehicle-to-Vehicle). This type of communication is between vehicular nodes,
through multi-hop or through a single hop, but without the participation of an infras-
tructure, using ad hoc networks.

• V2I (Vehicle-to-Infrastructure) or I2V(Infrastructure-to-Vehicle). This type of com-
munication involves both the vehicular nodes and the infrastructure (e.g. Internet
communications).

Vehicular networks have been primarily driven for safety reasons. However, non-safety
applications are also important for the successful deployment of them, mainly because in-
fotainment applications will probably be an impulse not only for users, but also for network
operators because they will be an interesting business opportunity that will promote the
necessary investment in a road-side infrastructure.

Notice that the communication requirements for safety and non-safety applications are
very different. For example, safety applications usually disseminate data in geographical
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areas. This strategy results in unique protocol mechanisms for geographically-based data
forwarding, congestion control, and reliable data transfer with strong cross-layer dependen-
cies. Usually, these mechanisms are not part of the TCP/IP protocol stack. On the other
hand, non-safety applications establish sessions with other principals, and the data dissemi-
nation strategies depend on each particular application.

Despite this, safety and non-safety applications will probably be integrated into a sin-
gle system. There are several initiatives that try to standardize vehicular communications
and integrate both (V2V and V2I) types of communications in a single protocol stack. For
example, the Car-to-Car Communication Consortium (C2C-CC), has defined a Car-to-Car
Communication (C2C-C) [39] protocol stack that offers specialized functionalities and in-
terfaces to applications. The IEEE is also involved in the standardization of vehicular
communications with the standard family IEEE 1609 - Wireless Access in Vehicular En-
vironments (WAVE) [4]. Another relevant project for vehicular communications is leaded
by the European Telecommunications Standards Institute (ETSI) and is aimed to develop
the CALM concept (Continuous Air-Interface Long and Medium Range) [1]. The goal of
CALM is to develop a set of standards to get seamless communications in vehicular net-
works using different access networks and different technologies.

All these initiatives use WAVE physical (PHY) and medium access control (MAC) lay-
ers based on IEEE 802.11p [48] as access technology, which is an amendment to the IEEE
802.11 standard to enhance the wireless access in the vehicular environment. IEEE 802.11p
is currently considered the best candidate for basic safety-oriented systems, and it is allo-
cated around 5.9 GHz in a protected frequency band dedicated to road safety. C2C and ETSI
also consider that other types of data traffic may rely either on different frequency bands or
on alternative wireless technologies. In particular, one or more amendments of the 802.11
standard (i.e., IEEE 802.11a/b/g/n), or 3GPP technologies (i.e., UMTS or LTE), can also be
used in vehicular networks with minimum additional complexity.

One of the main problems in vehicular communications is produced by the high mobil-
ity of vehicles, which generate network partitions frequently, and this is normally translated
to a lack of route availability, causing disruptions and packet loss. These mobility and route
availability problems are addressed by ad hoc routing protocols when only V2V communi-
cations are used [74].

On its side, in a V2I communications scenario most infotainment services require In-
ternet access, so an Internet gateway is needed. Vehicles cannot be attached to the network
using a static point due to their mobile nature. A global addressability and bidirectional
Internet connectivity is needed. Mobility management protocols should guarantee global
reachability and seamless mobility of nodes in the vehicular network. A network layer mo-
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bility solution like Mobile IP [88] can be used to provide access to vehicles to the Internet.
Also, Network Mobility (NEMO) [45] can be used when each vehicle is considered as a
whole network that moves, permitting that the passengers’ devices can be plugged into the
car communication equipment. These mobility protocols are basic to provide seamless con-
nectivity to a peer that is moving between different subnets or domains. Fast handoffs are
also a crucial requirement for vehicular networks due to the high speed of vehicular nodes.
This way, Fast Handoffs for Mobile IP (FMIP)1 [71] should also be considered.

In this thesis we will focus on infotainment services, because further research in this
immature research field is necessary. Until nowadays, the main efforts of the research com-
munity regarding vehicular communication have been focused on road safety and traffic
information. Also, we will focus our efforts on V2I communications, emphasizing the as-
pects related to mobility issues and handoff management. In this spirit, it is clear that any
optimized mechanism aimed at achieving seamless communications during vehicular trips
will enhance users’ quality of experience when using Internet based services based on V2I
communications.

1.2 Objectives

This thesis aims to mitigate the issues of mobility for V2I communications used for info-
tainment services over vehicular networks. The work of this thesis follows three lines: (1)
the design and implementation of a vehicular simulator based on emulation to provide a
testing tool for real-time infotainment services, such as video based services over vehicular
networks; (2) a performance evaluation of video services using Mobile IP and FMIP proto-
cols; and (3) a solution to enhance the TCP communications handoff procedures using IEEE
802.21 cross-layer information. Therefore, the objectives of this thesis are as follows:

1. Analysis of existing vehicular simulation tools: Researchers and developers need a
framework to evaluate protocols and services in this challenging scenario. But prepar-
ing and performing tests in real scenarios can be extremely costly and several draw-
backs can appear due to the difficulty of managing a fleet of cars. For this reason,
software experiments can play an important role to test vehicular scenarios, and in
fact most research in vehicular networks relies on simulations. Network simulators
combined with traffic models generated by mobility simulators can recreate both the
vehicular network and the mobility pattern. In this thesis we analyze existing simula-
tion tools that can be used to test infotainment services in vehicular networks.

1FMIP is an enhancement of the Mobile IP protocol to get seamless communications during handoffs
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2. Design and implementation of a vehicular emulator platform: Most conventional
simulators are unable to simulate networks in real-time, so the results obtained during
these simulations can vary from the real behavior. Another typical inconvenience is
that most existing vehicular simulation platforms are focused on V2V communica-
tions for safety applications. This means that they simulate the ad hoc domain pretty
well, allowing communications among cars using multi-hop and V2V communica-
tions, but they do not consider the infrastructure side, which is essential for most
infotainment services based on V2I communications. For this reason, we propose
a testing framework for infotainment applications called VESPA (Vehicular Emula-
tionS Platform for real Applications), that consists of a set of software developments
and a GUI tool that integrates a network simulator with emulation features (ns-2) [9],
a road traffic mobility simulator (SUMO) [36] and UML (User Mode Linux) virtual
machines [46].

3. Evaluate the performance of video based services using V2I communications:
Infotainment services are becoming more and more attractive to users, and more par-
ticularly, video streaming applications, which can provide services like video on de-
mand or road-side video advertisement broadcasting. However, video streaming ap-
plications under vehicular networks suffer from playback disruptions resulting from
handoff blackout periods. Despite the importance of reliable results, nearly all ongo-
ing research activities addressing video streaming over vehicular networks are based
on V2V communication simulation studies that neglect the effects of frequent hand-
offs over real video applications. We use VESPA to study the performance of video
infotainment applications with infrastructure participation in vehicular networks. We
present a study for the potential deployment of video on demand services in vehicu-
lar networks where a Mobile IP solution is used for real-time video using UDP+RTP
protocols. In this study we gauged the effects of mobility over the video transmission
using Mobile IP and Fast Handovers for Mobile IP (FMIP) protocols. We show that
although fast handoffs techniques minimize blackouts using slow speeds, the recur-
rence of handoffs at high speeds limits the deployment of video streaming services in
vehicular networks.

4. Propose a TCP modification to alleviate the impact of infrastructure handoffs in
V2I communications: There are some issues related to the use of the Transmission
Control Protocol (TCP) in vehicular networks. TCP is a protocol designed for the
wired network and reacts to packet loss caused by handoffs as a signal of network
congestion, dropping its congestion window (cwnd) and reducing the transmission



1.3 Related Publications 5

rate. Old TCP states can cause poor performance after reconnection due to a bad
configuration of TCP timers, and because TCP needs some time to learn new pa-
rameters. Also, handoffs disruptions can cause unfairness between vehicular nodes
going at different speeds. We propose a new architecture, named VSPLIT, for V2I
communications to enhance the handoff procedures when using TCP in IEEE 802.11
networks, which is based on the IEEE 802.21 Media Independent Handover (MIH)
services. The proposed architecture uses a new version of TCP that we developed.
This new version of TCP modifies the standard congestion control, learning the char-
acteristics of the new network after the handoff, and using the cross-layer information
provided by the MIH services. Our architecture is a TCP-splitting architecture where
the modified TCP protocol is used between a Performance-Enhancing Proxy (PEP)
and the vehicular user. The use of PEPs allows Internet hosts to use standard TCP.
VSPLIT architecture reduces the handoff disruption time for TCP communications
during handoffs, increases the aggregated throughput of all the vehicular users in the
network and enhances the fairness between TCP connections in the vehicular network.

1.3 Related Publications

This thesis has been supported partially by the Spanish Research Council with Project
TEC2011-26452 (SERVET), by Spanish Ministry of Science and Education with Project
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1.4 Outline of this Thesis

The structure of this dissertation is in line with the research objectives defined in Section 1.2.
Chapter 2 illustrates the background of V2I communications. This chapter presents what
a vehicular network is, the different standardization initiatives that exist and the different
issues in V2I communications that this thesis will deal with. Chapter 3 presents the analy-
sis of existing vehicular simulation tools and the design and implementation of VESPA, a
real-time open-source emulation platform that allows testing real implementations of info-
tainment applications. Chapter 4 focuses on the analysis of the deployability of real info-
tainment applications in a vehicular network scenario. We evaluate the effects of handoffs
between RSUs caused by vehicles mobility. We simulate network-layer handoffs using
Mobile IP and FMIP protocols and we analyze the performance of a video playback in a
highway scenario with both protocols. Chapter 5 details the new TCP-splitting architecture
for vehicular environments to enhance the handoff procedures using a modified TCP proto-
col is used between a Performance-Enhancing Proxy (PEP) and the vehicular users. Finally,
Chapter 6 concludes this thesis summarizing the main findings of the presented work and
making suggestions for the future research. In Appendix A we detail the Mobile IP, and the
FMIP protocols. In Appendix B we include some guidelines about how to use VESPA.





Chapter 2

Background

2.1 Vehicular Communications and Services

Vehicular networks based on Dedicated Short-Range Communications (DSRC) [65] pro-
vide communications among vehicles and the roadside infrastructure. DRSC is a kind of
communications, operating in the 5.9 GHz licensed spectrum band, which physical (PHY)
and medium access control (MAC) layers are defined in the IEEE 802.11p standard. DRSC
support the requirements of vehicular communications, such as achieving high and reliable
performance in highly mobile, often densely populated, and frequently non-line-of-sight en-
vironments. DSRC involve several entities and different network domains. DSRC entities
are depicted in Figure 2.1. Vehicular Nodes (VN) are equipped with devices termed On-
Board Units (OBU), which implement the communication protocols and algorithms. OBUs
can communicate among them, or with fixed stations installed along roads termed Road
Side Units (RSU). OBUs and RSUs implement the same protocol functionalities and form a
self-organizing network, also called as the Ad-hoc Domain. OBUs offer an interface to the
devices present in the car, which are called Application Units (AUs). These AUs and OBU
form another mobile domain, which is usually termed In-Vehicle Domain. RSUs can either
be isolated or attached to a larger structured network. If RSUs are isolated, their function
is usually to distribute static information (e.g. dangerous curve, construction site ahead)
or simply to extend the OBUs communication range by acting as forwarding entities. If
RSUs are part of a large infrastructure deployed along the road, they are usually responsi-
ble for assuring connectivity to vehicles. This infrastructure network is generally called the
Infrastructure Domain.

Applications for vehicular networks are grouped into safety (e.g. hazard warning, work-
zone warning) and non-safety applications (e.g. point-of-interest notification, Internet ac-
cess). These application types put different and partially conflicting requirements on the
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system design. The communication requirements for safety and non-safety applications are
different. On one hand, non-safety applications typically establish sessions with other peers
using the Internet protocols. Data are transmitted as packets from source to destination, us-
ing unicast or multicast. On the other hand, safety applications usually disseminate data in
geographical areas. This implies in-network processing that allows aggregating, modifying,
and invalidating the information to be forwarded. The fundamentally different informa-
tion dissemination strategy of safety applications results in unique protocol mechanisms for
geographically-based data forwarding, congestion control, and reliable data transfer with
strong cross-layer dependencies [77]. Usually, these mechanisms are not part of the TCP/IP
protocol stack.

In order to reach a considerable number of equipped vehicles after market introduction,
safety and non-safety applications must be integrated into a single system. In particular,
a number of safety applications need a minimum share of equipped vehicles for vehicle-
to-vehicle communication. The support for non-safety applications is also important for
successful market introduction of a safety communication system and the successful de-
ployment of a vehicular network infrastructure. DSRC serve as the basis for connected
vehicle safety and infotainment applications integration. Infotainment jointly with traffic
efficiency applications can improve drivers’ experience, making vehicular communications
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systems more attractive to end-users. Internet access, multiplayer games, multimedia ap-
plications, chat and videoconference are examples of infotainment services. Infotainment
applications will be an impulse not only for users, but also for network operators because
they will be an interesting business opportunity that will promote the necessary investment
for infrastructure deployment.

Infotainment services are mainly related to the provision of classic IP applications, using
common Internet protocols over IPv6. Connections to the Internet can be established by
using V2I communication, allowing typical communication services like web browsing,
mail or chat. Infotainment services also can be used by the passengers of a vehicle to be
informed of nearby services, restaurants, companies or touristic sights. Some examples of
infotainment services are listed in Figure 2.2):

PERSONAL COMMUNICATION SERVICES
- Voice and video calls
-Instant messaging
...

INTERNET ACCESS SERVICES
- E-mail access
- Web browsing
- VPN support
- Transparent access
- E-commerce
...

VEHICULAR SPECIFIC SERVICES
- Software upgrade
- Car diagnostics 
- Traffic information
- Route planning
- Fleet management
- Parking information
...

BROADCAST/MULTICAST SERVICES
- Advertisements
- Forecast/traffic information
- Television
...

ENTERTAINMENT SERVICES
- Gaming
- Multimedia streaming and 
downloading
...

Fig. 2.2 Infotainment services examples

Among all the open issues that are present in the vehicular networks environment, there
are three main functionalities that must be provided to V2I communications in order to
provide the availability of IP communications to vehicular users: address autoconfiguration,
efficient routing and mobility management. These three main aspects that must be addressed
in V2I communications were firstly introduced in [26]. Address autoconfiguration [25,
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32] and efficient routing [30] are out-of-the-scope of this thesis. This thesis is focused on
mobility issues.

Bringing infotainment services to the vehicular environment requires complying with
standard protocols and mechanisms that allow heterogeneous networks to be interconnected
in the Internet. In the next section we present the most important standard initiatives that
propose a protocol stack for vehicular networks.

2.2 ITS Standardization initiatives

It is important the development of an adequate standard compatible either with V2V and V2I
communications, supporting both safety and infotainment applications. The standardization
of vehicular network protocols concerns to different international organizations. A lot of
research projects has led to standardization initiatives from different parts of the world. For
example, American research projects, such as Cooperative Intersection Collision Avoid-
ance Systems (CICAS) [43], SafeTrip21 [98] or California Partners for Advanced Trans-
portation Technology (PATH) [83]; Japanese projects, such as Smartway [92] or ITS-Safety
2010 [27]; and European projects, such as CVIS Cooperative Vehicule-Intrastructure Sys-
tem [44], NOW Network-on-Wheels [81] or SEcure VEhicular COMmunication [100]. All
these, among others, have served as a basis to develop vehicular standards for the different
standardization organizations. The IEEE has developed the protocol stack WAVE, including
an extension of the 802.11 family protocols for the low layers, as well as an alternative to
IP in higher layers. The Car-to-Car Communications Consortium (C2C-CC) has developed
and experimented specific protocols for vehicular networks. The ETSI Technical Commit-
tee ITS is involved in the harmonization of ISO, IETF, IEEE and C2C standards.

Next we summarize the main proposed standards to develop a protocol stack for vehic-
ular networks, both from public and private organisms.

2.2.1 IEEE 1609

IEEE has defined WAVE (Wireless Access in Vehicular Environment) or the 1609 protocols
family. WAVE specifies a complete protocol stack (1609.0 to 1609.4), relying on 802.11p
for the low layers. The DSRC radio technology 802.11p is essentially IEEE 802.11a ad-
justed for low overhead operations in the DSRC spectrum. The overall DSRC communica-
tion stack between the link layer and applications has been standardized by the IEEE 1609
working group. Hence, IEEE 1609 is a higher-layer standard on which IEEE 802.11p is
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based. Indeed, the IEEE 1609 family of standards for wireless access in vehicular environ-
ments consists of four standards:

• IEEE 1609.1 - Resource Manager: It defines the basic application platform and in-
cludes application data read/write protocol between RSU and OBU.

• IEEE 1609.2 - Security Services: It defines the 5.9-GHz DSRC security, anonymity,
authenticity, and confidentiality services.

• IEEE 1609.3 - Networking Services: It defines network and transport layer services,
including addressing and routing, in support of secure WAVE data exchange.

• IEEE 1609.4 - Multichannel Operations: It provides DSRC frequency band coor-
dination and management, where it manages lower-layer usage of the seven DSRC
channels, and integrates tightly with IEEE 802.11p.
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The WAVE protocol stack is depicted in Figure 2.3. Non-safety applications can use
the traditional Internet protocol stack containing IPv6, and the transport layer User Data-
gram Protocol (UDP) for connectionless services, as well as Transmission Control Protocol
(TCP) for connection-oriented services. Both parts of the protocol stack share the same data
link layer and physical layer for transmission. The 1609.3 standard includes the WSMP
protocol (WAVE short Messages Protocol) for V2V communication, presented as an alter-
native to IPv6. In this protocol, messages are routed with an Application Class Identifier
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(ACID) and an Application Context Mark (ACM) to replace the IP address and the port
number. This would ease the communications in dynamic environments. IEEE 1609.2 adds
a transversal layer responsible of the security, anonymity, authenticity and confidentiality of
security communications. IEEE 1609.4 defines optional multichannel operations to manage
the usage of the seven licensed DSRC channels for single radio devices.

2.2.2 C2C

The CAR 2 CAR Communication Consortium (C2C-CC) [39] is a non-profit industrial
driven organization initiated by European vehicle manufacturers (Audi, BMW, Daimler-
Chrysler, Fiat, Renault, and Volkswagen) supported by equipment suppliers, research orga-
nizations and other partners. The C2C-CC is dedicated to the objective of further increasing
road traffic safety and efficiency by means of cooperative ITS (V2V) with inter-vehicle
communications supported by V2I communications. The C2C-CC supports the creation of
a European standard for future communicating vehicles spanning all brands. The C2C-CC
also works in close cooperation with European and international standardization organiza-
tions, in particular the ETSI TC ITS. The C2C-CC follows the realistic deployment strategy
and business model in order to speed-up the market penetration, and it is a roadmap for the
deployment of V2V and V2I services
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C2C-CC defines a protocol stack (Figure 2.4) based on Geocast [30] ad hoc protocol
for V2V communications and Mobile IP/NEMO for V2I communications. Geocast routing
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protocols rely on GPS positions to route messages from vehicle to vehicle. Vehicular com-
munications in C2C-CC are also based on DSRC, which rely on the IEEE 802.11p protocol.
However, in contrast with WAVE standard, also takes into account optionally other access
technologies, such as WLAN 802.11 protocols (802.11a/b/g/n) or 3GPP technologies.

The consortium is looking forward to allowing interoperability among cars from dif-
ferent car manufacturers and suppliers of on-board and roadside units. In this context, the
C2C-CC is concerned with real-life demonstrations of safety applications for tangible ad
hoc networks, providing a framework for system prototyping. C2C-CC demonstrates the
C2C-System as proof of technical and commercial feasibility.

The C2C-CC is well connected to other organizations. Various European R&D projects
contributed to specifications of C2C. There is a close cooperation between C2C-CC and
ERTICO [91] (an European public-private partnership for ITS) that ensures the deployment
of the developed standards, and interaction with other standardization development organi-
zations (CEN, CENELEC, IEEE, ISO, ITU).

2.2.3 ETSI TC ITS

The European Telecommunications Standards Institute (ETSI) is developing a unified ITS
architecture for Europe upon the CALM (Continuous Air-interface Long and Medium) con-
cept and the C2C architecture, detailed in the previous section. The ETSI TC ITS station
reference architecture [24] is depicted in Figure 2.5. This architecture was firstly described
in the COMeSafety Project [90] in 2008. The International Organization for Standardization
(ISO) [60] also fulfills this CALM architecture. The concept of CALM is based on hetero-
geneous cooperative communication framework to provide continuous communication to
vehicular nodes.

Several communication layers are defined in the architecture: applications layer on top,
followed by a facilities layer and the networking and transport layer. Below, the access
technologies layer is placed, where again multiple communication technologies may be
used. Apart from the transversal management plane, the architecture also defines a layer-
independent security plane. The facilities layer is capable to provide the basic services
that are common for all applications and it bundles information that different applications
want to transmit. As an example, positioning information is only contained once in the
transmitted messages, but may be used by several applications. The ETSI ITS-G5 protocol
(ETSI ES 202 663), an adaption of IEEE 802.11p, has been defined to be used in direct
communication between vehicles in Europe. The access layer combines the data link layer
and the physical layer and it is perceived as a single entity. The security plane can be viewed
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as a specific part of the management plane. The network and transport layers are grouped
together in a similar way as in the WAVE approach in Fig. 2.3.

2.3 IEEE 802.11p

All the previous standardization initiatives detailed in Section 2.2 use PHY and MAC
layers based on IEEE 802.11p [22] as one of the main candidate access technologies. The
IEEE 802.11p standard is an amendment to the IEEE 802.11 standard to enhance the wire-
less access in the vehicular environment, and it is currently considered the best candidate
for DSRC communications.

The purpose of 802.11p is to provide the minimum set of specifications required to
ensure interoperability between vehicular wireless devices. This is due to IEEE 802.11p de-
vices may be used in environments where the physical layer properties are rapidly changing
and where very short-duration communications exchanges are required, for instance in situ-
ations where transactions must be completed in less time frames than the minimum possible
in IEEE 802.11, either using infrastructure or ad hoc mode. 802.11p is based on extensive
testing and analyses of wireless communications in a mobile environment. This previous
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work that defines a MAC and PHY for DSRC, based on 802.11 and 802.11a technologies,
is documented in the ASTM E2213-03 standard [23] and it is technically compatible with
the 802.11p amendment.

IEEE 802.11p allows a Vehicular Node (VN) that is not a member of a Basic Service
Set (BSS) to transmit data frames. The BSS provides the basic building-block of an 802.11
wireless LAN, and consists of an access point and its associated stations. In 802.11, a node
needs to be part of a BSS to be able to transmit data frames. IEEE 802.11p defines a new pa-
rameter dot11OCBEnabled that allows immediate communication. A VN is able to transmit
a data frame outside the context of a BSS only if the defined dot11OCBEnabled parameter is
true. This avoids the latency associated with the IEEE 802.11 authentication, association, or
data confidentiality services required to establish a BSS. When dot11OCBEnabled is true, a
data frame can be sent to either an individual or a group destination MAC address. Since the
IEEE 802.11 MAC sublayer authentication services are not used when dot11OCBEnabled
is true, any required authentication services would be provided by the Station Management
Entity (SME) or by applications outside of the MAC sublayer. This is why all the vehicular
standardization initiatives include a security data plane into the protocol stack.

IEEE 802.11 protocol uses the licensed 5.9 GHz frequency band. The PHY layer used
in 802.11p is the OFDM physical layer detailed in the IEEE 802.11 standard [19]. The basic
idea is to divide the available frequency spectrum into narrower subchannels (subcarriers).
The high-rate data stream is split into a number of lower-rate data streams transmitted si-
multaneously over a number of subcarriers, where each subcarrier is narrow banded. There
are 52 subcarriers, where 48 are used for data and 4 are pilot carriers. The OFDM PHY layer
supports three different frequency channel widths; 5 MHz, 10 MHz, and 20 MHz. 802.11p
is using 10 MHz channels whereas 802.11 access points usually use 20 MHz channels. The
OFDM symbol duration and subcarrier frequency spacing are depending on channel widths,
i.e., the number of subcarriers is fixed. The duration of one OFDM symbol in 802.11p is 8
µs including guard interval. OFDM has support for eight different transfer rates, which are
achieved by using different modulation schemes and coding rates. In Table 2.1 the differ-
ent transfer rates together with the coding schemes used in 802.11p are shown for 10 MHz
frequency channels. Support of 3, 6, and 12 Mbit/s transfer rates is mandatory.

Vehicular denseness will vary from very dense urban areas to sparse highways. There-
fore, the MAC layer of a vehicular network must be scalable. The MAC algorithm deployed
by 802.11p is found in the 802.11 standard [19] and it is called Enhanced Distributed Co-
ordination Function (EDCA). It is based on the basic Distributed Coordination Function
(DCF) of the 802.11 standard, but adds QoS attributes.

DCF employs a Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA)
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Table 2.1 Transfer rates, modulation schemes and coding rates found in OFDM when using
10 MHz channels

Transfer rate (Mbit/s) Modulation Coding Rate Data bits per Coded bits per
scheme OFDM symbol OFDM symbol

3 BPSK 1/2 24 48
4.5 BPSK 3/4 36 48
6 QPSK 1/2 48 96
9 QPSK 3/4 72 96

12 16-QAM 1/2 96 192
18 16-QAM 3/4 144 192
24 16-QAM 2/3 192 288
27 16-QAM 3/4 216 288

with binary exponential backoff algorithm. In CSMA/CA a station starts by listening the
channel before a transmission and, if the channel is perceived as free for a predetermined
listening period, the station can start to transmit directly. If the channel is or becomes
occupied during the listening period, the station must perform a backoff procedure, i.e., the
station has to defer its access a randomized time period. The predetermined listening period
is called Distributed Interframe Space (DIFS) and the selected value for the randomized
backoff depends on a contention window. PIFS and SIFS are interframe space values used
to give priorities to access points and acknowledgments packets, respectively.

SIFS

PIFS

DIFS/AIFS

AIFS[i]

AIFS[i]

Busy medium Backoff window Next frame

DIFS/AIFS

Defer Access

Slot time

Select slot and decrement backoff 

as long as medium is idle

Fig. 2.6 EDCA channel access prioritization, as specified in [20]

EDCA mechanism enhances DCF by using the same prioritization techniques than IEEE
802.11e [20], namely the Hybrid Coordination Function (HCF). In EDCA, service differ-
entiation is provided by assigning different contention parameters to different access cate-
gories. EDCA changes DIFS inteframe spaces and a unique contention window for Arbi-
tration Inter-frame Space (AIFS[i]) and different contention windows for different access
categories (priority (i)) (see Fig. 2.6). EDCA defines 4 access categories (audio, video, best
effort and background).
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In unicast mode (one-to-one transmissions), IEEE 802.11 acts as a stop-and-wait pro-
tocol; it will await an ACK in return if the message was received successfully. If the ACK
is lacking, the transmitter must perform a backoff procedure and later try to retransmit the
same message until an ACK is received or the retry counter for this particular message has
reached its maximum.

2.4 V2I Mobility Management in Vehicular Networks

One of the main problems in vehicular communications is that the high mobility of vehicles
produces network partitions frequently, and this translates into a lack of route availability,
causing disruption and packet loss. These route availability problems are addressed in ad
hoc routing protocols when V2V communications are used. There exist different proposals
of ad hoc routing protocols focused on vehicular networks that try to minimize these ad hoc
mobility problems [74]. However, when using V2I communications there are additional
problems, which is the case of most infotainment services. The Internet must be reachable
to access these services, but cars cannot be attached to the network using a static point. In
this sense, an Internet gateway is needed to provide global addressability and bidirectional
Internet connectivity to VNs. This Internet gateway can be placed in the RSUs.

Mobility management should guarantee reachability between Correspondent Nodes (CN)
(e.g. servers) in the Internet and mobile nodes (vehicular nodes) in the vehicular network.
Mobility management protocols, such as Mobile IPv6 (MIPv6) and the NEtwork MObil-
ity (NEMO) protocols, are envisioned to implement seamless communications in vehicular
networks, and coherent with the standardization initiatives explained previously. Mobile IP
is responsible for routing IP datagrams on the Internet, independently of the location of the
mobile node. Each mobile node is identified with a “home address”, which does not depend
on the current location of the mobile node. While away from its “home” network a mobile
node has two addresses associated: a “care-of address”, which identifies its current location;
and a “home address”, which is provided by its “home network” and it is used as a global
identifier. Mobile IP specifies how a mobile node registers with its home agent and how the
home agent routes datagrams to the mobile node through a tunnel. NEMO is an extension of
Mobile IP, and it allows session continuity for a whole network that is moving. This permits
to have a private network inside the vehicle, where the passengers’ devices can be plugged
into the car communication equipment, which will manage the mobility as a whole network
transparently to the passengers’ devices.

There also exist protocols that provide faster handoffs than Mobile IP or NEMO, named
micromobility protocol. Micromobility protocols minimize network disruptions during
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handoffs using link-layer information and they assure a minimum QoS for delay-sensitive
infotainment applications. Fast handoffs are a crucial requirement for wireless networks
with small coverage area, since the vehicle spends only short periods of time at each point
of attachment. One of these micromobility protocols is Fast Handoff for Mobile IP (FMIP)
protocol [71, 72]. Mobile IP and FMIP protocols are thoroughly explained and detailed in
Appendix A.

Mobility protocols were designed to provide continuous connectivity to a peer that is
moving between different subnets or domains. However, the use of these mobility proto-
cols can adversely affect upper layers. For instance, Mobile Internet was not designed with
video requirements in mind and therefore video infotainment applications may be handled
inefficiently in vehicular networks. Video applications and video content are expected to
be a growing infotainment service, such as videoconference, real-time traffic information
broadcasting or various on-road video entertainments (live sports, news, etc.). The popular-
ity of video streaming has been considerably increased in the last decade and recent studies
have shown that video streaming is responsible for 25-40% of all Internet traffic. Usually,
the transport protocol for real-time traffic is UDP, mainly due to TCP is well known to be
unsuitable for delivering such type of traffic. However, most popular videoconference or
video streaming services (Skype, YouTube, Netflix, etc) [35, 94] use TCP as transport pro-
tocol due to some known problems of UDP (saturation, firewalls, etc.). On its side, TCP was
mainly designed for wired communications, and therefore suffers from a bad performance
when there is intermittent connectivity, for instance caused by handoffs.

For these (and many other) reasons the vehicular scenario is so challenging. The high
mobility of vehicles creates frequent handoffs, which may result in significant blackouts in
the communications and packet losses. To ensure continuous seamless services to TCP-
based applications, we need to provide session continuity when changing the access net-
work. To clarify this, in the rest of this section we explain these TCP issues caused by
mobility in V2I communications. We also summarize the IEEE 802.21 protocol, which
facilitates sharing information between independent network layers or different network en-
tities. In this sense, IEEE 802.21 can be used to support algorithms that enable seamless
handoffs between networks of the same type, as well as between different network types.

2.4.1 TCP issues in V2I Communications

TCP is particularly affected by the occurrence of handoffs. Here we enumerate some of the
most important issues that TCP suffers in V2I communications:
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1. TCP misinterprets any loss during a handoff in V2I communications as a congestion
signal. Therefore, TCP will drop its congestion window and, as a consequence, the
transmission rate.

2. TCP does not detect when the wireless link is available again after a handoff, and it
must wait until a Retransmission TimeOut (RTO) event to restart sending packets.

3. TCP computes the RTO on the basis of measured round-trip time (RTT) values. A
sudden significant variation of the RTT after a handoff can lead to two undesired
dynamics:

• If the new link has a larger RTT, the calculated RTO can expire hastily, and
therefore TCP drops its congestion window to a minimum value, when not nec-
essary.

• If the new link has a shorter RTT, the calculated RTO can produce an elapse
time (equal to the old RTO) before the TCP sender can recover from a packet
loss [104].

4. When the new link is established after the handoff procedure is completed, TCP state
variables, which regulate the transmission rate, are either still tailored for the old link
or dropped after loss detection, and a long time may be required before retrieving the
optimum settings.

5. TCP handoffs performed by vehicular users going at different speeds can produce un-
fairness behaviors. Those nodes which stay more time connected to the same RSU
(slow vehicles) get more throughput, since they suffer less handoffs. Moreover ve-
hicles at high speed may have not enough time to get the congestion window at the
correct working point.

6. TCP congestion window permits sending more packets than desired because an in-
crease of the MAC service time (the time needed to send a packet in the MAC layer)
implies an increase of RTT. This behavior can overload the network because this RTT
increase does not imply an increase in the capacity of the network.

TCP issues are caused not only due to the handoff latency time, but also due to variations
in RTTs and in Bandwidth-Delay Products (BDPs) [104], as we can see in the list above.
BDP is a well-known concept in measuring the capacity of a “network pipe”. The BDP is
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generally defined as the minimum number of packets (or bytes) in flight of a TCP connection
to fully exploit the available link resources, that is:

BDP(bytes) = BW (bytes/s)×RT T (s) (2.1)

where BW is the available bandwidth, i.e. the TCP flow’s share of bandwidth at the
bottleneck of the network, and RT T is the round trip time. TCP congestion window (cwnd)
indicates the maximum amount of data that can be sent out on a connection without being
acknowledged and determines the number of bytes that can be outstanding at any time. To
maintain a link fully exploited, the cwnd of TCP senders must be set to the BDP. When
there is no competing traffic, the TCP flow should be able to obtain all the bandwidth at the
bottleneck link.

In a vehicular scenario, we assume that the bottleneck is the wireless vehicular access
network. We can assume this because, on one hand, the wireless domain tends to offer infe-
rior performance than wired domain due to bandwidth restrictions and medium contention
issues. On the other hand, we assume end-to-end vehicular services are provided by, ei-
ther local or via Internet, centralized servers with enough resources. In the IEEE 802.11
MAC layer protocol, the sender has to contend to send only one data packet (and get an
acknowledgment back) before contending for the channel again. This is clearly very dif-
ferent from the behavior of wired networks, where multiple packets can be sent without
waiting for them to reach the other end of the link and being acknowledged. Therefore, the
real or effective BDP of a TCP connection in an 802.11 network is smaller than in wired
networks due to contention waiting-times. However, when the MAC service time increases
due to contention waiting-time, the calculated RTT by the TCP sender also increases, and
therefore the cwnd permits sending more packets filling the BDP calculated using Equation
2.1. This behavior can overload the network because this RTT increase does not imply an
increase in the capacity of the network. In Chapter 5 we will see how we can calculate an
effective BDP that will tighten better to the real capacity of an 802.11 network.

There can be problems in the performance of TCP-based applications (related with
changing RTTs) when a handoff occurs between links due to unexpected changes in the
BDP. This not only happens in vertical handoffs (e.g., handoffs between 802.11 links and
satellite links), but also in horizontal handoffs between 802.11 links. This can be caused
by differences in the MAC service time (time to gain access to the share) and in the band-
width available per user, maybe produced by changes in the number of users contending in
a collision domain after a handoff.

The characterization of the MAC service time in saturated IEEE 802.11 DCF networks
depends on the number of users contending in the same collision domain [105]. To show the
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Fig. 2.7 IEEE 802.11 DCF MAC service time

influence of the number of users in the MAC service time we performed some simulations
in a simple scenario. Figure 2.7 shows the average MAC service time of an IEEE 802.11
DCF network as a function of number of nodes for packet payloads of 536 and 1460 bytes.
We obtained these results by simulating an access point with contending users using ns-3
simulator [10]. The parameters used to setup this simulation are showed in table 2.2. This
set of parameters has been chosen because they represent the standard behavior defined in
the IEEE 802.11p amendment [22]. Note that RTS/CTS (Request to Send / Clear to Send),
an optional mechanism used by the 802.11 protocol to reduce frame collisions introduced
by the hidden node problem [64], is enabled.

According to the Figure 2.7, we can observe that the MAC service time increases with
the number of users colliding in the same 802.11 channel. Also, the MAC service time rises
up more quickly when packet payload is higher. This behavior is caused, as we commented
before, because the contention waiting-times are higher when the number of users in a
collision domain increases.

2.4.2 IEEE 802.21 Media Independent Handoff (MIH)

Handoff procedures are essential for a good performance of V2I communications in vehic-
ular networks. Handoff procedures are an issue by itself (disruptions during connection mi-
grations) but also generates different issues to TCP protocol. Using multiple network knowl-
edge and cross-layer information we can minimize handoff disruptions avoiding scanning
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Parameter Name Value
16-QAM

PHY 3/4 Code Rate
27 Bytes/Symbol

Slot time 13 µs
SIFS 32 µs
DIFS 58 µs

RTS/CTS Enabled
Rx Threshold -82 dBm
CS Threshold -86 dBm

Tx Power Level 35 dBm
Data rate 27 Mbps
Basic rate 3 Mbps

Table 2.2 MAC and PHY 802.11 parameters

times and discovering available networks in advance [69]. We can also use this information
to avoid TCP issues. In Chapter 5 we use the IEEE 802.21 Media Independent Handoff
(MIH) standard [21] to provide cross-layer information to the proposed TCP-splitting archi-
tecture that enhances TCP performance during handoffs.

The IEEE 802.21 standard [21] defines a media independent entity that provides a
generic interface between the different link layer technologies and the upper layers. The
main goal of the IEEE 802.21 standard is to facilitate handoffs. This includes handoffs
between IEEE 802 and other networks, whether or not they are of different media types (in-
cluding both wired and wireless), even where handoff is not otherwise defined. IEEE 802.21
also can help mobile devices to perform seamless handoffs where the network environment
supports it. These mechanisms are also usable for handoffs between IEEE 802 networks
and non IEEE 802 networks. Figure 2.8 represents the MIH framework. IEEE 802.21 de-
fines a logically shim layer, named MIH Function (MIHF), between the link-layer and the
network-layer in the protocol stack (see Figure 2.8). IEEE 802.21 allows higher layers to
interact with lower layers using the MIHF through a unified interface. These upper layers
act as MIHF users and are provided by the services exposed by the MIHF. These MIHF
services may be either local or remote, i.e. local operation occurring within a protocol stack
and remote operation occurring between two distant MIHF entities.

The MIHF defines three main services:

• Media Independent Event Service (MIES): The MIES provides link layer events to the
MIHF treated as discrete events. Event notifications are generated asynchronously.
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Thus, all MIH users and MIHFs that want to receive event notifications need to sub-
scribe to particular events.

• Media Independent Command Service (MICS): The MICS refers to the commands
sent from the higher layers (MIHF users) to the lower layers to determine the status
of links or control and configure the MN to gain optimal performance or facilitate
optimal handoff policies. Commands are classified into MIH Commands and Link
Commands depending on whether these commands are sent by the higher layers to
the MIHF or by the MIHF to the link layer.

• Media Independent Information Service (MIIS): The MIIS provides a framework to
acquire network information within a geographical area to facilitate handoffs. The
MIIS is provided by the Information Server (IS). The IS contains information that
is used for network intelligence purposes. The main goal behind the MICS is to
allow MN and network entities to discover information that influences the selection
of appropriate networks during handoffs. This Information Service provides mostly
static information, such as network configuration parameters.

Communications between the MIHF and other functional entities such as the MIHF
users and lower layers are based on a number of defined service primitives that are grouped
in Service Access Points (SAPs): (1) MIH_SAP allows communication between the MIHF
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layer and higher-layer MIHF users, (2) MIH_LINK_SAP is the interface between the MIHF
layer and the lower layers of the protocol stack and (3) MIH_NET_SAP supports the ex-
change of information between remote MIHF entities.



Chapter 3

Vehicular Emulations Platform for Real
Applications

In the context of the challenging vehicular scenario, researchers and developers need a
framework to evaluate their protocols and services. Obviously, the most reliable framework
would be to perform an outdoor experiment to evaluate how applications behave under real
conditions. However, such framework is extremely costly and several drawbacks can rise
due to the difficulty of managing a fleet of cars. For this purpose, software platforms can
play a vital role to test real world scenarios and most research in vehicular networks relies
on simulations.

Network simulators combined with traffic models generated by mobility simulators can
recreate both the vehicular network and the mobility pattern. The problem is that it is not
easy, in general, to integrate real implementations of applications within these simulators.
Also, existing simulation platforms are mainly focused on providing a testing framework
for safety infrastructureless applications, so it is difficult to assess V2I infotainment appli-
cations. Most conventional simulators are unable to emulate networks in real time, because
simulators use discrete events. In this way, a simulator can efficiently execute network
events in batch. On the contrary, emulators (or simulators working on emulation mode)
use a scheduler that ties event execution with real time. This makes emulators less scal-
able compared to simulators, but it permits to inject real traffic from a real application in the
modeled network using real time. This permits testing real implementations of infotainment
applications, specially applications with real time requirements like multimedia. For this
reason, we propose VESPA (Vehicular EmulationS Platform for real Applications), an em-
ulation framework for infotainment vehicular applications with infrastructure participation.
VESPA and a set of video testing tools developed for the performance evaluation test-bed
used in Chapter 4 can be freely downloaded from http://sourceforge.net/projects/vespa.
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Here we present the design and implementation of VESPA. In contrast with the existing
vehicular simulators, VESPA is able to test real applications installed in virtual machines,
recreating a vehicular network. VESPA is able to:

• Emulate different vehicular entities using virtual machines to test real applications in
real time.

• Control the experimental conditions and configurations for reproducible evaluation
across in a wide range of vehicular scenarios.

• Support large-scale evaluations in terms of network size and node mobility, facilitated
by a vehicular traffic simulator.

Using VESPA, researchers and developers can just test their infotainment applications in
several vehicular scenarios without worrying about things like how to install a network sim-
ulator, or how to generate mobility traces. VESPA allows multiple configurations to support
both simplistic and also complex scenarios. VESPA can be used, for example, to compare
the performance of various codification techniques (or video players) in a controlled ve-
hicular scenario, or the comparison between different video codification techniques. With
VESPA, it is possible to test applications using the same software developed for desk-
top computers without lasting time in modeling these applications for network simulators,
avoiding the limitations caused by simplified application behaviors. Moreover developers
can test their software in a complex mobile scenario in a straightforward and fast manner.
VESPA provides all the benefits of an emulation tool and, at the same time, it allows using
realistic mobility models. VESPA is able to test applications installed in virtual machines
using common operating systems (Linux systems). Vehicular entities can be represented by
using User Mode Linux (UML) [46] virtual machines. The emulated network in VESPA
is obtained using the emulation features of the widely known ns-2 [9] network simulator.
The traffic mobility of vehicular nodes is modeled using the Simulation of Urban MObility
(SUMO) [36] tool.

VESPA platform is also useful to compare the behavior and the performance of different
applications using the same vehicular scenario. For example, we can compare two different
video players and test their performance in a highly mobile scenario with lots of handoffs
to assess robustness in front of buffer starvation. The use of the emulation features of ns-
2 allows us to introduce these vehicular nodes in a live network. Emulation is an essential
feature for testing real applications, specially applications with real time requirements (mul-
timedia applications).
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Finally, the use of SUMO as vehicular traffic mobility simulator allows us to feed the
ns-2 emulator with realistic information about node’s mobility. Also, unlike existing pro-
posals to simulate vehicular networks, VESPA offers the possibility to simulate RSUs and
server nodes in the infrastructure domain, which are essential for the proper working of most
infotainment services. As a consequence, VESPA considers all the layers of the TCP/IP and
IEEE 802.11p MAC/PHY protocol stacks. Our platform supports IP mobility management,
being able to use smooth network layer handoff techniques, including the optionally sup-
port of Fast Handoffs for Mobile IP (FMIP) [71, 72]. This protocol adds to the emulation
platform an interesting feature to test those applications where seamless handoffs are vital
to their successful deployment in vehicular environments with infrastructure domain.

In Chapter 4 we evaluate the QoS and Quality of Experience (QoE) of a video streaming
service in a vehicular network using VESPA. Using VESPA we are able to evaluate QoE
easier than using network simulators. The QoE concept considers much more than the
performance of the network, in contrast with Quality of Service (QoS) evaluations. QoE
is concerned with the overall experience the consumer has when accessing and using video
streaming services.

A major portion of this chapter was published in [96].

Chapter Outline

The rest of this chapter is organized as follows: In Section 3.1 different vehicular network
simulators are presented and are compared with VESPA. In Section 3.3, we present the
design of VESPA. In Section 3.4 we analyze the accuracy and the scalability of the proposed
platform. Section 3.5 concludes the chapter.

3.1 Vehicular Network Simulators

Two main types of simulators should be considered in vehicular networks simulation: net-
work simulation and traffic simulation. To study vehicular networks, a simulator must be
able to simulate not only network protocols but also vehicular movements. Regarding net-
work simulators, they are usually used to test the functions and evaluate the performance of
network protocols and applications under various network conditions. On the other hand,
traffic simulators are usually used to simulate drivers’ driving behavior (e.g., car following,
lane changing, overtaking, etc.) on different kinds of vehicular scenarios (e.g., freeways,
urban areas, etc.). Traffic simulators are usually used in the research areas of transportation
engineering, such as transportation planning or traffic engineering.
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It is important to use a realistic mobility model to obtain simulation results that correctly
reflect the real-world performance of a vehicular network. For example, a vehicle node is
typically constrained to streets which are separated by buildings, trees or other objects. In
traffic simulations, four classes of traffic flow models are distinguished according to the
detail level of the simulation: macroscopic, microscopic, mesoscopic and sub-microscopic
models. In macroscopic models traffic flow is the basic entity. Microscopic models simu-
late the movement of every single vehicle on the street, mostly assuming that the behavior
of the vehicle depends on both, the physical capabilities of the vehicle to move and the
driver’s ability to control it. Mesoscopic simulations are located at the boundary between
microscopic and macroscopic simulations. Sub-microscopic models are more focused on
single vehicles, like microscopic, but they extend the concept of vehicle by dividing it into
further substructures, which describe the engine’s rotation speed in relation to the vehicle’s
speed or the driver’s preferred gear switching actions, for instance. Most traffic simulators
for vehicular networks are built using microscopic models because it is the most appropriate
model in order to get a good recreation of the performance of a vehicular network.

To the best of our knowledge, there are some integrated frameworks available for ve-
hicular network testing. We can make two kinds of classifications of existing vehicular
simulators.

In a first instance, we can classify vehicular network simulators as federated solutions
or integrated solutions. Federated solutions are middleware software deployments to couple
existing network and traffic simulators. Federated solutions usually provide a GUI to easily
perform simulations using the capabilities provided by the network and traffic simulator.
Federated solutions have the advantage of re-using existing (proven) software with good
performance, avoiding the development of new software for the same functionalities. The
conceptual architecture of a federated traffic/network simulator is shown in Figure 3.1.

Network 
Simulator

Traffic 
Mobility

Middleware 
Software

Vehicular Network Simulator

Fig. 3.1 The conceptual architecture of a federated traffic/network simulator

Three different methods are possible for constructing a simulator using the integrated
approach and they are shown in Figure 3.2. In Figure 3.2a, communication model and
network protocol simulation capabilities are added into an existing traffic simulator. In con-
trast, in Figure 3.2b, an existing network simulator is extended to include the capabilities
of road network simulation and vehicle mobility models. Yet another method is to develop
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Fig. 3.2 Three different methods for constructing an integrated traffic/network simulator

all required components from scratch to construct a new simulator, which is represented
by Figure 3.2c. This kind of approaches has the advantage that traffic and network simu-
lators are tightly integrated as a single program, so the feedback they provide to the other
subsystem is very efficient.

Vehicular network simulators can also be classified into network-centric simulators and
application-centric simulators. We show the network-centric and application-centric archi-
tectures of vehicular simulators in Figures 3.3 and 3.4.

The main component of the network-centric approach is the parser, which resides be-
tween the road traffic simulator and the network simulator. The traffic simulator generates
a road network map and file that contains mobility-related information about all vehicles.
The parser converts the mobility file into a mobility traces file, in a format acceptable by the
network simulator. These mobility traces are fed to a network simulator as static input files.

Traffic 
Mobility

Network 
Simulator

Parser

Fig. 3.3 Network-centric architecture

The application-centric approach allows the network simulator to control the mobility
of vehicular nodes in simulation runtime. It is possible that vehicular drivers’ behavior can
change in reaction to vehicular safety applications. Therefore, in that case, it is needed to
modify the mobility of selected vehicles, depending on the simulated scenario. Application-
centric approaches give a feedback between the vehicle behavior and the mobility model and
permit an evaluation of vehicular applications that influence vehicle’s mobility. This feature
is suitable for safety and traffic efficiency applications. For example, when a safety appli-
cation broadcasts information reporting an accident, some of the neighboring vehicles may
slow down. However, this feature is not so useful in the case of infotainment applications,
like Internet access, multiplayer games, multimedia applications etc. It would be unrealistic
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Table 3.1 Vehicular network simulators comparison

VANET simulator Approach Network Simulator Traffic Simulator
TraNS Federated/Application-centric ns-2 SUMO
Veins Federated/Application-centric OMNet++ SUMO
SWANS/STRAW Integrated/Network-centric Jist/SWANS STRAW
NCTUns Integrated/Network-centric NCTUns NCTUns
iTETRIS Federated/Application-centric ns-3 SUMO
VNS Federated/Application-centric ns-3 or OMNet++ DIVER
TWINE - TWINE -
VESPA Federated/Network-centric ns-2 SUMO

Table 3.2 Vehicular network simulators comparison

VANET simulator Mobility Emulation IP mobility IP micro-mobility 802.11p Infrastructure Oriented to
capabilities

TraNS Microscopic No No No Yes No Safety apps
Veins Microscopic No No No Yes No Safety apps
SWANS/STRAW Macroscopic No No No No No Safety apps
NCTUns Microscopic Yes Yes No Yes No Both
iTETRIS Microscopic No No No Yes Yes Both
VNS Microscopic No No No Yes Yes Safety apps
TWINE Microscopic Yes No No No Yes Infotainment
VESPA Microscopic Yes Yes Yes Yes Yes Infotainment

to think that the vehicle’s driver will reduce the speed due to the bad quality of the video.
This is why VESPA does not implement this feature.
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Mobility

Mobility Updates

Mobility Commands

Fig. 3.4 Application-centric architecture

To provide access to a running road traffic simulation, application-centric approaches
provides a specific interface for interlinking road traffic and networking simulators. In the
existing approaches this interface uses a TCP based client/server architecture called Traffic
Control Interface (TraCI).

In Table 3.1 and 3.2 we enumerate some vehicular network simulators that we are going
to briefly survey and compare with VESPA. The table summarizes some features of these
works. These works have been specially designed for research, and at least offer the func-
tionalities of network and traffic simulation (as VESPA does). The simulators compared are
not distributed under commercial licenses, because is a major impediment for their adoption
by the research community. Below, we discuss these simulators.
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The first presented solution is a federated vehicular simulator approach that links the
traffic simulator SUMO [36] and the network simulator ns-2 [9] called TraNS (Traffic and
Network Simulation Environment) [89]. TraNS is an open-source simulation environment
that integrates both a mobility generator (SUMO) and a network simulator (ns-2) and it
provides a tool to build realistic vehicular network simulations. TraNS is an application-
centric approach and uses the specific interface for interlinking road traffic and networking
simulators TraCI. TraNS features also includes support for realistic 802.11p [48]. Another
interesting feature is the automated generation of road networks from the US Census Bureau
Topologically Integrated Geographic Encoding and Referencing system (TIGER) [14] and
Shapefile maps, and automated generation of random vehicle routes. However, it does not
support the emulation feature, as VESPA does, and therefore it is not possible to test real
applications with it. Also, TraNS is not capable of virtualizing nodes using real operating
systems. In contrast with VESPA, TraNS is oriented to test V2V communications and does
not support IP micro-mobility protocols.

VeiNS (Vehicles in Network Simulation) [17] is another open-source simulator that cou-
ples a mobility simulator with a network simulator using a federated approach. In VeiNS,
SUMO is paired with OMNet++ [11] by extending SUMO to allow it to communicate with
OMNet++ through a TCP connection. VeiNS, as TraNS does, allows the adaptation of
drivers’ behavior during simulation runtime to the vehicular network events using TraCI.
VeiNS provides interesting features for safety applications, but the lack of support for net-
work infrastructure and for network emulation features makes VeiNS not suitable to test real
infotainment applications.

The Scalable Wireless Ad Hoc Network Simulator (SWANS) [33] is a Java based discrete-
event network simulator that can be used as a network-centric vehicular network simulator,
integrating the Street Random Waypoint (STRAW) [42] mobility simulator. SWANS gives
the user the flexibility to build a custom application and execute it at the application layer,
but it is not able to test real applications in real time. SWANS also lacks support for IP mo-
bility protocols. The mobility simulator STRAW, provides to SWANS accurate simulation
results by using a vehicular mobility model on real US cities, based on the operation of real
vehicular traffic. STRAW is able to parse TIGER files, and it also implements a complex
intersection management using traffic lights and traffic signs. However, its dependence on
SWANS prevents the research community from using it. STRAW use a macroscopic mo-
bility model that constrains node movement to streets defined by map data and limits their
mobility according to vehicular congestion and simplified traffic control mechanisms. A
more realistic mobility model with the appropriate level of detail for vehicular networks is
critical for accurate network simulation.
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NCTUns [109] is a discrete-event network simulator based on ns-2 that provides a com-
plete GUI tool to configure testing scenarios easily. NCTUns can be used as a vehicular
network simulator using its car agent. Therefore NCTUns is an integrated network-centric
approach. NCTUns also supports emulation features. Despite the advantages provided by
NCTUns, like the easiness of use, it presents several drawbacks. One of these drawbacks is
that it only supports a predetermined fixed number of vehicles per simulation. NCTUns pro-
vides some random speed models, which are considered less realistic than the ones provided
by SUMO. In addition, NCTUns requires Fedora 9 Linux distribution to be installed, limit-
ing its usage. Finally, NCTUns is not as scalable as other platforms, as we will demonstrate
later using some simulations (see Figure 3.10).

Another vehicular approach is iTETRIS [73]. The iTETRIS platform consists of SUMO,
ns-3 network simulator and an Application module. iTETRIS is a federated and application-
centric approach. All these blocks are connected by the iCS (iTETRIS Control System)
module. Applications can be independently implemented and run on the top of the iCS
using the Applications block. Triggered by Applications’ commands, ns-3 simulates ve-
hicular transmissions. Receptions deriving from these communications are notified to the
applications, which in consequence can produce actions to be undertaken in the road traffic
scenario simulated by SUMO using TraCI. As a result, SUMO continuously feeds the other
blocks with vehicles’ position updates, whose knowledge is essential for wireless simula-
tions. iTETRIS permits synchronizing simulation time with the application, traffic or wire-
less communications events. However a real implementation cannot be run seamlessly over
iTETRIS because this platform uses its own API to create network sockets. Therefore real
applications cannot be tested using a real operating system, as opposed to VESPA. More-
over ns-3 does not support IP mobility, micro-mobility, Mobile IP or FMIP protocols. This
is why iTETRIS is not suitable for analyzing infotainment applications in which handoffs
and mobility issues are important.

The last vehicular approach presented is the Vehicular Network Simulator (VNS) [50].
VNS is a federated simulation framework that integrates either ns-3 or OMNet++ with DI-
VERT [49], a new microscopic traffic simulator. VNS provides bi-directionally interaction
between the microscopic mobility model and network simulators, NS-3 and OMNET++,
being an application-centric approach. VNS does not support mobility protocols and it is
oriented to test safety applications.

The previous presented approaches are vehicular simulators. In the literature, there are
other tools that can run real applications on modeled networks. In this respect, TWINE [112]
emulator is one of the most used. TWINE targets realistic, scalable, and flexible evalua-
tion of wireless technologies and applications. TWINE uses a geographically distributed



3.2 Tools 35

set of physical wireless testbeds but this makes results difficult to be replicated by other
researchers. TWINE is oriented to test wireless networks (wireless local area networks,
mesh networks, or mobile ad hoc networks) but is not oriented to test vehicular networks.
Thus TWINE cannot use realistic mobility models needed to evaluate vehicular applica-
tions. Moreover, to test real applications TWINE uses real devices instead of virtualized
nodes, which is an important drawback in terms of scalability.

As a final remark, we can conclude that VESPA offers some extra features that current
vehicular simulators do not offer. First of all, VESPA is a network-centric and federated
approach. VESPA differs from the tools presented in the fact that it can work in emulation
mode. Using this emulation feature and virtualization, VESPA is able to test real software
in real time, injecting live traffic to the emulated vehicular network. Also, as the objective
of VESPA is testing infotainment applications, it is essential to offer capabilities to com-
municate with the infrastructure side. Some of the alternative vehicular simulators do not
offer this possibility of interacting with the infrastructure, maybe because they are focused
on testing safety and traffic efficiency applications. Finally, to the best of our knowledge,
VESPA is the only vehicular simulator that offers the possibility to test the effects of net-
work mobility over real applications, and it also includes IP micro mobility protocols

3.2 Tools

Three main types of tools should be considered to emulate real applications in vehicular
networks, as depicted in Figure 3.5: virtualized nodes, network simulation and vehicular
traffic simulation. The virtualized nodes can be obtained by means of virtual machines,
which are used to execute real applications without necessity of a broad number of hard-
ware resources. Network simulators are used to evaluate network protocols in a variety of
conditions. Traffic simulators are used for transportation and traffic engineering. In the rest
of this Section we summarize the different tools used to construct VESPA.

3.2.1 User Mode Linux - UML

Working with virtual machines can be cost saving because management can be simplified,
as there is just a unique point to control, in contrast to managing and setting up a lot of dis-
persed machines in the network. This is especially important in vehicular networks because
deploying a fleet of cars is extremely costly and hard to manage. In our particular case,
we will use UML machines hosted in a single machine to virtualize applications. UML
provides open source Linux virtual machines, fast speed and good performance, and it can
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be easily managed by using a single file for the kernel of the virtual machine and another
file that contains the file system which will be used. UML is lighter and may work better
than others virtualization systems because there is less instruction translation involved, it
just intercepts the system calls and throw them back to the UML kernel [47]. At present,
our platform is based on a single host machine, so the number of vehicular nodes that can
be represented using virtual machines is limited, and it mainly depends on the available re-
sources (CPU, memory, storage, etc) of this host machine. We are considering as a future
work to distribute virtualization to avoid this limitation and to extend its scalability.

3.2.2 Network Simulator - ns-2

A network simulator is a software program that mimics the working of a computer network.
Simulators typically model the computer network with devices and links of any type. They
also offer support for the most popular protocols in use today, including medium access
control (MAC), routing and transport protocols, and some simple applications. Hence, net-
work simulators allow us to analyze the network applications performance and to test new
protocols in the data link, network or transport layers. Some network simulators also have
an emulation facility, that is to say, the ability to introduce the simulator into a live network.
In our particular case, as our objective was to develop a framework able to test real applica-
tions in real time, this emulation facility was mandatory. For this and many other features
(support for network mobility protocols, GPL license, etc.) we finally decided to use ns-2
as network emulator in our testing framework VESPA. We also considered ns-3 [10] as a
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candidate for the network emulator, because it has some usability and performance advan-
tages regarding its predecessor ns-2. However, ns-3 currently does not have full support for
network mobility protocols, for instance Mobile IP, which is essential for properly testing
vehicular networks.

3.2.3 NS-2 Emulation Extensions

The NS-2 Emulation Extensions [79] are part of the contributed code of ns-2. This means
that they are maintained by users and that they have not been incorporated into the regular
ns distributions. It is used to link ns-2 simulator with UML virtual machines, enabling ns-
2 to emulate wireless networks using real software. In these extensions, the scheduler of
the network simulator has been enhanced for the correct emulation of wireless networks,
solving some timing inaccuracies that produce a negative impact over the performance of
the IEEE 802.11 protocol in ns-2 [78].

3.2.4 SUMO

One of the most important parameters when simulating vehicular networks is node mobility.
It is important to use a realistic mobility model to obtain simulation results that correctly
reflect the real-world performance of a vehicular network. Traffic simulators provide real-
istic mobility traces to network simulators. Network simulators use these mobility traces
to calculate the network conditions of vehicular nodes, performing channel modelling as a
function of geoposition. In our case, we will use SUMO [36] as traffic simulator because is
an open source road traffic simulation package designed to handle large road networks that
can be easily integrated with ns-2 simulator. SUMO can import many network formats and
combining with OpenStreetMaps (OSM) [12], so we can easily simulate vehicular traffic
mobility using any map imported from the Internet. Since SUMO is a pure traffic generator,
its generated traces cannot be directly used by the available network simulators. However
SUMO also is able to generate alternative XML traces, which can be easily converted to the
format of ns-2 mobility traces.

3.3 VESPA modules

VESPA consists of a set of software developments and a GUI tool that integrates three basic
modules: a node virtualization module based on UML virtual machines, a network simula-
tor module based on ns-2 network simulator, and a vehicular traffic mobility module based
on SUMO. But VESPA is more than the grouping of these existing modules. We have used
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some different software add-ons and we developed a set of tools for the proper intercon-
nection between them. These add-ons permit to connect the simulator to the UML virtual
machines, to optimize the network emulation for working in real-time with wireless devices
and to have support for the IEEE 802.11p/DSRC vehicular technology. These add-ons also
permit to offer a set of features that are required to emulate a vehicular network including
an infrastructure domain. We have developed a simplistic GUI tool for VESPA, which fa-
cilitates the use of some complex tools such as ns-2 and SUMO. The rest of this Section
describes in more detail the logic modules that are part of VESPA, which are depicted in
Figure 3.6.
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3.3.1 Nodes Virtualization

As it can be seen in Figure 3.6, the top modules consist of nodes virtualized by UML ma-
chines, representing several nodes in the network setting up a live network.

Each filesystem of a UML virtualized node is entirely contained inside a single file on
the host. VESPA allows the use of shared filesystems between several virtual machines us-
ing the copy-on-write (COW) layering capability. Each virtual machine saves the changes in
the filesystem into a COW file, much smaller than the original filesystem, without modifying
the original filesystem file. This leads to a disk space saving. It will also help performance,
since the host will be able to cache the shared data using a much smaller amount of mem-
ory, so UML disk requests will be served from the host’s memory rather than its disks.
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The applications that are intended to be tested using VESPA are installed in these virtual
machines.

As stated in Section 3.2.1, node virtualization is expensive in terms of resources (CPU,
memory, storage, etc.), so there is a limitation in the number of guest machines that can
be virtualized in a particular host. However, just notice that maybe it is not necessary to
virtualize all the nodes that exist in the vehicular network, but only those in which we want
to test real software. VESPA allows that some nodes can be virtualized with UML machines
with the aim of executing the real applications, and other nodes can be just modeled within
the ns-2 network simulator. For instance, in the test scenario that we will be presented in
Chapter 4, it is only necessary to virtualize two nodes as UML virtual machines, the video
streaming server and the vehicular video client. The rest of nodes involved in the reference
test scenario may be just emulated inside the ns-2.

3.3.2 Network Emulation

As previously stated, UML virtual machines can represent both mobile vehicles located
in the wireless domain or fixed nodes (usually servers) located in the infrastructure domain.
These virtualized nodes need connectivity, which is provided by the ns-2 network simulator.
To connect the virtualized nodes with ns-2, VESPA uses TAP virtual Ethernet devices [13]
to transport information to and from UML virtual machines (see Figure 3.6). A TAP device
is assigned to each UML, which is used to connect the virtual node to the emulated network.
In particular, UML machines see these devices as a common ethernet device that is directly
connected to the corresponding virtual Ethernet interfaces.

To emulate the network, VESPA uses the emulation feature of ns-2 (nse). Nse uses a
soft real-time scheduler which ties event execution within the simulator to real time. Ns-
2 acts as an emulator of a wireless network among the virtual machines. This emulation
feature mainly uses network objects and tap agents. NS-2 Emulation Extensions provide the
network objects and the tap agents used in VESPA. The network objects are used to send
and receive packets to and from a live network. Network objects read and write packets to
tap network devices at the link layer. Packet sockets available in Linux are used for this
purpose. The tap agents are application level processes on ns-2 nodes that convert network
packets between the emulated wireless network and the real network using a network object
to access to a network device on the link layer (TAP virtual interfaces). Each tap agent can
be connected to at most one network object. Tap agents additionally implement address
mapping between UML virtual machines, MAC addresses and the ns-2 nodes addressing.

The main problem we found in this software was that the original tap agents available
in NS-2 Emulation Extensions were initially developed to test wireless scenarios without
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infrastructure. However, most infotainment applications depend on infrastructure, so there
was a lack in this aspect. For this reason, we modified the existing tap agents to allow the
interaction with the infrastructure domain and to properly interact with network mobility
protocols. We modified the implementation of the NS-2 Emulation Extensions because they
are not totally compatible with the ns-2 mobile IP implementation.

In addition to these changes, some extensions were needed to enhance the network em-
ulator for a better performance when representing vehicular networks. Next we describe
these add-ons.

Mobile IP in ns-2

The ns-2 network emulator supports Mobile IP for wired and wireless networks. Mobile
IP is used to track the location of any mobile terminal in order to deliver any packets to it
whenever its location and it is available on ns-2 to simulate mobility scenarios. The Mobile
IP ns-2 module was developed by Sun Microsystems. It includes all Mobile IP entities
defined in Mobile IPv4 [84], like Home Agents (HA), Foreign Agents (FA) and Mobile
Nodes (MN). HA and FA entities are deployed as access points (APs), and these entities
have registering agents to send beacons to the MN to detect mobility, to encapsulate and
decapsulate data, and to reply to solicitations from MN. The MN has registering agents,
which receive and respond to beacons and send out solicitations to HA or FAs.

As VESPA has been designed to be especially suitable for testing real-time applications,
we consider essential to provide smooth handoff techniques, such as FMIP (Fast Handoffs
for Mobile IP), apart from the standard Mobile IP implementation. FMIP uses cross-layer
techniques to “anticipate” or to prepare for the forthcoming handoff beforehand, minimizing
the handoff latency and packet losses. Using FMIP, VESPA is able to emulate scenarios
where smooth handoffs are necessary for an acceptable application performance. To provide
this FMIP support, an extension developed by Robert Hsieh [3] has been added to ns-2.

Routing

The five different ad-hoc routing protocols currently implemented for mobile networking in
ns-2 are DSDV [37], DSR [67], AODV [85], TORA [15] and PUMA [108]. VESPA is able
to use them to emulate Vehicle-to-Vehicle (V2V) applications. However, these ad-hoc rout-
ing protocols do not properly consider mechanisms for efficient mobility management and
handoff support. Then, there can be some incompatibilities between the ns-2 implementa-
tion of these routing protocols and the implementation of Mobile IP and FMIP. Infrastruc-
ture is needed to provide IP mobility, which typically is assumed to be a fixed and wired
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backbone composed of routers and access points to provide mobility services to wireless
terminals. Only DSDV can work in ns-2 with infrastructure and IP mobility at the same
time, and at the expense of not using multi-hop techniques. However, the use of a proactive
protocol like DSDV in a vehicular scenario can introduce too much traffic overhead. This
is why we have configured VESPA to use the NO Ad-Hoc Routing (NOAH) agent [8] by
default. When using the NOAH implementation, VESPA emulates the behavior of mobile
nodes that communicate without using ad hoc routing, so the mobiles nodes are only able
to connect with the access points. This behavior is suitable to test infotainment applications
that are provided by the infrastructure.

IEEE 802.11 extensions

The team from Mercedes-Benz Research & Development North America (MB) and from
University of Karlsruhe has collaborated to develop a completely new 802.11 MAC and
PHY model for ns-2, called Mac802_11Ext and WirelessPhyExt, respectively [41]. This
new model allows to configure a lot of new parameters of the MAC and PHY layer that
are not possible to configure in the current ns-2 implementation, providing a higher level of
simulation accuracy. Using these extensions, it is possible to use the IEEE 802.11p access
technology in ns-2, using a configuration file that provides the 802.11p parameters. For that
reason, we have included this extension in VESPA.

3.3.3 Vehicular Traffic Mobility

Finally, regarding the last module of traffic simulation, we decided to use SUMO in VESPA.
Some of the reasons that helped us to choose SUMO were that it is the most used traffic sim-
ulator licensed under GPL, it has a quite good documentation, and it is easy to interconnect
with other software. SUMO offers a good number of features to build mobility patterns
in vehicular networks, like the possibility to create maps by means of theoretical models
(e.g. Manhattan grid), or to import real maps from external sources. SUMO also permits to
configure aspects related to nodes movement, like the number of vehicles, maximum speed,
etc.

SUMO generates netstate dumps that contain information about the nodes’ position and
speed. These dumps are generated once we have loaded a mobility scenario, and they have
to be converted to suitable mobility traces. A parser module named traceExporter converts
netstate dumps to ns-2 mobility traces. If so, ns-2 can use them as an input in order to
calculate the network conditions of these nodes. Traces are calculated once a user introduces
a SUMO configuration file to VESPA, or after a user has built a SUMO scenario with the
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Graphical User Interface (GUI) provided in the emulation platform, capable to edit traffic
scenarios.

3.3.4 Graphical User Interface

A simple and intuitive GUI (see Figure 3.7) has been developed to facilitate the use of
VESPA. This intuitive GUI makes testing trouble-free and efficient, in contrast to program-
driven systems which require complex programming or scripting. VESPA’s graphical soft-
ware lets you zoom in on low-level parameters without having to go through manuals or
specifications. The GUI’s clean interface makes it easy to “dive deep” and control the fine
details of emulating a complete network. This GUI helps in editing mobility scenarios and
running the tests, as it provides a set of utilities that automatically create the configuration
files needed for the emulation.

Fig. 3.7 The emulation platform GUI

The GUI help us: (1) to create random maps, (including grid maps, spider networks and
totally random maps) and vehicular random routes; (2) to create maps manually, using an
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editor where the map nodes and the edges between these nodes can be created. When a
manual map is created the routes must be edited manually too. This is done using another
utility where different routes can be created and then assigned to different vehicles; and (3)
to import external maps and vehicular routes. Once the map and the routes configuration
files are created, VESPA offers the possibility to create a SUMO configuration file. This
configuration file can be used to load this mobility scenario a posteriori in the emulation
platform. Regarding other network parameters, it is possible to configure the virtual nodes,
the RSUs and the network emulation duration. The virtual nodes must be configured, se-
lecting the nodes that must be virtualized using UML virtual machines. The other existing
nodes will be directly emulated by ns-2. Regarding the RSUs, it is possible to configure
the position coordinates and the access technology parameters (IEEE 802.11a, 802.11b or
802.11p) of each one. The parameters used for each technology are provided by [41]. All
RSUs deployed in the map will be connected to a central server that will be virtualized by a
UML virtual machine.

3.4 VESPA’s Accuracy and Scalability

We ran a set of tests to gauge the performance limitations of our emulation platform. In
particular, we assess the impact on the accuracy of the emulation as it inevitably introduces
delay when network traffic is sent between applications running on the virtual machines
and the real-time simulator. All these evaluation tests have been performed on a Quad-
core (1.6 GHZ) Intel x64 system running Debian-Linux with kernel version 3.2.0-35. The
host machine has 32GB memory, the UML machines use at most 32MB of RAM, and the
logging process of the simulator uses 100MB for the compressed trace file. Inside the UML
machines we used the same 2.6.31 Linux kernel as on the host system.

To evaluate VESPA’s accuracy, we compare the measurements obtained via emulation
with the results of pure ns-2 simulation. To determine the round-trip times (RTTs), we have
used simple ping (ICMP echo) measurements. We evaluated the delays introduced by the
emulated network, including virtualization and the traffic redirection, and those introduced
by the simulation model. We execute the "ping" command to send 10,000 ICMP packets
from one virtualized node to another. The results are shown in Figure 3.81 as error bars
under various payload sizes. This clearly indicates that the RTT increases for packets with
a bigger size, which can be explained that it takes longer to fully place a big packet on the

1We increased the kernel’s default interrupt frequency such that 1 jiffy becomes 1 ms in the modified
kernel, i.e., so that the packet delay experiment results’ accuracy is within 1 ms
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Fig. 3.8 RTT with various payload sizes

medium. It can be also seen that the emulation results correspond accurately with the sim-
ulation results, with exception of a latency overhead of about 0.15 ms in the emulation case
due to the additional packet handling layer in the virtual machine. Note that the standard
deviation of the RTT values in VESPA is comparable to the measured standard deviation of
the simulation results.

To evaluate VESPA’s scalability, we measured the resource requirements in terms of
CPU utilization and memory requirements as the number of emulated nodes is increased.
The load is generated using the following scenario: vehicles are moving at constant speed,
they are separated 5 meters from each other and they communicate with 802.11p. Each
node opens a socket and sends fixed-sized UDP packets to the a server in the wired do-
main at a constant rate. In order to characterize the overhead we vary the traffic rate from
50 to 10K packets per second (pkt/s), using packet sizes of 100 and 1000 bytes. We use
vzmemcheck command to get the memory consumption for the UMLs. For CPU load, we
used the vmstat command. As shown in Figure 3.9, the memory consumption is linearly
increasing with the number of virtual nodes. This is because that each virtual machine is
a separate executing entity, with constant memory occupancy. On the other hand, the CPU
utilization reaches 90% with around 20 virtual nodes due to the decrease in the instructions
per communicated byte when increasing the number of emulated entities. In Figure 3.10
we can see the ratio of late packets in terms of packet size. To that end, we virtualized
4 nodes and we used the same traffic pattern that in the other experiments. Compared to
TWINE, VESPA maintains a lower ratio of late packets and therefore it is able to maintain
the real-time during the tests better than TWINE.
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3.5 Conclusions

Numerous vehicular simulators have been proposed in the literature to analyze the perfor-
mance of vehicular networks. In this chapter, we have presented and analyzed different
simulation approaches oriented to test wireless applications in modeled vehicular scenar-
ios. Unfortunately, these simulators are oriented to test safety applications based on V2V
communications, and do not permit to test real applications. Thus it is needed to generate
simplified versions of the applications to test, being a waste of time, and making it difficult
to test infotainment applications with real-time requirements.

VESPA emulation platform allows testing real infotainment applications using vehic-
ular traffic mobility and providing a faster and cheaper testing environment than outdoor
experiments. Researchers can use this low-cost tool to test and analyze the deployability of
different infotainment vehicular services in a realistic scenario. VESPA is mainly aimed at
researchers and developers that want to test applications in a vehicular scenario in a very
easy way. VESPA can be easily installed in Linux systems or downloaded as a Live CD, be-
ing able to be executed in any desktop computer. VESPA can be used, for example, to com-
pare the performance of various codification techniques (or video players) in a controlled
vehicular scenario, or to compare different video codification techniques. With VESPA, it
is possible to test applications using the same software developed for desktop computers
without lasting time in modeling these applications for network simulators, avoiding the
limitations caused by simplified application behaviors. Moreover developers can test their
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software in a complex mobile scenario in a straightforward and fast manner.



Chapter 4

Performance Evaluation of Multimedia
Infotainment Services Using VESPA

Video applications and video content are expected to be a growing infotainment service,
such as real-time traffic information broadcasting or various on-road video entertainments
(live sports, news, etc.). Video streaming applications are resource-consuming and they have
some constraints that should be considered (and tested) before starting the deployment of
the infrastructure necessary to provide them. Regarding resources, vehicles can be equipped
with powerful CPUs, and large on-board memory and storage capacities. The IEEE 802.11
standard can support transmission rates higher than 100 Mbps, and specifically the vehic-
ular amendment IEEE 802.11p [48] standard support up to 27 Mbps. Even between high
speed driving vehicles within a highway, it is reasonable to expect a 1Mbps data rate [102].
The car engine and battery can provide power for intensive data computation, communica-
tions and to feed the video displays. Thus, vehicles can be considered powerful enough to
play video flows, and the network have enough bandwidth to support the transmission data
rate required to send, receive or forward compressed video flows among vehicles and road-
side receivers. But the mobile Internet was not designed with video requirements in mind
and therefore video infotainment applications may be handled inefficiently in vehicular net-
works. Vehicular network handoffs still face a challenging difficulty: the high mobility of
vehicles creates frequent handoffs, which may result in significant packet delay and packet
losses. As a consequence, the deployability of a video service over such environment must
be analyzed. Despite the importance of reliable results, nearly all ongoing research activi-
ties addressing video streaming over vehicular networks are based on V2V communication
simulation studies [66, 103] that neglect the effects of frequent handoffs over real video
applications.

In this chapter we present a performance evaluation for video infotainment applications
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with infrastructure participation in vehicular networks. We present a study for the potential
deployment of video on demand services in vehicular networks where a Mobile IP solution
is used for real-time video using UDP+RTP protocols. We carried out a set of experiments
using a video streaming service in a simple scenario (a highway). The video server was
placed in the infrastructure domain and vehicular nodes download contents from this server
during a trip. In our experiments we only considered the effect of losses due to handoffs,
without any other traffic interference. So, we will evaluate the effects of handoffs between
access points caused by the mobility of vehicles.

In a real scenario, handoffs can be performed at link layer (L2) or at network layer (L3).
L2 handoffs can be used when all the RSUs belong to the same subnet and to the same
administrative domain. L3 handoffs are most often found in wired and wireless environ-
ments where users need to carry their mobile devices across multiple LAN subnets. This
behavior fits in a vehicular environment where a vehicular node is moving through different
RSUs placed along a road. So we decided to simulate the worst case, in which handoffs
are performed at layer 3 and a network-layer mobility protocol is used in all of them. We
simulated network-layer handoffs using Mobile IP and Fast Handoffs for Mobile IP (FMIP)
protocols [71] and we analyzed the performance of a video playback in a highway scenario
with both protocols. In such simplistic scenario, we will only evaluate the effects of packet
losses caused by handoffs due to network mobility. There are other problems that can limit
the deployment of a video service, for example, packet loss during handoffs, random errors
in wireless links, network congestion, etc. However, the performed analysis is focused on
the packet loss that occurs during the handoffs due to network mobility. Trying to test more
parameters to the analysis may degrade the performance of the simulations. According to
our simulations, we will extract some interesting results about the deployability of such
service.

For this work we used the testing framework presented in Chapter 3 called VESPA.
Using VESPA we are able to evaluate the Quality of Experience (QoE) easier than using
network simulators. The QoE concept considers much more than the performance of the
network, in contrast with Quality of Service (QoS) evaluations. QoE is concerned with the
overall experience the consumer has when accessing and using video streaming services. As
previously stated, VESPA has the possibility to install and use real software. In particular,
we will use the Live555 [51] libraries for the multimedia applications. This fact will also
allow us to compare the video stream transmitted by the server with the one received in
the video player. This feature of VESPA, that other existing vehicular simulation tools do
not have, permits us to identify losses during handoffs in a realistic way. Analyzing the
simulation results we noticed that, even in this “friendly” scenario, there are problems to
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deploy properly a video service in highways because its performance at high speeds is quite
poor.

A major portion of this chapter was published in [95].

Chapter Outline

The rest of this chapter is organized as follows: In Section 4.1, we present the reference
scenario used for the performance evaluation. In Section 4.2, we present the results of the
performance evaluation Section 3.5 concludes the chapter with a discussion of the results
obtained.

4.1 Reference Scenario

As previously stated, we will use VESPA to analyze the effects of (only) losses caused by L3
handoffs. The test scenario designed for this purpose is an infrastructure scenario where a set
of RSUs are deployed over a highway in an overlapped manner (see Figure 4.1). Therefore,
there are not coverage blackouts in the road. All the RSUs are connected to a central router,
which is also connected to a video streaming server. Both the video streaming server at the
infrastructure side and the vehicular node with the video player are emulated by UML [46]
virtual machines. The Live555 [51] libraries provide the multimedia applications for the test
bed. Using these libraries, a video streaming server is configured in the infrastructure side,
and a video receiver is placed in the vehicular node. Live555 is an open source library that
can be used to build multimedia streaming applications, and that provides different tools for
testing purposes. It supports multimedia transport and application open standards such as
RTP/RTCP, RTSP or SIP. Live555 supports video and audio formats such as MPEG, H.264
and JPEG video, and it has been designed in such a way that it can be easily extended
to support more formats. Using these libraries, a video streaming server is configured in
the infrastructure side, and a VLC media player [18] or an MPlayer player[7] with live555
libraries is placed in the OBU of the vehicular node. During our tests we found several
problems because the video player crashes because it was not able to reproduce the video
stream in case there are many errors. For this reason, we developed an error-resilient decoder
that does not crash and offers a video reproduction without stops even in the presence of
errors or gaps to the user. Our decoder is based on the MPEG-2 decoder [6], and it recovers
the gaps that are lost during the communication by representing the previous frame received
when a lost frame is detected.
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Fig. 4.1 Reference scenario

The video transmitted during the simulations have a CIF (Common Intermediate For-
mat) format (352x288). CIF, also known as FCIF (Full Common Intermediate Format),
is a format used to standardize the horizontal and vertical resolutions in pixels of YCbCr
sequences in video signals, commonly used in video teleconferencing systems. The video
streaming media is sent using the User Datagram Protocol (UDP). There is no mechanism
within UDP to guarantee delivery. It is up to the receiving application to detect loss or cor-
ruption and to recover data using error correction techniques. If data are lost, the stream
may suffer a dropout and therefore quality degradation. The Real-time Streaming Protocol
(RTSP), Real-time Transport Protocol (RTP) and the Real-time Transport Control Protocol
(RTCP) are used in conjunction with UDP, and they were specifically designed to stream
media over networks. There are other protocols that are reliable, such as the Transmission
Control Protocol (TCP), which guarantee correct delivery of each bit in the media stream.
However, TCP reliability is based on a system of timeouts and retries, which means that
when there is a segment loss in the network, the media stream stalls while the protocol han-
dlers detect this loss and retransmit the missing data. Clients can minimize this effect by
buffering data. While delay due to buffering is acceptable in some video services like video
on demand scenarios, users of interactive applications (such as video conferencing) will ex-
perience a loss of fidelity if the delay caused by this buffering exceeds 200 ms. This is why
we simulated video streaming services using RTP+UDP protocols in a lossy scenario with
several handoffs.

Regarding routing issues, we will assume during the test the simplistic routing case in
which there is only one hop between vehicular nodes and RSUs, so there are no multi-hop
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communications.

Parameter Name Value
Wired links Bandwidth: 100Mb

Propagation delay: 5ms
Propagation model Nakagami

Wireless access IEEE 802.11p
Distance between RSUs 350m

Video characteristics CIF 352x288 MPEG-2
Table 4.1 Simulation parameters

Some other parameters used during the simulations are described in Table 4.1. The
distance between consecutive RSUs is 350 meters. The node radio coverage is 400 meters,
therefore a vehicular node is always under the coverage of an AP. The IEEE 802.11p access
technology is used in the simulations. The propagation model used is the Nagakami model
with the parameters used in [41] by default. We choose this propagation model because
empirical research studies have shown that a fading radio propagation model, such as the
Nakagami model, is best for simulation of a vehicular environment [106].

4.2 Simulation Results

4.3 Packet Loss Rate

In this test we sent several video streams coded at different bitrates using CBR (Constant
Bit Rate) coding. Our objective was to analyze and compare the effects of the standard
Mobile IP handoff and FMIP over the packet loss rate (for further information about the
working of these protocols see Appendix A). Mobile IP model implemented in ns-2 used
in VESPA follows Mobile IP for IPv4 standard. Also, we wanted to gauge the effects of
mobility over the video transmission. We streamed a video in this reference scenario, during
4200 meters along the road using different vehicle speeds. Therefore the simulation time is
variable as a function of the vehicle speed, to assure that the number of handoffs during the
video playback is always the same for the different speeds.

Figures 4.2 and 4.3 show the packet loss rate as a function of the bitrate and the vehicle
speed when using Mobile IP. We simulated speeds between 20 and 50 m/s. Although the
speed limit in highways is usually between 30 and 40 m/s we considered interesting simu-
lating until 50 m/s because there exists highways where there is no speed limit. From these
figures it can be observed that, using Mobile IP, the packet loss rate increases as vehicle
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speed increases, but when the CBR video bitrate increases there is not a considerable in-
crease in the packet loss rate. This behavior is due to the disruption time for higher speeds
is higher than disruption times for slower speeds. When increasing vehicle speeds disruption
time also increase, however when increasing bitrates disruption time remains.
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Fig. 4.2 Packet loss rate per vehicle speed using Mobile IP

From Figures 4.2 and 4.3 it can be concluded that the values of the packet loss rate
obtained when using the Mobile IP solution can be a problem to deploy a video service in a
vehicular network. The values obtained during the simulations are comprised between 4%
and 29%. The packet loss rate obtained at 5 m/s is between 4% and 5% and the obtained at
50 m/s is between 27% and 29%. Driving at those speeds typically achieved in a highway
(30-40 m/s) the packet loss rate is between 17% and 24%.

Next we will test the behavior of the FMIP protocol, because this protocol is supposed to
offer seamless communications. FMIP can reduce the handoff delay by either introducing
L2 triggers to anticipate the handoff, or by managing most of the handoff operations inside
a local domain. Minimizing the handoff delay, the FMIP standard reduces the amount of
lost packets during the L3 handoff. However, FMIP does not always guarantee a successful
predictive fast handoff if the speed of the mobile node is high1. The handoff process of
FMIP tightly depends on L2 triggering, and it can increase the possibility of failure because
the trigger does not consider the state of the L3 of the mobile node and it delivers triggers
only based on variable wireless signal state. So, although in FMIP the packets are buffered

1Differences between predictive and reactive FMIP handoffs are detailed in Appendix A.
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Fig. 4.3 Packet loss rate per bitrate using Mobile IP

and supplied to the mobile node after the handoffs to avoid packet loss, unsynchronized L2
triggers with the L3 status will generate a reactive handoff that can produce packet losses
close to MIP handoffs that affect to the video streaming services.

Figures 4.4 and 4.5 analyze the packet loss rate using the FMIP protocol as a function of
the bitrate and the vehicle speed. From the figures it can be concluded that the values of the
packet loss rate obtained when using the FMIP solution are lower than the simulations using
Mobile IP. Also, the behavior of the packet loss rate is different. From these figures it can
be observed that, using FMIP, the packet loss rate increases as the vehicle speed increases,
and it also increases with the increase of the CBR video bitrate. This behavior is explained
because the number of unsuccessful FMIP handoffs depends on these factors. The increment
of unsuccessful FMIP handoffs is caused by the loss of messages in the FMIP handoff
anticipation mechanisms (see Appendix A). These failures consist in the achievement of the
handoff between subnets before the configuration of the new network parameters and before
the tunnel establishment to forward the packets on the fly. These failures cause packet losses
and happen more often with the increase of the node velocity and the increase of the bitrate.
According to Figures 4.4 and 4.5, the packet loss rate is comprised between 1.5% and 28%,
but being much lower than Mobile IP at slow and medium speeds. For instance, driving at
speeds typically achieved in a highway (30-40 m/s), the packet loss rate is between 4.75%
and 21%. For example, going at 30m/s a 1 Mbps video will suffer a packet loss rate lower
than a 15% when using FMIP techniques.
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Fig. 4.4 Packet loss rate per vehicle speed using FMIP

4.3.1 Video quality

The objective of these simulations is to see how the quality of a video clip streamed in a
vehicular network is affected by the handoffs occurred during the communication. During
these handoffs, packet losses limit the overall quality of the video streamed because the
transport protocols used during the transmission (UDP or UDP+RTP) are not reliable. In
contrast to the simulations in Subsection 4.3, in the analysis detailed below we can see
the impact of the packet loss distribution during the handoffs in the quality of the video
transmitted.

A major feature of video encoding is the ability to remove redundant information, not
only within a frame, but also among a group of frames. MPEG-2 uses three frame types
(Intra-coded, Predicted and Bi-predictive) to represent the video. A group of pictures (GOP)
setting defines the pattern of the three frame types used. These three picture types are
defined in the following ways. I-frames are the most important in all three types of frames,
since the decoder uses the content in I-frames to decode the P-frames and B-frames in the
same GOP. If the content is lost in the I-frame, the error will be propagated to all the other
frames in the same GOP. A packet loss in a P-frame or B-frame only affects to this particular
frame or at most to some few neighbor pictures.

QoS metrics, such as packet loss rate, have been consistently used for evaluating the
quality of a transmission in IP networks and provide an objective way to measure the reli-
ability of communication network. However, Quality of Experience (QoE) metrics address
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Fig. 4.5 Packet loss rate per bitrate using FMIP

the limitations of conventional QoS measuring when evaluating quality from the user’s point
of view. Frame loss derived from packet loss suffered in vehicular networks can affect the
video in different ways depending on whether the packet lost belongs to a slice from one
or another frame type. So we need different metrics to measure what a user perceives as a
quality parameter. From a technical point of view, QoE can be seen as the quality remain-
ing in the user’s device after delivering the video to an end device. PSNR is considered an
objective QoE metric [28].

So apart from typical QoS, such as packet loss rate, we analyzed the quality of the video
streamed using the Peak Signal-to-Noise Ratio (PSNR) between the original video and the
video transmitted within the vehicular network and the one received by the vehicular node.
That means the distortion introduced to the video until it reaches the decoder at the end
device. PSNR is defined via the mean squared error (MSE) which for two m ·n images I and
K where one of the images is considered a noisy approximation of the other.

MSE =
1

mn

m−1

∑
i=0

n−1

∑
j=0

[I(i, j)−K(i, j)]2 (4.1)

The MSE is computed using (4.1) where i and j represent the coordinate of a pixel along
the horizontal axis and the vertical axis respectively, and where m and n represent the height
and width of the video sequence. As such I(i, j), denotes a pixel value in the original video
sequence at coordinate (i, j), where the video sequence in question has a spatial resolution
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of m ·n. Similarly, the notation denotes a pixel value in the received video K(i, j) sequence,
having a spatial resolution of m ·n.

PSNR = 10 · log10

(
MAX2

I
MSE

)
= 20 · log10

(
MAXI√

MSE

)
(4.2)

The PSNR values are calculated using (4.2) where MAX I defines the maximum luma
value (MAX I is equal to 28 when the pixel depth is equal to eight bits per pixel component).
Note that the PSNR values are computed in the luma domain (Y-PSNR), since the luminance
component is the most widely accepted objective measure of visual distortion and therefore
is our primary means of measuring visual distortion [70].

PSNR is most commonly used as a measure of quality of reconstruction of lossy com-
pression codecs. So, in order to be able to compare the same content, we developed an
error-resilient decoder based on MPEG-2 [6] that recovers the lost gaps of lost frames dur-
ing the communication by representing the previous frame received.
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Fig. 4.6 PSNR of a CBR 1000Kbps video for different vehicle speeds

Figure 4.6 shows the PSNR for four different speeds between 20 and 50 m/s using a
video encoded at CBR with 1000 Kbps. Here the video playback time is always the same
for all the vehicle speeds. We can observe the video degradation during handoffs using
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Mobile IP or FMIP. When no handoffs occur and therefore there are no losses during the
video transmission, the PSNR value is infinite because the compared videos are the same
(MSE=0), but we will represent this infinite value as 100 dB in the Figure.

It is generally accepted that a PSNR value between 30 and 50 dB represents a good
quality level. However we can observe that during handoffs the PSNR obtained is lower than
20 dB. The PSNR shows an on-off behavior (between 100 and 20 approximately) produced
by the lost frames during the handoff disruptions. So we can consider that during handoffs
the quality level is not enough, obviously because there are missing frames and the user
perceives stops during the playback. It is easily observed that, increasing the speed of the
vehicular node, the PSNR is degraded due to the increase of the number of handoffs during
the communication. We can also observe the difference in the PSNR degradation during the
handoffs between Mobile IP and FMIP. At low speeds, FMIP seamless handoffs produce
that just some of the handoffs cause degradation on the video streamed. However when the
vehicular node speed is increased the benefits from using FMIP in the video playback are
diminished. For the sake of example, at 50 m/s, it is difficult to see differences between
Mobile IP and FMIP protocol in the video quality perceived in a video streamed. We can
observe that at lower speeds some FMIP handoffs produces no losses or shorter blackouts
than Mobile IP handoffs. When no blackout exists during a FMIP handoff means that it
is a predictive handoff and the video frames transmitted to the vehicular node are tunneled
correctly to the next AP during the handoff without losses. When a blackout exists during
a FMIP handoff means that it is a reactive handoff. A reactive handoff occurs when the
L2 handoff and therefore the disconnection is previous to the Fast Binding Update (see
Appendix A). A blackout in the video playback is always produced by Mobile IP handoffs
because there is no make-before-break technique between the new link detection and the
information transfer period and therefore the handoff causes packet loss.

Figures 4.7 and 4.8 represent the average PSNR (accumulated error) after 200 seconds
of video. Using the Average PSNR we can observe the video degradation for different
bitrates as a function of the vehicular speed. It can be observed that the average PSNR
is decreased as the vehicle speed is increased. This can also be deduced from Figure 4.6
since it can be easily observed that handoff disruptions are more present at high speeds. In
the same way, it can also be observed that the average PSNR is lower with higher bitrates.
Figures 4.7 and 4.8 represent the degradation of the video played caused by the mobile
scenario, so video degradation caused by packet loss during handoffs is more significant
with the increase of the video bitrate.

Figures 4.9 and 4.10 represent the video disruption time during the playback for Mo-
bile IP and FMIP handoffs. Table 4.2 shows the video disruptions information in numerical
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Fig. 4.7 Average PSNR per vehicle speed using Mobile IP

Mobile IP FMIP
Speed 20m/s 30m/s 40m/s 50m/s 20m/s 30m/s 40m/s 50m/s

Number of video disruptions 19 25 33 39 11 23 25 35
Disruption Mean (sec) 1.6337 1.6064 1.6545 1.7692 1.0982 1.3496 1.5 1.5497
Disruption Variance 0.2703 0.235 0.2372 0.3096 0.6011 0.9039 0.2183 0.1885
Number Lost Frames 796 1004 1365 1725 302 706 939 1356

% Lost Frames 15.48 19.53 26.55 33.55 5.87 13.73 18.26 26.37

Table 4.2 Video Disruptions

values. The video playback observed is about 200 seconds long. It can be observed that
the number of disruptions and the disruption time increases at higher speeds because the
number of reactive handoffs also increases. At lower speeds, predictive FMIP handoffs are
predominant and therefore the disruptions perceived in contrast with Mobile IP are lower.
The variance for FMIP disruption time is higher for lower speeds since the behavior of the
reactive handoff is more random than the behavior of a simple Mobile IP handoff. However
this variance for higher speeds is similar between both since the behavior of the handoffs at
high speeds are very similar (in FMIP L2 handoffs are suffered always before any handoff
message due to the high speed). According to [110], the FMIP protocol can reduce the
handoff delay to get between 0.18 and 0.4 seconds in 99.3% of the cases. However, the
analytical model for fast handoff latency presented in [110] does not take into account the
node speed, and it is oriented to predictive handoffs. Therefore, for reactive fast handoffs
the latency will be close to Mobile IP handoff latency. Predictive FMIP handoffs cannot be
perceived during the video playback due to buffering techniques. Anyway, our results are
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Fig. 4.8 Average PSNR per vehicle speed using FMIP

very close to the ones presented in [61] for reactive FMIP handoffs.

According to our results, it seems that it is not possible to offer this kind of service with
enough quality for the users using UDP+RTP. The video playback degradation is unaccept-
able in several cases, especially at high vehicle speeds.

4.4 Conclusions

Analyzing the results obtained in the performance evaluation, we will try to extract some
remarks about the possibility of deploying a video service in a highway with current tech-
niques. A potential business target for video streaming services is high-range vehicles.
These vehicular users are the potential customers that are willing to pay for video services
in car trips, and probably these customers will not accept degradations of the video service
due to high speeds. QoS should be maintained even in this case. This issue can be more
important in countries where the law does not limit the overall speed at certain highways.
Just recall that we considered a simplistic scenario in which there are no coverage black-
outs, there is no multi-hop routing and all communications are with the infrastructure. In
addition, during the simulations we only considered the effects of packet losses during L3
handoffs, and no other important aspects (like transmission errors, losses due to congestion,
bandwidth variations due to weather effects, etc.) were considered that would worsen the
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Fig. 4.9 Video Disruption per vehicle speed using Mobile IP

performance of the system for sure. According to our results, it seems that it is not possible
to offer this kind of service in all the scenarios or with enough quality for the users. The
packet loss rate is unacceptable in several cases, specially at high vehicle speeds.

For this reason, we think existing techniques are not practical to minimize blackouts
communications during handoffs to deploy video streaming services in highways. In our
opinion, one of the reasons that deter the deployability of such kind of service is the use of
non-reliable protocols to transport video services, for instance UDP or UDP+RTP. As these
protocols do not recover lost frames, losses during the handoffs cause gaps in the video.
The use of reliable transport protocols, like TCP, would allow recovering gaps due to lost
frames. However, reliable protocols like TCP generally add delays to request lost frames.
So, reliable protocols are not suitable for real-time services, such as video conference, but
they can be suitable for video on demand services. In this case, we can use prefetching
techniques to avoid the video from freezing during the playback caused by lost frames.
Buffering should not be a problem for vehicles since OBUs are not considered resource-
limited devices. Using video prefetching, received frames are stored at the receiver buffer.
After an initial prefetching time where the buffer is storing arriving frames, the receiver
starts to play the media. The stored frames allow the video users to continue playback during
handoffs, avoiding video freezing. In order to check the deployability of video services
using TCP we simulated the same scenario than Section 4.1. In the simulation depicted in
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Fig. 4.10 Video Disruption per vehicle speed using FMIP

Figure 4.11 we represent the buffer occupation used for the video prefetching. We used a
buffer of 600KBytes and the video playback starts after a prefetching of 300KBytes.

0 

200 k

400 k

600 k

20
 m

/s

Mobile IP 
FMIP

0 

200 k

400 k

600 k

Bu
ffe

r O
cc

up
at

io
n 

(b
yt

es
)  

40
 m

/s
 

30
 m

/s

0 

200 k

400 k

600 k

0 10 20 40 50 6030
Time(seconds) 

s)

0 

200 k

400 k

600 k

50
 m

/s

Fig. 4.11 Buffer occupation for a CBR 1000Kbps video transmitted using TCP for different
vehicle speeds
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The buffer has been sized following the results obtained in Figure 4.6. Since we can
observe that the biggest gap in the communication is approximately 2.5 seconds, we need a
buffer bigger than 300KBytes. We sized the buffer to the double of this value (600KBytes)
to avoid the buffer underrun during handoffs and the video freezing caused by it. We can
observe that buffer occupation is maintained, therefore there will not be video disruptions
during the video playback. However, using Mobile IP for speeds higher than 50m/s, a
forbidden speed in most of the highways, the buffer could be underrun since it can be seen
that the high number of disruptions causes an alarming drop of the buffer occupation.

Another possibility to reduce losses during handoffs may be to use advanced video
coding techniques, such as application-layer forward error correction (FEC) using rateless
erasure coding combined with Scalable Video Coding (SVC) extension of H.264/MPEG4-
AVC [29, 99].

Another possibility to reduce or eliminate losses during handoffs may be to use a reliable
TCP connection, but avoiding delays and TCP performance issues (introduced in Chapter 2)
using cross-layer techniques. This way, we could use video streaming applications using a
smaller buffer, and therefore adding a smaller delay in the video playback. In next chapter,
we present a new handoff architecture for V2I communications that, preventing from TCP
impairments during handoffs, allows more seamless communications and an enhancement
of TCP throughput rates and TCP fairness between different vehicular nodes.



Chapter 5

VSPLIT: A cross-layer architecture for
V2I TCP services over 802.11

Some non-safety services on ITS rely on the Transport Control Protocol (TCP), one of the
core protocols of the Internet Protocol Suite. However, there exists several issues related
to mobility that can affect TCP performance, and these issues are particularly important in
vehicular networks.

To achieve Internet communications in vehicular networks, handoff procedures perform
data flow migrations from a Correspondent Node (CN) (e.g., an Internet server placed in
the wired network) and a Vehicular Node (VN). In these handoffs the VN changes the Point
of Attachment (PoA) in the infrastructured network, and these PoAs can have the same
or different access network technologies. Therefore, handoffs can be intra-technology or
inter-technology. Handoffs within PoAs of the same access network technology are intra-
technology, also named horizontal handoffs. Handoffs within different access network tech-
nologies are inter-technology, also named vertical handoffs. This work is focused on hor-
izontal handoffs, specifically on handoffs between different 802.11 RSUs that act as PoA,
placed along the road. We considered IEEE 802.11 as access technology because it is the
main candidate technology in vehicular networks due to its flexibility and cost, as detailed
in Chapter 2.

Handoffs cause several problems to TCP communications. Communications are paused
while the handoff between RSUs is completed, and packets can be routed again to the VN.
In any case, TCP considers that any loss is a congestion signal, and reacts dropping its
congestion window (cwnd), which causes a reduction in the transmission rate. TCP fairness
is also important in vehicular networks. There can be unfairness after a handoff between
the user that performs the handoff and other users still connected to this RSU, specially
when vehicular nodes go at different speeds. Also, conventional TCP congestion-control
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algorithms cause an overshooting window problem and result in poor throughput when used
in 802.11 networks [54]. MAC contention in 802.11 channels cause an increment of the
Round-Trip Time (RTT). This behavior can overload the network because this RTT increase
does not imply an increase in the capacity of the network.

In this chapter we present VSPLIT, a new handoff architecture for V2I communications
to optimize the handoff procedure in TCP communications by using the IEEE 802.21 MIH
services [21]. MIH services are a set of mechanisms mainly used to facilitate migration of
mobile users between access networks that use different link-layer technologies (more in-
formation available in Chapter 2). However, we use these mechanisms to enhance TCP per-
formance during handoffs in V2I communications. We use a TCP-splitting architecture for
vehicular environments, in which a modified TCP protocol is used between a Performance-
Enhancing Proxy (PEP) and the vehicular users. The presented architecture allows not only
to reduce the handoff disruption time for TCP communications during handoffs, but also to
increase the aggregated throughput of all the vehicular users in the network and to enhance
the fairness between TCP connections. This modified TCP protocol is called VSPLIT-TCP,
and it uses cross-layer information provided by MIH services to improve the performance of
TCP flows in the vehicular segment. VSPLIT-TCP uses the standard TCP headers, the TCP
standard flow control (based on a sliding window) and also the TCP standard error control
(based on retransmissions and time-outs). However, VSPLIT-TCP does not implement the
standard congestion control. Instead, VSPLIT-TCP uses cross-layer metrics provided by
IEEE 802.21 MIH services to assist handoffs over 802.11, so VSPLIT-TCP can adapt its
congestion window to the characteristics of the network condition of the next RSU. In par-
ticular, VSPLIT-TCP is able to synchronize the connections/disconnections, avoiding packet
loss, timeouts or spurious retransmissions during a handoff. The TCP flow is frozen dur-
ing the idle period when a handoff occurs. VSPLIT-TCP does not implement any probing
phase (slow start or congestion avoidance). Instead, VSPLIT-TCP uses the available cross-
layering information to properly set the congestion window of active senders according to
the efficiency and fairness conditions at each moment. Therefore the congestion window
is configured properly just after the VN is reconnected without having to wait any probing
phase.

The work of this chapter was published in [97].

Chapter Outline

The rest of this chapter is organized as follows: Section 5.1 reports on the related work. In
Section 5.2 we present the TCP handoff architecture proposed. In Section 5.3 the handoff
procedures for CN-to-VN flows and for VN-to-CN flows are respectively detailed. The
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performance evaluation of the proposed architecture is presented in Section 5.4. Section 5.5
concludes the chapter.

5.1 TCP Handoffs Approaches

Several cross-layer schemes have been proposed in the literature to alleviate handoff issues
when using TCP in wireless scenarios. Here we summarize some of the most important
approaches and we include some key properties in Table 5.1.

Cwnd Required
Name Handoff Technology Flow Direction 802.21

Adaption Modifications
Approach

3DA [40] Horizontal Generic CN-to-MN No Halve MN End-to-End

Freeze TCP [58] Horizontal Generic CN-to-MN No Freeze MN End-to-End

CN-to-MN -
ATCP [101] Horizontal Generic

MN-to-CN
No Freeze MN End-to-End

WLAN and CN-to-MN and
SWHA [76] Vertical

DVB-S MN-to-CN
No Yes MN End-to-End

WLAN and MN and
Inter-RAT [75] Vertical

WiMAX
CN-to-MN Yes No

Snooping Agent
Snooping

WLAN and
THAT [57] Vertical

DVB-S
CN-to-MN Yes Yes MN End-to-End

CN-to-MN and
VSPLIT Horizontal WLAN

MN-to-CN
Yes Yes MN and PEP Splitting

Table 5.1 TCP Handoffs Approaches Comparison

The 3DA [40] is a horizontal handoff approach that is aimed to reduce the idle time after
a handoff in a WLAN. This approach uses the AP beacons to control the handoff proce-
dures of a Mobile-Node (MN). After a reconnection, the TCP receiver sends three copies
of the last received Acknowledgement, triggering the TCP sender to enter the TCP fast-
retransmit–fast-recovery (FR-FR) mechanism [104]. The solution is aimed to CN-to-MN
TCP flows. The cwnd is not adapted to the new link and the FR-FR mechanism halves
the cwnd after a handoff. This approach reduces the overall handoff latency but, after run-
ning FR-FR, the effective transmission rate is halved without adapting it to the new link
characteristics.

In [58], a TCP variant named Freeze-TCP is proposed. Freeze-TCP forces an interrup-
tion of the TCP flow to avoid packet loss during handoffs by advertising a zero window
(ZW). This allows stopping transmission without dropping the TCP cwnd. Afterward, the
TCP sender sends a “probe” message to retrieve the transmission with the unchanged cwnd.
This mechanism implies that the link layer properly notifies the handoff occurrence to the
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transport layer. Freeze-TCP is designed for horizontal handoffs, but it does not specify the
access technology used nor the mobility protocol.

Adapted-TCP (ATCP) is a cross-layer TCP for wireless horizontal handoffs [101]. Un-
like 3DA and Freeze-TCP, ATCP improves the performance not only when the TCP sender
is the CN but also when the TCP sender is the MN. ATCP runs only at the MN and, after a
disconnection and a connection notification from the network layer, it appropriately handles
internal TCP parameters to allow a fast restart of the TCP transfer after handoff. ATCP does
not prevent packet or ack losses during handoffs and if the sending window is closed and
the RTO is larger than the handoff, the ATCP sender must wait for a RTO expiration before
restarting the TCP transfer. ATCP considers the state variables that are achieved before the
disconnection as the optimum value also over the new link. In 3DA, Freeze-TCP and ATCP,
the authors assume Mobile IP protocol as a mobility solution.

In [76], the authors propose a scheme aimed to completely avoid losses during a handoff
through a cross-layer architecture that optimizes the performance of TCP-based applications
when a handoff occurs between links with quite different BDPs. This cross-layer architec-
ture is focused on vertical handoffs between satellite and WLANs. To this scope, cross-layer
signaling involving transport, network, and link layers has been designed. It is compliant
to the ECLAIR architecture [93], an “optimization subsystem” (OSS) that manages cross-
layer signaling, whereas “tuning layers” (TLs) interact with each protocol layer to drive
optimized actions. We named this solution Satellite-WLAN Handoff Architecture (SWHA).
The cross-layer solution is implemented just at the MN and it is an end-to-end solution.
SWHA can be used for CN-to-MN and MN-to-CN TCP flows. Using the cross-layer feed-
back the MN close the cwnd window to stop the transmission for MN-to-CN flows or sends
a ZW for CN-to-MN. After the handoff the connection is restarted at full cwnd. However
this solution does not specify how the optimal cwnd is calculated for each kind of handoff.

In [75] the authors provide a seamless handoff procedure between UMTS and WiMAX
systems using MIH 802.21 standard. They design a new TCP agent (TCP Snoop), which
interacts with a MIH Function variant called InterWorking (IW) layer, to mitigate BDP mis-
match and to solve spurious RTO problems that often appear in the inter-technology handoff
scenarios. We named this solution Inter-RAT Handoff. The TCP Snoop Agent reacts with
a 3-dupack and a ZWA after a handoff indication to halve the cwnd of the TCP sender and
freeze the transmission. The Snoop Agent uses the BDP advertised by the IW to dimension
the Snoop Agent buffer. After a handoff completion a Nonzero Window Advertisement
(NZWA) message is sent from the Snoop Agent to the TCP sender and with the Acknowl-
edgement delaying mechanism and explicit window notification resolve BDP mismatch and
spurious RTO problems. Inter-RAT just takes into account spurious RTO problems for TCP
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communications in WiMax to UMTS handoffs and CN-to-MN TCP flows.

In [57] the authors present a solution to provide a seamless service to high-speed trains.
They propose a cross-layer architecture with vertical handoffs between a satellite link in
open areas and WLAN in tunnels. We named this solution TCP Handoff Arquitecture for
high-speed Trains (THAT). They designed appropriate vertical handoffs with time anticipa-
tion for an uninterrupted service using 802.21 Satellite Independent - Service Access Point
(SI-SAP) interface of the Broadband Satellite Multimedia standard. They propose differ-
ent methods based on a reordering and RTO update approach and the configuration of the
TCP slow-start threshold and the cwnd limitation on the basis of the AP buffer size for
satellite-to-WLAN handoffs and the restoration of the previous slow-start threshold value in
WLAN-to-satellite handoffs.

The solution proposed, named VSPLIT, is a TCP-splitting architecture for horizontal
handoffs in vehicular environments. However it can be considered a solution between hor-
izontal and vertical handoffs. Using the IEEE 802.21 MIH services typically used in het-
erogeneous networks, the TCP can be informed about service disruptions during handoffs
and about the characteristics of the following 802.11 link to adapt its cwnd to the new sit-
uation. Notice that, despite handoffs are between the same access technology (horizontal),
link characteristics can be different due to several reasons (number of users connected to
each RSU, network load, mobility, etc.), situation that typically occurs in vertical handoffs.
VSPLIT can be used for CN-to-MN handoffs (CN-to-VN in vehicular networks) and for
MN-to-CN handoffs, and it requires MN modifications and a PEP between the CN and the
MN. Despite VSPLIT is mainly aimed at 802.11 link-layer handoffs, it can also be applied
to Mobile IP handoffs.

5.2 VSPLIT: TCP Handoff Architecture

In this section we introduce VSPLIT, an approach that helps to solve some mobility issues
in the TCP protocol for V2I communications in vehicular networks that use 802.11 as an
access network technology. To counteract impairments at the TCP protocol that are caused
by handoffs we propose an approach that is based in a TCP splitting architecture. Then,
using splitting, the connection is divided in two TCP segments: standard TCP segment and
vehicular TCP segment (see Figure 5.1). The proposed architecture uses a modified TCP in
the vehicular TCP segment named VSPLIT-TCP, which minimizes the packet loss in TCP
connections during the handoff process, adapts TCP to the characteristics of the next RSU of
the network and provides fairness among vehicular users. VSPLIT-TCP uses the standard
TCP headers, flow and error controls, but it does not implement the standard congestion
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Fig. 5.1 TCP Handoff Architecture

control. The new congestion control algorithm is fed by the 802.21 MIH services installed
in the wireless network to adapt the TCP communications to the situation of the candidate
RSU when a vehicular user is going to perform a handoff.

5.2.1 Cross-layer design

Figure 5.1 shows the VSPLIT architecture. The CN is the remote node connected through a
TCP connection to the VN. The standard TCP segment is from the CN to the PEP. From the
PEP to the VN is considered the vehicular TCP Segment. VNs, RSUs and the IS implement
the 802.21 MIH Function (MIHF). The PEP manages the different TCP connections, but it
does not implement MIHF. The PEP is aware of the different handoffs by means of TCP
Options (we define them in Section 5.2.4). We use an Information Server (IS) to provide
Media Independent Information Service (MIIS) functionalities. This IS server has a holistic
view of the network topology, and it knows the coordinates and coverage of all the RSUs
in the network. In particular, we use the IS to provide the channel number of the candidate
RSU to the VN when it is performing the handoff, avoiding large scanning times to find the
next RSU.
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The cross-layer events will allow us to synchronize the link-layer connections/disconnections
with the TCP flow (see Figure 5.2). The congestion window of active senders is set to a value
that depends on the expected bandwidth for the next access network and the new RTT (we
better explain this in Section 5.2.3). This is done just after the handoff when the VN is
reconnected, without having to wait any TCP probing phase. These parameters are obtained
from the RSU by the VN using 802.21. This modified congestion control can avoid packet
loss, timeouts and spurious retransmissions, improving network efficiency and providing
fairness among users.

The different speeds of vehicular nodes cause unfairness in TCP communications. Users
that go faster generally achieve less throughput because they suffer a higher number of
handoffs in the same amount of time than slow users. Also, the standard congestion control
is going to need a certain time to reach the correct working point after the handoff, and
this time is higher when there are other (slow) users that are transmitting at a high rate.
Our congestion control is able to set the proper congestion window of all the TCP flows
every time there is a new connection or disconnection in the RSU. This permits to reduce
unfairness between fast and slow nodes as VSPLIT-TCP does not implement probing phases
(slow start or congestion avoidance).

5.2.2 Design goals

The main goals of our VSPLIT architecture are:

• Internet hosts must be able to use standard TCP. The VSPLIT architecture achieves
this goal by using one PEP (splitting). Since one of the TCP end users is the vehicular
node, which is equipped with an On-Board Unit (OBU) with a particular protocol
stack and with the 802.21 protocol, it is very feasible that the vehicular user can run a
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modified TCP protocol (in our case, the VSPLIT-TCP protocol). CNs do not require
to be modified.

• Full vehicular network exploitation. This is an efficiency goal. TCP exhibits a bad
performance in a vehicular network where a lot of handoffs are suffered. Our goal is
to maximize the throughput of the competing TCP flows in front of losses, blackouts
and bandwidth and delays variations.

• Fair resource allocation among competing TCP flows. TCP handoffs performed by
vehicular users going at different speeds can produce unfairness behaviors. Those
users who stay more time connected to the same RSU, in existing TCP approaches,
get more throughput, since they suffer less handoffs and moreover there is no time for
those users who go at high speeds to get the cwnd at the correct working point. Our
handoff procedure can reduce the handoff disruption time and adapt the cwnd rapidly
to the network situation, providing a better fairness behavior between TCP competing
flows.

We propose an architecture based on TCP splitting, which consists in dividing the TCP
connection into a vehicular network portion and a Internet portion. Using splitting, the
connection is divided in two TCP segments: standard TCP Segment and vehicular TCP seg-
ment. Our architecture uses 802.11 Access Points (APs) as RSUs using each one different
non-overlapped frequency channels. The 802.11 standard requires a MN to scan all the pos-
sible channels to discover available APs during a handoff. In a given 802.11 cell, several
channels are expected to be empty. This makes the MN to waste a lot of time scanning
empty channels, more than 90% of the overall handoff latency. The 802.11 scanning takes
more than 300 ms to scan all the channels in typical 802.11 WLANs [80]. For this reason,
avoiding scanning time is expected to improve the handoff latency and therefore minimize
TCP communications disruptions. In this sense, our handoff architecture may be very use-
ful as the VN can know in advance the Basic Services Set Identification (BSSID) and the
current channel number of the candidate RSU.

5.2.3 VSPLIT-TCP Congestion Window Adaption

To maintain a link fully exploited, the cwnd of TCP senders must be set to the “Bandwidth-
Delay Product” (BDP) [104]. When there is no competing traffic, the TCP flow should
be able to obtain all the bandwidth at the bottleneck. In our scenario we assume that the
bottleneck is the wireless domain. In the IEEE 802.11 MAC layer protocol, the sender has to
contend to send only one data packet (and get an acknowledgment back) before contending
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for the channel again. This is clearly very different from the behavior of wired networks,
where multiple packets can be sent without waiting for them to reach the other end of the
link and being acknowledged. Therefore, the BDP of a TCP connection in 802.11 is smaller
than in wired networks. However, when the MAC contention increases the calculated RTT
by the TCP sender also increases and therefore the cwnd permits sending more packets. This
behavior can overload the network because this RTT increase does not imply an increase in
the capacity of the network.

To solve the aforementioned TCP cwnd overshooting problem, in [111] the authors split
the total RTT into two parts: 1) congestion RTT and 2) contention RTT. The contention RTT
is determined by the 802.11 MAC service time. This MAC service time is defined by the
delay added to access the medium following the rules specified in the DCF algorithm. On
the other hand, the remaining part of the RTT is the congestion RTT, which is determined
by the transfer delay of all the links through the path excluding the contention RTT. The
duration of continuous segment flow in the pipe is determined only by the congestion RTT.
Therefore, BDP is determined by the congestion RTT and not by the contention RTT. If the
original congestion-control mechanism [104] is directly applied over 802.11, the TCP cwnd
is adjusted according to the total RTT (directly measured at the TCP agent). However, the
congestion RTT, which is related to the network pipe volume, is smaller than the total RTT.
As a result, the cwnd is likely to exceed the level of the BDP. Furthermore, the higher the
ratio of the contention RTT to the congestion RTT is, the greater the overshooting problem
becomes.

In [111], the authors propose a mechanism which provides an accurate method of esti-
mating the contention status and adapts the cwnd to limit the window size from overshoot-
ing in multihop ad hoc networks. They deal with routing failure issues in static multihop
networks. Multihop ad hoc network issues are different than TCP issues in V2I communi-
cations. Therefore our congestion control is different than the proposed by them. The idea
is monitoring the throughput of a RSU to calculate the available bandwidth BW for each
TCP flow. The following cwnd calculation will be used by the TCP agents in the PEP and
the VN. A VN can estimate the available bandwidth by dividing the overall throughput in a
RSU among the number of VN with active TCP connections in the cell. We use the MAC
service time twice (go and return) as a RT Tcontention value. Notice that we consider that each
RSU works in saturation mode, that is to say, there is always traffic to send. We will use
Equations 5.1 and 5.2 to calculate the BDP:

BDP = (TrRSU/n)× (RT T −RT Tcontention) (5.1)
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BDP = (TrRSU/n)× (RT T − (2×MAC_service_time)) (5.2)

where TrRSU is the measured throughput in a RSU; n is the number of TCP users
connected to the RSU; RT T is the round trip time calculated by the TCP agent; and the
MAC_service_time is the MAC access contention delay calculated in the 802.11 network.
The contention RTT is two times the MAC_service_time, because during the RTT the DCF
algorithm acts two times (one time for the data packet, and another one for the acknowledg-
ment), and subtracting it to the calculated RTT we obtain the congestion RTT. This BDP
will be used to set the cwnd every time a handoff occurs. The entire handoff procedure is
detailed in Section 5.3. Every time a vehicular node connects to a new RSU, it requests
TrRSU and MAC_service_time, and therefore the PEP maintains them updated every hand-
off. Since in a vehicular scenario the number of nodes is high and, consequently, the number
of handoffs in the network, the values used to calculate the cwnd will be updated frequently
enough.

The strategy that our VSPLIT-TCP congestion control algorithm follows is to avoid
congestion losses by construction, so all losses are due to transmission errors. For each
handoff the cwnd for each user is recalculated (using Equation 5.1) to prevent congestion
epochs. If the congestion control algorithm properly manages the system load, a packet loss
does not have to involve a reduction of the packet injection rate, because losses are known
for sure to be due to transmission errors. The VSPLIT-TCP sets the cwnd to the value
equivalent to the BDP calculated by Equation 5.1. In case of errors, VSPLIT-TCP uses the
mechanisms of standard TCP to retransmit lost packets.

5.2.4 VSPLIT-TCP Options

We defined three additional TCP options (see Figure 5.3) to inform the PEP about the hand-
offs of the VNs:

• TCP PreHandoff Option: VNs use it to communicate to the PEP that the node is
going to disconnect from the current RSU. The TCP PreHandoff Option includes in
the header the TCP Option Kind parameter and the length of the TCP Option.

• TCP PostHandoff Option: VNs use this option to communicate to the PEP that a
node is connected to a new RSU, transmitting the network conditions of this new
RSU, so the PEP is able to adapt all the TCP senders to the new characteristics of the
communication. The TCP PostHandoff Option includes in the header the TCP Option
Kind parameter, the length of the TCP Option, the MAC of the RSU that the VN is
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just connected and the network conditions used in Equation 5.1 to calculate the cwnd,
that is, the RSU throughput (TrRSU ) and the MAC_service_time.

• TCP Adaption Option: the PEP uses this option to communicate changes in the net-
work parameters to VNs, for instance, when a VN node is connected or disconnected
to a RSU. So, these VNs adapt their communication to the new situation. The TCP
Adaption Option includes in the header the TCP Option Kind parameter, the length
of the TCP Option and the new BDP calculated by the PEP for a specific RSU.

Kind = 31 Length=2

Kind = 32 Length=16 MAC Address
MAC Service 

Time
Throughput
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1 byte
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Fig. 5.3 VSPLIT-TCP Options

5.2.5 Live 802.11 Measurements

In the VSPLIT architecture, we use 802.21 services to inform the vehicular node about
some live measurements of the candidate RSU. These live measurements are the 802.11
MAC Service Time and the 802.11 available throughput on each RSU. On the other hand,
we also monitor the number of VNs connected to each RSU in order to calculate the BDP
of each connection. The number of VNs connected to each RSU is monitored by the
PEP, since in the 802.11p protocol there are no association or disassociation events when
dot11OCBEnabled parameter is enabled (see Section 2.3), so it is difficult to know when a
VN is connected to a RSU. Therefore, the PEP is responsible to know the number of VNs
connected to a RSU, monitoring the TCP handoff messages used in the VSPLIT Handoff
Procedure detailed in Section 5.3.

We consider a “saturation” condition, that is to say there is always traffic to send. This
assumption may be easily acceptable in case the density of nodes connected to a RSU is
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relatively high. Assuming this, the traffic model generated by a single node does not affect
to the entire RSU’s bandwidth. In addition, if the number of vehicles is relatively high, we
can also consider that the throughput for N users will be quite similar for N +1. Even that
is not true, since the 802.11 performance decreases when the number of users connected to
an access point is increased due to MAC contention, if the number of vehicles is relatively
high this consideration is fairly good. Finally, notice that for each handoff the RSU TCP
throughput is recalculated, thus the system always tends to achieve the proper working point.

802.11 MAC Service Time Calculation

To calculate the new RTT value after a wireless handoff, each RSU must collect the MAC
service time. Using the difference between MAC service times after a handoff, a VN is able
to calculate the new RTT of the new link and adapt the TCP algorithm to the new value
rapidly. This prevents spurious timeouts or inefficient timers. In more detail, to obtain the
current MAC service time in a 802.11 cell (MSRRSU ), we use a classical low-pass filter with
α = 0.9 (like the one that Van Jacobson used to calculate a smooth RTT value [104]). The
equations are the following:

MSRRSU ← (1−α)N +αT

T ←MSRRSU
(5.3)

Where N is the current measure of the MAC service time and T contains an accumulated
value that is used to get a smooth value of MSRRSU . In a vehicular scenario, the expected
number of nodes is supposed to be high and, consequently, the number of handoffs. This
will make the PEP to maintain the MSRRSU updated frequently enough, since each time
a node (vehicle) connects to a new RSU, the MSRRSU value has to be recomputed to be
provided to the vehicle.

802.11 Available Throughput

In VSPLIT, each RSU measures the overall TCP throughput that can be offered to its con-
nected vehicles. This throughput is considered the available bandwidth at the bottleneck of
the network. We assume that each RSU works in saturation mode. This total throughput
will be shared between the amounts of users connected to the RSU (the bottleneck of the
network), so new users can connect to the RSU using the total available bandwidth. In more
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detail, to obtain the current TCP throughput in an 802.11 cell (TrRSU ), we use a classical
low-pass filter with α = 0.9. The equations are the following:

TrRSU ← (1−α)M+αS

S← TrRSU
(5.4)

Where M is the current measure of the TCP throughput and S contains an accumulated
value that is used to get a smooth value of TrRSU . The TrRSU is also updated frequently
enough, since each time a node (vehicle) connects to a new RSU, the TrRSU value has to be
recomputed to be provided to the vehicle.

5.3 VSPLIT Handoff Procedure

In this section we detail the handoff procedure for TCP flows. We utilize a subset of exist-
ing IEEE 802.21 MIH services to enhance the handoff process in VSPLIT-TCP. The MIH
service primitives used for the handoff decision making are:

• MIH Get Information (MGI): This message is used by an MIHF to retrieve a set of
Information Elements provided by the information service.

• MIH Link Get Parameters (MLGP): This command is issued by upper layer entities
to discover and monitor the status of the currently connected and potentially available
links.

• Link Handoff Imminent (LHI) / MIH Link Handoff Imminent (MLHI): This primitive
is issued to report the imminent occurrence of an intra-technology link handoff. The
LHI message is issued by the link layer and the MLHI message is issued by the MIHF.

• Link Handoff Complete (LHC) / MIH Link Handoff Complete (MLHC): This primi-
tive is issued to report the completion of an intra-technology link handoff. The LHC
message is issued by the link layer and the MLHC message is issued by the MIHF.

Figure 5.4 shows the handoff procedure used for CN-to-VN TCP communications. We
assume we work in a scenario where there are several RSUs deployed using non-overlapped
frequency channels. The handoff procedure uses the VSPLIT-TCP protocol and it calculates
the cwnd after a handoff using Equation 5.1. The TCP receiver placed at the VN acts as MIH
user.

The procedure for CN-to-VN handoffs is detailed as follows:
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Fig. 5.4 VSPLIT-TCP CN-to-VN handoff

1. The VN is connected to the Serving RSU and it is receiving data segments from
the CN. It detects that the signal-to-noise ratio (SNR) of the Serving RSU is below a
certain threshold. Then the 802.11 layer sends a LHI indication message to the MIHF.
This threshold depends on the speed of the node. The LHI must be at least an RTT
before the MLHC indication. Therefore, if the node is slow, the threshold will be
closer to the SNR value considered to switch to another RSU, than if the node goes
faster.

2. The MIHF relays the handoff imminent information to the MIH User using the MLHI
indication message. The TCP receiver is notified of the MLHI indication message and
it sends a Zero Window (ZW) advertisement. When the TCP sender receives this ZW
advertisement, the transmission is stopped.

3. At this point the VN MIH User sends a MGI request.

4. The MIHF relays the MGI request message to the IS. Using the requested information
the VN can know the channel of the next RSU to connect (Candidate RSU).

5. The IS responds with the MGI response to the VN with the information requested.

6. The MIHF sends the MGI confirm to the VN MIH User.
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7. The TCP receiver sends to the PEP a TCP Acknowledgment with the TCP PreHandoff
Option included. Then the PEP is aware a node has left the Serving RSU and adapts
the cwnd of the TCP flows of the nodes that are still connected to the Serving RSU,
using Equation 5.1, to share immediately the bandwidth that has been released by the
VN in the handoff.

8. The VN MIHF receives a LHC indication message after the communication is switched
from the Serving RSU to the Candidate RSU.

9. The MIHF relays the MLHC indication message to the MIH User.

10. The VN MIH User sends a MLGP request to know the network conditions of this new
RSU.

11. The VN MIHF relays the MLGP request to the Candidate RSU.

12. The VN MIHF receives the parameters from the Candidate RSU with a MLGP re-
sponse (the RSU throughput TrRSU and the MAC_service_time).

13. The VN MIHF relays MLGP response to the VN MIH User.

14. The VN sends a TCP Acknowledgment to the PEP in the next segment with the TCP
PostHandoff Option included. In this TCP PostHandoff Option the VN includes the
parameters of the new RSU, so the PEP can calculate the cwnd using Equation 5.1.
The PEP adapts the cwnd of the other VNs connected to the new RSU. The TCP
Agents also adapt their retransmission counters to the new RTT calculated using the
difference in the MAC service time in the last handoff. This avoids premature expira-
tion of the RTO when the RTT varies abruptly.

Figure 5.5 shows the handoff procedure used for VN-to-CN TCP communications.
Here, the VNs act as TCP senders and the PEP as a TCP receiver. Therefore, it is the
same VN who will adapt the cwnd with the new RSU parameters, but the VN will have to
send the parameters to the PEP, and the PEP will broadcast them to the other VNs to be
able to adapt their connections. The TCP sender placed at the VN acts as MIH user. The
procedure for VN-to-CN handoffs is detailed as follow:

1. The VN is connected to the serving network via the current RSU and it is receiving
data segments from the CN. It detects that the SNR of the current RSU is below a
certain threshold. Then the 802.11 layer sends a LHI indication message to the MIHF.
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2. The MIHF relays the handoff imminent information to the MIH User using the MLHI
indication message. When the TCP sender receives the MLHI indication, the VN will
stop its transmission. The cwnd is set to 0.

3. At this point the VN MIH User sends a MGI request.

4. The MIHF relays the MGI request message to the IS.

5. The IS responds with the MGI response to the VN with the information requested.

6. The MIHF sends the MGI confirm to the VN MIH User.

7. The VN sends a TCP message with the TCP PreHandoff Option included to the PEP.

8. When the PEP receives the TCP PreHandoff Option, it includes the TCP Adaption
Option to the TCP Acknowledgment messages for the other VNs connected to the
Serving RSU to adapt their cwnd to share immediately the bandwidth that has been
released by the VN in the handoff.

9. The VN MIHF receives a LHC indication message after the communication is switched
from the Current RSU to the Candidate RSU.
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10. The MIHF relays the MLHC indication message to the MIH User.

11. The VN MIH User sends a MLGP request to know the network state of this new RSU.

12. The VN MIHF relays the MLGP request to the Candidate RSU.

13. The VN MIHF receives the parameters from the Candidate RSU with a MLGP re-
sponse.

14. The VN MIHF relays the MLGP message to the VN MIH User.

15. The VN TCP sender adapts its cwnd to the new parameters following Equation 5.1
and its retransmission timers and restarts the communication. It sends a TCP segment
to the PEP with the TCP PostHandoff Option included with the parameters of the new
RSU.

16. The PEP attaches the TCP Adaption option to the TCP Acknowledgements for the
VNs connected to the Candidate RSU to adapt its cwnd using Equation 5.1 with the
new BDP calculated.

Link (or network) layer handoff procedures are implied in the handoff architecture and
the figures does not represent these messages. That is to say that the procedure represented
is for link-layer handoffs, but with a very slight modification it can be applied to network-
layer handoffs. To be used using network-layer handoffs (e.g, Mobile IP [88]), the only
modification that must be done is that the TCP agent placed at the VN must wait for the
Binding Acknowledgment from the CN to send the PostHandoff Option, indicating when
the TCP client is able to transmit again.

5.4 Performance evaluation

The vehicular scenario designed to test the performance of our architecture is a highway
with three lanes per direction, with the characteristics of the scenario depicted in Figure
5.1. This is an infrastructure scenario where a set of RSUs are deployed over a highway
in an overlapped manner. Therefore there are no coverage blackouts in the road. All the
RSUs are connected to a central router and this is also connected to the PEP. The RSUs
belong to the same subnet, so every handoff in the scenario is a layer 2 handoff. There is a
communication between a fixed node in the infrastructure (CN) and the vehicular nodes. We
analyzed the performance during the communications for CN-to-VN flows and VN-to-CN
flows. We analyzed the aggregated throughput of the sum of all the vehicular nodes TCP
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flows and the fairness obtained between them using the architecture described in Section 5.2.
We compared the VSPLIT-TCP approach with the Freeze-TCP approach and with the TCP
NewReno [59]. We used TCP NewReno as a reference for a TCP implementation without
cross-layer modifications for handoffs, and Freeze-TCP as a reference for a horizontal TCP
handoff approach. We did not compared the performance evaluation of vertical handoff
approaches detailed in Section 5.1 because they do not apply to our reference scenario.

To perform the evaluation we implemented the proposed architecture and the TCP modi-
fications in the ns-3 simulator [10]. We used the Simulation of Urban MObility (SUMO) [36]
as a road traffic mobility simulator to generate the mobility traces used by ns-3 to model the
mobility of the vehicular nodes. We implemented a 802.11 MIH_LINK_SAP that interacts
with the 802.21 MIH Function of the nodes. We also implemented the Freeze-TCP [58]
approach to be able to compare our solution with another approach that tries to solve TCP
mobility issues. In our Freeze-TCP implementation we used the MIH Link Handoff Immi-
nent and the MIH Link Handoff Complete 802.21 messages as connection and disconnection
signals, because in the original article there is no specification about how to handle with link
layer signals.

Parameter Name Value
Wired links Bandwidth: 100Mb

Propagation delay: 2ms
Propagation model Two-Ray Ground

Interface queue Droptail
Distance between RSUs 200m

Packet size 1500 bytes
Highway scenario 2000 meters
Number of RSUs 10

Simulation Duration 200 s
Table 5.2 Simulation parameters

In Table 5.2 the simulation parameters are detailed. The simulation time is 200 seconds
and the length of highway is about 2000 meters. We used the MAC and PHY parameters
detailed in [22]. The parameters used are depicted in Table 5.3. We used a basic rate of
3Mbps and a data rate of 27Mbps. The propagation model used is the Two-Ray Ground.
We used four different speeds for the vehicles. These speeds are 20, 25, 30 and 35 m/s.
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Parameter Name Value
Slot time 13 µs

SIFS 32 µs
DIFS 58 µs

RTS/CTS Enabled
Rx Threshold -82 dBm
CS Threshold -86 dBm

Tx Power Level 35 dBm
Data rate 27 Mbps
Basic rate 3 Mbps

Intended range 250 m
Table 5.3 MAC and PHY 802.11 parameters

5.4.1 Throughput

In Figures 5.6 and 5.7 we can observe the aggregated throughput of all the vehicular nodes
moving along the road. The aggregated throughput is obtained with the addition of the
throughput of all the TCP flows of the vehicular nodes in the simulation. We evaluate the
scenario for different number of contending users in the simulation, from 25 to 200 users.
We can observe the improvement in the aggregated throughput is up to the 10%. We can
also observe that the behavior of our proposal when the number of vehicles increase is
better than the other solutions. As it can be observed, the other protocols (Freeze-TCP and
TCP-NewReno) are more affected by congestion when increasing the number of vehicles in
the simulation, in contrast with VSPLIT that avoids it by using the cross-layer congestion
window mechanism detailed in Section 5.2.3.

In Figure 5.8 and 5.9 we can observe the average throughput per vehicle, using different
speeds. We used 100 nodes in this simulation. We can observe that our proposal performs
better for most of the cases, specially at high speeds. This behavior is due to vehicles at high
speeds suffer more handoffs, so Freeze-TCP and TCP-NewReno need more time to arrive
to an optimal working point than our proposal. However, there are some cases (only for the
VN-to-CN flow and at slow speed) in which Freeze-TCP and TCP-NewReno have a better
performance than our architecture, mainly because classical congestion window algorithms
perform better when there are few handoffs.

Throughput is important, but other aspects should also be evaluated to determine the
suitability of a TCP flavor. In particular, fairness is crucial. As we will demonstrate in the
rest of this section, our architecture shares in a better way the available bandwidth between
users. The other solutions do not recalculate the congestion window when a new connection
(or disconnection) occurs, so a user already connected with a high congestion window (and
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therefore a great bandwidth consumption) can create problems to newly connected users,
showing unfairness behaviors.

20 25 30 35

160

180

200

220

240

260

280

Speed (m/s)

Th
ro

ug
hp

ut
 (K

bp
s)

VSPLIT Freeze NewReno

Fig. 5.8 Average throughput per speeds CN-to-VN

20 25 30 35

200

250

300

Speed (m/s)

Th
ro

ug
hp

ut
 (K

bp
s)

150 

VSPLIT Freeze NewReno

Fig. 5.9 Average throughput per speeds VN-to-CN



84 VSPLIT: A cross-layer architecture for V2I TCP services over 802.11

5.4.2 Throughput Fairness

The TCP-fairness level represents a generic term that describes the ability of a TCP variant
to coexist with the same TCP variant, fairly sharing the available bandwidth in the same
bottleneck link. Throughput fairness is an important criterion for evaluating the proper
working of any TCP. We used the Jain’s fairness index [63] to evaluate the throughout
fairness among users. This fairness index is always between 0 and 1. A lower value implies
poorer fairness. If all throughputs are the same, the fairness index is 1.
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Fig. 5.10 Fairness CN-to-VN

Figure 5.10 and Figure 5.11 show the fairness between all the TCP flows in the evaluated
scenario. Fairness is represented as a function of the number of vehicular users in the
simulation. From the figures it can be observed that the fairness index for VSPLIT remains
almost constant independently from the number of nodes, meanwhile Freeze-TCP and TCP
NewReno are more severely affected and they show a decreasing behavior as the number of
vehicles in the simulation increases. While Freeze-TCP and TCP NewReno get a fairness
index between 0.85 and 0.7 for CN-to-VN communications and an index between 0.82 and
0.8 for VN-to-CN communications, VSPLIT-TCP never falls to a value less than 0.95.

5.5 Conclusions

Numerous TCP handoff approaches have been proposed in the literature to solve TCP issues
during handoffs. In this chapter, we have summarized and analyzed different approaches
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oriented to solve TCP issues during horizontal or vertical handoffs. However, none of these
approaches is oriented to vehicular handoffs in 802.11 networks. TCP congestion-control
algorithms in 802.11 networks cause an overshooting window problem and result in poor
throughput, due to MAC contention in 802.11 channels cause an increment of the RTT that
does not imply an increase in the capacity of the network. Also, handoffs disruptions can
cause unfairness between vehicular nodes going at different speeds.

In this chapter we have presented a new TCP-aware handoff architecture that works us-
ing the IEEE 802.21 MIH standard. This architecture provides feedback information about
the network situation of the RSUs to the TCP transport layer, just at the moment of the
handoff is presented. This feedback information provides to the transport layer the ability
to adapt the congestion window to the new network parameters minimizing the convergence
speed of the congestion control algorithm to the characteristics of the new link. The pro-
posed architecture has been designed for 802.11 networks and can deal with layer 2 and
layer 3 handoffs. The proposal has been implemented in the ns-3 simulator and a set of
simulations are presented. These simulations demonstrate the good performance of the pro-
posed architecture in a vehicular scenario with handoffs between 802.11 RSUs.





Chapter 6

Conclusions and Further Work

ITS is a hot research topic and is attracting a great interest in the automotive and telecom-
munications industry. Vehicular communications has attracted a lot of research driven by
public and private organizations, but mainly oriented to enhance safety in the transportation
network. Nowadays there is no infrastructure installed and available to use by vehicles, so
this will be an issue to deploy new vehicular services. Non-safety applications can play
a vital role for the successful deployment of this vehicular networks infrastructure. Info-
tainment applications can be an impulse not only for users, but also for network operators
because they can provide new and interesting business opportunities that will promote the
necessary investment in infrastructure.

We have shown in this thesis that handoffs management is an important problem to
deal with, and specially relevant for multimedia applications and services with real-time
requirements. We have presented three contributions to tackle with handoffs management
when using V2I infotainment services. First, we proposed a vehicular simulator based on
emulation to provide a testing tool for real-time infotainment services. Second, using the
previous tool, we evaluated video services over vehicular networks using Mobile IP and
FMIP protocols. And finally, we proposed a new TCP architecture that uses IEEE 802.21
cross-layer information to help during the handoff procedure.

The remainder of this chapter summarizes the main results from our research and iden-
tifies some future research lines.

6.1 Conclusions

In this thesis, we have designed and implemented a vehicular emulation platform named
Vehicular EmulationS Platform for Real Applications (VESPA). VESPA provides a fast and
cheap environment that allows testing real infotainment applications using vehicular traffic
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mobility. VESPA integrates a network simulator with emulation features (ns-2), a road
traffic mobility simulator (SUMO) and UML (User Mode Linux) virtual machines, all these
configurable by using a GUI tool.

VESPA, in contrast with existing simulation platforms, is mainly focused on providing
a testing framework for V2I infotainment applications. VESPA allows to recreate vehicular
scenarios in an easy way, and to test real Linux-based applications thanks to the use of UML
virtual machines. So, it is possible to test applications using the same software developed
for desktop computers without lasting time in modeling these applications for network sim-
ulators, avoiding the limitations caused by simplified application behaviors. Also, using the
emulation feature, VESPA is able to test applications with real-time requirements, such as
multimedia applications. In addition, VESPA is the only vehicular testing tool that supports
Mobile IP and FMIP protocols. We have demonstrated that the accuracy of VESPA is com-
parable to the ns-2 network simulator, and it is more scalable in terms of CPU utilization or
ratio of late packets than other emulation tools.

For these and many other reasons, VESPA could be an interesting and useful tool for
researchers and applications developers, who can test their applications and protocols in
realistic vehicular scenarios in a straightforward manner. In this sense, VESPA can be an
excellent tool to test OBUs software without being worried about all the parameters of lower
networking layers. For example, VESPA can be used to check video services deployment
in the vehicular environment, or to compare the performance of different video codification
techniques, or to compare the performance of the different TCP flavor implementations
available in the Linux kernel.

As a key proof of the usefulness of VESPA, we have presented a set of simulations of
live video streaming over vehicular networks in Chapter 4. Video applications and video
contents are expected to be a growing infotainment service, such as real-time traffic infor-
mation broadcasting or various on-road video entertainments (live sports, news, etc.). In
this set of experiments, we have analyzed how handoffs (both Mobile IP and FMIP) limit
the overall quality of a video streamed during a trip over a highway. We have analyzed a
real-time video solution using UDP+RTP protocols, emphasizing in the QoE perceived by
the user (using the PSNR of the decoded video), and the disruption times in handoffs during
the video playback.

After these tests, we have observed that the packet loss rate grows as the video bitrate
and the vehicle speed increases. We can state that packet losses limit the deployment of
video streaming services in vehicular networks at high speeds, even in case of using fast
handoffs techniques (FMIP), which were supposed to minimize handoffs blackouts. At low
speeds (20 and 30 m/s), predictive FMIP handoffs are predominant and the video streaming
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service can be played normally. However, at high speeds (40 and 50 m/s) reactive handoffs
are predominant and the number of disruptions and the disruption times are so high that
avoid a proper reproduction of the video service. In fact, at these speeds the behavior of
Mobile IP and FMIP is very similar. This can be an issue for potential customers that are
willing to pay for video services in car trips, and it can be more important in countries where
the law does not limit the overall speed at certain highways.

We can foresee some solutions to reduce losses during handoffs. For instance, one pos-
sibility may be to use advanced video coding techniques, such as application-layer FEC
techniques or SVC extension of H.264/MPEG4-AVC. Another possibility to reduce or to
eliminate losses during handoffs may be to use a reliable TCP connection. TCP may seem
unsuitable for some real-time services, but popular videoconference or video streaming ser-
vices like Skype, YouTube or Netflix use TCP as transport protocol. TCP is known to
suffer from a bad performance when there is intermittent connectivity, for instance caused
by handoffs, so the third contribution of this thesis is focused in this problem.

In this third contribution we pretend to deal with handoff management in V2I commu-
nications. We have presented VSPLIT, a new TCP-aware handoff architecture that uses
the IEEE 802.21 MIH standard to provide feedback information to the transport layer at
the moment of the handoff. VSPLIT is a TCP-splitting architecture where a modified TCP
(VSPLIT-TCP) protocol is used between the vehicular users and the PEP, meanwhile the
Internet nodes use a standard TCP flavor. IEEE 802.21 MIH services are used to provide
cross-layer information to VSPLIT-TCP, so it is possible to adapt the congestion window of
TCP flows to the characteristics of the new link, and minimizing the convergence speed of
the congestion control algorithm. The VSPLIT architecture has been designed for 802.11
horizontal handoffs, and it can deal with layer 2 and layer 3 handoffs. We have implemented
VSPLIT in the ns-3 simulator, demonstrating its good performance in a vehicular scenario
with handoffs between 802.11 RSUs, specially at high speeds. VSPLIT gets up to 43%
more throughput than other approaches at high speeds, maintaining fairness.

6.2 Further Work

In this section we explore possible improvements and open research directions based on
ideas and results provided in this dissertation.
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6.2.1 VESPA new release goals

We are still working on improving VESPA. One feature that would be interesting to provide
to VESPA is the possibility of using different types of virtual machines. TAP virtual inter-
faces not only permit the connection of UML virtual machines, but also different ones such
as KVM [5] or VirtualBox [16]. The idea is letting the user to choose not only the appli-
cation software, but also the operating system and the virtualization tool to be used. There
is also the possibility of integrating the Virtual Network User Mode Linux (VNUML) [55]
tool with VESPA. VNUML provides an interesting feature in order to configure in an easy
way the network devices of each UML machine using an XML file, and also to control the
application commands executed on each virtualized node.

In Section 3.4 we studied the accuracy and scalability of VESPA, and we realized that
there is a tradeoff between scalability and accuracy. This is an important issue when testing
large-scale networks, such as vehicular networks. To improve the scalability of VESPA,
we plan to include some implementation enhancements. We pretend to include distributed
virtualization capabilities to VESPA. This means that VESPA would be able to distribute the
virtualization of nodes through a group of hosts. As a possible candidate for a virtualization
architecture, it is possible to use EDIV [56], which can be considered a distributed version of
the virtualization tool VNUML [55], as it allows the transparent management of distributed
scenarios.

6.2.2 Transport-layer handoffs

In this thesis we have demonstrated that network and link-layer handoffs in V2I communi-
cations cause disruptions that affect the performance of infotainment services, for both UDP
(see Chapter 4) and TCP (see Chapter 5). For this reason, we think that it would be a good
idea to use a transport-layer mobility approach, instead of a network or link-layer mobility
approach. When using a transport-layer mobility approach, it is possible to take advantage
of multihoming capabilities, reducing or eliminating losses during handoffs and disruption
times. Multihoming is defined as the capacity of a node to be connected to different net-
works, using multiple interfaces. This would allow the vehicular node to accumulate more
than one transport-layer connection to the destination, and to migrate from one to another
data transport flow when necessary, avoiding sharp disconnections.

Using transport-layer mobility, no new hardware or software component is necessary
in the infrastructure. We consider that the use of transport-layer mobility would achieve a
lower handoff latency and packet loss rate, if compared to network-layer mobility. It would
also be more efficient in terms of routing, since it avoids inefficient routing paths caused
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by the triangle routing issue [87]. Transport-layer mobility can also help to avoid conflicts
with network security solutions such as ingress filtering and firewalls. Many routers or
firewalls discard packets coming from the internal network if the packets do not contain a
source IP address configured for one of the internal networks, and mobile nodes use their
home address as the source IP address of the packets they transmit, when using Mobile
IP. Transport-layer mobility also increases the survivability and scalability, in contrast with
network-layer mobility. In Mobile IP, the home agent must intercept all packets between a
mobile node and a correspondent node, and when the home network is vulnerable to fail-
ure, it can generate problems. It is difficult to replicate the home agent at various locations
in order to achieve survivability. Handling mobility at the transport layer is a promising
approach to achieve seamless handoff in the context of heterogeneous wireless access net-
works [38]. Transport-layer mobility supports a change of the IP address on the underlying
network layer, while keeping the end-to-end connection alive. It also permits the use of
different access networks concurrently, with the benefits it offers in terms of bandwidth.

During the last two years, the MPTCP (Multipath Transport Control Protocol) [34]
working group of the IETF has been developing multipath extensions to TCP [52]. These
extensions will enable hosts to use several paths, possibly through multiple interfaces, to
carry the packets that belong to a single connection. User experience can be improved using
MPTCP when vehicular nodes use multiple interfaces either simultaneously or alternatively
while moving along the road. However, there are many technical challenges to be con-
sidered before being able to provide seamless interoperability when using different access
networks. Some of these challenges are packet reordering, retransmissions, congestion win-
dow managing, etc. In particular, we plan to work in enhancing the performance of video
infotainment services in vehicular networks when using MPTCP as transport protocol, fol-
lowing two different research lines. The first one will deal with scheduling for the MPTCP
protocol, and the second one pretend to include some modifications in the MPTCP protocol
to take into account multimedia QoS semantics to improve video performance using Deep
Packet Inspection (DPI) [2]. In more detail:

• Class-based MPTCP scheduler for delay-sensitive traffic. Several solutions have
been implemented in order to take advantage of multihoming and multipath capabil-
ities of mobile nodes [53, 82]. However, one major problem of multipath transfer in
multihomed networks is the utilization of different paths with different bandwidths
and delays. Jitter degradation and the receiver buffer blocking problem [62] occur
when multiple paths have disparate performance characteristics. Any multipath trans-
port protocol design must establish how to send data over the available subflows.
Therefore, the design of the scheduler is critical for the efficient operation of MPTCP,
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because it performs the distribution of the individual packets of an application flow
over several available subflows. A scheduler can take into account several variables,
for example the buffer size, the capacity, or the delay of each subflow. MPTCP does
not specify any scheduler in the standard. So, we pretend to work on a class-based
scheduler for a delay-sensitive traffic in a multipath scenario. The objective of this
scheduler is to find a flow distribution among the different paths that minimizes the
average latency, and providing priority scheduling between different QoS services.

• Autonomous Multipath Communication Architecture for infotainment multime-
dia applications. We will work on a new multipath architecture designed as a part
of the MPTCP layer in order to guarantee the QoS to infotainment mobile applica-
tions. The idea is to take full advantage of the intrinsic multimedia QoS semantics
based in DPI in order to self-manage the available resources and to provide a more
compliant e2e transport service in multihomed vehicular networks. This architecture
pretend to integrate Autonomic Computing [68] control including monitoring, anal-
ysis, planning and execution phases, and it will integrate a common knowledge base
composed of media semantics and the required policies and strategies to guarantee
self-management properties.
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Acronyms / Abbreviations

ACID Application Class Identifier

ACM Application Context Mark

AU Application Unit

BDP Bandwidth-Delay Product

C2C Car-to-Car

C2C−CC CAR 2 CAR Communication Consortium

CN Correspondent Node

cwnd congestion window

DSRC Dedicated Short-Range Communications

ET SI European Telecommunications Standards Institute

FMIP Fast Handoff for Mobile IP

IEEE Institute of Electrical and Electronics Engineers

IET F International Engineering Task Force

IP Internet Protocol

IT S Intelligent Transportation Systems

MIPv6 Mobile IPv6

MN Mobile Node

NEMO NEtwork MObility

OBU On-Board Unit

RAT Radio Access Technology

RSU Road Side Unit
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RTO Retransmission TimeOut

RT T Round-Trip Time

SME Station Management Entity

ST RAW Street Random Waypoint

SUMO Simulation of Urban MObility

SWANS Scalable Wireless Ad Hoc Network Simulator

TCP Transport Control Protocol

T IGER Topologically Integrated Geographic Encoding and Referencing system

TraNS Traffic and Network Simulation Environment

UDP User Datagram Protocol

V 2I Vehicle-to-Infrastructure

V 2V Vehicle-to-Vehicle

VeiNS Vehicles in Network Simulation

V ESPA Vehicular EmulationS Platform for real Applications

V N Vehicular Node

WAV E Wireless Access in Vehicular Environment
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Appendix A

Support to Mobile IP and FMIP

As network layer mobility protocols, in Chapter 4, we use the IETF standards Mobile IP
and FMIP. In this section we explain the handoff procedure for Mobile IPv4, Mobile IPv6
and FMIPv6.

A.1 Mobile IPv4 handoff

Mobile IPv4 [84] is a protocol that allows a mobile node (MN) to maintain its connectivity
while changing its point of attachment to the Internet. The protocol uses two IP addresses:
(1) one address called Home Address (HoA) that is permanently assigned to the MN from
its Home Agent (HA), and it is used as identifier; and (2) another address called Care of
Address (CoA), used for routing and assigned by the Foreign Agent (FA) in the range of
addresses this FA manages.

The Mobile IPv4 handoff process has four main phases: movement detection, config-
uration, registration and information transfer (see Figure A.1). HA and FA advertise their
presence via Agent Advertisement messages so that they become known by the MN. With
that information, the MN can determine whether it is in its home network or in a foreign
network. A MN can optionally solicitate an Agent Advertisement message sending an Agent
Solicitation request to receive the advertisement. When an MN detects that it has moved
to a foreign network, it obtains a CoA address. This CoA can be allocated by the FA itself
(the one present in the subnetwork), or by any alternative mechanism such as DHCP. This
address is used to identify the MN in the local network. Once the address is obtained, the
MN updates its HA. The MN sends a Registration Request message to its FA and the FA
relays the message to the HA. The HA replies with a Registration Reply message. At this
time packets sent to the MN’s HoA are intercepted and tunneled to the MN’s CoA by the
HA, received at the tunnel endpoint and finally delivered to the MN at its current location.
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Fig. A.1 Mobile IPv4 Handoff

When the MN moves from one subnet to another, it registers its new CoA from the new
location to its HA. After the registration, the HA has to receive packets addressed to the
MN. If the FA is the tunnel endpoint, it desencapsulates the packets and forwards them to
the MN. If the tunnel endpoint is the MN, it only has to desencapsule the packets.

Mobile IP requires that an MN sends a location update to its HA whenever it moves
from one subnet to another. This location registration delay is long, which results in long
handoff delay and high packet loss during the handoff process. During the handoff process
in Mobile IP, packets are dropped until the new connection is established even though the
MN could still communicate with its CN via the old AP.

A.2 Mobile IPv6 handoff

There are some changes from Mobile IPv4 [84] to Mobile IPv6 [86] mainly due to the
differences between IPv4 and IPv6. The CoA can be automatically allocated on the visited
network due to the new address autoconfiguration feature of IPv6 [107]. Because of the
enormous address space of IPv6, an MN can acquire a co-located CoA on any foreign link
quickly and easily. As a result, the FA function is abandoned in Mobile IPv6. The HA
keeps a binding between a pair of IPv6 addresses used to map the HoA of an MN onto its
current CoA. Route Optimization [31] is embedded in Mobile IPv6 so that packets can be
transmitted from a correspondent node (CN) to an MN directly. As a result, an MN needs
to periodically send update messages not only to the HA, but also to its CN.
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The Mobile IPv6 handoff procedure includes movement detection, configuration, regis-
tration and information transfer, as shown in Figure A.2. An MN can detect the migration
to a new subnet by analyzing a message periodically sent by the Access Router (AR) called
Router Advertisement (RA).

MN AR CNHA

Router Solicitation (RS)

Router Advertisement (RA)

Binding Update (BU)

Binding Acknowledgement (Back)

Binding Update (BU)

Binding Acknowledgement (Back)

New Link Detection

DAD
New CoA creation

Movement 
Detection

Configuration 
Time

Registration 
Time

Home Test Init (HoTI)

Care-of Test Init (CoTI)

Home Test (HoT)

Care-of Test (CoT)

Information transferInformation 
Transfer

Fig. A.2 Mobile IPv6 Handoff

Using the information contained inside the RA, the MN is able to create a new CoA
using the address autoconfiguration feature. After the address autoconfiguration, the MN
must perform duplication address detection (DAD) to verify the uniqueness of the address
on the new link. A Binding Update (BU) message is defined to provide mobility support, and
it combines the functions of the Registration Request of Mobile IPv4 (see Figure A.1) and
the message for Route Optimization. Therefore, the MN entering in a new subnet updates
its location at the HA and at the CN by exchanging Binding Acknowledgments (Back) with
both. The return routability process that provides route optimization consists of two checks,
a HoA check and a CoA check to guarantee the legitimacy of the MN. This procedure is
based on the exchange of four messages with the CN prior to send the BU message. The
MN sends to the CN two messages at the same time: Home Test Init (HoTI) message via
the HA and Care-of Test Init (CoTI) message directly. Upon the reception of each message,
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the CN sends back two messages to the MN: Home Test (HoT) message via the HA and
Care-of Test (CoT) message directly, each containing a different token to be used by the
MN to generate the binding management key. This binding management key is then used
by the MN to send a verifiable BU to the CN.

A.3 Fast Handoffs for Mobile IPv6 (FMIPv6)

During handoffs in Mobile IP protocols there is a period during which the MN is unable
to send or receive packets because of link switching delay and protocol operations. This
handoff latency is often unacceptable to real-time traffic. FMIPv6 [71] was proposed to
reduce the handoff latency of Mobile IPv6 and to prevent the quality of service degradation
that an MN could suffer. Handoff processes are started when the MN is still present on the
current link by using L2-triggers, which indicate that the MN will perform a handoff soon.

The idea behind this protocol is providing an MN with the IP subnet parameters to which
it is going to move before it has actually done so. FMIPv6 also makes it possible to prevent
packet loss through buffering and tunneling.

There are two modes in FMIPv6: predictive mode and reactive mode. Whenever possi-
ble, an MN will perform predictive handoffs as this type of handoffs will permit the MN to
fully benefit from all FMIPv6 optimizations. The reactive handoff mode will be mainly used
when a node has unexpectedly lost connection with its current AR. Predictive and reactive
modes are depicted in Figures A.3 and A.4 respectively.

A.3.1 Predictive Handoff

After discovering nearby APs, through the Router Solicitation for Proxy Advertisement
(RtSolPr) and the Proxy Router Advertisement (PrRtAdv) messages, the MN formulates
a prospective new CoA (nCoA) when it is still present on the previous Access Router (pAR)
link. If an MN is able to detect the need for a handoff through the use of L2 information, it
sends a Fast Binding Update (F-BU) to its current pAR informing it to forward all the future
packets to the new Access Router (nAR). This message contains the current CoA and the
AR to which the MN is planning to switch. At that point the pAR sends to the nAR a Hand-
off Initiate (HI) message indicating the MN’s link-layer address, the MN’s previous CoA
(pCoA) and the proposed nCoA, the nAR informs the pAR with a Handoff Acknowledge
(Hack) message indicating whether the proposed nCoA is valid or not providing further
nAR specific details. Upon Hack reception, pAR sends a Fast Binding Acknowledgment
(F-BAck) to acknowledge receipt of a F-BU message. The MN receives it on the the pAR’s
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link. This means that packet tunneling is already in progress by the time the MN handoffs
to the nAR. The MN sends the Unsolicited Neighbor Advertisement (UNA) message imme-
diately after attaching to the nAR. That allows the nAR to forward the stored packets to the
MN right away, providing expedited forwarding of packets to the MN.

MN pAR nAR

Router Solicitation for Proxy (RtSolPr)

Proxy Router Advertisement (PrTrAdv)

Handoff Initiate (HI)

Unsolicited Neighbor Advertisement (UNA)

Anticipation 
Time

Disconnection

Fast Binding Update (F-BU)

Fast Binding Ack (F-BAck)Fast Binding Ack (F-BAck)

Packets Delivery

Packets Rerouting

Handoff Acknowledge (Hack)

L2 handoff

Fig. A.3 Predictive FMIPv6 Handoff

A.3.2 Reactive Handoff

This mode is used in case an MN is not able to anticipate a handoff and therefore is only able
to react once it is already in progress, thus the disconnection with the pAR is suffered before
the handoff process. A reactive handoff is produced when the MN leaves the previous link
before sending the F-BU message or the message is lost or corrupted just before leaving the
link. The MN can notice the situation because it will not receive the F-Back from the pAR.
The MN will send the UNA message immediately after attaching to the nAR. The MN sends
the F-BU message to the pAR immediately after sending the UNA message. The nAR then
forwards that F-BU to the pAR, and the pAR starts tunneling packets. NAR responds to the
UNA message in case it wishes to provide a different IP address to use. In reactive handoffs
all packets sent between the disconnection of the MN from the pAR and the reception of the
F-BU on the pAR are lost. PAR starts buffering packets to be rerouted after receiving the
F-BU from the nAR.
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Fig. A.4 Reactive FMIPv6 Handoff



Appendix B

VESPA guidelines

VESPA and a set of video testing tools developed for the test-bed used in Chapter 4 can
be freely downloaded from http://sourceforge.net/projects/vespa. There is also the possi-
bility of downloading VESPA as a Live CD. The following sections of this document are
aimed to explain how to build and install the VESPA platform. A section explaining the
configuration of VESPA simulations is also included. At the end of the document, a section
describing how to run a sample Demo Application is presented. The currently supported
SUMO version is 0.12.3.

B.1 Downloading

The set of files required to install VESPA platform are available at http://sourceforge.net/
projects/vespa/.

B.2 Building and Installing in Ubuntu 12.04

VESPA platform has been tested in Ubuntu 12.04.

B.2.1 SUMO

First of all we need to install SUMO traffic simulator version 0.12.3, available at http://
sourceforge.net/projects/sumo/files/sumo/version0.12.3/sumo-src-0.12.3.tar.gz/download

• We need to install the following libraries.
# apt-get install libxerces-c-dev libfox-1.6-dev

http://sourceforge.net/projects/vespa
http://sourceforge.net/projects/vespa/
http://sourceforge.net/projects/vespa/
http://sourceforge.net/projects/sumo/files/sumo/version 0.12.3/sumo-src-0.12.3.tar.gz/download
http://sourceforge.net/projects/sumo/files/sumo/version 0.12.3/sumo-src-0.12.3.tar.gz/download
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• We compile and install the source code
# tar zxvf sumo-src-0.12.3.tar.gz

# cd sumo-0.12.3

# ./configure

# make

# sudo make install

B.2.2 ns-2

In order to use VESPA platform we need the ns-2 version available at http://sourceforge.net/
projects/vespa/files/ns-allinone-2.31-vepra.tar.gz/download

• We need to install the following libraries.
# apt-get install gcc-4.4 g++-4.4 libpcap-dev

• We need to compile the network simulator using gcc version 4.4
# export CC=/path_to_gcc-4.4

# export CXX=/path_to_g++-4.4

• We compile and install the source code
# tar zxvf ns-allinone-2.31-vepra.tar.gz

# cd ns-allinone-2.31-vepra

# ./install.sh

http://sourceforge.net/projects/vespa/files/ns-allinone-2.31-vepra.tar.gz/download
http://sourceforge.net/projects/vespa/files/ns-allinone-2.31-vepra.tar.gz/download
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B.2.3 VESPA

Once we installed SUMO and ns-2 network simulator, in order to execute VESPA platform
we need to download the platform files at http://sourceforge.net/projects/vespa/files/vepra.
tar.gz/download

• To launch VESPA, first of all we need to install the following packages.
# apt-get install vtun uml-utilities default-jre

• We decompress the downloaded file.
# tar zxvf vepra.tar.gz

# cd vepra

• We need to initialize TUN/TAP interfaces. In that case we enable 3 interfaces, one for
each virtual machine network interface, and one to redirect the X server of the video
client UML machine.
# sudo ./virtnet init 3

• We configure the interface to redirect the X server of one virtual machine (in case is
necessary).
# sudo ./display

• We launch VESPA plaftorm.
# java -jar vepra.jar

B.3 VESPA Simulation Configuration

VESPA platform provides a graphical user interface to facilitate the creation of vehicular
scenarios to be tested. In Figure B.1 we can observe the GUI.

The GUI functionalities are distributed in the following way:

1. General Menu Button: This menu can be used to save and load previous configura-
tions, and to set the path of ns-2.

http://sourceforge.net/projects/vespa/files/vepra.tar.gz/download
http://sourceforge.net/projects/vespa/files/vepra.tar.gz/download
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Fig. B.1 VESPA GUI

2. Random Map: Using this menu we can create a set of random maps using SUMO.

3. Random Routes: Using this menu we can generate traffic over the random maps that
we created previously.

4. Manual Map: Disabled in this beta version.

5. Manual Routes: Disabled in this beta version.

6. Build Configuration: Used to generate config files used to load traffic scenarios.

7. Load Mobility Scenario: Using this menu we can load a config file of a vehicular
scenario that we created using SUMO.

8. View Mobility Model: We can visualize the vehicular scenario loaded previously.

9. Base Stations Setup: We can configure the positions and access technology of the
access points that we want to deploy in the scenario.

10. UMLs Setup: Using this menu we can configure the nodes that we want to virtualize
using UML machines.

11. Duration: Time duration of the simulation.
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12. Virtual Nodes Launcher: Once we configured the scenario we can use this button to
boot up the virtual nodes.

13. Network Emulation Launcher: Once we configured the scenario we can use this but-
ton to start the network emulation.

B.3.1 Random Map Generator

This functionality of VESPA (Figure B.2) can be used to generate a random SUMO map.
SUMO offers the possibility to generate three types of random maps:

• Grid: We can generate a Manhattan scenario, configuring the number of junctions,
and the length of the streets.

• Spider: We can generate a scenario in a web style, configuring the number of axes,
circles and the distance between circles.

• Random: Totally random scenario.

Fig. B.2 Road Network Generator

We need to fill the menu with the required parameters, and then we save the generated
map in a file with the extension “.net.xml”.
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B.3.2 Random Traffic Generator

This menu (Figure B.3) can be used to generate random traffic in a random map previously
created. To generate the random traffic we need to select the map file and set the generated
random traffic in a file with the extension “.rou.xml”.

Fig. B.3 Random Traffic Generator

B.3.3 Configuration File Editor

This menu (Figure B.4) can be used to generate a configuration file. This configuration file
is required by SUMO to load a vehicular scenario (map+traffic). In this menu we select both
input files (map file and route file) and we set the config file that will be generated with the
extension “.sumo.cfg”.

Fig. B.4 Configuration File Editor

B.3.4 Load Scenario

Once we created a vehicular scenario using SUMO, either using VESPA or not, we can load
this scenario that will be used in the test-bed. We can see the scenario loaded below the
“Load Mobility Scenario” form (see Figure B.5).

B.3.5 Network Infrastructure Configuration

Here we can configure the RSUs that will be deployed in the scenario. All these RSUs will
be connected to a central server that will be virtualized via a UML machine, and the handoffs
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Fig. B.5 Load Scenario

between RSUs will be performed using Mobile IP. In the menu shown in Figure B.6, we
need to configure the coordinates of the map where the RSUs will be placed, and the access
technology (802.11p or 802.11b) used.

Fig. B.6 Network Infrastructure Configuration
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Fig. B.7 Virtual Nodes Configuration

B.3.6 Virtual Nodes Configuration

In this menu (Figure B.7) we must configure the virtual nodes. We can see a list of all
the vehicular nodes configured in the vehicular scenario previously loaded. By default, a
central server in the infrastructure is virtualized. So we can select any of the vehicular
nodes in order to represent them by a virtual machine. Once we select a node, we have to
set the UML kernel and filesystem that will be used for this virtual node. We can also use a
copy_on_write file to be able to share the same filesystem between different nodes.

B.4 How To Run the Demo Application

If we download the Ubuntu Virtual Machine with VESPA installed, we can run a demo
scenario. This scenario is the following:

In this scenario (Figure B.8), there is a simple highway vehicular scenario, with a ve-
hicular node and a central server (CN). A set of RSUs (FAs) are deployed in the road, in an
overlapped manner, so there aren’t coverage blackouts. We will virtualize both, the vehic-
ular node and the central server. In the central server we will use a UML virtual machine
with a streaming server installed on it, and in the vehicular node we will use a video player.
To run the demo scenario, we follow the guidelines below:

• First of all, we need to run VESPA. We open a terminal and we enter the following
commands:
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Fig. B.8 Demo Scenario

# cd Desktop/vespa/vepra

# sudo sh virtnet init 3

# sudo sh display

# java -jar vepra.jar

• Once we launched VESPA, we need to load the VESPA configuration already created.
Menu File→Load Configuration (Figure B.9).

Fig. B.9 Load Menu
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• Then we select the config file named sample.sumo.cfg in the folder /home/vespa/
Desktop/vespa/vepra/samples (Figure B.10).

Fig. B.10 Load Configuration

• If we want to visualize the traffic scenario (optional), we can run sumo-gui application
(Figure B.11). We need to load the scenario /home/vespa/Desktop/vespa/vepra/samples/
sample.sumo.cfg in the “Load Mobility Scenario” form, and we press the “Load” but-
ton. Then we press the “View Mobility Model” button.

Fig. B.11 sumo-gui
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• We need to run the UML virtual machines, using the “Launch Virtual Nodes” button,
and then we run the network emulation using the “Launch Network Emulation” but-
ton. At this moment three terminals are opened, the two virtual machines, and a third
terminal for the ns-2 console. Ns-2 requires the root password.

• When the virtual machines are booted up (Figure B.12), we can login using “root”.
No passwords are required. In the server node, we run the video streaming server.
# sh start_video

In the vehicular node, we run the video player.
# sh video_client

Fig. B.12 Demo Application

B.5 How to Run VESPA using command-line

We can also run VESPA using only the command-line. We need to launch the UML virtual
machines and ns-2.

• Launch ns-2
# cd Desktop/vespa/vepra

# sudo sh virtnet init 3



122 VESPA guidelines

# sudo sh display

# sudo ./ns-allinone-2.31-vepra/bin/nse emulation.tcl

• Launch UML server
# cd Desktop/vespa/vepra/uml

# ./kernel32-2.6.39.4 ubd0=Debian-server-x86-root_fs eth0=tuntap,tap0,FE:FD:00:00:00:00

mem=1024MB

• Launch UML node
# cd Desktop/vespa/vepra/uml

# ./kernel32-2.6.39.4 ubd0=Debian-vuser-x86-root_fs eth0=tuntap,tap1,FE:FD:00:00:00:01

eth1=tuntap,tap2 mem=1024MB
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