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#### Abstract

A mis queridísimos padres que me han enseñado a ser valiente.


Nothing in life is to be feared, it is only to be understood. Now is the time to understand more, so that we may fear less.

Marie Skłodowska Curie
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## Abstract

In this dissertation, we concentrate on the physics of weakly bound states made of two heavy fermions with different masses. Their description is performed in the framework of effective field theorys (EFTs), specifically pNRQED and pNRQCD. We compute the potentials up to next-to-next-to-next-to-leading order ( $\mathrm{N}^{3} \mathrm{LO}$ ) for two systems: hydrogen-like atoms and heavy quarkonia. We apply our results to the extraction of some associated energy levels.

In the first part of this thesis, we obtain a model independent expression for the muonic hydrogen Lamb shift. This expression includes the leading logarithmic $\mathcal{O}\left(m_{\mu} \alpha^{6}\right)$ terms, as well as the leading $\mathcal{O}\left(m_{\mu} \alpha^{5} \frac{m_{\mu}^{2}}{\Lambda_{\mathrm{QCD}}^{2}}\right)$ hadronic effects. Most remarkably, our analysis include the determination of the spin-dependent and spin-independent structure functions of the forward virtual-photon Compton tensor of the proton to $\mathcal{O}\left(p^{3}\right)$, using HBET and including the Delta particle. Using these results we obtain the leading hadronic contributions to the Wilson coefficients of the lepton-proton four fermion operators in NRQED. The spin-independent coefficient yields a pure prediction for the two-photon exchange contribution to the muonic hydrogen Lamb shift, which is the main source of uncertainty in our computation. The use of EFTs crucially helps us organizing the computation, in such a way that we can clearly address the parametric accuracy of our result. Furthermore, we review in the context of NRQED all the contributions to the energy shift of order $\alpha^{5}$, as well as those that scale like $\alpha^{6} \times$ logarithms. With our final determination of the Lamb shift, we obtain the proton charge radius in a model independent way. The value we obtain is $6.8 \sigma$ away from the CODATA value.

In the second part of this thesis, we determine the $1 / m$ and $1 / m^{2}$ spin-independent heavy quarkonium potentials in the unequal mass case with $\mathcal{O}\left(\alpha^{3}\right)$ and $\mathcal{O}\left(\alpha^{2}\right)$ accuracy, respectively. We discuss in detail different methods to calculate such potentials, and explicitly show the equivalence among them. In particular we obtain, for the first time, the manifestly gauge invariant $1 / m$ and $1 / m^{2}$ potentials in terms of Wilson loops with next-to-leading order (NLO) precision. As an application of our results we derive the theoretical expression for the $B_{c}$ spectrum in the weakcoupling limit to $\mathrm{N}^{3} \mathrm{LO}$.
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## Part I

## Introduction

## Introduction

The Standard Model of particle physics found experimental completion in 2012 with the discovery of the Higgs boson at the Large Hadron Collider (LHC). This spectacularly successful theory, based entirely on gauge and local space-time symmetries, describes most of the physical processes taking place in our universe, between the tiniest Planck length and the vastness of our observable cosmos. Nevertheless, it has some limitations. In this dissertation we focus on those shortcomings related to the description of the strong interactions among quarks and gluons, i.e. quantum chromodynamics (QCD).

The existence of quarks was predicted theoretically by Gell-Mann and Zweig in 1964 [1,2] and confirmed experimentally at SLAC in 1968. QCD was definitely established in 1973 after the discovery of asymptotic freedom by Gross and Wilczek [3], and by Politzer [4] in the same year. The dynamics of quarks and gluons is described by the QCD Lagrangian. In the massless quark and classical limit this Lagrangian is scale invariant, and so its interactions are only dictated by the dimensionless parameter $\alpha_{\mathrm{s}}$, the strong coupling constant. This conformal symmetry of the classical theory is anomalously broken upon quantization, thereby setting up a mass scale, namely $\Lambda_{\mathrm{QCD}}$. In other words, at the quantum level the dimensionless coupling constant runs with the energy, being $\Lambda_{\mathrm{QCD}}$ the renormalization group scale at which the coupling constant diverges. Such a trade of a coupling constant by a mass scale is known as dimensional transmutation. The strong coupling constant, unlike the electromagnetic one, decreases as the energy increases. This means that particles which interact weakly at very high energies, do so very strongly at low energies. As a result, on the one hand, in the high energy regime the theory is fully described perturbatively, leading to very successful and accurate predictions. On the other hand, the theory is non-perturbative at low energies, and so the challenging need for appropriate methods and models to describe physical processes arises. The physics that at high energies is described by quarks and gluons, is described by hadrons at low energies. This implies that in the transition a process of confinement must occur ${ }^{1}$ and, as a result, no single quark or gluon can be directly observed in Nature. In fact, we can only find them bounded in hadrons: baryons, such as the proton, and mesons.

In order to overcome these limitations different approaches have been developed. On the computational side, lattice gauge theory has proven to be an extremely useful tool to determine some of the QCD parameters and observables, having provided estimates for quark masses, decay widths, or even the strong coupling constant among others. In fact, the realm of applicability of lattice theories is far larger than QCD, being useful in the description of any generic gauge theory. On the analytical side, great success has been achieved by developing effective field theories (EFTs) that are specifically dedicated to describing an interval of the energy range

[^0]in which a particular dynamics of the strong sector dominates. Well-known and very relevant examples of these theories are chiral perturbation theory (ChPT) [5, 6, heavy baryon effective theory (HBET) [7, 8], heavy baryon effective theory in the large- $N_{c}$ limit [9], heavy quark effective theory (HQET) $10-13$, non-relativistic QCD (NRQCD) 14$]$ or potential NRQCD (pNRQCD) [15]. Throughout this work we make an extensive use of the EFT framework in order to describe the physics of non-relativistic (NR) bound states. Let us now briefly introduce the two physical systems under study in this dissertation: hydrogen-like atoms and heavy quarkonia.

The existence of baryons was established in the beginning of the 20th Century (long before the discovery of QCD) with the discovery of the proton by Rutherford. The proton is the most stable baryon in the Universe ( $\tau_{p}>10^{34}$ years), and it is essential to the existence of the world as we know it, being the main constituent of visible matter. Due to its composite nature, one of the principal features characterising the proton is its size. The interaction of protons and electrons has been primal to measure the proton charge radius. It was first measured by Hofstadter and collaborators in the 1950s via elastic electron scattering [16. Most recently the electron scattering experiment in Mainz measured a new set of data points at low momentum [17]. The CODATA 2010 value for the proton radius 18 is based both on $e p$-scattering measurements and determinations from hydrogen spectroscopy. Hydrogen arises from the bound state of a proton and an electron and it is the most abundant element in the universe, making up $75 \%$ of normal matter. It is essential to the existence of life. Without hydrogen the Sun would not give us heat or light, and water, crucial to any kind living system, would not exist. The spectroscopy lines of hydrogen were discovered by Lyman in 1906 [19] and during the last century a large number of the hydrogen spectral transitions have been measured in different experiments all around the world. Similar hydrogen-like bound states, such as muonic hydrogen are the perfect place to obtain precise measurements of hadronic effects. This is so because the probability of a lepton being within the size of the proton grows cubically with the mass, i.e. heavier leptons are more susceptible to finite size effects. In 2010, for the first time, the muonic hydrogen Lamb shift was measured at PSI 20. In particular, they measured the Lamb shift (the 2S-2P transition), which allows for a precise determination of the value of the proton radius. Surprisingly for the scientific community, this measurement is $\sim 7 \sigma$ away from the CODATA value. This puzzle is one of the main reasons driving us to study the model independent prediction of the proton radius that the implementation of an EFT framework provides.

Heavy quarkonium physics found its first experimental evidence when in 1974 the very narrow resonance $J / \Psi$ (charmonium) was first measured simultaneously at SLAC and Brookhaven National Laboratory [21,22]. It was concluded that this resonance was a bound state of a quark much heavier than any other known at the moment: it was the discovery of the charm quark. A few years later, in 1977 the $\Upsilon$ resonance (bottomium) was found in Fermilab [23], leading to the discovery of the bottom quark. It took perseverance to finally discover the long expected partner of the bottom quark, the top quark, which was first measured 18 years later, in 1995, at Fermilab [24]. The main differential characteristic of the top quark is the impossibility to create toponium states. This is due to the top quark's fast decay rate, mediated by the weak interactions. Ever since the beginning of these discoveries, there have been extensive investigations and further discoveries of heavy quarkonium states. On the experimental side, quarkonium factories have been able to measure several types of spectra and decays. Among the most relevant experiments are BaBar at SLAC, Belle at KEK, CLEO-III and CLEO-c at CESR, CDF and DÃŸ at Fermilab, and BESII and BESIII at IHEP, and LHC at CERN (in the short term future, the PANDA experiment at FAIR will use proton-antiproton collisions to study the strong interaction). These experiments have measured different states of charmonium and bottomium
but also other mesons such as $B$-mesons (among which the $B_{c}$ is an example of heavy quarkonium with different heavy masses) or $D$-mesons, and even more exotic states such as the $\mathrm{X}(3872)$. There is room for a lot of theoretical improvements in this area (current reviews on the matter can be found in Refs. [25-27]), and this dissertation constitutes a significant contribution in this direction.

In the first part of this work, we study those systems composed by a lepton and a proton which are weakly bounded by the electromagnetic force, such as hydrogen and specially muonic hydrogen. Hadronic information is encoded in the interaction of the baryon and the lepton it is bounded to, when one takes into account the effects of the hadron's finite size. Therefore, they are a good place to learn about the physics inside hadrons upon comparison with experimental measurements. The physics of systems composed by a heavy quark and a heavy antiquark with different masses weakly bounded by QCD, i.e. heavy quarkonium, comprises the second part of this dissertation. Its description in terms of EFTs is a powerful tool to perform QCD computations, which allows us to obtain important information on observables such as heavy quark masses, the strong coupling constant, etc. These determinations help us overcome our limitations in dealing with low energy QCD. The two systems at hand are in fact very similar in their EFT description. In both cases, an expansion in the inverse of the masses of the heavy quarks and their coupling constant $\alpha / \alpha_{\mathrm{s}}$ is a good perturbative approach, therefore allowing for a welldefined theoretical description of the system. The main difference between the two is the different gauge symmetry structures of their interactions: $\mathrm{U}(1)$ in quantum electrodynamics (QED) vs. $\mathrm{SU}(3)$ in QCD. However, by explicitly keeping track of the Casimir coefficients of the non-Abelian theory (QCD) in the computations, one can easily recover the Abelian case (QED) for point-like particles. Besides, hadronic corrections that arise in the QED case when coping with the finite size baryons do not happen in QCD. This mismatching arises from the different nature of the theories at scales of the order of the heavy masses i.e. HBET vs. QCD.

## Effective field theories for baryons

The development of quantum field theories for baryons at low energies is closely related to the chiral symmetry that the QCD Lagrangian exhibits when the three lightest flavors of quarks (up, down and strange) are considered in the massless limit. Since the actual mass of these quarks is much smaller than $\Lambda_{\mathrm{QCD}}$, this allows for a good expansion parameter and, thus, a perturbative theory. In this energy range (below 1 GeV ) the heavy quark flavors (bottom, charm and top) play no significant role due to their large masses. Therefore, the chiral QCD Lagrangian exhibits an approximate $\mathrm{SU}(3)_{\mathrm{L}} \times \mathrm{SU}(3)_{\mathrm{R}} \times \mathrm{U}(1)_{\mathrm{L}+\mathrm{R}}$ chiral symmetry which is spontaneously broken to a $\mathrm{SU}(3)_{\mathrm{L}+\mathrm{R}} \times \mathrm{U}(1)_{\mathrm{L}+\mathrm{R}}$ vector symmetry (flavor symmetry). The effects of the symmetry breaking become important at energies below $\Lambda_{\mathrm{QCD}}$, which is where hadrons become the appropriate degrees of freedom. Associated with the spontaneously broken generators of the chiral symmetry, eight Goldstone bosons arise, which in the case at hand are the octet of the lowest pseudoscalar mesons: the three pions, the four kaons and the eta. However, we know for a fact that these quarks and mesons are not actually massless. In fact, the chiral symmetries are explicitly broken, e.g. due to non-zero quark masses, and consequently, masses for the Goldstone bosons are generated.

This rationale gives rise to an effective Lagrangian at tree level that describes the physics of mesons and baryons at low energies. It was in 1979 that, for the first time, Weinberg took this Lagrangian beyond the tree level (5), which can be naturally done as long as the energy of the
process is smaller than the chiral breaking scale ( $\sim \Lambda_{\mathrm{QCD}}$ ). This provides a power counting for the chiral Lagrangian in powers of $E / \Lambda_{\mathrm{QCD}}$. Shortly after, in the 1980 's a systematic study of the Lagrangian beyond tree level was performed by Gasser and Leutwyler [6, extending it to $\mathrm{SU}(3)$ and expressing it in terms of the Goldstone matrix field containing the octet of pseudoscalars. This is known today as ChPT and it is organised as an expansion in the derivatives of the fields $p$, i.e. it is equipped with a well-defined power counting.

Much as baryons were known long before quarks, historically its description in terms of fields has been problematic. The main reason for this is that their mass is comparable to the hadronisation scale $\Lambda_{\mathrm{QCD}}$ (in the case of nucleons $m_{N} \sim 1 \mathrm{GeV}$ ), reaching the limit where the chiral expansion ceases to be valid. This fact gives rise to the question of whether their physics can be described in a perturbative manner. The introduction of baryons in the chiral Lagrangian was proposed by Weinberg in 1968 [28]. However, power counting rules remained problematic until the inclusion of the heavy mass methods, which overcome the issue by going to the NR limit. This idea was first carried out for the pion-nucleon sector in the 1990's by Jenkins and Manohar in 7 ] and by Bernard et al. [8], and has since then been extensively developed in what is today known as heavy baryon chiral perturbation theory (HBChPT) ${ }^{2}$ This theory provides a consistent power counting in terms of the small velocity of the heavy baryon hence allowing for extensive calculations. A concern that remains, however, is that of finding the appropriate way of handling the baryon resonances. In general, these states are heavier than the nucleon, and so their contribution could be included simply by integrating them out from the Lagrangian, in such a way that their effect would be subleading. A different approach, though, should be adopted with the Delta particle $(\Delta(1232))$, which is only $\sim 300 \mathrm{MeV}$ away from the nucleon mass and couples strongly to the pion-nucleon sector. On top of this, an outcome of applying large- $N_{c}$ rationale to baryons, is that the proton and the Delta particle become degenerate in mass. Even though for $N_{c}=3$ the $1 / N_{c}$ expansion is not optimal, the former argument may signal that the Delta particle represents the largest resonant contribution and thus should be taken into account. A HBET Lagrangian that includes the interaction of pions, the proton, and the Delta was developed by Jenkins and Manohar in 1991 [29] and by Hemmert et al. [30] in 1996 in a chiral context (see also [31]). It was studied within a large- $N_{c}$ ideology by Dashen and Manohar in 1993 [32. In this work we make use of these EFTs.

## Effective field theories for NR bound states

A NR bound state is a system where a particle is subject to a potential in such a way that it has a tendency to remain (in time) quasi-localised (in space). The interaction of the potential happens an infinite number of times, which in fact is what causes the system to be bounded. In this way, the physics describing the bound state is clearly non-perturbative, as it requires summing up an infinite series. This is compactly achieved by solving exactly the Schrödinger equation for a given potential. However, through the application of EFT mechanisms, we can find the potential up to some order in the velocity expansion and safely assume that the rest of the contribution will be small. Here we will give some details on how this approach is taken. Both (muonic) hydrogen and heavy quarkonium systems admit a description in terms of EFTs for NR bound states.

In a classical system interacting through electromagnetism, the potential giving rise to the bound state is the well-known Coulomb potential. Upon quantization, electromagnetism becomes

[^1]the well-known QED. However, incorporating quantum effects to the Coulomb potential is not straightforward. The first attempt to address this issue was the Bethe-Salpeter equation [33], presented in 1951. This equation describes bound states of a two-body quantum field system in a relativistically covariant formalism. However, it turned out that the equation cannot be exactly solved in a general case, and in the cases where the solution can be exactly found, it turned out to be problematic [34]. In other words, provided it can be achieved, solving this equation for a physical system requires considerable effort. It consequently fails to provide a systematic approach to the bound state problem. This motivated extensive effort of the community to bypass this difficulty. The answer laid, once again, in the application of EFTs to take away the irrelevant information hence simplifying the treatment of the relevant one.

The main point to consider is that the heavy constituents in a bound state barely move with respect to each other, and thus are naturally NR systems. The problem was then how to incorporate the relativistic quantum corrections into this NR system. It was in 1986 that a NR effective Lagrangian was first proposed by Caswell and Lepage 14 . This theory is today known as non-relativistic QED (NRQED)/NRQCD. The success of this approach lays on its improvement on the computational side, where, having disposed of the irrelevant information, the effort needed to describe the system is heavily reduced.

Let us now explain the different approaches taken to describe the physics of a bound state, depending on the characteristics of the system. First, we consider the case where the bound state has one heavy $\left(m_{h}\right)$ and one light constituents $\left(m_{l}\right)$. In terms of the scales of the system, we may regard the heavy fermion as a static source with the energy scale hierarchy $m_{h} \gg m_{l},\left|\mathbf{p}_{l}\right|, E_{l}$, where $\left|\mathbf{p}_{l}\right|$ and $E_{l}$ are the momentum and energy of the light fermion respectively. The light fermion is still a relativistic degree of freedom, fulfilling the linear dispersion relation and therefore $E_{l} \sim\left|\mathbf{p}_{l}\right|$. Moreover, the typical energy and momentum transferred within the bound state will be of the same order as those of the light fermion, $E \sim|\mathbf{p}| \sim E_{l} \sim\left|\mathbf{p}_{l}\right|$, as this is the scale of the energy/momentum exchange between the heavy and the light fermions. In other words, the momentum of the heavy particle (at the lowest order) can be split into a large component proportional to its mass and a small component, i.e. $p^{\mu}=m v^{\mu}+k^{\mu}$ where $k^{2} \ll m^{2}$. This consideration leads to the aforementioned leading order HBET/HQET Lagrangians. This is the appropriate approach to describe systems such as the $D$-mesons. Moreover, we have that $E \sim|\mathbf{p}| \sim \Lambda_{\mathrm{QCD}}$ and therefore the counting in HQET is provided by one single scale $\Lambda_{\mathrm{QCD}}$. In the case of QED, we could apply it to systems with atomic number $Z$ big enough such that $Z \alpha \sim 1$. Then any number of $e^{+} e^{-}$pairs could be created, giving rise to non-perturbative physics, similar to the case of the $D$-meson.

Now let us move on to the case where we have two heavy fermions of masses $m_{1}$ and $m_{2}$ in the bound state. The physics of this system is more complicated as well as more interesting, since it allows for different scale configurations. It is in this case in which this work is focused. The NR nature of this situation is described by the relation

$$
\begin{equation*}
m_{1} \sim m_{2} \gg|\mathbf{p}| \gg E . \tag{1}
\end{equation*}
$$

This correspondence establishes the scale hierarchy which allows for the use of EFTs in all their glory. We can successively integrate out the higher scales obtaining an EFT for each energy range.

The largest scale is known as the hard scale and it is set by the masses of the heavy fermions, as well as by the reduced and total masses of the bound state, which read

$$
\begin{equation*}
m_{r}=\frac{m_{1} m_{2}}{m_{1}+m_{2}}, \quad M=m_{1}+m_{2}, \tag{2}
\end{equation*}
$$

respectively. This scale plays no dynamical role in the EFT and therefore it is integrated out. It appears only through fluctuations, i.e. an expansion in the inverse of the mass can be carried out. However, it does have a role in the power counting since momentum and energy depend on the reduced mass $m_{r}$. Corrections due to the hard scale are encoded in the Wilson coefficients. The soft scale is set by the typical momentum of the bound state $\mathbf{p} \sim m_{r} v$. Finally, the ultrasoft scale is given by the typical binding energy in the bound state $E \sim m_{r} v^{2}$. The already established fact that the velocity $v$ is small yields a wide separation among these three scales, as well as it provides a good expansion parameter.

In the case of QED, the only expansion parameter that we have is the fine-structure coupling constant $\alpha$, which is of the order of the velocity $v \sim \alpha$. Therefore, it can be successfully approached perturbatively, and an expansion in terms of the coupling constant and the inverse of the mass is carried out. Within these systems, depending on the relation among the masses, we can distinguish two cases. We may contemplate the case where the masses are similar $m_{1} \sim m_{2} \sim m_{r}$ such as in positronium and dimuonium, but also the case where they are different in size, $m_{1} \gg m_{2} \sim m_{r}$, but still both particles are considered NR. This is the case of hydrogen and also muonic hydrogen, to which we devote the first part of this thesis. In these systems, keeping the full dependence on the masses allows for an increase in the precision of the computations. As a first approximation these systems can be regarded as a quasi-static source interacting with a NR particle.

When we are dealing with QED-like bound states, the system can be completely described in terms of the scale $m_{r} \alpha^{n}$. However, when the system is bounded by QCD, in addition to the equivalent scale $m_{r} \alpha_{\mathrm{s}}^{n}(\nu)$, we have to consider the scale of $\Lambda_{\mathrm{QCD}} \sim \nu e^{-2 \pi /\left(\beta_{0} \alpha_{\mathrm{s}}(\nu)\right)}$. In order to stay in the NR limit, only the relation $m_{r} \gg \Lambda_{\mathrm{QCD}}$ needs to hold. However energy/momentum can relate differently to $\Lambda_{\mathrm{QCD}}$. Note that configurations where $\Lambda_{\mathrm{QCD}}$ is a large scale will be controlled by non-perturbative physics and the EFT will not provide important predictions. However, we will focus on states where this is not the case and the non-perturbative physics is negligible or encoded in small corrections. In this case the EFT may give important information about the size and characteristics of these corrections, making this an ideal system in which to study QCD.

Now let us examine the case where $|\mathbf{p}| \gg E \sim \Lambda_{\mathrm{QCD}}$. This case can still be considered as mainly perturbative and non-perturbative effects will be regarded as corrections. However, due to our little understanding, these corrections need some modelling. They are non-local and therefore difficult to assess. We will not further study this interesting field in this thesis.

Finally, we can also consider the case where $|\mathbf{p}| \gg E \gg \Lambda_{\mathrm{QCD}}$. i.e. the weak coupling regime. In this case the strong coupling constant will be small, as it has to be taken at scales larger than $\Lambda_{\mathrm{QCD}}$, and therefore, it can be compared to the velocity, $\alpha_{\mathrm{s}} \sim v$. This provides a good perturbative approach, at least for the lowest levels of the spectrum since the momentum and energy can be parametrized as

$$
\begin{equation*}
|\mathbf{p}| \sim m_{r} \frac{\alpha_{\mathrm{s}}}{n}, \quad E \sim m_{r} \frac{\alpha_{\mathrm{s}}^{2}}{n^{2}} \tag{3}
\end{equation*}
$$

In this case we can obtain in a perturbative fashion precise determinations of the heavy quark masses and the strong coupling constant. Non-perturbative corrections in this case would be in the form of local condensates, and are beyond the accuracy we consider.

Once the dynamical situation of the system is established we shall proceed to finding the most suitable EFT to describe our bound states. In fact, we are most interested in determining the potential, which will allow us to obtain the bound state by solving the Schrödinger equation. For states involving QCD we focus on the more general case where $m_{r} v \gg \Lambda_{\mathrm{QCD}}$.

We start from a theory containing the physics at all scales, in particular up to the hard scale: this would be QED/QCD (for finite size hadronic effects in QED-like systems we will instead consider this theory to be HBET). Since the chief energy range characterising the system is much smaller than the hard and soft scales, we may integrate them out. By means of this procedure the effects of large scales are encoded in higher order terms in the Lagrangian and the Wilson coefficients. When we integrate out the hard scale we obtain the theory of NRQED/NRQCD. The Lagrangian is obtained as an expansion in the (inverse of the) masses, as well as in the small coupling constant. The Wilson coefficients are determined via a matching procedure between these theories and QED/QCD. As we already mentioned, the power counting in this theory is fully controlled by the small parameter $v$. Not only all the symmetries of the full theory are inherited by the effective Lagrangian, new ones can arise in the low energy theory. The latter is the case of the spin symmetry of the NRQED/NRQCD Lagrangian. An example of the former is the inherited non-linearly realized Poincaré/reparametrization invariance.

At this point, however, there are still terms in the Lagrangian where different scales are mixed, therefore complicating the determination of a well-defined potential. This is solved by integrating out the soft scale which in fact is the natural thing to do in the systems we are discussing. We are then left with an EFT for ultrasoft photons/gluons known as potential-NRQED/NRQCD ( $\mathrm{pNRQED} / \mathrm{pNRQCD}$ ). This effective Lagrangian was first presented by Pineda and Soto [15] in 1998. Since then it has been established as the most suitable theory to perform computations in bound states both for QED and QCD. The Lagrangian in this theory can be written in terms of a Schrödinger-like potential plus a term for the interactions of ultrasoft photons. The potential is written as an expansion in inverse powers of the mass and the coupling constant, rendering an explicit power counting. As commonly done in the literature, throughout this text we will frequently refer to the different (well-defined) terms at different orders in the $1 / \mathrm{m}$ or $v$ expansion of the potential as the "potentials". We shall distinguish between two kinds of pNRQCD. When we are working at energies such that $m v^{2} \sim \Lambda_{\mathrm{QCD}}$, then we talk about weakly coupled pNRQCD , and the matching to NRQCD can be performed perturbatively. The other case arises when $m v \sim \Lambda_{\mathrm{QCD}}$, then we refer to strongly coupled pNRQCD , and the matching is to be carried out non-perturbatively (as now the soft scale is already non-perturbative). In this work we will focus in weakly coupled pNRQCD. Note that this is not a problem for potential NRQED ( pNRQED ), where the matching to NRQED is always carried out perturbatively.

In the weak-coupling limit, the EFT can be summarized schematically by

$$
\left.\begin{array}{l}
\left(i \partial_{0}-\frac{\mathrm{p}^{2}}{2 m_{r}}-V^{(0)}(r)\right) \phi(\mathbf{r})=0  \tag{4}\\
\text { + corrections to the potential } \\
\text { + interaction with other low-energy degrees of freedom }
\end{array}\right\} \text { pNRQCD/pNRQED. }
$$

The matching of pNRQCD to NRQCD is performed by equating Green functions, which in practice may be done in several ways, producing different potentials for different matching schemes (which will nevertheless yield the same physical results). We will further extend on this in the second part of this thesis. Some remarks, however, are to be noted in advance. The matching is always performed by equating Green functions. However we will use three different kinds of Green functions: truncated on-shell Green functions (i.e. S-matrix elements) for the on-shell matching scheme, truncated off-shell Green functions for the off-shell matching scheme and off-shell gauge independent Green functions for the matching with Wilson loops. The latter scheme is of special interest to us. A Wilson loop is defined as a gauge-invariant observable obtained from the holonomy of the gauge connection around a given loop. Formulae for the different potentials in
terms of Wilson loops have been known for a long time. It was used for the first time to describe the static potential between quarks by in 1977 [35], in the context of lattice gauge theory. This formula has been established as the way to compute this potential, which has been done now up to three loops Refs. [36-41]. The formulation was then translated to the language of pNRQCD in 2000 by Brambilla, Pineda, Soto and Vairo [42, 43], who computed the formula for the $1 / \mathrm{m}$ and then $1 / m^{2}$ potentials. The most interesting feature of these formulae is that they are valid both in the perturbative regime at short distances and the non-perturbative regime at long distances. We devote a considerable fragment of the second part of the thesis to extend on how to perform this computation in the perturbative regime.

In summary, this thesis is divided into two main parts. In Part $I$, we focus on the study the muonic hydrogen system, and, in particular, on the hadronic contributions to the Lamb shift coming from the two photon exchange (TPE). Gathering the results of our investigation we are able to theoretically compute the $n=2$ Lamb shift with accuracy $\mathcal{O}\left(m_{\mu} \alpha^{6} \ln \alpha, m_{\mu} \alpha^{5} \frac{m_{\mu}^{2}}{m_{\rho}^{2}}\right)$, and upon comparison with its experimental value, we determine the value of the proton radius. In Part III, we concentrate on the analysis of heavy quarkonium systems with different masses. We compute the next-to-next-to-next-to-leading order ( $\mathrm{N}^{3} \mathrm{LO}$ ) potential with different matching schemes and find the relation among them. We use our results to compute the $B_{c}$ spectrum up to $\mathcal{O}\left(m_{r} \alpha_{\mathrm{s}}^{5}\right)$. We devote Part IV to providing a summary and some final remarks on the work carried out and future related lines of research.

## Part II

Muonic hydrogen

## Chapter 1

## Introduction

In the first part of this thesis we focus on the development of the abelian effective theory pNRQED applied to (muonic) hydrogen. We will use it to comprehensively analyse the theoretical prediction of the Lamb shift in muonic hydrogen, and the associated determination of the proton radius. The use of EFTs allows us to relate the proton radius with well-defined objects in quantum field theory, eliminating unnecessary model dependence. We obtain the potentials that allow us to find an expression for the muonic hydrogen Lamb shift that includes the leading logarithmic $\mathcal{O}\left(m_{\mu} \alpha^{6}\right)$ terms, as well as the leading $\mathcal{O}\left(m_{\mu} \alpha^{5} \frac{m_{\mu}^{2}}{m_{\rho}^{2}}\right)$ hadronic effects. This part of the thesis is based in the work published in Refs. $44-46$ by the author.

The Lamb shift in muonic hydrogen has been measured at PSI, Refs. [20, 47], obtaining

$$
\begin{equation*}
E\left(2 P_{3 / 2}\right)-E\left(2 S_{1 / 2}\right) \equiv \Delta E_{L}^{\exp }=202.3706(23) \mathrm{meV} \tag{1.1}
\end{equation*}
$$

By comparing this measurement to its theoretical prediction, the proton radius (more precisely, the root mean square of the electric proton radius), was determined: $r_{p} \equiv \sqrt{\left\langle r_{p}^{2}\right\rangle}=0.84087(39)$ fm . This result has led to a lot of controversy as it is $7.1 \sigma$ away from the 2012 CODATA value, $r_{p}=0.8775(51) \mathrm{fm}$, Ref. 18 (see Refs. 48, 49] for reviews on the proton radius puzzle). The latter value is an average of determinations coming from hydrogen spectroscopy and electron-proton scattering ${ }^{1}$.

In order to assess the significance of the discrepancy, it is of fundamental importance to perform the computation of the Lamb shift in muonic hydrogen (in particular of its errors) in a model independent way.

In this respect, the use of EFTs is specially useful. They help organizing the computation by providing power counting rules that assess the importance of the different contributions. This becomes increasingly necessary as higher order effects are included. Even more important, these power counting rules allow to parametrically control the size of the higher order non-computed terms and, thus, give a reliable and model-independent estimate of the error (which is of the size of such terms).

The EFT approach is specially convenient in the case of NR bound states where the relevant scales are naturally well-separated. They are: the hard scale or reduced mass $\left(m_{r}\right)$, the soft

[^2]scale or typical momentum ( $\mathbf{p} \sim m_{r} v \sim m_{r} \alpha$ ) and the ultrasoft scale or typical binding energy ( $E \sim m_{r} v^{2} \sim m_{r} \alpha^{2}$ ), where $v(\sim \alpha)$ is the typical velocity of the particles in the bound state. This allows us to systematically integrate out the large scales until we find an EFT suitable for the setting of our problem.

In the case of muonic hydrogen the EFT organization is specially useful, as its dynamics is characterized by several scales:

$$
m_{p} \sim m_{\rho}, \quad m_{\mu} \sim m_{\pi} \sim m_{r} \equiv \frac{m_{\mu} m_{p}}{m_{p}+m_{\mu}}, \quad m_{r} \alpha \sim m_{e}
$$

By considering ratios between them, the main expansion parameters are obtained:

$$
\begin{equation*}
\frac{m_{\pi}}{m_{p}} \sim \frac{m_{\mu}}{m_{p}} \approx \frac{1}{9}, \frac{m_{e}}{m_{r}} \sim \frac{m_{r} \alpha}{m_{r}} \sim \frac{m_{r} \alpha^{2}}{m_{r} \alpha} \sim \alpha \approx \frac{1}{137} \tag{1.2}
\end{equation*}
$$

In our approach we combine the use of HBET, Refs. [7, 8], NRQED, Ref. [14] and, specially, pNRQED, Refs. [15,57,58. Partial results following this approach can be found in Refs. [59-62], and the complete results are presented in $[44-46]$.

Since pNRQED describes degrees of freedom with $E \sim m_{\mu} \alpha^{2}$, any other degree of freedom with larger energy is integrated out. This implies treating the proton and muon in a NR fashion and integrating out pions and Delta particles. This is the step of going from HBChPT to NRQED. By integrating out the scale $m_{\mu} \alpha$, pNRQED is obtained and the potentials appear. Schematically the path followed is $\left(\Delta \equiv m_{\Delta}-m_{p}\right)$ :

$$
\mathrm{HBChPT} \stackrel{\left(m_{\pi / \mu}, \Delta\right)}{\Longrightarrow} \mathrm{NRQED} \stackrel{\left(m_{\mu} \alpha\right)}{\Longrightarrow} \text { pNRQED . }
$$

Following this program, we start by setting the Lagrangians of the EFTs of our interest: HBChPT, NRQED and pNRQED in Chapter 2. By exploiting the symmetries of our system, we determine these Lagrangians that will produce contributions to the computation up to the order of our interest. The Wilson coefficients in the HBChPT Lagrangian are typically fixed by comparison to experimental data. In particular, those corresponding to the lowest order Lagrangian and of which we make use in our computation $\left(F_{\pi}, g_{A}, g_{\pi N \Delta}\right.$ and $\left.b_{1 F}\right)$ are already well-known. For the point-like NRQED Lagrangian, we are able to compute all of its Wilson coefficients analytically in terms of the parameters of the higher energy theory QED and the matching energy scale. This is so because we have full control on the behavior of the full theory (QED) at all energies. Therefore the challenge lays in the computation of the hadronic part of these Wilson coefficients.

In Chapter 3, a detailed explanation of the matching computation between HBChPT and NRQED is given. The hadronic contribution to the Lamb shift in muonic hydrogen is obtained through this matching procedure. It includes the contribution of the TPE, which is of utmost interest to us as it corresponds to the main source of uncertainty in our computation. The computation of the TPE needs of the determination of the forward virtual Compton tensor (FVCT). The spin-dependent and spin-independent structure functions of the FVCT of the proton, $T^{\mu \nu}$, carry important information about the QCD dynamics. They test the Euclidean region of the theory since $Q^{2} \equiv-q^{2}>0$. For $Q^{2} \sim m_{\pi}^{2} \neq 0$, the behavior of $T^{\mu \nu}$ is determined by the chiral theory, and can be obtained within a chiral expansion using HBChPT. If one works within a large- $N_{c}$ ideology (where $N_{c}$ is the number of colours) the Delta particle should be incorporated in the HBET Lagrangian, Ref. [32] (see also Refs. [30, 31]). This produces a
double expansion in $\sim m_{\pi} / m_{\rho}$ and $\sim \Delta / m_{\rho}$. Note that this creates a new expansion parameter $m_{\pi} / \Delta \sim 1 / 2$, and therefore the associated corrections will be incorporated in our computation together with the pure chiral result.

Within this framework we compute the spin-dependent and spin-independent structure functions of the FVCT of the proton to $\mathcal{O}\left(p^{3}\right)$ in HBChPT including the Delta particle. The tensor $T^{\mu \nu}$ cannot be directly related to cross sections obtained at fixed energies, as it tests the Euclidean regime. Nevertheless, it is possible to obtain it (up to eventual subtractions) from experiment through dispersion relations, i.e., through specifically weighted averages of measured cross sections over all energies. Possible constructions are the so-called generalized sum rules, which, for large energies, can be related with the deep inelastic sum rules. These have been studied in Ref. 63 for the spin-dependent case and briefly discussed in Ref. 61 for the spin-independent case. This constitutes an interesting new line of research, since we could use the results of our study to develop generalized sum rules for the spin-independent part of $T^{\mu \nu}$ analogous to those obtained in Ref. 63 for the spin-dependent part.

The tensor $T^{\mu \nu}$ appears in the matching computation between HBChPT and NRQED that determines $c_{3}^{p l_{i}}$ and $c_{4}^{p l_{i}}\left(l_{i}=e\right.$ or $\left.\mu\right)$, the Wilson coefficients of the lepton-proton four-fermion operators in the NRQED Lagrangian. At the scales at which we perform the matching, $T^{\mu \nu}$ is fixed by its chiral structure. This is our main motivation for its computation. As soon as hadronic effects start to become important in atomic physics, the Wilson coefficients $c_{3}^{p l_{i}}$ and $c_{4}^{p l_{i}}$ play a major role. They appear in the hyperfine splitting (spin-dependent) and Lamb shift (spin-independent) in hydrogen and muonic hydrogen (see Refs. [44-46 59-61]). Therefore, their determination allows us to relate the energy shifts obtained in hydrogen and muonic hydrogen. Even more important, these Wilson coefficients are often responsible for most of the theoretical uncertainty in these splittings, as happens for the Lamb shift in muonic hydrogen. The necessity to improve our knowledge of the (spin-independent) lepton-proton four-fermion Wilson coefficient has led us to compute this quantity in HBChPT including the Delta particle. Fortunately enough, this object is chiral enhanced. Therefore, the $\mathcal{O}\left(p^{3}\right)$ chiral computation yields a pure prediction (without the need of new counterterms) of $\delta E_{L, \text { TPE }}$, the (hadronic) TPE contribution to the muonic hydrogen Lamb shift: $\Delta E_{\mathrm{L}}=E\left(2 P_{3 / 2}\right)-E\left(2 S_{1 / 2}\right)$. Note that, since $m_{\mu} / m_{\pi} \sim 1$, we keep the complete $m_{\mu} / m_{\pi}$ dependence in such predictions.

We profit this analysis to revisit the distinction between Born and non-Born terms of $T^{\mu \nu}$ and $\delta E_{L, \text { TPE }}$. Such distinction is translated into the so-called Born (or Zemach) and polarizability corrections to the Wilson coefficients (names also used for the associated contributions to the energy shifts: hyperfine or Lamb shift). For the spin-independent case we have a good analytic control and can also compute the charge moments, $\left\langle r^{n}\right\rangle$, and the Zemach, $\left\langle r^{n}\right\rangle_{(2)}$, moments, for $n \geq 3$, since they are dominated by the chiral theory. The polarizability correction of $\Delta E_{\text {TPE }}$ is also usually split into the so-called inelastic and subtraction terms. We will also discuss what HBChPT has to say in this respect.

In Chapter 4 , we give the details of the matching of NRQED to pNRQED. In this way, all the information associated to scales higher than the ultrasoft scale that will allow us to compute the spectrum, is encoded in potentials. Hence we need to find all the potentials that contribute to the order of interest. Our main goal is the reorganization of all the contributions within the EFT framework, since most of these computations were previously known. However, we add some new analytical information to some of the potentials. We compute the relativistic corrections in dimensional regularization and we express them in terms of the NRQED Wilson coefficients, which contain information of higher order effects. On top of this, we have made some effort to
present the result assuming an arbitrary charge for the muon and proton, so that the results can be of use in a more general situation, in particular for other muonic atoms. The expressions of the potentials we found would be equal for light muonic atoms after appropriately eliminating the effects of the hadronic scales from the NRQED Wilson coefficients. We also expect that the analysis presented here will set the basis for higher order computations using EFTs.

In Chapter 5 we compute the energy shifts that the pNRQED potentials and the ultrasoft photons yield. Gathering these results together we compute the $n=2$ Lamb shift with accuracy $\mathcal{O}\left(m_{\mu} \alpha^{6} \ln \alpha, m_{\mu} \alpha^{5} \frac{m_{\mu}^{2}}{m_{\rho}^{2}}\right)$. This allow us, by comparing to the experimental measurement in Eq. (1.1), to obtain a model independent prediction of the proton radius. On top of this, the parametric control of the uncertainties allows us to obtain a model independent estimate of the error, which is dominated by hadronic effects.

## Chapter 2

## Effective field theories

In this chapter, we will present the main building blocks of the HBET, NRQED and pNRQED Lagrangians needed for our analysis.

### 2.1 HBET

Our starting point is the $\operatorname{SU}(2)$ version of HBET coupled to leptons where the Delta particle is kept as an explicit degree of freedom. The degrees of freedom of this theory are the proton, neutron and Delta, for which the NR approximation can be taken, and pions, leptons (muons and electrons) and photons, which will be taken relativistic. This theory has a cut-off $\mu \ll m_{p}$, $m_{\rho}$, which is much larger than any other scale in the problem. The Lagrangian can be split in several sectors. Nevertheless, the fact that some particles will only enter through loops, since only some specific final states are wanted, simplifies the problem. The Lagrangian can be written as an expansion in $e$ and $1 / m_{p}$ and can be structured as follows

$$
\begin{equation*}
\mathcal{L}_{H B E T}=\mathcal{L}_{\gamma}+\mathcal{L}_{l}+\mathcal{L}_{\pi}+\mathcal{L}_{l \pi}+\mathcal{L}_{(N, \Delta)}+\mathcal{L}_{(N, \Delta) l}+\mathcal{L}_{(N, \Delta) \pi}+\mathcal{L}_{(N, \Delta) l \pi}, \tag{2.1}
\end{equation*}
$$

representing the different sectors of the theory. In particular, the $\Delta$ stands for the Delta particle: the spin $3 / 2$ baryon multiplet (we also use $\Delta=m_{\Delta}-m_{p}$, the specific meaning in each case should be clear from the context).

The photonic HBET Lagrangian reads (the first corrections to this expression scale like $\alpha^{2} / m_{p}^{4}$ )

$$
\begin{equation*}
\mathcal{L}_{\gamma}=-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}+\left(\frac{d_{2, R}}{m_{p}^{2}}+\frac{d_{2}^{(\tau)}}{m_{\tau}^{2}}\right) F_{\mu \nu} D^{2} F^{\mu \nu}, \tag{2.2}
\end{equation*}
$$

where $d_{2, R}$ stands for the hadronic contribution.
The leptonic sector can be approximated to $\left(i D_{\mu}=i \partial_{\mu}-e A_{\mu}\right)$

$$
\begin{equation*}
\mathcal{L}_{l}=\sum_{i} \bar{l}_{i}\left(i \not D-m_{l_{i}}\right) l_{i}, \tag{2.3}
\end{equation*}
$$

where $l_{i}=e, \mu$.

The Lagrangian of a heavy baryon at $\mathcal{O}\left(1 / m_{p}^{2}\right)$ coupled to electromagnetism reads

$$
\begin{align*}
\mathcal{L}_{N} & =N_{p}^{\dagger}\left\{i D_{0}+\frac{\mathbf{D}_{p}^{2}}{2 m_{p}}+\frac{\mathbf{D}_{p}^{4}}{8 m_{p}^{3}}-e \frac{c_{F}^{(p)}}{2 m_{p}} \boldsymbol{\sigma} \cdot \mathbf{B}\right.  \tag{2.4}\\
& \left.-e \frac{c_{D}^{(p)}}{8 m_{p}^{2}}[\boldsymbol{\nabla} \cdot \mathbf{E}]-i e \frac{c_{S}^{(p)}}{8 m_{p}^{2}} \boldsymbol{\sigma} \cdot\left(\mathbf{D}_{p} \times \mathbf{E}-\mathbf{E} \times \mathbf{D}_{p}\right)\right\} N_{p}
\end{align*}
$$

where $i D_{p}^{0}=i \partial_{0}+Z_{p} e A^{0}, i \mathbf{D}_{p}=i \boldsymbol{\nabla}-Z_{p} e \mathbf{A}$. For the proton $Z_{p}=1$ (for the neutron all indices $p \rightarrow n$ and $\left.Z_{n}=0\right)$.

The hadronic interactions are organized according to their chiral counting. Since a single chiral loop already produces a factor $1 /\left(4 \pi F_{0}\right)^{2} \sim 1 / m_{p}^{2}$, we only need the free-particle pionic Lagrangian:

$$
\begin{equation*}
\mathcal{L}_{\pi}=\left[\left(\partial_{\mu}-i e A^{\mu}\right) \pi^{+}\right]\left[\left(\partial^{\mu}+i e A^{\mu}\right) \pi^{-}\right]-m_{\pi}^{2} \pi^{+} \pi^{-}+\frac{1}{2}\left(\partial_{\mu} \pi^{0}\right)\left(\partial^{\mu} \pi^{0}\right)-\frac{1}{2} m_{\pi}^{2} \pi^{0} \pi^{0} \tag{2.5}
\end{equation*}
$$

We need not account for pion self-interactions, and the pion-baryon interactions are only needed at $\mathcal{O}\left(m_{\pi}\right)$, which is the leading order and reads (Refs. 64, 65):

$$
\begin{equation*}
\mathcal{L}_{(N, \Delta) \pi}=\bar{N}\left(i v \cdot \Gamma+g_{A} u \cdot S\right) N-\bar{T}_{a}^{\mu}\left(i v \cdot D^{a b}-\Delta \delta^{a b}\right) T_{\mu b}+g_{\pi N \Delta}\left(\bar{T}_{a}^{\mu} w_{\mu}^{a} N+h . c .\right), \tag{2.6}
\end{equation*}
$$

where $T_{a}^{\mu}$ stands for the Rarita-Schwinger spin $3 / 2$ field, $N$ for the nucleon $1 / 2$ isospin multiplet and $S_{\mu}=\frac{i}{2} \gamma_{5} \sigma_{\mu \nu} v^{\nu}$ is the spin operator (where we will take $v_{\mu}=(1, \mathbf{0})$ ).

The only relevant $1 / m_{p}$ interaction mixing the Delta and the nucleon in our case is the $p-\Delta^{+}-\gamma$ term reading

$$
\begin{equation*}
\mathcal{L}_{(N, \Delta)}=\frac{i b_{1, F}}{2 m_{p}}\left(\bar{T}_{a}^{\mu} S_{\nu} \frac{1}{2} \operatorname{Tr}\left[f_{+}^{\nu \mu} \tau^{a}\right] N+\text { h.c. }\right) \tag{2.7}
\end{equation*}
$$

The previous equations make use of the definitions:

$$
\begin{align*}
D_{\mu}^{i j} & =\left(\partial_{\mu} \delta^{i j}+\Gamma_{\mu}^{i j}\right) \\
\Gamma_{\mu}^{i j} & =\Gamma_{\mu} \delta^{i j}-\frac{i}{2} \epsilon^{i j k} \operatorname{Tr}\left[\tau^{k} \Gamma_{\mu}\right] \\
\Gamma_{\mu} & =\frac{1}{2}\left[u^{\dagger}, \partial_{\mu} u\right]-\frac{i}{2} u^{\dagger}\left(\mathbf{v}_{\mu}+\mathbf{a}_{\mu}\right) u-\frac{i}{2} u\left(\mathbf{v}_{\mu}-\mathbf{a}_{\mu}\right) u^{\dagger} \\
f_{\mu \nu}^{ \pm} & =u^{\dagger} F_{\mu \nu}^{R} u \pm u F_{\mu \nu}^{L} u^{\dagger} \equiv \tau^{i} f_{ \pm \mu \nu}^{i}, \\
F_{\mu \nu}^{X} & =\partial_{\mu} F_{\nu}^{X}-\partial_{\nu} F_{\mu}^{X}-i\left[F_{\mu}^{X}, F_{\nu}^{X}\right] ; \quad X=L, R \\
F_{\mu}^{R} & =\mathbf{v}_{\mu}+\mathbf{a}_{\mu}, \quad F_{\mu}^{L}=\mathbf{v}_{\mu}-\mathbf{a}_{\mu}, \\
u_{\mu}^{i j} & =u_{\mu} \delta^{i j}-i \epsilon^{i j k} w_{\mu}^{k} \\
w_{\mu}^{i} & =\frac{1}{2} T r\left[\tau^{i} u_{\mu}\right]=-\frac{1}{F_{\pi}} \partial_{\mu} \pi^{a}-\frac{e}{F_{\pi}} A_{\mu} \epsilon^{a 3 b} \pi^{b}+\ldots \\
u_{\mu} & =i u^{\dagger} \nabla_{\mu} U u^{\dagger}, \\
\nabla_{\mu} U & =\partial_{\mu} U-i F_{\mu}^{R} U+i U F_{\mu}^{L}, \\
U & =u^{2}=\exp \left(\frac{i}{F_{\pi}} \tilde{\tau} \cdot \tilde{\pi}\right) \tag{2.8}
\end{align*}
$$

where $\mathbf{v}_{\mu}, \mathbf{a}_{\mu}$ denote external vector, axial-vector fields and are the only external sources possible at this order.

The baryon-lepton Lagrangian provides new terms that are not usually considered in HBET. The relevant term in our case is the interaction between the leptons and the nucleons (actually only the proton):

$$
\begin{equation*}
\mathcal{L}_{(N, \Delta) l}=\frac{1}{m_{p}^{2}} \sum_{i} c_{3, \mathrm{R}}^{p l_{i}} \bar{N}_{p} \gamma^{0} N_{p} \bar{l}_{i} \gamma_{0} l_{i}+\frac{1}{m_{p}^{2}} \sum_{i} c_{4, \mathrm{R}}^{p l} \bar{N}_{p} \gamma^{j} \gamma_{5} N_{p} \bar{l}_{i} \gamma_{j} \gamma_{5} l_{i} . \tag{2.9}
\end{equation*}
$$

The above matching coefficients fulfil $c_{3, \mathrm{R}}^{p l_{i}}=c_{3, \mathrm{R}}^{p}$ and $c_{4, \mathrm{R}}^{p l_{i}}=c_{4, \mathrm{R}}^{p}$ up to terms suppressed by $m_{l_{i}} / m_{p}$, which will be sufficient for our purposes.

Let us note that with the conventions above, $N_{p}$ is the field of the proton (understood as a particle) with positive charge if $l_{i}$ represents the leptons (understood as particles) with negative charge.

This finishes all the needed terms for the computation of the Lamb shift up to the order of our interest, since the other sectors of the Lagrangian would give subleading contributions.

### 2.2 NRQED $(\mu p)$

In the muon-proton sector, by integrating out the $m_{\pi} \sim m_{\mu}$ and $\Delta$ scales, an EFT for muons, protons and photons appears. In principle, we should also consider neutrons but they play no role at the precision we aim. The effective theory corresponds to a hard cut-off $\nu \ll m_{\pi}$ and therefore pions and Deltas have been integrated out. The Lagrangian is equal to the previous case but with neither pions nor Deltas, and with the following modifications: $\mathcal{L}_{l} \rightarrow \mathcal{L}_{e}+\mathcal{L}_{\mu}^{(\mathrm{NR})}$ and $\mathcal{L}_{(N, \Delta) l} \rightarrow \mathcal{L}_{N e}+\mathcal{L}_{N \mu}^{(N R)}$, where it is made explicit that the the muon has become NR. Any further difference goes into the Wilson coefficients, in particular, into the Wilson coefficients of the baryon-lepton operators.

The effective Lagrangian reads

$$
\begin{equation*}
\mathcal{L}_{\mathrm{NRQED}(\mu)}=\mathcal{L}_{\gamma}+\mathcal{L}_{e}+\mathcal{L}_{\mu}^{(\mathrm{NR})}+\mathcal{L}_{N}+\mathcal{L}_{N e}+\mathcal{L}_{N \mu}^{(\mathrm{NR})} . \tag{2.10}
\end{equation*}
$$

The pure photon sector is approximated by the following Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\gamma}=-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}+\left(\frac{d_{2}^{(\mu)}}{m_{\mu}^{2}}+\frac{d_{2}}{m_{p}^{2}}+\frac{d_{2}^{(\tau)}}{m_{\tau}^{2}}\right) F_{\mu \nu} D^{2} F^{\mu \nu} \tag{2.11}
\end{equation*}
$$

$d_{2}^{(\mu)}$ and $d_{2}^{(\tau)}$ are generated by the vacuum polarization (VP) loops with only muons and taus respectively. Note that, in comparison to Eq. (2.2), there is here an extra contribution from the VP loop with muons, which are now NR. At $\mathcal{O}(\alpha)$ they read

$$
\begin{equation*}
d_{2}^{(\mu)}=\frac{Z_{\mu}^{2} \alpha}{60 \pi}+\mathcal{O}\left(\alpha^{2}\right), \quad d_{2}^{(\tau)}=\frac{\alpha}{60 \pi}+\mathcal{O}\left(\alpha^{2}\right) . \tag{2.12}
\end{equation*}
$$

The hadronic effects of the VP are encoded in $d_{2}$, which is the NR version of $d_{2, R}$ in Eq. (2.2):

$$
\begin{equation*}
d_{2}=\frac{m_{p}^{2}}{4} \Pi_{h}^{\prime}(0)=\frac{Z_{p}^{2} \alpha}{60 \pi}+d_{2}^{\mathrm{had}}+\mathcal{O}\left(\alpha^{2}\right) \tag{2.13}
\end{equation*}
$$

We define $\Pi_{h}^{\prime}(0)$ as the derivative of the hadronic VP (such that $\left.\Pi_{h}\left(-\mathbf{k}^{2}\right)=-\mathbf{k}^{2} \Pi_{h}^{\prime}(0)+\ldots\right)$. The experimental figure for the total hadronic contribution reads $\Pi_{h}^{\prime} \simeq 9.3 \times 10^{-3} \mathrm{GeV}^{-2}$, Ref. 66 . Following standard practice, we have singled out the contribution due to the one loop VP of a point-like proton in the second equality of Eq. (2.13). Note though that $d_{2}^{\text {had }}$ is still of order $\alpha$.

The electron sector reads $\left(i D_{\mu}=i \partial_{\mu}-e A_{\mu}\right)$

$$
\begin{equation*}
\mathcal{L}_{e}=\bar{l}_{e}\left(i \not D-m_{l_{e}}\right) l_{e} . \tag{2.14}
\end{equation*}
$$

We do not include the term

$$
\begin{equation*}
-\frac{e g_{l_{e}}}{m_{\mu}} \bar{l}_{e} \sigma_{\nu \lambda} l_{e} F^{\nu \lambda} \tag{2.15}
\end{equation*}
$$

since the coefficient $g_{l_{e}}$ is suppressed by powers of $\alpha$ and the mass of the lepton. Therefore, it would give contributions beyond the accuracy we aim. In any case, any eventual contribution would be absorbed in a low energy constant.

The muonic sector reads

$$
\begin{align*}
\mathcal{L}_{\mu}^{(\mathrm{NR})} & =l_{\mu}^{\dagger}\left\{i D_{\mu}^{0}+\frac{\mathbf{D}_{\mu}^{2}}{2 m_{\mu}}+\frac{\mathbf{D}_{\mu}^{4}}{8 m_{\mu}^{3}}+e \frac{c_{F}^{(\mu)}}{2 m_{\mu}} \boldsymbol{\sigma} \cdot \mathbf{B}\right. \\
& \left.+e \frac{c_{D}^{(\mu)}}{8 m_{\mu}^{2}}[\boldsymbol{\nabla} \cdot \mathbf{E}]+i e \frac{c_{S}^{(\mu)}}{8 m_{\mu}^{2}} \boldsymbol{\sigma} \cdot\left(\mathbf{D}_{\mu} \times \mathbf{E}-\mathbf{E} \times \mathbf{D}_{\mu}\right)\right\} l_{\mu}, \tag{2.16}
\end{align*}
$$

with the following definitions: $i D_{\mu}^{0}=i \partial_{0}-Z_{\mu} e A^{0}, i \mathbf{D}_{\mu}=i \boldsymbol{\nabla}+Z_{\mu} e \mathbf{A}$ and $Z_{\mu}=1$. The Wilson coefficients can be computed order by order in $\alpha$. They read (where we have used the fact that $c_{S}^{(\mu)}=2 c_{F}^{(\mu)}-Z_{\mu}$, Ref. 67)

$$
\begin{align*}
& c_{F}^{(\mu)}=Z_{\mu}\left(1+\frac{Z_{\mu}^{2} \alpha}{2 \pi}+\mathcal{O}\left(\alpha^{2}\right)\right)  \tag{2.17}\\
& c_{S}^{(\mu)}=Z_{\mu}\left(1+\frac{Z_{\mu}^{2} \alpha}{\pi}+\mathcal{O}\left(\alpha^{2}\right)\right) \tag{2.18}
\end{align*}
$$

Taking the values of the form factors for the muon-electron difference computed in Ref. [68] and those for the electron computed in Ref. [69], we can deduce the following expression for the $c_{D, \overline{\mathrm{MS}}}^{(\mu)}(\nu)$ Wilson coefficient ${ }^{11}:$

$$
\begin{align*}
c_{D, \overline{\mathrm{MS}}}^{(\mu)}(\nu) & =Z_{\mu}\left(1+\frac{4 \alpha}{3 \pi} Z_{\mu}^{2} \ln \left(\frac{m_{\mu}^{2}}{\nu^{2}}\right)\right.  \tag{2.19}\\
& +\left(\frac{\alpha}{\pi}\right)^{2} Z_{\mu}^{2}\left\{Z_{\mu}^{2}\left[\frac{\pi^{2}}{6}\left(18 \ln (2)-\frac{40}{9}\right)-\frac{1523}{324}-\frac{9}{2} \zeta(3)\right]\right. \\
& \left.\left.+\frac{8}{9} \ln ^{2}\left(\frac{m_{\mu}}{m_{e}}\right)-\frac{40}{27} \ln \left(\frac{m_{\mu}}{m_{e}}\right)+\frac{85}{81}+\frac{4 \pi^{2}}{27}+\mathcal{O}\left(\frac{m_{e}}{m_{\mu}}\right)\right\}\right) \\
& +\mathcal{O}\left(\alpha^{3}\right) .
\end{align*}
$$

[^3]Note that written in this way one can easily identify the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)$ color structures $C_{F}^{2}$ and $C_{F} T_{F} n_{l}$ (for the case of $n_{l}$ massive quarks): the second line in Eq. (2.19) would correspond to the $C_{F}^{2}$ term and the third line to the $C_{F} T_{F} n_{l}$ one. In this way we could obtain the analogous Wilson coefficient $c_{D}$ in QCD.

For the Lamb shift computation we perform here we only need $c_{D}^{(\mu)}$ with $\mathcal{O}\left(\alpha^{2} \times \ln \right)$ accuracy. We also include the finite piece for completeness but neglect $\mathcal{O}\left(m_{e} / m_{\mu}\right)$ terms. Note that analogous $\mathcal{O}\left(\alpha^{2}\right)$ terms (changing $m_{\mu}$ by $m_{p}$ and either keeping $m_{e}$ or changing it by $m_{\mu}$ ) would exist for $c_{D}^{(p)}$ if computing the Wilson coefficient as if the proton were point-like at the $m_{p}$ scale. Even if these effects are small, they should be taken into account for eventual comparisons with lattice where typically only the hadronic correction is computed.

For the proton sector we have the same Lagrangian as Eq. (2.4). The proton Wilson coefficients are hadronic, non-perturbative quantities. In some cases they can be directly related with low energy constants, for instance with the anomalous magnetic moment of the proton $\kappa_{p}=1.792847356(23)$, Ref. 70]:

$$
\begin{align*}
& c_{F}^{(p)}=Z_{p}+\kappa_{p}=Z_{p}+\kappa_{p}^{\mathrm{had}}+\frac{Z_{p}^{3} \alpha}{2 \pi}+\mathcal{O}\left(\alpha^{2}\right),  \tag{2.20}\\
& c_{S}^{(p)}=Z_{p}+2 \kappa_{p}=Z_{p}+2 \kappa_{p}^{\mathrm{had}}+\frac{Z_{p}^{3} \alpha}{\pi}+\mathcal{O}\left(\alpha^{2}\right) . \tag{2.21}
\end{align*}
$$

Note that $\kappa_{p}$ includes $\mathcal{O}(\alpha)$ effects. In principle, this is also so for $\kappa_{p}^{\text {had }}$, to which we have subtracted the proton-associated point-like contribution to the anomalous magnetic moment (note that the point-like result is a bad approximation for $c_{F}^{(p)}$, even though it gives the right order of magnitude). The case of $c_{D}^{(p)}$ is more complicated (a more detailed discussion can be found in Ref. 601 ). It can be written in the following way in terms of the electromagnetic current form factors at zero momentum (where $F_{1}(0)=Z_{p}$ ):

$$
\begin{equation*}
c_{D}^{(p)}=Z_{p}+2 F_{2}(0)+8 F_{1}^{\prime}(0)=Z_{p}+\left.8 m_{p}^{2} \frac{d G_{p, E}\left(q^{2}\right)}{d q^{2}}\right|_{q^{2}=0} \tag{2.22}
\end{equation*}
$$

This object is infrared divergent, which makes it scale and scheme dependent. This is not a problem from the EFT point of view but makes the definition of the proton radius ambiguous. The standard practice is to make explicit the proton-associated point-like contributions to the computation. In practice this means that one uses the following definition for the proton radius

$$
\begin{equation*}
c_{D, \mathrm{MS}}^{(p)}(\nu) \equiv Z_{p}+\frac{4}{3} \frac{Z_{p}^{3} \alpha}{\pi} \ln \left(\frac{m_{p}^{2}}{\nu^{2}}\right)+\frac{4}{3} r_{p}^{2} m_{p}^{2}+\mathcal{O}\left(\alpha^{2}\right) . \tag{2.23}
\end{equation*}
$$

In other words (up to $\mathcal{O}\left(\alpha^{2}\right)$ corrections)

$$
\begin{equation*}
c_{D, \overline{\mathrm{MS}}}^{(p)}\left(m_{p}\right)-Z_{p} \equiv \frac{4}{3} r_{p}^{2} m_{p}^{2} . \tag{2.24}
\end{equation*}
$$

Note that $r_{p}$ includes $\mathcal{O}(\alpha)$ terms in its definition. This should be kept in mind when comparing with lattice determinations. Note also that it is not natural to set $\nu=m_{p}$, or, in other words, to assume that the proton is point-like up to (and beyond) the scales of the proton mass; $\frac{4}{3} r_{p}^{2} m_{p}^{2} \simeq$ 21.3 , to be compared with "1" for a point-like particle. This illustrates that the point-like result does not even give the right order of magnitude of $c_{D}$.

The Lagrangian $\mathcal{L}_{N e}$ refers to the four-fermion operator made of nucleons and (relativistic) electrons. It corresponds to the Lagrangian in Eq. (2.9), for the electron case only. Note that this Lagrangian is only meaningful in the case of muonic hydrogen, as in the case of hydrogen the electron would no be relativistic. It will not contribute to the spectrum at $\mathcal{O}\left(m_{r} \alpha^{5}\right)$, therefore we will not consider it any further. For a detailed discussion see Ref. 59.

Finally, we consider the four-fermion operators ${ }^{2}$ :

$$
\begin{equation*}
\mathcal{L}_{N \mu}^{\mathrm{NR}}=\frac{c_{3}}{m_{p}^{2}} N_{p}^{\dagger} N_{p} l_{\mu}^{\dagger} l_{\mu}-\frac{c_{4}}{m_{p}^{2}} N_{p}^{\dagger} \boldsymbol{\sigma} N_{p} l_{\mu}^{\dagger} \boldsymbol{\sigma} l_{\mu} . \tag{2.25}
\end{equation*}
$$

Our main interest in the next two chapters will be the determination of $c_{3}$ and $c_{4}$ by performing the matching from HBET to NRQED. At $\mathcal{O}\left(\alpha^{2}\right)$, we symbolically represent this matching as in Fig. 2.1.


Figure 2.1: Symbolic representation of the matching between HBET and NRQED for $c_{3}^{p l_{i}}$ and $c_{4}^{p l_{i}}$. The bubble represents the hadronic corrections.

Again in this case it is common practice to single-out the proton-associated point-like contribution. Note that this assumes that one can treat the proton as point-like at energies of the order of the proton mass. We have already seen that this is a bad approximation for $c_{D}$ and other Wilson coefficients. Nevertheless, we keep this procedure for the sake of comparison. Therefore,

$$
\begin{align*}
& c_{3} \equiv c_{3, \mathrm{R}}+c_{3, \text { point-like }}+c_{3}^{\text {had }}+\mathcal{O}\left(\alpha^{3}\right),  \tag{2.26}\\
& c_{4} \equiv c_{4, \mathrm{R}}+c_{4, \text { point-like }}+c_{4}^{\text {had }}+\mathcal{O}\left(\alpha^{3}\right) . \tag{2.27}
\end{align*}
$$

Note that $c_{3 / 4, \mathrm{R}}$ is suppressed by an extra factor $m_{\mu} / m_{p}$, i.e. $c_{3 / 4, \mathrm{R}} \sim \alpha^{2} m_{\mu} / m_{p}$. This goes beyond the aimed accuracy of our calculation and so we neglect $c_{3 / 4, \mathrm{R}}$. The point-like Wilson

[^4]coefficients read as follows ${ }^{3}$
\[

\left.$$
\begin{array}{rl}
c_{3, \text { point-like }} & \equiv-\frac{m_{p}}{m_{\mu}} d_{s}(\nu)
\end{array}
$$\right) \frac{m_{p}}{m_{\mu}} \frac{Z^{2} \alpha^{2}}{m_{\mu}^{2}-m_{p}^{2}}\left[m_{\mu}^{2}\left(\ln \frac{m_{p}^{2}}{\nu^{2}}+\frac{1}{3}\right)-m_{p}^{2}\left(\ln \frac{m_{\mu}^{2}}{\nu^{2}}+\frac{1}{3}\right)\right], ~\left\{$$
\begin{array}{c}
c_{4, \text { point-like }}
\end{array}
$$=-\frac{m_{p}}{m_{\mu}} d_{v}=-\frac{Z^{2} \alpha^{2} m_{p}^{2}}{m_{\mu}^{2}-m_{p}^{2}} \ln \frac{m_{\mu}^{2}}{m_{p}^{2}} . \quad .\right.
\]

The expression of $d_{s}$ should be understood in the $\overline{\mathrm{MS}}$ scheme, $d_{v}$, on the other hand, is finite. The Wilson coefficient $d_{s}$ was computed in Ref. [71] and $d_{v}$ in Ref. [14].
$c_{3}^{\text {had }}$ encodes the hadronic effects of pions and the Delta to $\mathcal{O}\left(\alpha^{2}\right)$ in the spin-independent fourfermion Wilson coefficient. At $\mathcal{O}\left(\alpha^{2}\right)$ it is generated by the two-photon exchange contribution. Since $c_{3}^{\text {had }}$ depends linearly on the muon mass, it is dominated by the infrared dynamics and diverges linearly in the chiral limit. This produces an extra $m_{\mu} / m_{\pi}$ suppression with respect to its natural size, and allows us to compute the leading pure-chiral and Delta-related effects in a model independent way. The detailed matching computation between HBET and NRQED will be carried out in Chapter 3 (partial results can be found in Refs. 60, 61, and in Ref. 72 in the context of relativistic baryon effective theory). We quote here the result we get for ease of reference,

$$
\begin{align*}
c_{3}^{\mathrm{had}} & \sim \alpha^{2} \frac{m_{\mu}}{m_{\pi}}\left[1+\# \frac{m_{\pi}}{\Delta}+\cdots\right]+\mathcal{O}\left(\alpha^{2} \frac{m_{\mu}}{\Lambda_{\mathrm{QCD}}}\right) \\
& =\alpha^{2} \frac{m_{\mu}}{m_{\pi}} \begin{cases}47.2(23.6) & (\pi) \\
56.7(20.6) & (\pi+\Delta)\end{cases} \tag{2.32}
\end{align*}
$$

where the upper and lower numbers refer to the matching computation with only pions, or with pions and the Delta particle, respectively. For comparison, the value $c_{3}^{\text {had }}=\alpha^{2} \frac{m_{\mu}}{m_{\pi}} 54.4(3.3)$, which follows from the analysis in Ref. [73], was used in Ref. [20].
$c_{4}^{\text {had }}$ encodes the hadronic effects of pions and the Delta to $\mathcal{O}\left(\alpha^{2}\right)$ in the spin-dependent fourfermion Wilson coefficients. As in the previous case, this coefficient diverges in the chiral limit. Nevertheless, it only does so logarithmically (unlike in the previous case, where the divergence was linear). Such computation can be found in Ref. [59. Still it is possible to determine $c_{4}^{\text {had }}$ from the analogous one of the proton-electron four-fermion operator determined in Ref. [59]. Again, we leave the details of the matching for Chapter 3, but quote here the result:

$$
\begin{equation*}
c_{4}^{\mathrm{had}} \simeq-46 \alpha^{2} \tag{2.33}
\end{equation*}
$$

[^5]
## $2.3 \operatorname{NRQED}(e)$

If we focus in the electron-proton sector, things go quite as in the previous section. After integrating out scales of $\mathcal{O}\left(m_{\pi}, \Delta\right)$, an EFT for electrons coupled to protons (and photons) appears. This effective theory has a cut-off $\nu \ll m_{\pi}$ and pions, Deltas and muons have been integrated out, but the electron is still relativistic. After integrating out scales of $\mathcal{O}\left(m_{e}\right)$ in the electron-proton sector, we still have an EFT for electrons coupled to protons and photons. Nevertheless, now the electrons are NR. The Lagrangian is quite similar to the one in Sec. 2.2 but without a light fermion and with the replacement $\mu \rightarrow e$. It reads

$$
\begin{equation*}
\mathcal{L}_{N R Q E D(e)}=\mathcal{L}_{\gamma}+\mathcal{L}_{e}^{(N R)}+\mathcal{L}_{N}+\mathcal{L}_{N e}^{(N R)} \tag{2.34}
\end{equation*}
$$

We will perform the matching to this theory directly from HBET. At $\mathcal{O}\left(\alpha^{2}\right)$ this matching can be symbolically represented by the same figure as in the case of the muon, namely Fig. 2.1.

## 2.4 pNRQED

After integrating out scales of $\mathcal{O}\left(m_{\mu} \alpha \sim m_{e}\right)$, the resulting effective theory is pNRQED Ref. [15]. This EFT naturally gives a Schrödinger-like formulation of the bound-state problem but still keeping the quantum field theory nature of the interaction with ultrasoft photons, as well as keeping the information due to high energy modes (of a quantum field theory nature) in the Wilson coefficients of the theory. pNRQED has been applied to hydrogen Ref. [57], positronium Ref. [58] and muonic hydrogen Refs. 59 , 60 providing with much of the information we need for our computation. In particular in the last reference the explicit form of the Lagrangian up to $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ was presented. This is:

$$
\begin{align*}
& L_{\mathrm{pNRQED}}=\int d^{3} \mathbf{x} d^{3} \mathbf{X} S^{\dagger}(\mathbf{x}, \mathbf{X}, t)\left\{i \partial_{0}-\frac{\mathbf{p}^{2}}{2 m_{r}}+\frac{\mathbf{p}^{4}}{8 m_{\mu}^{3}}+\frac{\mathbf{p}^{4}}{8 m_{p}^{3}}-\frac{\mathbf{P}^{2}}{2 M}\right.  \tag{2.35}\\
& \left.-V\left(\mathbf{x}, \mathbf{p}, \boldsymbol{\sigma}_{1}, \boldsymbol{\sigma}_{2}\right)+e\left(\frac{Z_{\mu} m_{p}+Z_{p} m_{\mu}}{m_{p}+m_{\mu}}\right) \mathbf{x} \cdot \mathbf{E}(\mathbf{X}, t)\right\} S(\mathbf{x}, \mathbf{X}, t)-\int d^{3} \mathbf{X} \frac{1}{4} F_{\mu \nu} F^{\mu \nu},
\end{align*}
$$

where $M=m_{\mu}+m_{p}, m_{r}=\frac{m_{\mu} m_{p}}{m_{\mu}+m_{p}}, \mathbf{x}$ and $\mathbf{X}$, and $\mathbf{p}$ and $\mathbf{P}$ are the relative and center of mass coordinate and momentum respectively.
$V$ can be written as an expansion in $1 / m_{\mu}, 1 / m_{p}, \alpha, \ldots$ We will assume $1 / r \sim m_{e}$ (which is realistic for the case at hand) and that $m_{\mu} \ll m_{p}$. We then organize the potential as an expansion in $1 / m_{\mu}$ :

$$
\begin{equation*}
V\left(\mathbf{x}, \mathbf{p}, \boldsymbol{\sigma}_{1}, \boldsymbol{\sigma}_{2}\right)=V^{(0)}(r)+V^{(1)}(r)+V^{(2)}(r)+\cdots, \tag{2.36}
\end{equation*}
$$

where

$$
\begin{equation*}
V^{(n)} \propto \frac{1}{m_{\mu}^{n}} . \tag{2.37}
\end{equation*}
$$

We will also make the expansion in powers of $\alpha$ explicit. This means that

$$
\begin{equation*}
V^{(n, r)} \propto \frac{1}{m_{\mu}^{n}} \alpha^{r} . \tag{2.38}
\end{equation*}
$$

$V^{(0,1)}=-\frac{Z \alpha}{r}$ has to be included exactly in the leading order Hamiltonian to yield the leading order solution to the bound-state problem:

$$
\begin{equation*}
h=\frac{\mathbf{p}^{2}}{2 m_{r}}-\frac{Z \alpha}{r} \tag{2.39}
\end{equation*}
$$

Thus, the contribution to the energy of a given potential is

$$
\left\langle V^{(n, r)}\right\rangle \sim m_{\mu} \alpha^{1+n+r}
$$

up to large logarithms or potential suppression factors due to powers of $1 / m_{p}$. Iterations of the potential are dealt with using standard quantum mechanics perturbation theory producing corrections such as:

$$
\begin{equation*}
\left\langle V^{(n, r)} \cdots V^{(m, s)}\right\rangle \sim m_{\mu} \alpha^{1+n+r+(1+m+s-2)} \tag{2.40}
\end{equation*}
$$

and alike. Therefore, in order to reach the desired $\mathcal{O}\left(m \alpha^{5}\right)$ accuracy, $V^{(0)}$ has to be computed up to $\mathcal{O}\left(\alpha^{4}\right), V^{(1)}$ up to $\mathcal{O}\left(\alpha^{3}\right), V^{(2)}$ up to $\mathcal{O}\left(\alpha^{2}\right)$ and $V^{(3)}$ up to $\mathcal{O}(\alpha)$.

## Chapter 3

## Matching HBET to NRQED

In this chapter we will perform in detail the computation of the $\operatorname{NRQED}(\mu p)$ coefficients $c_{3}$ and $c_{4}$. We focus on their hadronic contributions which we find by matching to HBET an EFT where the muons and pions are still relativistic. These hadronic Wilson coefficients are related to the FVCT, which we compute in HBET by splitting it in two contributions: Born and polarizability. We start by computing the Born tensor, which was already known and which we can use to compute different Zemach momenta. Then we compute analytically the polarizability tensor. With both results together we compute both $c_{3}$ and $c_{4}$. We compare these results to previous results in the literature.

### 3.1 The forward virtual Compton tensor

The electromagnetic current reads $J^{\mu}=\sum_{i} Q_{i} \bar{q}_{i} \gamma^{\mu} q_{i}$, where $i=u, d$ (we will not consider the strange quark in this work) and $Q_{i}$ is the quark charge. The form factors (which we will understand as pure hadronic quantities, i.e. without electromagnetic corrections) are then defined by the following equation:

$$
\begin{equation*}
\left\langle p^{\prime}, s\right| J^{\mu}|p, s\rangle=\bar{u}\left(p^{\prime}\right)\left[F_{1}\left(q^{2}\right) \gamma^{\mu}+i F_{2}\left(q^{2}\right) \frac{\sigma^{\mu \nu} q_{\nu}}{2 M_{p}}\right] u(p), \tag{3.1}
\end{equation*}
$$

where $q=p^{\prime}-p$ and $F_{1}, F_{2}$ are the Dirac and Pauli form factors, respectively. The states are normalized in the following (standard relativistic) way:

$$
\begin{equation*}
\left\langle p^{\prime}, \lambda^{\prime} \mid p, \lambda\right\rangle=(2 \pi)^{3} 2 p^{0} \delta^{3}\left(\mathbf{p}^{\prime}-\mathbf{p}\right) \delta_{\lambda^{\prime} \lambda}, \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
u(p, s) \bar{u}(p, s)=\left(p+M_{p}\right) \frac{1+\gamma_{5} \phi}{2}, \tag{3.3}
\end{equation*}
$$

where $s$ is an arbitrary spin four-vector obeying $s^{2}=-1$ and $p \cdot s=0$.
More suitable for a NR analysis are the Sachs form factors:

$$
\begin{equation*}
G_{E}\left(q^{2}\right)=F_{1}\left(q^{2}\right)+\frac{q^{2}}{4 M_{p}^{2}} F_{2}\left(q^{2}\right), \quad G_{M}\left(q^{2}\right)=F_{1}\left(q^{2}\right)+F_{2}\left(q^{2}\right) . \tag{3.4}
\end{equation*}
$$

Nevertheless, the main object of interest of our work here is the FVCT,

$$
\begin{equation*}
T^{\mu \nu}=i \int d^{4} x e^{i q \cdot x}\langle p, s| T\left\{J^{\mu}(x) J^{\nu}(0)\right\}|p, s\rangle \tag{3.5}
\end{equation*}
$$

which has the following structure ( $\rho=q \cdot p / m_{p} \equiv v \cdot q$, although we will usually work in the rest frame where $\rho=q^{0}$ ):

$$
\begin{align*}
T^{\mu \nu} & =\left(-g^{\mu \nu}+\frac{q^{\mu} q^{\nu}}{q^{2}}\right) S_{1}\left(\rho, q^{2}\right)+\frac{1}{m_{p}^{2}}\left(p^{\mu}-\frac{m_{p} \rho}{q^{2}} q^{\mu}\right)\left(p^{\nu}-\frac{m_{p} \rho}{q^{2}} q^{\nu}\right) S_{2}\left(\rho, q^{2}\right)  \tag{3.6}\\
& -\frac{i}{m_{p}} \epsilon^{\mu \nu \rho \sigma} q_{\rho} s_{\sigma} A_{1}\left(\rho, q^{2}\right)-\frac{i}{m_{p}^{3}} \epsilon^{\mu \nu \rho \sigma} q_{\rho}\left(\left(m_{p} \rho\right) s_{\sigma}-(q \cdot s) p_{\sigma}\right) A_{2}\left(\rho, q^{2}\right) \equiv T_{S}^{\mu \nu}+T_{A}^{\mu \nu}
\end{align*}
$$

It depends on four scalar functions, which we call structure functions. We split the tensor into two pieces, namely $\mathrm{T}_{S}^{\mu \nu}$ and $T_{A}^{\mu \nu}$. The tensor $T_{S}^{\mu \nu}=T_{S}^{\nu \mu}$ is symmetric and spin-independent and it corresponds to the first two terms of Eq. (3.6). The tensor $T_{A}^{\mu \nu}=-T_{A}^{\nu \mu}$ is the antisymmetric and spin-dependent and corresponds to the and the last two terms of Eq. (3.6). We have computed this tensor at $\mathcal{O}\left(p^{3}\right)$ in HBChPT. The diagrams that contribute are listed in Figs. $3.1,3.2$ and 3.3 (without closing the loop with the muon, i.e. without the muon line). Note that the tensor arises when the loop with the muon is not closed. The first figure refers to diagrams without Delta contributions (pure chiral), the second to the tree-level Delta contribution, and the last to oneloop chiral diagrams involving the Delta particle. Expressions in $D=4+2 \epsilon$ and four dimensions for each diagram can be found in Appendix D.2. Summing them up we can reconstruct the tensor structure of $T^{\mu \nu}$ (in other words, check gauge invariance). In principle, more diagrams, besides those drawn should be considered but they do not contribute to the structure functions at the order we aim in this work.

It is also common to split $T^{\mu \nu}$ into two components, which we label "Born" and "pol" (i.e. polarizability):

$$
\begin{equation*}
T^{\mu \nu}=T_{\text {Born }}^{\mu \nu}+T_{\text {pol }}^{\mu \nu} \tag{3.7}
\end{equation*}
$$

### 3.2 Computation of $T_{\text {Born }}^{\mu \nu}$

The Born term (also referred to as Zemach term in the literature) is defined as the contribution coming from the intermediate state being the proton (somewhat the elastic contribution). The associated structure functions can be written in terms of the form factors. They read (or, rather, they are defined as)

$$
\begin{align*}
& S_{1}^{\text {Born }}\left(\rho, q^{2}\right) \equiv-2 F_{1}^{2}\left(q^{2}\right)-\frac{2\left(q^{2}\right)^{2} G_{\mathrm{M}}^{2}\left(q^{2}\right)}{\left(2 m_{p} \rho\right)^{2}-\left(q^{2}\right)^{2}}  \tag{3.8}\\
& S_{2}^{\text {Born }}\left(\rho, q^{2}\right) \equiv 2 \frac{4 m_{p}^{2} q^{2} F_{1}^{2}\left(q^{2}\right)-\left(q^{2}\right)^{2} F_{2}^{2}\left(q^{2}\right)}{\left(2 m_{p} \rho\right)^{2}-\left(q^{2}\right)^{2}}  \tag{3.9}\\
& A_{1}^{\text {Born }}\left(\rho, q^{2}\right) \equiv-F_{2}^{2}\left(q^{2}\right)+\frac{4 m_{p}^{2} q^{2} F_{1}\left(q^{2}\right) G_{\mathrm{M}}\left(q^{2}\right)}{\left(2 m_{p} \rho\right)^{2}-\left(q^{2}\right)^{2}}  \tag{3.10}\\
& A_{2}^{\text {Born }}\left(\rho, q^{2}\right) \equiv \frac{4 m_{p}^{3} \rho F_{2}\left(q^{2}\right) G_{\mathrm{M}}\left(q^{2}\right)}{\left(2 m_{p} \rho\right)^{2}-\left(q^{2}\right)^{2}} \tag{3.11}
\end{align*}
$$



Figure 3.1: Two-loop TPE diagrams with an internal pion (dashed line) loop contributing to $c_{3}$ and $c_{4}$. Crossed diagrams and those obtained through permutations are implicit.

From these expressions one could easily single out the point-like contributions. The remaining contributions, with the one-loop accuracy of our chiral computation, are encoded in the following expression (we split $G_{E, M}$ into pieces according to its chiral counting: $G_{E, M}^{(n)} \sim 1 / m_{p}^{n} \sim 1 / \Lambda_{\chi}^{n}$ ):

$$
\begin{align*}
& T_{\mathrm{Born}}^{\mu \nu}=i \pi \delta(v \cdot q)  \tag{3.12}\\
& \times \operatorname{Tr}\left[u \bar{u}\left(-4 p_{+} G_{E}^{(0)} G_{E}^{(2)} v^{\mu} v^{\nu}+\frac{2}{m_{p}} G_{E}^{(0)} G_{M}^{(1)}\left(v^{\mu} p_{+}\left[s^{\nu}, s^{\rho^{\prime}}\right] q_{\rho^{\prime}} p_{+}-v^{\nu} p_{+}\left[s^{\mu}, s^{\rho^{\prime}}\right] q_{\rho^{\prime}} p_{+}\right)\right)\right]
\end{align*}
$$

where $p_{+}=\frac{1+v \cdot \gamma}{2}$. Note that $T_{B o r n}^{\mu \nu}$ is proportional to $\delta(v \cdot q)$ and $G_{E}^{(0)}=1$. The expressions for $G_{E}^{(2)}, G_{M}^{(1)}$ were computed in Refs. 8, 74, 75. They read:

$$
\begin{align*}
G_{E}^{(2)}\left(q^{2}\right) & =q^{2} \frac{\left\langle r^{2}\right\rangle}{6}+\frac{1}{\left(4 \pi F_{\pi}\right)^{2}}\left(q^{2}\left(\frac{1}{12}+\frac{g_{A}^{2}}{4}-\frac{2 g_{\pi N \Delta}^{2}}{9}\right)\right. \\
& \left.-\frac{4}{3} g_{\pi N \Delta}^{2} \Delta\left(\frac{5}{9} \frac{q^{2}}{\sqrt{\Delta^{2}-m_{\pi}^{2}}}+4 \sqrt{\Delta^{2}-m_{\pi}^{2}}\right) \ln \mathcal{R}\left(m_{\pi}^{2}\right)\right) \\
& +\frac{1}{\left(4 \pi F_{\pi}\right)^{2}} \int_{0}^{1} d x\left\{\left[m_{\pi}^{2}\left(\frac{1}{2}+\frac{3}{2} g_{A}^{2}-\frac{4}{3} g_{\pi N \Delta}^{2}\right)+\Delta^{2} \frac{8}{3} g_{\pi N \Delta}^{2}\right.\right. \\
& \left.+\left(\frac{1}{2}+\frac{5}{2} g_{A}^{2}-\frac{20}{9} g_{\pi N \Delta}^{2}\right) q^{2}(-1+x) x\right] \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right) \\
& \left.+\frac{16}{3} g_{\pi N \Delta}^{2} \frac{\Delta}{\sqrt{\Delta^{2}-\tilde{m}^{2}}}\left(\frac{4}{3} q^{2} x(1-x)+\Delta^{2}-m_{\pi}^{2}\right) \ln \mathcal{R}\left(\tilde{m}^{2}\right)\right\} \tag{3.13}
\end{align*}
$$



Figure 3.2: One-loop TPE diagram with an internal Delta particle (double line) contributing to $c_{3}$ and $c_{4}$. Crossed diagram is implicit.
where (the coefficients $\tilde{B}_{1}$ and $B_{10}$ are counterterms of the HBET Lagrangian from [75])

$$
\begin{align*}
\left\langle r^{2}\right\rangle & =-\left.6 \frac{d G_{E}\left(-\mathbf{q}^{2}\right)}{d\left(\mathbf{q}^{2}\right)}\right|_{\mathbf{q}^{2}=0}=\frac{3\left(\kappa_{s}+\kappa_{v}\right)}{4 m_{p}^{2}}-\frac{1}{\left(4 \pi F_{\pi}\right)^{2}}\left(\frac{1}{2}+12 \tilde{B}_{1}+6 B_{10}+\frac{7}{2} g_{A}^{2}-\frac{104}{27} g_{\pi N \Delta}^{2}\right. \\
& \left.-\frac{40}{9} g_{\pi N \Delta}^{2} \frac{\Delta}{\sqrt{\Delta^{2}-m_{\pi}^{2}}} \ln \left(\mathcal{R}\left(m_{\pi}^{2}\right)\right)+\left(1+5 g_{A}^{2}-\frac{40}{9} g_{\pi N \Delta}^{2}\right) \ln \left(\frac{m_{\pi}}{\lambda}\right)\right) \tag{3.14}
\end{align*}
$$

and

$$
\begin{align*}
& G_{M}^{(1)}\left(q^{2}\right)=-g_{A}^{2} \frac{4 \pi m_{p}}{\left(4 \pi F_{\pi}\right)^{2}} \int_{0}^{1} d x\left\{\sqrt{\tilde{m}^{2}}-m_{\pi}\right\}  \tag{3.15}\\
&+\frac{32}{9} g_{\pi N \Delta}^{2} \frac{m_{p} \Delta}{\left(4 \pi F_{\pi}\right)^{2}} \int_{0}^{1} d x\left\{\frac{1}{2} \ln \left(\frac{\tilde{m}^{2}}{4 \Delta^{2}}\right)-\ln \left(\frac{m_{\pi}}{2 \Delta}\right)\right. \\
&\left.+\frac{\sqrt{\Delta^{2}-\tilde{m}^{2}}}{\Delta} \ln \mathcal{R}\left(\tilde{m}^{2}\right)-\frac{\sqrt{\Delta^{2}-m_{\pi}^{2}}}{\Delta} \ln \mathcal{R}\left(m_{\pi}^{2}\right)\right\},
\end{align*}
$$

with

$$
\begin{equation*}
\mathcal{R}\left(m^{2}\right)=\frac{\Delta}{m}+\sqrt{\frac{\Delta^{2}}{m^{2}}-1}, \quad \tilde{m}^{2}=m_{\pi}^{2}-q^{2} x(1-x) \tag{3.16}
\end{equation*}
$$

For the spin-dependent case, the only contribution is the term proportional to $G_{M}^{(1)}$, which comes from the $A_{1}^{\text {Born }}$ term (this is the only term that contributes to the Born piece of the hyperfine splitting). For the spin-independent case we only need $G_{E}^{(2)}$.

Eq. (3.12) comes from diagrams (5) and (6) in Figs. 3.1 and 3.3 after properly subtracting the subdivergences.

Following common practice we define the electromagnetic charge density as

$$
\begin{equation*}
\rho_{e}(r) \equiv \int \frac{d^{3} k}{(2 \pi)^{3}} e^{i \mathbf{k} \cdot \mathbf{r}} G_{E}\left(-\mathbf{k}^{2}\right) . \tag{3.17}
\end{equation*}
$$

The inverse of its Fourier transform allows us to obtain the even powers of the moments of the charge distribution of the proton,

$$
\begin{equation*}
G_{E}\left(-\mathbf{k}^{2}\right)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} \mathbf{k}^{2 n} \int_{0}^{\infty} d r(4 \pi) r^{2 n} \rho_{e}(r)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} \mathbf{k}^{2 n}\left\langle r^{2 n}\right\rangle \tag{3.18}
\end{equation*}
$$



Figure 3.3: Two-loop TPE diagrams with an internal pion and Delta loop contributing to $c_{3}$ and $c_{4}$. Crossed diagrams and those obtained through permutations are implicit.

By Taylor expanding Eq. (3.13) we obtain (for $k>1$ )

$$
\begin{aligned}
& \left\langle r^{2 k}\right\rangle=\frac{m_{\pi}^{2-2 k}}{32 F_{\pi}^{2} \pi^{2}}\left(1+g_{A}^{2}(3+2 k)\right) k(k-1) \Gamma(k-1)^{2} \\
& +\frac{m_{\pi}^{2-2 k} g_{\pi N \Delta}^{2}}{36 F_{\pi}^{2} \pi^{2} y^{2}}\left\{k\left(\frac{(3+2 k)}{1-k} y^{2}-6\right) \Gamma(k)^{2}+\ln (2) \frac{(-1)^{k+1} 4^{1-k}(3+2 k)(2 k)!}{(2 k-1)} y^{2 k} \frac{\sqrt{1-y^{2}}}{\left(1-y^{2}\right)^{k}}\right\} \\
& +\frac{m_{\pi}^{2-2 k} g_{\pi N \Delta}^{2}(k!)^{2}}{18 F_{\pi}^{2} \pi^{2}} y^{-4+2 k}\left(1-y^{2}\right)^{\frac{1}{2}-k}\left\{-3\left(y^{2}-1\right)\binom{-1 / 2}{k-1}{ }_{3} F_{2}\left(1,1,1-k ; 2, \frac{3}{2}-k ; 1-\frac{1}{y^{2}}\right)\right. \\
& -4\left(y^{2}-1\right)\binom{-1 / 2}{k-2} \\
& -\frac{\left.m_{3}^{2-2 k} F_{2}^{2}\left(1,1,2-k ; 2, \frac{5}{2}-k ; 1-\frac{1}{y^{2}}\right)-y^{2} \ln \left(y^{2}\right)\left(4\binom{-1 / 2}{k-1}+3\binom{-1 / 2}{k}\right)\right\}}{9 F_{\pi}^{2} \pi^{2}} \frac{\left(y^{2}-1\right)^{k}}{y^{2}\left(1-y^{2}\right)^{\frac{1}{2}+k}}(k!)^{2} \sum_{r=1}^{\infty} \frac{(2 r)!}{2^{2 r+1} r(r!)^{2}} y^{2 r} \\
& \times\left[\left(3+y^{2}\right)\binom{r}{k}{ }_{2} F_{1}\left(-k, \frac{1}{2}, 1-k+r, \frac{y^{2}}{y^{2}-1}\right)\right. \\
& \left.-4 y^{2}\binom{1+r}{k}{ }_{2} F_{1}\left(-k, \frac{1}{2}, 2-k+r, \frac{y^{2}}{y^{2}-1}\right)\right]
\end{aligned}
$$

where $y \equiv \frac{m_{\pi}}{\Delta}$, and $\Gamma(n)$ is the Euler $\Gamma$ function.

The odd powers are obtained (defined) through the relation:

$$
\begin{equation*}
\left\langle r^{2 k+1}\right\rangle=\frac{\pi^{3 / 2} \Gamma[2+k]}{\Gamma[-1 / 2-k]} 2^{4+2 k} \int \frac{d^{3} q}{(2 \pi)^{3}} \frac{1}{\mathbf{q}^{2(2+k)}}\left[G_{E}\left(-\mathbf{q}^{2}\right)-\left.\sum_{n=0}^{k} \frac{\mathbf{q}^{2 n}}{n!}\left(\frac{d}{d \mathbf{q}^{2}}\right)^{n} G_{E}\left(-\mathbf{q}^{2}\right)\right|_{\mathbf{q}^{2}=0}\right] . \tag{3.20}
\end{equation*}
$$

An analytic expression of this quantity is relegated to Eq. (3.55). Note that, by using dimensional regularization, we can eliminate all the terms proportional to integer even powers of $\mathbf{q}^{2}$ in this expression. For $k>1$, this integral is dominated by the chiral result and can be approximated by

$$
\begin{equation*}
\left\langle r^{2 k+1}\right\rangle \simeq \frac{\pi^{3 / 2} \Gamma[2+k]}{\Gamma[-1 / 2-k]} 2^{4+2 k} \int \frac{d^{D-1} q}{(2 \pi)^{D-1}} \frac{1}{\mathbf{q}^{2(2+k)}} G_{E}^{(2)}\left(-\mathbf{q}^{2}\right) . \tag{3.21}
\end{equation*}
$$

Finally, let us note that, by construction, both $T_{\text {Born }}^{\mu \nu}$ and $T_{\text {pol }}^{\mu \nu}$ comply with current conservation. The separation (definition) of the Born and polarizability terms is in general ambiguous, see, for instance, the discussion in Refs. [76,77]. In our case, as far as we give an explicit definition for $T_{\text {Born }}^{\mu \nu}$, this ambiguity disappears. In what follows we consider the computation of $T_{\text {pol }}^{\mu \nu}$.

### 3.3 Computation of $T_{\text {pol }}^{\mu \nu}$

We split each $S_{i}^{\mathrm{pol}} / A_{i}^{\mathrm{pol}}$ in the following way:

$$
\begin{equation*}
S_{i}^{\mathrm{pol}}=S_{i, \pi}^{\mathrm{pol}}+S_{i, \Delta}^{\mathrm{pol}}+S_{i, \pi \Delta}^{\mathrm{pol}}, \quad A_{i}^{\mathrm{pol}}=A_{i, \pi}^{\mathrm{pol}}+A_{i, \Delta}^{\mathrm{pol}}+A_{i, \pi \Delta}^{\mathrm{pol}} . \tag{3.22}
\end{equation*}
$$

$S_{i, \pi}^{\text {pol }}$ and $A_{i, \pi}^{\text {pol }}$ encode the contributions only due to pions. They are produced by the diagrams listed in Fig. 3.1, which we compute using the Feynman rules in Appendix B.1. Summing them up we can reconstruct the tensor structure of $T^{\mu \nu}$. In $D$-dimensions the structure functions read

$$
\begin{align*}
S_{1, \pi}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =-\frac{g_{A}^{2}}{F_{\pi}^{2}} m_{p}\left(m_{\pi}^{2} J_{0}^{\prime}\left(0, m_{\pi}^{2}\right)+J_{0}\left(0, m_{\pi}^{2}\right)-J_{0}\left(q_{0}, m_{\pi}^{2}\right)\right. \\
& \left.+4 \int_{0}^{1} d x\left\{(2 x-1) J_{2}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)-(1-x)\left(\tilde{m}^{2}+\left(q^{2}-2 q_{0}^{2}\right) x^{2}\right) J_{2}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)\right\}\right) \\
& +\left(q_{0} \rightarrow-q_{0}\right),  \tag{3.23}\\
S_{2, \pi}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =\frac{g_{A}^{2}}{F_{\pi}^{2}} m_{p} m_{\pi} \frac{q^{2}}{q_{0}^{2}}\left(J_{0}\left(0, m_{\pi}^{2}\right)+m_{\pi}^{2} J_{0}^{\prime}\left(0, m_{\pi}^{2}\right)-J_{0}\left(q_{0}, m_{\pi}^{2}\right)\right. \\
& +\int_{0}^{1} d x\left\{q^{2} \mathbf{q}^{2}(1-2 x)^{2}(1-x) x^{2} J_{0}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)+2 q^{2}(2 x-1) x J_{0}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)\right. \\
& -(1-x)\left(4\left(\tilde{m}^{2}-2 q_{0}^{2} x^{2}\right)+q^{2}\left(4 x^{2}+(2 x-1)(1+6 x+d(2 x-1))\right)\right) J_{2}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right) \\
& \left.\left.+4(2 x-1) J_{2}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)\right\}\right)+\left(q_{0} \rightarrow-q_{0}\right),  \tag{3.24}\\
A_{1, \pi}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =-2 \frac{g_{A}^{2}}{F_{\pi}^{2}} m_{p}^{2} \int_{0}^{1} d x\left\{\frac{1}{q_{0}} J_{2}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)+q_{0} x^{2} J_{0}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)+x \mathcal{D}_{\pi}\left(\tilde{m}^{2}\right)\right\} \\
& +\left(q_{0} \rightarrow-q_{0}\right),  \tag{3.25}\\
A_{2, \pi}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =\frac{g_{A}^{2}}{F_{\pi}^{2}} m_{p}^{3} \int_{0}^{1} d x x(2 x-1) J_{0}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)-\left(q_{0} \rightarrow-q_{0}\right), \tag{3.26}
\end{align*}
$$

where the loop functions $J_{i}$ have been defined in $D$-dimensions in Appendix C.1.
These structure functions reduce to the following expressions in $D=4$ :

$$
\begin{align*}
& S_{1, \pi}^{\mathrm{pol}}\left(q^{2}, q_{0}\right)=\frac{1}{\pi}\left(\frac{g_{A}}{2 F_{\pi}}\right)^{2} m_{p} m_{\pi}\left\{\frac{3}{2}+\frac{m_{\pi}^{2}}{\mathbf{q}^{2}}-\left(1+\frac{m_{\pi}^{2}}{\mathbf{q}^{2}}\right) \sqrt{1-z}\right.  \tag{3.27}\\
&\left.-\frac{1}{2} \sqrt{\frac{m_{\pi}^{2}}{\mathbf{q}^{2}}}\left(2+\frac{q^{2}}{\mathbf{q}^{2}}\right) \mathcal{I}_{1}\left(m_{\pi}^{2}, q^{0}, q^{2}\right)\right\}, \\
& S_{2, \pi}^{\mathrm{pol}}\left(q^{2}, q_{0}\right)=\frac{1}{\pi}\left(\frac{g_{A}}{2 F_{\pi}}\right)^{2} m_{p} m_{\pi} \frac{q^{2}}{\mathbf{q}^{2}}\left\{-\left(\frac{3}{2}+\left(\frac{1}{2}+\frac{m_{\pi}^{2}}{q^{2}}+\frac{m_{\pi}^{2}}{\left(q^{0}\right)^{2}}\right) \frac{q^{2}}{\mathbf{q}^{2}}\right)\right. \\
&-\frac{\left(q^{0}\right)^{2} q^{2}}{4 m_{\pi}^{2} \mathbf{q}^{2}+\left(q^{2}\right)^{2}}\left(\frac{m_{\pi}^{2}}{\mathbf{q}^{2}}-\frac{q^{2}}{2 \mathbf{q}^{2}}\right)  \tag{3.28}\\
&+\frac{m_{\pi}^{2}}{\mathbf{q}^{2}}\left(2-\frac{1}{2} \sqrt{\frac{\mathbf{q}^{2}}{\mathbf{q}^{2}}}\left(q^{0}\right)^{2}\right. \\
&\left.\left.\left.(1-z)+\frac{q^{2}}{\left.4 m_{\pi}^{2} \mathbf{q}^{2}+\left(q^{0}\right)^{2}\right)^{2}}\right) \sqrt{1-z} \frac{q^{2}}{\mathbf{q}^{2}}+\frac{q^{2}}{m_{\pi}^{2}}\right) \mathcal{I}_{1}\left(m_{\pi}^{2}, q^{0}, q^{2}\right)\right\}, \\
& A_{1, \pi}^{\mathrm{pol}}\left(q^{2}, q_{0}\right)=-\frac{1}{2 \pi^{2}} \frac{g_{A}^{2}}{F_{\pi}^{2}} m_{p}^{2} \int_{0}^{1} d x \frac{\sqrt{\tilde{m}^{2}}}{q_{0}}\left(\frac{q_{0} x}{\sqrt{\tilde{m}^{2}}}-\left(1-\frac{q_{0}^{2} x^{2}}{\tilde{m}^{2}}\right)^{-1 / 2} \sin { }^{-1}\left(\frac{q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right)  \tag{3.29}\\
& A_{2, \pi}^{\mathrm{pol}}\left(q^{2}, q_{0}\right)=-\frac{1}{4 \pi^{2}} \frac{g_{A}^{2}}{F_{\pi}^{2}} m_{p}^{3} \int_{0}^{1} d x \frac{x(2 x-1)}{\sqrt{\tilde{m}^{2}}}\left(1-\frac{q_{0}^{2} x^{2}}{\tilde{m}^{2}}\right) \tag{3.30}
\end{align*}
$$

where

$$
\begin{equation*}
z=\frac{q_{0}^{2}}{m_{\pi}^{2}} \tag{3.31}
\end{equation*}
$$

and

$$
\begin{align*}
\mathcal{I}_{1}\left(m_{\pi}^{2}, q^{0}, q^{2}\right) & =\int_{0}^{1} d x \frac{1}{\sqrt{\frac{m_{\pi}^{2}}{\mathbf{q}^{2}}-\frac{q^{2}}{\mathbf{q}^{2}} x-x^{2}}}  \tag{3.32}\\
& =-\arctan \left(\frac{q^{2}}{2 m_{\pi}|\mathbf{q}|}\right)+\arctan \left(\frac{2 \mathbf{q}^{2}+q^{2}}{2|\mathbf{q}| \sqrt{m_{\pi}^{2}-q_{0}^{2}}}\right) \\
& =i \ln \left(\frac{2 i m_{\pi}|\mathbf{q}|-q^{2}}{2 i|\mathbf{q}| \sqrt{m_{\pi}^{2}-q_{0}^{2}}+q^{2}-2 q_{0}^{2}}\right)
\end{align*}
$$

Note that in order to find a finite result we have subtracted the usual $\overline{\mathrm{MS}}$ factor as defined in Eq. (C.8). For $D=4$ we can compare with previous results in the literature. $S_{1, \pi}^{\mathrm{pol}}$ and $S_{2, \pi}^{\mathrm{pol}}$ were originally computed in Ref. [61]. We agree with those results, which were obtained with different methods, either by dispersion relations or through a diagrammatic computation assuming gauge invariance. In the case of real photons (for $q^{2}=0$ in the Coulomb gauge (CG)) we recover the results of Ref. 8. $S_{1, \pi}^{\text {pol }}$ has also been checked in the limit $q_{0} \rightarrow 0$ in Ref. 73], and $S_{1 / 2, \pi}^{\text {pol }}$ for all $q_{0}$ and $q^{2}$ in Ref. 72 .

The spin-dependent structure functions, $A_{1, \pi}^{\mathrm{pol}}$ and $A_{2, \pi}^{\mathrm{pol}}$, agree with the ones given in Eqs. (30) and (34) of Ref. [63], up to a normalization factor. They follow from summing up all the contributions of the diagrams in Fig. 3.1 that have an antisymmetric contribution, i.e. diagrams (2), (4) and (5).

We now move to contributions involving Delta particles. We first consider tree-level Delta mediated contributions. The corresponding diagram is pictured in Fig. 3.2, and the associated contributions read:

$$
\begin{align*}
S_{1, \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =-\frac{4}{9} \frac{b_{1 F}^{2}}{m_{p}^{2}} m_{p} \frac{\Delta \mathbf{q}^{2}}{q_{0}^{2}-\Delta^{2}+i \eta},  \tag{3.33}\\
S_{2, \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =\frac{4}{9} \frac{b_{1 F}^{2}}{m_{p}^{2}} m_{p} \frac{\Delta q^{2}}{q_{0}^{2}-\Delta^{2}+i \eta},  \tag{3.34}\\
A_{1, \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =\frac{4 b_{1 F}^{2}}{9 m_{p}^{2}} m_{p}^{2} \frac{q_{0}^{2}}{q_{0}^{2}-\Delta^{2}+i \eta},  \tag{3.35}\\
A_{2, \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =-\frac{4 b_{1 F}^{2}}{9 m_{p}^{2}} m_{p}^{3} \frac{q_{0}}{q_{0}^{2}-\Delta^{2}+i \eta} . \tag{3.36}
\end{align*}
$$

We have checked that Eq. (3.33) agrees with Ref. 61 and, in the limit $q_{0} \rightarrow 0$, with the leading order expression of Ref. 73 up to normalization. Eq. (3.34) differs from the expression obtained in Ref. [61] using dispersion relations by a local term, i.e. the expression in Ref. 61] is only valid in a logarithmic approach (taking the limit $m_{l} \ll \Delta$ ). For the spin-dependent terms we are in agreement with Ref. [63], as we would expect since they are computed in the same way.

The last set of diagrams that we consider are those with one internal chiral loop and virtual Delta particles. They are drawn in Fig. 3.3 producing the following $D$-dimensional expressions for the structure functions:

$$
\begin{align*}
S_{1, \pi \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =-\frac{32}{3} \frac{D-2}{D-1} m_{p}\left(\frac{g_{\pi N \Delta}}{F_{\pi}}\right)^{2}\left(\frac{1}{4}(D-1) J_{2}^{\prime}\left(-\Delta, m_{\pi}^{2}\right)-\frac{1}{4} J_{0}\left(q_{0}-\Delta, m_{\pi}^{2}\right)\right. \\
& -\int_{0}^{1} d x\left\{(1-x)\left(-\Delta^{2}+\tilde{m}^{2}+q^{2} x^{2}+2 q_{0} x\left(\Delta-q_{0} x\right)\right) J_{2}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)\right. \\
& \left.\left.+\frac{\Delta}{D}(1-x)\left(\tilde{m}^{2} \mathcal{D}_{\pi}^{\prime \prime}\left(\tilde{m}^{2}\right)+2 \mathcal{D}_{\pi}^{\prime}\left(\tilde{m}^{2}\right)\right)+(2 x-1) J_{2}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)\right\}\right) \\
& +\left(q_{0} \rightarrow-q_{0}\right),  \tag{3.37}\\
S_{2, \pi \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =-\frac{8}{3} \frac{D-2}{D-1} m_{p} \frac{q^{2}}{q_{0}^{2}}\left(\frac{g_{\pi N \Delta}}{F_{\pi}}\right)^{2}\left(J_{0}\left(q_{0}-\Delta, m_{\pi}^{2}\right)-(D-1) J_{2}^{\prime}\left(-\Delta, m_{\pi}^{2}\right)\right. \\
& +\int_{0}^{1} d x\left\{( 1 - x ) J _ { 2 } ^ { \prime \prime } ( q _ { 0 } x - \Delta , \tilde { m } ^ { 2 } ) \left(q^{2}\left(D(1-2 x)^{2}-4 x(1-4 x)-1\right)\right.\right. \\
& \left.+4 \tilde{m}^{2}-4\left(\Delta^{2}+2 q_{0} x\left(q_{0} x-\Delta\right)\right)\right)+2 q^{2} x(1-2 x) J_{0}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right) \\
& +q^{2} \mathbf{q}^{2}(1-x) x^{2}(2 x-1)(1-2 x) J_{0}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right) \\
& \left.\left.-4(2 x-1) J_{2}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+\frac{4 \Delta}{D}(1-x)\left(\tilde{m}^{2} \mathcal{D}_{\pi}^{\prime \prime}\left(\tilde{m}^{2}\right)+2 \mathcal{D}_{\pi}^{\prime}\left(\tilde{m}^{2}\right)\right)\right\}\right) \\
& +\left(q_{0} \rightarrow-q_{0}\right),  \tag{3.38}\\
A_{1, \pi \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =-\left(\frac{g_{\pi N \Delta}}{F_{\pi}}\right)^{2} m_{p}^{2} \frac{16}{3(D-1)} \int_{0}^{1} d x\left\{x\left(\Delta+q_{0} x\right) J_{0}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right.
\end{align*}
$$

$$
\begin{align*}
& \left.-x \mathcal{D}_{\pi}^{\prime}\left(\tilde{m}^{2}\right) \frac{1}{q_{0}} J_{2}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right\}+\left(q_{0} \rightarrow-q_{0}\right) \\
A_{2, \pi \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right) & =-\left(\frac{g_{\pi N \Delta}}{F_{\pi}}\right)^{2} m_{p}^{3} \frac{8}{3(D-1)} \int_{0}^{1} d x x(1-2 x) J_{0}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)  \tag{3.39}\\
& -\left(q_{0} \rightarrow-q_{0}\right) . \tag{3.40}
\end{align*}
$$

The results for $D=4$ dimensions are:

$$
\begin{align*}
& S_{1, \pi \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right)=-\frac{4}{9 \pi^{2}} \frac{g_{\pi N \Delta}^{2}}{F_{\pi}^{2}} m_{p} m_{\pi}\left[3 \mathcal{Z}\left(\frac{\Delta}{m_{\pi}}\right)-\mathcal{Z}\left(\frac{\Delta-q_{0}}{m_{\pi}}\right)-\mathcal{Z}\left(\frac{\Delta+q_{0}}{m_{\pi}}\right)\right. \\
& +\int_{0}^{1} d x\left\{\frac{\Delta}{m_{\pi}}(5 x-3) \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)+\sqrt{\frac{\tilde{m}^{2}}{m_{\pi}^{2}}}\left(\left(5 x-3+\frac{\mathbf{q}^{2}(1-x) x^{2}}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}\right)\right.\right. \\
& \left.\left.\left.\mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)+\left(5 x-3+\frac{\mathbf{q}^{2}(1-x) x^{2}}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\right) \mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right)\right\}\right],  \tag{3.41}\\
& S_{2, \pi \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right)=-\frac{4}{9 \pi^{2}} \frac{g_{\pi N \Delta}^{2}}{F_{\pi}^{2}} m_{p} m_{\pi} \frac{q^{2}}{q_{0}^{2}}\left[-3 \mathcal{Z}\left(\frac{\Delta}{m_{\pi}}\right)+\mathcal{Z}\left(\frac{\Delta-q_{0}}{m_{\pi}}\right)+\mathcal{Z}\left(\frac{\Delta+q_{0}}{m_{\pi}}\right)\right. \\
& +\int_{0}^{1} d x\left\{\frac{\Delta}{m_{\pi}}(3 x-5) \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)+\frac{1}{4} \sqrt{\frac{\tilde{m}^{2}}{m_{\pi}^{2}}} \mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)(4(3-5 x)\right. \\
& \left.+\frac{(3-7 x)(1-2 x)^{2} q^{2}-4 \mathbf{q}^{2} x^{2}}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}+\frac{q^{2} \mathbf{q}^{2}(1-x) x^{2}(1-2 x)^{2}}{\left(\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}\right)^{2}}\right) \\
& +\frac{1}{4} \sqrt{\frac{\tilde{m}^{2}}{m_{\pi}^{2}}} \mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\left(4(3-5 x)+\frac{(3-7 x)(1-2 x)^{2} q^{2}-4 \mathbf{q}^{2} x^{2}}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\right. \\
& \left.+\frac{q^{2} \mathbf{q}^{2}(1-x) x^{2}(1-2 x)^{2}}{\left(\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}\right)^{2}}\right)+\frac{q^{2} \mathbf{q}^{2}}{4 \tilde{m}^{2}}(1-2 x)^{2}(1-x) x^{2} \\
& \left.\left.\left(\frac{\Delta+q_{0} x}{m_{\pi}\left(\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}\right)}+\frac{\Delta-q_{0} x}{m_{\pi}\left(\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}\right)}\right)\right\}\right],  \tag{3.42}\\
& A_{1, \pi \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right)=\frac{2}{9 \pi^{2}} \frac{g_{\pi N \Delta}^{2}}{F_{\pi}^{2}} m_{p}^{2}\left(1-\int_{0}^{1} d x \sqrt{\tilde{m}^{2}}\left\{\left(-\frac{1}{q_{0}}+\frac{x\left(\Delta-q_{0} x\right)}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\right)\right.\right. \\
& \left.\left.\mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)+\left(\frac{1}{q_{0}}+\frac{x\left(\Delta+q_{0} x\right)}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}\right) \mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right\}\right),  \tag{3.43}\\
& A_{2, \pi \Delta}^{\mathrm{pol}}\left(q^{2}, q_{0}\right)=\frac{1}{9 \pi^{2}} \frac{g_{\pi N \Delta}^{2}}{F_{\pi}^{2}} m_{p}^{3} \int_{0}^{1} d x x(1-2 x) \sqrt{\tilde{m}^{2}}\left\{\frac{\mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}-\frac{\mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}\right\}, \tag{3.44}
\end{align*}
$$

where we have defined $\mathcal{Z}$ as

$$
\begin{equation*}
\mathcal{Z}(x) \equiv \sqrt{x^{2}-1} \ln \left(\sqrt{x^{2}-1}+x\right) \tag{3.45}
\end{equation*}
$$

The $D=4$ expressions for $S_{1, \pi \Delta}^{\mathrm{pol}}$ and $S_{2, \pi \Delta}^{\mathrm{pol}}$ agree with Eqs. (51) in Ref. 65 for the case of real photons, i.e. $q^{2}=0$ and in the CG.

Summing up all the contributions of the diagrams in Fig. 3.3 that have an antisymmetric contribution, i.e. diagrams (2), (4) and (5), we get the spin-dependent part that agrees with Eqs. (33) and (36) in Ref. [63], up to a normalization factor.

In all expressions we use principal value prescriptions, the Dirac delta contributions associated to the propagators have gone into the Born term. Nevertheless, from the point of view of the effective theory this splitting between the polarizability and Born term is quite arbitrary.

### 3.4 Spin-independent matching: $c_{3}$

The matching between HBET and NRQED can be performed in a generic expansion in $1 / m_{p}$, $1 / m_{\mu}$ and $\alpha$. We have two sorts of loops: chiral and electromagnetic. The former are always associated to $1 /\left(4 \pi F_{0}\right)^{2}$ factors, whereas the latter are always suppressed by $\alpha$ factors. Any scale left to get the dimensions right scales with $m_{\pi}$ or $\Delta$. In our case we are only concerned with obtaining the matching coefficients of the lepton-baryon operators of NRQCD with $\mathcal{O}\left(\alpha^{2} \times\left(\frac{m_{l_{i}}}{m_{\pi}}, \frac{m_{l_{i}}}{\Delta}\right)\right)$ accuracy.

At $\mathcal{O}\left(\alpha^{2}\right)$, the contribution to $c_{3}^{p l_{i}}$ (see Fig. 2.1) from matching HBET to NRQED can be written in a compact way in terms of the structure functions of the FVCT. It reads (Ref. [78])

$$
\begin{align*}
c_{3}^{p l_{i}} & =-e^{4} m_{p} m_{l_{i}} \int \frac{d^{4} k_{E}}{(2 \pi)^{4}} \frac{1}{k_{E}^{4}} \frac{1}{k_{E}^{4}+4 m_{\mu}^{2} k_{0, E}^{2}} \\
& \times\left\{\left(3 k_{0, E}^{2}+\mathbf{k}^{2}\right) S_{1}\left(i k_{0, E},-k_{E}^{2}\right)-\mathbf{k}^{2} S_{2}\left(i k_{0, E},-k_{E}^{2}\right)\right\}+\mathcal{O}\left(\alpha^{3}\right) . \tag{3.46}
\end{align*}
$$

This result keeps the complete dependence on the lepton mass $m_{l_{i}}$ and so it is valid both for $\operatorname{NRQED}(\mu p)$ and $\operatorname{NRQED}(e p)$. In what follows, we will assume that we are doing the matching to $\operatorname{NRQED}(\mu p)$. Therefore, we keep the whole dependence on $m_{\mu} / m_{\pi}$ since they are similar in size. In order to recover the coefficient $c_{3}^{p l_{i}}$ from our computation one would just replace $m_{\mu} \rightarrow m_{l_{i}}$. The NRQED $(e p)$ case can then be derived by expanding $m_{e}$ versus $m_{\pi}$. This contribution is usually organized as in Eq. 2.26), and so we do. From now on we will focus in obtaining the hadronic part of the coefficient, which we split, as is customary, in:

$$
\begin{equation*}
c_{3}^{\mathrm{had}}=c_{3, \mathrm{Born}}+c_{3, \mathrm{pol}} . \tag{3.47}
\end{equation*}
$$

We compute each of these terms separately.

### 3.4.1 $c_{3, \text { Born }}$ and Zemach moments

The first term in Eq. (3.47) is generated by the spin-independent Born contribution to $T^{\mu \nu}$ in Eq. (3.12). We symbolically picture it for a given lepton in Fig. 3.4. At leading order in the NR expansion it reads ${ }^{1}$

$$
\begin{equation*}
c_{3, \mathrm{Born}}=4(4 \pi \alpha)^{2} m_{p}^{2} m_{\mu} \int \frac{d^{D-1} q}{(2 \pi)^{D-1}} \frac{1}{\mathbf{q}^{6}} G_{E}^{(0)} G_{E}^{(2)}\left(-\mathbf{q}^{2}\right) \tag{3.48}
\end{equation*}
$$

Note again that the exact dependence on $m_{\mu}$ is kept at leading order in the NR expansion and so this result holds for $\operatorname{NRQED}\left(l_{i} p\right)$. The linear dependence in the lepton mass makes this
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Figure 3.4: Symbolic representation (plus permutations) of the Zemach correction in Eq. 3.48).
contribution much smaller for the case of hydrogen. $G_{E}^{(0)}=1$. We take the expression for $G_{E}^{(2)}$ from Eq. (3.13). The use of EFTs and dimensional regularization is a strong simplification, which we have already used when writing Eq. (3.48). This guarantees that only low energy modes contribute to the integral, and that we only need the non-analytic behavior of $G_{E}^{(2)}$ in $q^{2}$ around $m_{\pi}$ and $\Delta$. In other words, even though some point-like contributions are still encoded in $G_{E}^{(2)}$, they do do not contribute to the integral. The analytical behavior in $q^{2}$ produces scaleless integrals, which are zero in dimensional regularization. This is a reflection of the factorization of the different scales. Therefore, we do not need to introduce the point-like interactions to regulate the infrared divergences of the integrals at zero momentum, as it is done if trying to compute this object directly from the experimental data. We will come back to this issue when we discuss the Zemach moments.

The computation of $c_{3, \text { Born }}$ was made in Ref. 60]. Here we give a simplified expression:

$$
\begin{align*}
c_{3, \text { Born }} & =2(\pi \alpha)^{2}\left(\frac{m_{p}}{4 \pi F_{0}}\right)^{2} \frac{m_{\mu}}{m_{\pi}}\left\{\frac{3}{4} g_{A}^{2}+\frac{1}{8}+\frac{32}{9} \pi g_{\pi N \Delta}^{2} \frac{m_{\pi}^{2}}{\Delta^{2}-m_{\pi}^{2}}\right.  \tag{3.49}\\
& \left.+\frac{2}{\pi} g_{\pi N \Delta}^{2} \frac{m_{\pi}}{\Delta} \sum_{r=0}^{\infty} \frac{(-1)^{r} \Gamma(-3 / 2)}{\Gamma(r+1) \Gamma(-3 / 2-r)}\left\{B_{6+2 r}-\frac{2(r+2)}{3+2 r} B_{4+2 r}\right\}\left(\frac{m_{\pi}}{\Delta}\right)^{2 r}\right\},
\end{align*}
$$

where the first line is due to scales of $\mathcal{O}\left(m_{\pi}\right)$ and the terms proportional to $B_{n}$ are due to scales of $\mathcal{O}(\Delta)$, where (this corrects Eq. (61) of Ref. [60])

$$
\begin{align*}
B_{n} & \equiv \int_{0}^{\infty} d t \frac{t^{2-n}}{1-t^{2}} \times \begin{cases}\sqrt{1-t^{2}} \ln \left[\frac{1}{t}+\sqrt{\frac{1}{t^{2}}-1}\right] & \text { if } t<1 \\
-\sqrt{t^{2}-1} \arccos \left[\frac{1}{t}\right] & \text { if } t>1\end{cases}  \tag{3.50}\\
& =-\frac{\sqrt{\pi}\left(S_{1}\left(\frac{1}{2}-\frac{n}{2}\right)-S_{1}\left(1-\frac{n}{2}\right)\right) \Gamma\left(\frac{3}{2}-\frac{n}{2}\right)}{4 \Gamma\left(2-\frac{n}{2}\right)} \\
& +2^{1-n} \pi \frac{\Gamma(n-2)}{\Gamma^{2}\left(\frac{n}{2}\right)}{ }_{3} F_{2}\left(\frac{1}{2}, \frac{n-2}{2}, \frac{n-1}{2} ; \frac{n}{2}, \frac{n}{2} ; 1\right) \\
& +\frac{2^{\frac{5}{2}-\frac{n}{2}}{ }_{3} F_{2}\left(\frac{3}{2}-\frac{n}{2}, \frac{3}{2}-\frac{n}{2}, \frac{n}{2}+\frac{1}{2} ; \frac{5}{2}-\frac{n}{2}, \frac{5}{2}-\frac{n}{2} ; \frac{1}{2}\right)}{(n-3)^{2}}
\end{align*}
$$

$$
\begin{aligned}
& -\frac{2^{\frac{3}{2}-\frac{n}{2}}{ }_{3} F_{2}\left(\frac{5}{2}-\frac{n}{2}, \frac{5}{2}-\frac{n}{2}, \frac{n}{2}+\frac{1}{2} ; \frac{7}{2}-\frac{n}{2}, \frac{7}{2}-\frac{n}{2} ; \frac{1}{2}\right)}{(n-5)^{2}} \\
& +\frac{\pi^{3 / 2} \sec \left(\frac{\pi n}{2}\right)\left((n-2) S_{1}(1-n)+(2-n) S_{1}\left(\frac{1}{2}-\frac{n}{2}\right)+n(-\ln (2))-1+\ln (4)\right)}{(n-2) \Gamma\left(2-\frac{n}{2}\right) \Gamma\left(\frac{n-1}{2}\right)}
\end{aligned}
$$

where $S_{1}(n)$ is the $n$ harmonic number as defined in Appendix A
Eq. (3.49) encapsulates all the non-analytic dependence in the light quark masses and in the splitting between the nucleon and the Delta mass (proportional to powers of $1 / N_{c}$ in the large $N_{c}$ limit) of $c_{3, \text { Born }}$. This expression is the leading contribution to the Zemach term in the chiral counting (supplemented with a large $N_{c}$ counting). This is a model independent result. Other contributions to the Zemach term are suppressed in the chiral counting.
$c_{3, \text { Born }}$ can be related with (one of) the Zemach moments:

$$
\begin{equation*}
\left\langle r^{m}\right\rangle_{(2)} \equiv \int d^{3} r r^{m} \int d^{3} z \rho_{e}(|\mathbf{z}-\mathbf{r}|) \rho_{e}(z) \tag{3.51}
\end{equation*}
$$

The Zemach moments can be determined in a similar way as the moments of the charge distribution of the proton. For even powers we have the relation ${ }^{2}$

$$
\begin{equation*}
G_{E}^{2}\left(-\mathbf{k}^{2}\right)=\sum_{n=0}^{\infty} \frac{(-1)^{n}}{(2 n+1)!} \mathbf{k}^{2 n}\left\langle r^{2 n}\right\rangle_{(2)} . \tag{3.52}
\end{equation*}
$$

The odd powers are obtained (defined) through the relation:

$$
\begin{equation*}
\left\langle r^{2 k+1}\right\rangle_{(2)}=\frac{\pi^{3 / 2} \Gamma(2+k)}{\Gamma(-1 / 2-k)} 2^{4+2 k} \int \frac{d^{3} q}{(2 \pi)^{3}} \frac{1}{\mathbf{q}^{2(2+k)}}\left[G_{E}^{2}\left(-\mathbf{q}^{2}\right)-\left.\sum_{n=0}^{k} \frac{\mathbf{q}^{2 n}}{n!}\left(\frac{d}{d \mathbf{q}^{2}}\right)^{n} G_{E}^{2}\left(-\mathbf{q}^{2}\right)\right|_{\mathbf{q}^{2}=0}\right] . \tag{3.53}
\end{equation*}
$$

Again, using dimensional regularization, we can eliminate all the terms proportional to integer even powers of $\mathbf{q}^{2}$ in this expression. For $k \geq 1$ this integral is dominated by the chiral result and can be approximated by

$$
\begin{equation*}
\left\langle r^{2 k+1}\right\rangle_{(2)} \simeq 2 \times \frac{\pi^{3 / 2} \Gamma(2+k)}{\Gamma(-1 / 2-k)} 2^{4+2 k} \int \frac{d^{D-1} q}{(2 \pi)^{D-1}} \frac{1}{\mathbf{q}^{2(2+k)}} G_{E}^{(2)}\left(-\mathbf{q}^{2}\right) \simeq 2\left\langle r^{2 k+1}\right\rangle \tag{3.54}
\end{equation*}
$$

It is possible to get an analytic result for these integrals. We obtain $\left(y \equiv \frac{m_{\pi}}{\Delta}\right)$

$$
\begin{align*}
\left\langle r^{2 k+1}\right\rangle_{(2)} & \simeq 2\left\langle r^{2 k+1}\right\rangle \simeq 2 \Gamma(3 / 2+k) \frac{m_{\pi}^{1-2 k}}{\left(4 \pi F_{0}\right)^{2}}\left\{\Gamma(3 / 2+k) \frac{2+4 g_{A}^{2}(2+k)}{3+4\left(k^{2}-1\right)}\right.  \tag{3.55}\\
& +\frac{4}{9} g_{\pi N \Delta}^{2} \frac{\pi(k+2)(-1)^{k+1}}{\Gamma[5 / 2-k]} y^{2}{ }_{2} F_{1}\left(\frac{3}{2}, 1 ; \frac{5}{2}-k ; y^{2}\right) \\
& \left.+\frac{32}{3} g_{\pi N \Delta}^{2} y^{2 k-1} \sum_{r=0}^{\infty} \frac{y^{2 r}}{r!} \frac{(-1)^{r}}{\Gamma(-1 / 2-k-r)}\left[B_{2 k+2 r+4}-\frac{r+\frac{4}{3} k+\frac{2}{3}}{\frac{1}{2}+k+r} B_{2 k+2 r+2}\right]\right\} .
\end{align*}
$$

[^7]|  | $\left\langle r^{3}\right\rangle$ | $\left\langle r^{4}\right\rangle$ | $\left\langle r^{5}\right\rangle$ | $\left\langle r^{6}\right\rangle$ | $\left\langle r^{7}\right\rangle$ | $\left\langle r^{3}\right\rangle_{(2)}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $\pi$ | 0.4980 | 0.6877 | 1.619 | 5.203 | 20.92 | 0.9960 |
| $\pi \& \Delta$ | 0.4071 | 0.6228 | 1.522 | 4.978 | 20.22 | 0.8142 |
| Ref. $[79]$ | 0.7706 | 1.083 | 1.775 | 3.325 | 7.006 | 2.023 |
| Ref. $\overline{\boxed{80}}]$ | 0.9838 | 1.621 | 3.209 | 7.440 | 19.69 | 2.526 |
| Ref. $[81]$ | $1.16(4)$ | $2.59(19)(04)$ | $8.0(1.2)(1.0)$ | $29.8(7.6)(12.6)$ | --- | $2.85(8)$ |

Table 3.1: Values of $\left\langle r^{n}\right\rangle$ in fermi units. The first two rows give the prediction from the effective theory: the first row for the effective theory with only pions and the second for the theory with pions and Deltas. The third row corresponds to the standard dipole fit of Ref. [79] with $\left\langle r^{2}\right\rangle=$ $0.6581 \mathrm{fm}^{3}$. The fourth and fifth rows correspond to different parameterizations of experimental data Ref. [80, 81], with the latest fit being the more recent analysis based on Mainz data. For completeness, we also quote $\left\langle r^{3}\right\rangle_{(2)}=2.71 \mathrm{fm}^{3}$ from Ref. [82].

In Table 3.1 we give our predictions for some selected charge and Zemach moments. $3^{3}$ both in the effective theory with only pions and in the effective theory with pions and Deltas. The even powers are obtained by direct Taylor expansion of Eq. (3.13), or using the analytic formulas in Eq. (3.19). The odd powers are obtained from Eq. (3.55). We have also numerically checked the values of $\left\langle r^{2 k+1}\right\rangle$ directly using Eq. 3.20 . In order to estimate the error of the charge/Zemach moments and the other quantities we compute in this work we proceed as follows. We count $m_{\pi} \sim \sqrt{\Lambda_{\mathrm{QCD}} m_{q}}$ and $\Delta \sim \frac{\Lambda_{\mathrm{QCD}}}{N_{c}}$. We then have the double expansion $\frac{m_{\pi}}{\Lambda_{\mathrm{QCD}}} \sim \sqrt{\frac{m_{q}}{\Lambda_{\mathrm{QCD}}}}$ and $\frac{\Delta}{\Lambda_{\mathrm{QCD}}} \sim \frac{1}{N_{\mathrm{c}}}$. We still have to determine the relative size between $m_{\pi}$ and $\Delta$. We observe that $m_{\pi} / \Delta \sim N_{c} \sqrt{\frac{m_{q}}{\Lambda_{Q C D}}} \sim 1 / 2$. Therefore, we associate a $50 \%$ uncertainty to the pure chiral computation. For all Zemach moments we observe good convergence, with the contribution due to the Delta being much smaller than the pure chiral result, and well inside the $50 \%$ uncertainty. Leaving aside the Delta, the splitting with the next resonances suggest a mass gap of order $\Lambda_{\mathrm{QCD}} \sim 500-770 \mathrm{MeV}$ depending on whether one considers the Roper resonance or the $\rho$. For practical purposes, we also count $m_{K} \sim \sqrt{\Lambda_{\mathrm{QCD}} m_{s}} \sim 500 \mathrm{MeV}$ of order $\Lambda_{\mathrm{QCD}}$. Therefore, we assign $\frac{m_{\pi}}{\Lambda_{\mathrm{QCD}}} \sim 1 / 3$ and $\frac{\Delta}{\Lambda_{\mathrm{QCD}}} \sim 1 / 2$, as the uncertainties of the pure chiral and the Deltarelated contribution respectively. We add these errors linearly for the final error. This gives the expected size of the uncomputed corrections but numerical factors may change the real size of the correction.

The chiral prediction is expected to give the dominant contribution of $\left\langle r^{n}\right\rangle$ for $n \geq 3$. For $n=2$ it could also give the leading chiral logarithm. For smaller $n$ the chiral corrections are subleading. Note that for all $n \geq 3$, these expressions give the leading (non-analytic) dependence in the light quark mass as well as in $1 / N_{c}$. This is a valuable information for eventual lattice simulations of these quantities where one can tune these parameters. In Table 3.1 we also compare with the standard dipole ansatz Ref. [79], and with different determinations using experimental data of the electric Sachs form factor fitted to more sophisticated functions Refs. [80, 81] The latest fit claims to be the more accurate. Nevertheless, we observe large differences, bigger than

[^8]the errors. This is specially worrisome for large $n$, since the chiral prediction is expected to give the dominant contribution of $\left\langle r^{n}\right\rangle$ for $n \geq 3$. In this respect, we believe that the chiral result may help to shape the appropriated fit function and, thus, to discriminate between different options, as well as to assess uncertainties. The impact of choosing different fit functions can be fully appreciated, for instance, when dealing with renormalons such as in Ref. [83], where the lack of data points in the low $1 / N_{S}$ region allows for very different behaviors of the fitted function unless extra theoretical constrains are introduced. Closer to our concerns, we can also see the effect of the chosen fitting function in the different values of the electromagnetic proton radius obtained in Ref. [84] vs. Refs. [50, 85] from direct fits to the ep scattering data. The first group found a satisfactory fit $\left(\chi^{2}=1.14\right.$ for 1422 points) using flexible fitting functions (splines and polynomials). The second group found a fit with $\chi^{2}=1.4$ for the same set of points, fixing the normalization of the fitting function. The values of the proton radius which they yield differ by around three standard deviations. On the other hand, even if on general grounds one may expect the charge/Zemach moments will be more and more sensitive to the chiral region for $n \rightarrow \infty$, large fractions of the experimental numbers are determined by the subtraction terms included to render these objects finite (for odd powers of $n$ ). We stop the discussion here but the reason for such large discrepancies should be further understood.

Lastly, as we have already mentioned, $c_{3, \text { Born }}^{p l_{i}}$ can be related with (one of) the Zemach moments:

$$
\begin{equation*}
c_{3, \text { Born }}=\frac{\pi}{3} \alpha^{2} m_{p}^{2}\left\langle r^{3}\right\rangle_{(2)}, \quad\left\langle r^{3}\right\rangle_{(2)}=\frac{48}{\pi} \int_{0}^{\infty} \frac{d Q}{Q^{4}}\left(G_{E}^{2}\left(-Q^{2}\right)-1+\frac{Q^{2}}{3}\left\langle r^{2}\right\rangle\right) \tag{3.56}
\end{equation*}
$$

Note again that the terms proportional to " 1 " and $r^{2}$ vanish in dimensional regularization.

### 3.4.2 $c_{3, \mathrm{pol}}$, the polarizability term

Finally, we consider the polarizability correction of $c_{3}$. It is obtained from Eq. (3.46) but subtracting the Born term to the structure functions of the FVCT. The expressions to $\mathcal{O}\left(p^{3}\right)$ in HBChPT can be found in Sec. 3.3. The final expression reads

$$
\begin{equation*}
c_{3, \mathrm{pol}}=-e^{4} m_{p}^{2} \frac{m_{\mu}}{m_{\pi}}\left(\frac{g_{A}}{F_{\pi}}\right)^{2} \mathcal{I}_{2}^{\pi}-e^{4} b_{1 F}^{2} \frac{m_{\mu}}{\Delta} \frac{4}{9} \mathcal{I}_{2}^{\Delta}-e^{4} m_{p}^{2} \frac{m_{\mu}}{\Delta} \frac{8}{3}\left(\frac{g_{\pi N \Delta}}{F_{\pi}}\right)^{2} \mathcal{I}_{2}^{\Delta \pi} \tag{3.57}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{I}_{2}^{i} & =\int \frac{d^{3} k}{(2 \pi)^{3}} \frac{1}{\left(1+\mathbf{k}^{2}\right)^{4}} \int_{0}^{\infty} \frac{d \omega}{\pi} \frac{1}{\omega} \frac{1}{\omega^{2}+4 \hat{m}_{i} \frac{1}{\left(1+\mathbf{k}^{2}\right)^{2}}}\left\{\left(2+\left(1+\mathbf{k}^{2}\right)^{2}\right) A_{E}^{i}\left(\omega, \mathbf{k}^{2}\right)\right. \\
& \left.+\left(1+\mathbf{k}^{2}\right)^{2} \mathbf{k}^{2} \omega^{2} B_{E}^{i}\left(\omega, \mathbf{k}^{2}\right)\right\} \tag{3.58}
\end{align*}
$$

For the case of only pions we have $\hat{m}_{\pi}=m_{\mu} / m_{\pi}$ and

$$
\begin{align*}
& A_{E}^{\pi}\left(\omega, \mathbf{k}^{2}\right)=-\frac{1}{4 \pi}\left[-\frac{3}{2}+\sqrt{1+\omega^{2}}+\int_{0}^{1} d x \frac{1-x}{\sqrt{1+x^{2} \omega^{2}+x(1-x) \omega^{2} \mathbf{k}^{2}}}\right]  \tag{3.59}\\
& B_{E}^{\pi}\left(\omega, \mathbf{k}^{2}\right)=\frac{1}{8 \pi} \int_{0}^{1} d x\left[\frac{1-2 x}{\sqrt{1+x^{2} \omega^{2}+x(1-x) \omega^{2} \mathbf{k}^{2}}}-\frac{1}{2} \frac{(1-x)(1-2 x)^{2}}{\left(1+x^{2} \omega^{2}+x(1-x) \omega^{2} \mathbf{k}^{2}\right)^{\frac{3}{2}}}\right] \tag{3.60}
\end{align*}
$$

For the case of Delta at tree level we have $\hat{m}_{\Delta}=m_{\mu} / \Delta$ and

$$
\begin{align*}
& A_{E}^{\Delta}\left(\omega, \mathbf{k}^{2}\right)=\frac{1}{\pi^{2}} \frac{\omega^{2} \mathbf{k}^{2}}{\omega^{2}+1}  \tag{3.61}\\
& B_{E}^{\Delta}\left(\omega, \mathbf{k}^{2}\right)=-\frac{1}{\pi^{2}} \frac{1}{\omega^{2}+1} \tag{3.62}
\end{align*}
$$

For the case of loops including the Delta we have $\hat{m}_{\Delta \pi}=m_{\mu} / \Delta$ and

$$
\begin{align*}
A_{E}^{\Delta \pi}\left(\omega, \mathbf{k}^{2}\right) & =-\frac{1}{12 \pi^{2}} \int_{0}^{1} d x\left\{3 \sqrt{1-t^{2}} \ln \left(\frac{1+\sqrt{1-t^{2}}}{t}\right)\right. \\
& +2 \sqrt{-t^{2}-(i+\omega)^{2}}\left(\ln (t)-\ln \left(1-i \omega+\sqrt{-t^{2}-(i+\omega)^{2}}\right)\right) \\
& -(3-5 x) \ln \left(1+\frac{\left(1+\mathbf{k}^{2}\right)(1-x) x \omega^{2}}{t^{2}}\right) \\
& +2 \frac{\left(t^{2}-1\right)(3-5 x)+2 i x(3-5 x) \omega+x\left(3-5 x+3 \mathbf{k}^{2}(1-x)(1-2 x)\right) \omega^{2}}{\sqrt{1-t^{2}+x \omega\left(-2 i+\left(-1+\mathbf{k}^{2}(-1+x)\right) \omega\right)}} \\
& \left.\ln \left(\frac{1-i x \omega+\sqrt{1-t^{2}+x \omega\left(-2 i+\left(-1+\mathbf{k}^{2}(-1+x)\right) \omega\right)}}{\sqrt{t^{2}-\left(1+\mathbf{k}^{2}\right)(-1+x) x \omega^{2}}}\right)\right\}+(\omega \rightarrow-\omega),  \tag{3.63}\\
B_{E}^{\Delta \pi}\left(\omega, \mathbf{k}^{2}\right) & =\frac{1}{24 \pi^{2}} \int_{0}^{1} d x(1-2 x)^{2} \\
& \left\{\frac{\mathbf{k}^{2}(1-x) x^{2} \omega^{2}(1+i \omega x)}{\left(t^{2}-\left(1+\mathbf{k}^{2}\right)(-1+x) x \omega^{2}\right)\left(1-t^{2}+x \omega\left(2 i+\left(-1+\mathbf{k}^{2}(-1+x)\right) \omega\right)\right)}\right. \\
& -\frac{-3+t^{2}(3-7 x)+x\left(7+2 i(-3+7 x) \omega+\left(3-7 x+3 \mathbf{k}^{2}(1-x)(1-2 x)\right) \omega^{2}\right)}{\left(1-t^{2}+x \omega\left(2 i+\left(-1+\mathbf{k}^{2}(-1+x)\right) \omega\right)\right)^{3 / 2}} \\
& \left.\ln \left(\frac{1+i x \omega+\sqrt{1-t^{2}+x \omega\left(2 i+\left(-1-\mathbf{k}^{2}(1-x)\right) \omega\right)}}{\sqrt{t^{2}-\left(1+\mathbf{k}^{2}\right)(-1+x) x \omega^{2}}}\right)\right\}+(\omega \rightarrow-\omega), \tag{3.64}
\end{align*}
$$

where $t=m_{\pi} / \Delta$. Note that the imaginary part of these expressions comes only from the Wick rotation of $k_{0}$ and will vanish upon integration.

It is also interesting to consider the limit $m_{l_{i}} \ll m_{\pi}$, which is relevant for the hydrogen atom. In this limit the general form of Eq. (3.57) approximates, with logarithmic accuracy, to

$$
\begin{gather*}
c_{3, \mathrm{pol}}^{p l_{i}}=-\alpha m_{p}^{2} m_{l_{i}}\left[5 \alpha_{E}^{(p)}-\beta_{M}^{(p)}\right] \ln \left(m_{l_{i}}\right),  \tag{3.65}\\
c_{3, \mathrm{pol}}^{p l_{i}}=-\frac{2}{9} \alpha^{2} \frac{m_{l_{i}}}{\Delta} b_{1, F}^{2} \ln \frac{\Delta}{m_{l_{i}}}+\frac{49}{12} \pi \alpha^{2} g_{A}^{2} \frac{m_{l_{i}}}{m_{\pi}} \frac{m_{p}^{2}}{\left(4 \pi F_{0}\right)^{2}} \ln \left(\frac{m_{\pi}}{m_{l_{i}}}\right)  \tag{3.66}\\
+\frac{8}{27} \alpha^{2} g_{\pi N \Delta}^{2} \frac{m_{l_{i}}}{\sqrt{\Delta^{2}-m_{\pi}^{2}}} \frac{m_{p}^{2}}{\left(4 \pi F_{0}\right)^{2}}\left(\frac{45 \Delta}{\sqrt{\Delta^{2}-m_{\pi}^{2}}}+\frac{4 \Delta^{2}-49 m_{\pi}^{2}}{\Delta^{2}-m_{\pi}^{2}} \ln \left[\mathcal{R}\left(m_{\pi}^{2}\right)\right]\right) \ln \left(\frac{m_{\pi}}{m_{l_{i}}}\right) .
\end{gather*}
$$

These logarithms can be obtained by computing the ultraviolet behavior of the diagram in Fig. 3.5. This contribution is proportional to $c_{A_{1}}$ and $c_{A_{2}}$ or, in other words, the polarizabilities of the
proton (see Refs. [86, 87]). For the pure pion cloud, the polarizabilities were computed in Ref. [8]. The contribution due to the $\Delta$ can be found in Ref. [88. The scale in the logarithm is compensated by the next scale of the problem, which can be $m_{\pi}$ or $\Delta$. For contributions which are only due to the $\Delta$ or pions, the scale is unambiguous. In the case where pions and $\Delta$ are both present in the loop we will choose the pion mass (the difference being beyond the logarithmic accuracy). It is known that the pure chiral prediction of $\alpha_{E}^{(p)}$ and $\beta_{M}^{(p)}$ nicely agrees with the experimental values. This agreement deteriorates after the inclusion of the Delta effects, specially for $\beta_{M}^{(p)}$. Nevertheless, this object is comparatively small, and even more so for $5 \alpha_{E}^{(p)}-\beta_{M}^{(p)}$, the combination that appears in the logarithmic approximation. Whereas the experimental number, Ref. [89], reads $5 \alpha_{E}^{(p)}-\beta_{M}^{(p)} \simeq 54 \times 10^{-4} \mathrm{fm}^{3}$, the pure chiral result gives $\left(5 \alpha_{E}^{(p)}-\beta_{M}^{(p)}\right)(\pi) \simeq 60 \times 10^{-4}$ $\mathrm{fm}^{3}$, and after the inclusion of the Delta we obtain $\left(5 \alpha_{E}^{(p)}-\beta_{M}^{(p)}\right)(\pi \& \Delta) \simeq 73 \times 10^{-4} \mathrm{fm}^{3}$. The inclusion of the Delta slightly deteriorates the agreement, the difference being of the order of one sigma according to our error analysis. We take this as an indication that EFT result will not be very far off from the real number for the case of muonic hydrogen.


Figure 3.5: Diagram contributing to the polarizability correction with $\ln m_{e}$ accuracy. The matching coefficients of the proton can be $c_{A_{1}}$ or $c_{A_{2}}$, or, in other words, the proton polarizabilities.

It is also customary to split the polarizability term (note that the Born term has already been subtracted from it) in what is called the inelastic and subtraction term:

$$
\begin{align*}
c_{3, \text { sub }} & =-e^{4} m_{p} m_{\mu} \int \frac{d^{4} k_{E}}{(2 \pi)^{4}} \frac{1}{k_{E}^{4}} \frac{1}{k_{E}^{4}+4 m_{\mu}^{2} k_{0, E}^{2}}\left(3 k_{0, E}^{2}+\mathbf{k}^{2}\right) S_{1}\left(0,-k_{E}^{2}\right) \\
& =-\frac{\alpha^{2} m_{p}}{2 m_{\mu}} \int_{0}^{\infty} \frac{d Q^{2}}{Q^{2}}\left\{1+\left(1-\frac{Q^{2}}{2 m_{l_{i}}^{2}}\right)\left(\sqrt{\frac{4 m_{l_{i}}^{2}}{Q^{2}}+1}-1\right)\right\} S_{1}\left(0,-Q^{2}\right),  \tag{3.67}\\
c_{3, \text { inel }} & =-e^{4} m_{p} m_{\mu} \int \frac{d^{4} k_{E}}{(2 \pi)^{4}} \frac{1}{k_{E}^{4}} \frac{1}{k_{E}^{4}+4 m_{\mu}^{2} k_{0, E}^{2}}  \tag{3.68}\\
& \times\left\{\left(3 k_{0, E}^{2}+\mathbf{k}^{2}\right)\left(S_{1}\left(i k_{0, E},-k_{E}^{2}\right)-S_{1}\left(0,-k_{E}^{2}\right)\right)-\mathbf{k}^{2} S_{2}\left(i k_{0, E},-k_{E}^{2}\right)\right\} .
\end{align*}
$$

It is argued that the inelastic term does not require further subtractions and can be obtained through dispersion relations. On the other hand, the subtraction term cannot be directly obtained from experiment. This fact has been used in Ref. 90 to emphasize that the polarizability term is affected by huge theoretical uncertainties. In this work, we can avoid making any assumption
about the dispersion relation properties of these quantities. This is possible within the framework of EFTs. In this setup the splitting between the inelastic and subtraction terms is unmotivated, and to some extent artificial (as it was the splitting between the Born and polarizability term). Let us elaborate on this point and see what EFTs have to say in this respect. The main problem comes, as it has already been pointed out in Ref. [72], from the diagram in Fig. [3.2. This diagram yields a finite (an small) contribution to $c_{3, \mathrm{pol}}$ (and therefore to the energy shift, see Eq. (5.35). Nevertheless, when split into $c_{3, \text { inel }}$ and $c_{3, \text { sub }}$, each term diverges in the following way

$$
\begin{equation*}
\delta c_{3, \mathrm{sub}} \sim-\delta c_{3, \text { inel }} \simeq-\frac{4}{3} \alpha^{2} \frac{m_{\mu}}{\Delta} b_{1, F}^{2} \ln \left(\nu / m_{\mu}\right) . \tag{3.69}
\end{equation*}
$$

Obviously such contribution is fictitious but it may alter the value of the individual terms.
We relegate further discussion on the contribution of the coefficient $c_{3}^{\text {had }}$ to Sec. 5.4 where we will discuss the Lamb energy shift.

### 3.5 Spin-dependent matching: $c_{4}$

In order to find the spin-dependent coefficient $c_{4}$, we proceed in the same way as in the spinindependent case. We match HBET and NRQED order by order in a generic expansion in $1 / m_{p}$, $1 / m_{l_{i}}$ and $\alpha$. We have two sorts of loops: chiral and electromagnetic. The former are always associated to $1 /\left(4 \pi F_{0}\right)^{2}$ factors, whereas the latter are always suppressed by $\alpha$ factors. Any scale left to get the dimensions right scales with $m_{\pi}$ or $\Delta$.

At $\mathcal{O}\left(\alpha^{2}\right)$, the contribution to $c_{4}^{p l_{i}}$ (see Fig. 2.1) from matching HBET to NRQED can be written in a compact way in terms of the structure functions of the FVCT. In Euclidean space it reads

$$
\begin{align*}
c_{4}^{p l_{i}} & =\frac{e^{4}}{3} \int \frac{d^{D} k}{(2 \pi)^{D}} \frac{1}{k_{E}^{2}} \frac{1}{k_{E}^{4}+4 m_{l_{i}}^{2} k_{0, E}^{2}}\left\{A_{1}\left(i k_{0, E},-k_{E}^{2}\right)\left(k_{0, E}^{2}+2 k_{E}^{2}\right)+i 3 k_{E}^{2} \frac{k_{0, E}}{m_{p}} A_{2}\left(i k_{0, E},-k_{E}^{2}\right)\right\} \\
& +\mathcal{O}\left(\alpha^{3}\right) \tag{3.70}
\end{align*}
$$

consistent with the expressions obtained long ago in Ref. [91]. This result keeps the complete dependence on $m_{l_{i}}$ and is valid both for $\operatorname{NRQED}(\mu p)$ and $\operatorname{NRQED}(e p)$, i.e. for hydrogen and muonic hydrogen. From now on we will assume that we are doing the matching to NRQED $(\mu p)$. Therefore, we keep the whole dependence on $m_{\mu} / m_{\pi}$. Once again can recover the case for a general lepton just replacing $m_{\mu} \rightarrow m_{l_{i}}$. The NRQED $(e p)$ case can then be derived by expanding $m_{e}$ versus $m_{\pi}$.

Similarly to the spin-independent case, this contribution can be organized as in Eq. (2.27). From now on we focus on the matching of the hadronic part, which we again split in:

$$
\begin{equation*}
c_{4}^{\mathrm{had}}=c_{4, \text { Born }}^{p l_{i}}+c_{4, \mathrm{pol}}^{p l_{i}} . \tag{3.71}
\end{equation*}
$$

These terms (associated to energies of $\left.\mathcal{O}\left(m_{\pi}\right)\right)$ were computed with $\mathcal{O}\left(\alpha^{2} \times\left(\ln m_{q}, \ln \Delta, \ln m_{l_{i}}\right)\right)$
accuracy in Ref. 59. We quote them here for ease of reference ${ }^{5}$

$$
\begin{align*}
c_{4, \text { Born }} & \simeq(4 \pi \alpha)^{2} m_{p} \frac{2}{3} \int \frac{d^{D-1} k}{(2 \pi)^{D-1}} \frac{1}{\mathbf{k}^{4}} G_{E}^{(0)} G_{M}^{(1)}  \tag{3.72}\\
& \simeq \frac{m_{p}^{2}}{\left(4 \pi F_{0}\right)^{2}} \alpha^{2} \frac{2}{3} \pi^{2}\left[g_{A}^{2} \ln \frac{m_{\pi}^{2}}{\nu^{2}}+\frac{4}{9} g_{\pi N \Delta}^{2} \ln \frac{\Delta^{2}}{\nu^{2}}\right]  \tag{3.73}\\
c_{4, p o l} & =\frac{m_{p}^{2}}{\left(4 \pi F_{0}\right)^{2}} \frac{\alpha^{2}}{\pi} \frac{8}{3}\left(\frac{7 \pi}{8}-\frac{\pi^{3}}{12}\right)\left[g_{A}^{2} \ln \frac{m_{\pi}^{2}}{\nu^{2}}-\frac{8}{9} g_{\pi N \Delta}^{2} \ln \frac{\Delta^{2}}{\nu^{2}}\right]+\frac{b_{1, F}^{2}}{18} \alpha^{2} \ln \frac{\Delta^{2}}{\nu^{2}} . \tag{3.74}
\end{align*}
$$

Note that Eq. (3.72) is independent of the lepton mass, while the last expression Eq. (3.74) does not include the whole dependence on the lepton mass anymore. Summing up the hadronic and point-like terms one has ${ }^{6}$

$$
\begin{align*}
c_{4} & \simeq\left(1-\frac{\mu_{p}^{2}}{4}\right) \alpha^{2} \ln \frac{m_{\mu}^{2}}{\nu^{2}}+\frac{b_{1, F}^{2}}{18} \alpha^{2} \ln \frac{\Delta^{2}}{\nu^{2}}+\frac{m_{p}^{2}}{\left(4 \pi F_{0}\right)^{2}} \alpha^{2} \frac{2}{3}\left(\frac{2}{3}+\frac{7}{2 \pi^{2}}\right) \pi^{2} g_{A}^{2} \ln \frac{m_{\pi}^{2}}{\nu^{2}} \\
& +\frac{m_{p}^{2}}{\left(4 \pi F_{0}\right)^{2}} \alpha^{2} \frac{8}{27}\left(\frac{5}{3}-\frac{7}{\pi^{2}}\right) \pi^{2} g_{\pi N \Delta}^{2} \ln \frac{\Delta^{2}}{\nu^{2}} \\
& \stackrel{\left(N_{c} \rightarrow \infty\right)}{\simeq} \alpha^{2} \ln \frac{m_{\mu}^{2}}{\nu^{2}}+\frac{m_{p}^{2}}{\left(4 \pi F_{0}\right)^{2}} \alpha^{2} \pi^{2} g_{A}^{2} \ln \frac{m_{\pi}^{2}}{\nu^{2}} . \tag{3.75}
\end{align*}
$$

Parametrically, the three contributions, Eqs. 2.31, (3.72) and (3.74), are of the same order. Nevertheless, the polarizability and the point-like term are much smaller. This is consistent with the fact that polarizability correction seems to be small (see Refs. $\sqrt{93} \sqrt{95}]$ ), if determined through dispersion relations. As already discussed in Ref. [59], the EFT computation gives a double explanation to this fact. On the one hand, this is due to the smallness of the numerical coefficient of the polarizability term, but there also seems to be some large $N_{c}$ rationale behind. Since $g_{\pi N \Delta}=3 /(2 \sqrt{2}) g_{A}$ in the large $N_{c}$ limit, the polarizability term vanishes (see Ref. 63) except for the tree-level-like Delta contribution (the last term in Eq. (3.74)). Nevertheless, the latter also vanishes against the $\kappa_{p}$-dependent point-like contribution (which effectively becomes the result of a point-like particle) in the large $N_{c}$ limit, since $b_{1}^{F}=3 /(2 \sqrt{2}) \kappa_{V}$ and $\kappa_{p}=\kappa_{V} / 2$ Ref. 96 . Note also that the point-like term and the tree-level-like Delta contribution are suppressed by $1 / \pi$ factors with respect the Born contribution.

This discussion also illustrates that splitting the total contribution into different terms may introduce spurious effects that vanish in the total sum. We have also seen a similar thing but in a different context for the case of the spin-independent computation.

Our computation allows us to relate $c_{4}^{p l_{\mu}} \equiv c_{4}$ and $c_{4}^{p l_{e}}$ in a model independent way (now keeping the whole dependence on the lepton masses). Since $c_{4, \mathrm{R}}^{p l_{i}} \simeq c_{4, \mathrm{R}}^{p}$ up to terms of $\mathcal{O}\left(\alpha^{2} m_{l_{i}} / \Lambda_{\mathrm{QCD}}\right)$, we can obtain the following relation

$$
\begin{equation*}
c_{4}=c_{4}^{p l_{e}}+\left[c_{4, \text { point-like }}-c_{4, \text { point-like }}^{p l_{e}}\right]+\left[c_{4, \mathrm{pol}}-c_{4, \mathrm{pol}}^{p l_{e}}\right]+\mathcal{O}\left(\alpha^{3}, \alpha^{2} m_{\mu} / \Lambda_{\mathrm{QCD}}\right) . \tag{3.76}
\end{equation*}
$$

[^9]Note that we have already used the fact that $c_{4, \text { Born }}^{p l_{i}}$ cancels in the difference, as it is independent of the lepton mass. The experimental and theoretical results discussed before suggest that $c_{4, \mathrm{Born}}^{p l_{i}}$ is the leading contribution to the Wilson coefficient. Therefore, such contribution can be obtained from $c_{4}^{p l_{e}}$, which can be determined from the hyperfine splitting of Hydrogen. In Ref. 59 it was estimated to be $c_{4}^{p l_{e}} \simeq-48 \alpha^{2}$. By considering differences in Eq. (3.76) the ultraviolet behavior gets regulated and the logarithmic divergences vanish. This renders these contributions very small and negligible in comparison with the uncertainties. For the point-like contribution we obtain

$$
\begin{equation*}
c_{4, \text { point-like }}-c_{4, \text { point-like }}^{p l_{e}}=\left(1-\frac{\kappa_{p}^{2}}{4}\right) \alpha^{2} \ln \frac{m_{\mu}^{2}}{m_{e}^{2}} \simeq 2.09 \alpha^{2}, \tag{3.77}
\end{equation*}
$$

and for the polarizability we obtain (note that this term vanishes in the large $N_{c}$ limit, except for the tree-level-like contribution)

$$
\begin{equation*}
c_{4, \mathrm{pol}}-c_{4, \mathrm{pol}}^{p l_{e}}=0.17 \alpha^{2}(\pi)+0.07 \alpha^{2}(\Delta)+0.008 \alpha^{2}(\pi \& \Delta)=0.24 \alpha^{2} . \tag{3.78}
\end{equation*}
$$

Overall we obtain $c_{4} \simeq-46 \alpha^{2}$. The bulk of this contribution is expected to come from the Born term, which in turn is related to the Zemach magnetic radius,

$$
\begin{equation*}
\left\langle r_{Z}\right\rangle=-\frac{4}{\pi} \int_{0}^{\infty} \frac{d Q}{Q^{2}}\left[G_{E}\left(Q^{2}\right) G_{M}\left(Q^{2}\right)-1\right] \tag{3.79}
\end{equation*}
$$

by the following relation

$$
\begin{equation*}
\left\langle r_{Z}\right\rangle=-\frac{3}{4 \pi} \frac{1}{\alpha^{2} m_{p}} c_{4, \text { Born }}^{p l_{i}} \simeq-\frac{\pi}{2} \frac{m_{p}}{\left(4 \pi F_{0}\right)^{2}}\left[g_{A}^{2} \ln \frac{m_{\pi}^{2}}{\nu^{2}}+\frac{4}{9} g_{\pi N \Delta}^{2} \ln \frac{\Delta^{2}}{\nu^{2}}\right] \stackrel{\left(\nu=m_{\rho}\right)}{=} 1.35 \mathrm{fm} \tag{3.80}
\end{equation*}
$$

The chiral logarithm result compares well ( $\sim 30 \%$ ) with existing predictions ( $\sim 1.04-1.08 \mathrm{fm}$ ) from hydrogen hyperfine Refs. [97, 98], from dispersion relations Refs. [81, 82], or from the muonic hydrogen hyperfine Ref. [20]. Note that in the case of the determinations of $\left\langle r_{Z}\right\rangle$ from the hyperfine splitting (either from hydrogen or muonic hydrogen) one needs to control the relativistic hadronic affects associated to the Born term as well as the polarizability correction. On the other hand, if we are only interested in the hyperfine splitting it may make more sense to consider $c_{4}^{p l_{i}}$ as a whole. We relegate a more detailed discussion to future work.

## Chapter 4

## Matching NRQED to pNRQED

Now that we have fully set the NRQED Lagrangian and its Wilson coefficients, we move on to its matching to pNRQED. In this chapter we will give the form of the potentials that form the pNRQED Lagrangian in Sec. 2.4. We will organise them in terms of their power counting within the EFT framewok. Once all the potentials that contribute to the spectrum at $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ are collected we will be able to compute the Lamb shift in muonic hydrogen.

### 4.1 The static potential: $V^{(0)}$

The Fourier transform of $V^{(0)}$ reads

$$
\begin{equation*}
\tilde{V}^{(0)} \equiv-4 \pi Z \frac{\alpha_{\tilde{V}}(k)}{\mathbf{k}^{2}} \equiv \sum_{n=1}^{\infty} \tilde{V}^{(0, n)}, \tag{4.1}
\end{equation*}
$$

where $\tilde{V}^{(0, n)}$ have been defined in Eq. (2.38). The definition of $\alpha_{\tilde{V}}$, the coupling constant associated to the static potential is implicit in the previous equation. This coupling constant is gauge invariant and scheme/scale independent. The contribution to the static potential associated to the electron VP $(\Pi(0)=0)$

$$
\Pi\left(k^{2}\right)=\alpha \Pi_{1}\left(k^{2}\right)+\alpha^{2} \Pi_{2}\left(k^{2}\right)+\alpha^{3} \Pi_{3}\left(k^{2}\right)+\ldots
$$

provides with another very popular definition for the effective coupling that enjoys the nice properties of gauge invariance and scheme/scale independence:

$$
\begin{equation*}
\alpha_{\mathrm{eff}}(k)=\alpha \frac{1}{1+\Pi\left(-\mathbf{k}^{2}\right)}=\alpha-\frac{\alpha^{2}}{\pi} \Pi_{1}+\frac{\alpha^{3}}{\pi^{2}}\left(\Pi_{1}^{2}-\Pi_{2}\right)+\frac{\alpha^{4}}{\pi^{3}}\left(-\Pi_{1}^{3}+2 \Pi_{1} \Pi_{2}-\Pi_{3}\right)+\mathcal{O}\left(\alpha^{5}\right) . \tag{4.2}
\end{equation*}
$$

The coupling $\alpha_{\text {eff }}$ corresponds to Dyson summation. If we express $\alpha_{\tilde{V}}(k)$ in terms of $\alpha_{\text {eff }}(k)$, we have

$$
\begin{equation*}
\alpha_{\tilde{V}}(k)=\alpha_{\mathrm{eff}}(k)+\sum_{\substack{n, m=0 \\ n+m=\text { even>0 }}} Z_{\mu}^{n} Z_{p}^{m} \alpha_{\mathrm{eff}}^{(n, m)}(k) \equiv \alpha_{\mathrm{eff}}(k)+\delta \alpha(k), \quad \delta \alpha(k)=\mathcal{O}\left(\alpha^{4}\right) . \tag{4.3}
\end{equation*}
$$

The leading order contribution to the static potential is nothing but the Coulomb potential

$$
\begin{equation*}
\tilde{V}^{(0,1)} \equiv-4 \pi Z \frac{\alpha}{\mathbf{k}^{2}} . \tag{4.4}
\end{equation*}
$$



Figure 4.1: One-loop electron VP contribution to the static potential. The dashed lines represent the $A_{0}$ fields, while the continuous lines represent the fermion and antifermion fields.

In order to achieve $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ accuracy we need to know $\Pi^{(1)}, \Pi^{(2)}, \Pi^{(3)}$ and the leading, nonvanishing, contributions to $\alpha_{\mathrm{eff}}^{(2,0)}(k), \alpha_{\mathrm{eff}}^{(0,2)}(k)$ and $\alpha_{\mathrm{eff}}^{(1,1)}(k)$.

The next-to-leading order (NLO) term of the static potential is displayed in Fig. 4.1 and reads

$$
\begin{equation*}
\tilde{V}_{\mathrm{VP}}^{(0,2)}(k)=4 \pi Z \frac{\alpha^{2}}{\pi} \frac{\Pi_{1}\left(-\mathbf{k}^{2}\right)}{\mathbf{k}^{2}}, \tag{4.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Pi_{1}\left(k^{2}\right)=k^{2} \int_{4}^{\infty} d q^{2} \frac{1}{q^{2}\left(m_{e}^{2} q^{2}-k^{2}\right)} u\left(q^{2}\right), \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
u\left(q^{2}\right)=\frac{1}{3} \sqrt{1-\frac{4}{q^{2}}}\left(1+\frac{2}{q^{2}}\right) . \tag{4.7}
\end{equation*}
$$



Figure 4.2: Diagrams contributing to $V^{(0,3)}$. The dashed and wiggly lines represent the $A_{0}$ and $A$ fields respectively, while the continuous lines represent the fermion and antifermion fields.

The next-to-next-to-leading order (NNLO) term of the static potential is produced by the diagrams depicted in Fig. 4.2, which can be understood as a correction to the VP. It was computed
by Källen and Sabry Ref. [99] and reads

$$
\begin{gather*}
\tilde{V}_{\mathrm{VP}}^{(0,3)}(k)=4 \pi Z \frac{\alpha^{3}}{\pi^{2}} \frac{\Pi_{1}^{2}\left(-\mathbf{k}^{2}\right)-\Pi_{2}\left(-\mathbf{k}^{2}\right)}{\mathbf{k}^{2}},  \tag{4.8}\\
\Pi_{1}^{2}\left(k^{2}\right)-\Pi_{2}\left(k^{2}\right)=k^{2} \int_{4}^{\infty} d q^{2} \frac{1}{q^{2}\left(m_{e}^{2} q^{2}-k^{2}\right)} u^{(2)}\left(q^{2}\right), \tag{4.9}
\end{gather*}
$$

where

$$
\begin{align*}
u^{(2)}\left(q^{2}\right) & =\frac{1}{3}\left[\tau\left(-\frac{19}{24}+\frac{55}{72} \tau^{2}-\frac{1}{3} \tau^{4}-\frac{3-\tau^{2}}{2} \ln \left(\frac{64 \tau^{4}}{\left(1-\tau^{2}\right)^{3}}\right)\right)\right. \\
& +\ln \left(\frac{1+\tau}{1-\tau}\right)\left(\frac{33}{16}+\frac{23}{8} \tau^{2}-\frac{23}{16} \tau^{4}+\frac{1}{6} \tau^{6}+\left(\frac{3}{2}+\tau^{2}-\frac{\tau^{4}}{2}\right) \ln \left(\frac{(1+\tau)^{3}}{8 \tau^{2}}\right)\right) \\
& \left.+\left(3+2 \tau^{2}-\tau^{4}\right)\left(2 \operatorname{Li}_{2}\left(\frac{1-\tau}{1+\tau}\right)+\operatorname{Li}_{2}\left(\frac{-1+\tau}{1+\tau}\right)\right)\right], \tag{4.10}
\end{align*}
$$

with

$$
\begin{equation*}
\tau=\sqrt{1-\frac{4}{q^{2}}} \tag{4.11}
\end{equation*}
$$

and the polylogarithm function is defined as

$$
\begin{equation*}
\operatorname{Li}_{2}(x)=-\int_{0}^{z} d u \frac{\ln (1-u)}{u}, z \in \mathbb{C} \backslash[1, \infty) . \tag{4.12}
\end{equation*}
$$

The $\mathrm{N}^{3} \mathrm{LO}$ term of the static potential coming from the VP reads

$$
\begin{equation*}
\tilde{V}_{\mathrm{VP}}^{(0,4)}(k)=4 \pi Z \frac{\alpha^{4}}{\pi^{3}} \frac{-\Pi_{1}^{3}\left(-\mathbf{k}^{2}\right)+2 \Pi_{1}\left(-\mathbf{k}^{2}\right) \Pi_{2}\left(-\mathbf{k}^{2}\right)-\Pi_{3}\left(-\mathbf{k}^{2}\right)}{\mathbf{k}^{2}} . \tag{4.13}
\end{equation*}
$$

This object (more specifically $\Pi_{3}$ ) has been computed in Ref. [100], see also Ref. 101 where the complete set of diagrams can be found.

The remaining $\mathrm{N}^{3} \mathrm{LO}$ contribution to the static potential is generated by diagrams that cannot be completely associated to the VP, and is encoded in $\delta \alpha(k)$. Its sum is constrained to fulfil $n+m=$ even because of the Furry theorem. Each $\alpha_{\text {eff }}^{(n, m)}(k)$ is also gauge invariant. The leading, non-vanishing, contributions are $\alpha_{\mathrm{eff}}^{(2,0)}(k), \alpha_{\mathrm{eff}}^{(0,2)}(k)$ and $\alpha_{\mathrm{eff}}^{(1,1)}(k)$. They have an expansion in $\alpha$ themselves. Since each of them is $\mathcal{O}\left(\alpha^{4}\right)$, we can approximate them by its leading order expression, which is produced by the light-by-light diagrams displayed in Fig. 4.3. This object could be deduced from the computation in Ref. 102] (we truncate the $\alpha_{\text {eff }}$ expressions to its leading order)

$$
\begin{equation*}
\tilde{V}_{\mathrm{LbL}}^{(0,4)}(k)=-\frac{4 \pi Z}{\mathbf{k}^{2}}\left(\left(Z_{\mu}^{2}+Z_{p}^{2}\right) \alpha_{\mathrm{eff}}^{(2,0)}(k)+Z_{\mu} Z_{p} \alpha_{\mathrm{eff}}^{(1,1)}(k)\right), \tag{4.14}
\end{equation*}
$$

where we have already used that $\alpha_{\text {eff }}^{(2,0)}(k)=\alpha_{\text {eff }}^{(0,2)}(k)$.
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Figure 4.3: Light-by-light contribution to the static potential. The first and third diagram are the contributions to $\alpha_{\mathrm{eff}}^{(2,0)}(k)$ and $\alpha_{\mathrm{eff}}^{(0,2)}(k)$ respectively. The second diagram contributes to $\alpha_{\mathrm{eff}}^{(1,1)}(k)$.

### 4.2 The potential beyond the static limit

We perform the matching computation through the off-shell matching scheme in the CG. In this scheme the $1 / m$ potential is zero in QED as long as there are no light fermions (see Ref. [58]). However, in our computation we must include the electron as a massive light fermion. Yet, after inspection of the diagrams that may contribute, they would produce, at most, $\mathcal{O}\left(m_{r} \alpha^{6}\right)$ corrections to the energy, so they will be neglected in the following.

Up to order $\alpha^{2} / m^{2}$ the expression of the potential in momentum space was obtained in Ref. [60]. We summarize its different contributions here.

$$
\begin{align*}
\tilde{V}_{\mathrm{tree}+\mathrm{VP}}^{(2)} & =\frac{\pi \alpha_{\mathrm{eff}}(k)}{2}\left(Z_{p} \frac{c_{D}^{(\mu)}}{m_{\mu}^{2}}+Z_{\mu} \frac{c_{D}^{(p)}}{m_{p}^{2}}\right) \\
& -i 2 \pi \alpha_{\mathrm{eff}}(k) \frac{(\mathbf{p} \times \mathbf{k})}{\mathbf{k}^{2}} \cdot\left(Z_{p} \frac{c_{S}^{(\mu)} \mathbf{S}_{\mu}}{m_{\mu}^{2}}+Z_{\mu} \frac{c_{S}^{(p)} \mathbf{S}_{p}}{m_{p}^{2}}\right) \\
& -Z 16 \pi \alpha\left(\frac{d_{2}^{(\mu)}}{m_{\mu}^{2}}+\frac{d_{2}^{(\tau)}}{m_{\tau}^{2}}+\frac{d_{2}}{m_{p}^{2}}\right) \\
& -Z \frac{4 \pi \alpha_{\mathrm{eff}}(k)}{m_{\mu} m_{p}}\left(\frac{\mathbf{p}^{2}}{\mathbf{k}^{2}}-\frac{(\mathbf{p} \cdot \mathbf{k})^{2}}{\mathbf{k}^{4}}\right) \\
& -\frac{i 4 \pi \alpha_{\mathrm{eff}}(k)}{m_{\mu} m_{p}} \frac{(\mathbf{p} \times \mathbf{k})}{\mathbf{k}^{2}} \cdot\left(Z_{p} c_{F}^{(\mu)} \mathbf{S}_{\mu}+Z_{\mu} c_{F}^{(p)} \mathbf{S}_{p}\right) \\
& +\frac{4 \pi \alpha_{\mathrm{eff}}(k) c_{F}^{(\mu)} c_{F}^{(p)}}{m_{\mu} m_{p}}\left(\mathbf{S}_{\mu} \cdot \mathbf{S}_{p}-\frac{\mathbf{S}_{\mu} \cdot \mathbf{k} \mathbf{S}_{p} \cdot \mathbf{k}}{\mathbf{k}^{2}}\right) \\
& -\frac{1}{m_{p}^{2}}\left(c_{3}-4 c_{4} \mathbf{S}_{\mu} \cdot \mathbf{S}_{p}\right),  \tag{4.15}\\
\tilde{V}_{1-\mathrm{loop}}^{(2,2)} & =\frac{Z^{2} \alpha^{2}}{m_{\mu} m_{p}}\left(\frac{7}{3} \ln \frac{\mathbf{k}^{2}}{\nu^{2}}+\frac{1}{3}\right), \tag{4.16}
\end{align*}
$$



Figure 4.4: The non-zero relevant diagrams for the matching at tree level in $C G$. For the $A_{0}$ (dashed line) the circle is the vertex proportional to $c_{D}$, the square to $c_{S}$ (spin dependent) and the black dot to $d_{2}$, while for $\mathbf{A}$ (zigzag line) the square is the vertex proportional to $c_{F}$ and the other vertex appears from the covariant derivative in the kinetic term. The last diagram is proportional to $c_{3}$ and $c_{4}$. The symmetric diagrams are not displayed. Their sum corresponds to Eq. (4.15) (without VP).

$$
\begin{equation*}
\tilde{V}_{\text {off-shell }}^{(2,2)}=-\frac{Z e^{2}}{4 m_{\mu} m_{p}} \frac{\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}}{\mathbf{k}^{2}} \frac{\alpha}{\pi} m_{e}^{2} \int_{4}^{\infty} d\left(q^{2}\right) \frac{1}{\left(m_{e}^{2} q^{2}+\mathbf{k}^{2}\right)^{2}} u\left(q^{2}\right), \tag{4.17}
\end{equation*}
$$

where $\mathbf{S}_{\mathbf{i}}=\boldsymbol{\sigma}_{\mathbf{i}} / \mathbf{2}$ is the spin of the particle $i$. We stress that Eq. (4.16) has been obtained in the $\overline{\mathrm{MS}}$ scheme. If we switch off the electron VP effects, the computation would correspond to the muonium case (or positronium if we consider the equal masses). The relevant diagrams in such situation are presented in Figs. 4.4 and 4.5 (following the classification of Ref. 58 generalized to the non-equal mass case).

The tree-level diagrams of Fig. 4.4 produce the potential quoted in Eq. (4.15). Note that this equation depends on $\alpha_{\text {eff }} \simeq \alpha-\alpha^{2} \Pi_{1}\left(-\mathbf{k}^{2}\right)$ (with the precision we are working). The effective coupling constant produces a leading order potential of $\mathcal{O}(\alpha)$. It also produces a NLO potential of $\mathcal{O}\left(\alpha^{2}\right)$, which corresponds to incorporating the electron VP effects. This means including the VP in the 1st, 2nd, 4th, 5th and 6th diagram in Fig. 4.4. On top of that one has to include the contribution coming from Fig. 4.6, which appears from the Taylor expansion in powers of the transfer energy of the VP when doing the matching computation off-shell (for further details see the discussion in Ref. [60]). It produces the potential quoted in Eq. (4.17). The one-loop diagrams in Fig. 4.5 produce the potential quoted in Eq. 4.16) (in the MS scheme).

The sum of these three potentials includes all terms of $\mathcal{O}\left(V^{(2,1)}\right)$ and $\mathcal{O}\left(V^{(2,2)}\right)$ :

$$
\begin{equation*}
\tilde{V}^{(2)}=\tilde{V}_{\text {tree }+\mathrm{VP}}^{(2)}+\tilde{V}_{1-\text { loop }}^{(2,2)}+\tilde{V}_{\text {off-shell }}^{(2,2)}+\mathcal{O}\left(\tilde{V}^{(2,3)}\right) . \tag{4.18}
\end{equation*}
$$

### 4.3 The potential in position space

The matrix elements of the potentials that appear in the energy shifts are more efficiently computed in position space. Therefore, we also write the potentials in position space.



Figure 4.5: The non-zero relevant diagrams for the matching at one loop in CG. The interactions for A (zigzag line) are the ones which appear from the covariant space derivatives in the kinetic term, while for $A_{0}$ (dashed line) comes from the covariant time derivative. The symmetric diagrams are not displayed. They correspond to Eq. 4.16.


Figure 4.6: Symbolic representation of the leading correction to the static potential due to the Taylor expansion of the electron $V P$ in $C G$ in powers of $k^{0}=E_{1}^{\prime}-E_{1}$. It corresponds to Eq. (4.17). The dashed lines represent the $A_{0}$ field, while the continuous lines represent the fermion and antifermion.

The static potential is trivially written in position space via Fourier transformation. It reads:

$$
\begin{align*}
& V^{(0,1)}(r)=-Z \frac{\alpha}{r},  \tag{4.19}\\
& V_{\mathrm{VP}}^{(0,2)}(r)=-\frac{Z \alpha}{r} \frac{\alpha}{\pi} \int_{4}^{\infty} \frac{d q^{2}}{q^{2}} u\left(q^{2}\right) e^{-2 m_{e} r q},  \tag{4.20}\\
& V_{\mathrm{VP}}^{(0,3)}(r)=4 \pi Z \frac{\alpha^{3}}{\pi^{2}} \int_{4}^{\infty} \frac{d q^{2}}{q^{2}} u^{(2)}\left(q^{2}\right) e^{-2 m_{e} r q},  \tag{4.21}\\
& V_{\mathrm{VP}}^{(0,4)}(r)=4 \pi Z \frac{\alpha^{4}}{\pi^{3}} \int \frac{d^{3} k}{(2 \pi)^{3}} e^{-i \mathbf{k} \cdot \mathbf{r}} \frac{-\Pi_{1}^{3}\left(-\mathbf{k}^{2}\right)+2 \Pi_{1}\left(-\mathbf{k}^{2}\right) \Pi_{2}\left(-\mathbf{k}^{2}\right)-\Pi_{3}\left(-\mathbf{k}^{2}\right)}{\mathbf{k}^{2}},  \tag{4.22}\\
& V_{\mathrm{LbL}}^{(0,4)}(r)=-4 \pi Z \int \frac{d^{3} k}{(2 \pi)^{3}} e^{-i \mathbf{k} \cdot \mathbf{r}} \frac{1}{\mathbf{k}^{2}}\left(\left(Z_{\mu}^{2}+Z_{p}^{2}\right) \alpha_{\mathrm{eff}}^{(2,0)}(k)+Z_{\mu} Z_{p} \alpha_{\mathrm{eff}}^{(1,1)}(k)\right) . \tag{4.23}
\end{align*}
$$

For the case of the $\frac{1}{m^{2}}$ potential it is convenient to split the potential in a slightly different
way than in momentum space. In particular, the VP contributions are dealt with in an isolated way. We follow the notation of Ref. [60]. The contributions coming from tree-level diagrams read

$$
\begin{align*}
V_{\text {tree }}^{(2)} & =\frac{Z \alpha}{2 m_{\mu} m_{p}}\left[-\left\{\frac{1}{r}, \mathbf{p}^{2}\right\}+\frac{1}{r^{3}} \mathbf{L}^{2}+4 \pi \delta^{(3)}(\mathbf{r})\right]-16 \pi Z \alpha\left(\frac{d_{2}^{(\mu)}}{m_{\mu}^{2}}+\frac{d_{2}^{(\tau)}}{m_{\tau}^{2}}+\frac{d_{2}}{m_{p}^{2}}\right) \delta^{(3)}(\mathbf{r}) \\
& +\frac{\alpha}{2 m_{\mu} m_{p}}\left[\left(\frac{Z_{\mu} c_{D}^{(p)} m_{\mu}^{2}+Z_{p} c_{D}^{(\mu)} m_{p}^{2}}{m_{\mu} m_{p}}\right) \pi \delta^{(3)}(\mathbf{r})\right. \\
& \left.+Z_{p} c_{F}^{(\mu)} \frac{2}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{\mu}+Z_{\mu} c_{F}^{(p)} \frac{2}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{p}+m_{\mu} m_{p}\left\{\frac{Z_{p} c_{S}^{(\mu)}}{m_{\mu}^{2}} \frac{1}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{\mu}+\frac{Z_{\mu} c_{S}^{(p)}}{m_{p}^{2}} \frac{1}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{p}\right\}\right] \\
& +\frac{\alpha}{2 m_{\mu} m_{p}}\left[\frac{16 \pi}{3} c_{F}^{(\mu)} c_{F}^{(p)} \delta^{(3)}(\mathbf{r}) \mathbf{S}_{\mu} \mathbf{S}_{p}+\frac{c_{F}^{(\mu)} c_{F}^{(p)}}{2 r^{3}} \hat{S}_{p \mu}(\hat{\mathbf{r}})\right]+\frac{1}{m_{p}^{2}}\left(-c_{3}+4 \mathbf{S}_{\mu} \mathbf{S}_{p} c_{4}\right) \delta^{(3)}(\mathbf{r}) \tag{4.24}
\end{align*}
$$

where $\hat{S}_{i j}(\hat{\mathbf{r}})=-4\left(\mathbf{S}_{\mathbf{i}} \cdot \mathbf{S}_{\mathbf{j}}\right)+12\left(\mathbf{S}_{\mathbf{i}} \cdot \hat{\mathbf{r}}\right)\left(\mathbf{S}_{\mathbf{j}} \cdot \hat{\mathbf{r}}\right)$.
The Fourier transform of Eq. 4.16 reads

$$
\begin{equation*}
V_{1-\text { loop }}^{(2,2)}=\frac{Z^{2} \alpha^{2}}{3 m_{p} m_{\mu}}\left[\delta^{(3)}(\mathbf{r})\left(1-7 \ln \nu^{2}\right)-\frac{7}{2 \pi} \operatorname{reg} \frac{1}{r^{3}}\right], \tag{4.25}
\end{equation*}
$$

where

$$
\begin{equation*}
-\frac{1}{4 \pi} \operatorname{reg} \frac{1}{r^{3}}=\int \frac{d^{3} k}{(2 \pi)^{3}} e^{-i \mathbf{k} \cdot \mathbf{r}} \ln k \tag{4.26}
\end{equation*}
$$

Finally, the contributions associated to the one-loop VP read ${ }^{11}$

$$
\begin{align*}
& V_{\mathrm{VP}, 1-\mathrm{loop}}^{(2)}+V_{\mathrm{off}-\mathrm{shell}}^{(2,2)}=\frac{\alpha}{\pi} \int_{4}^{\infty} d q^{2} \frac{u\left(q^{2}\right)}{q^{2}}  \tag{4.28}\\
& \times\left\{\frac{\alpha}{8 m_{\mu}^{2} m_{p}^{2}}\left(Z_{\mu} c_{D}^{(p)} m_{\mu}^{2}+Z_{p} c_{D}^{(\mu)} m_{p}^{2}\right)\left(4 \pi \delta^{(3)}(\mathbf{r})-\frac{\lambda^{2} e^{-\lambda r}}{r}\right)\right. \\
& +\frac{\alpha}{2}\left(Z_{\mu} c_{S}^{(p)} \frac{\mathbf{L} \cdot \mathbf{S}_{p}}{m_{p}^{2}}+Z_{p} c_{S}^{(\mu)} \frac{\mathbf{L} \cdot \mathbf{S}_{\mu}}{m_{\mu}^{2}}\right)\left(\frac{e^{-\lambda r}(1+\lambda r)}{r^{3}}\right) \\
& -\frac{Z_{p} Z_{\mu} \alpha}{4 m_{\mu} m_{p}}\left(\frac{\lambda^{2} e^{-\lambda r}}{r}\left(1-\frac{\lambda r}{2}\right)+2 p^{i} \frac{e^{-\lambda r}}{r}\left(\delta_{i j}+\frac{r_{i} r_{j}}{r^{2}}(1+\lambda r)\right) p^{j}\right) \\
& +\frac{\alpha}{m_{\mu} m_{p}}\left(Z_{p} c_{F}^{(\mu)} \mathbf{L} \cdot \mathbf{S}_{\mu}+Z_{\mu} c_{F}^{(p)} \mathbf{L} \cdot \mathbf{S}_{p}\right)\left(\frac{e^{-\lambda r}(1+\lambda r)}{r^{3}}\right)
\end{align*}
$$

${ }^{1}$ Note that the fourth line can be written in a way that makes the angular momentum structure more explicit:

$$
\begin{align*}
& \int_{4}^{\infty} d q^{2} \frac{u\left(q^{2}\right)}{q^{2}}\left(\frac{\lambda^{2} e^{-\lambda r}}{r}\left(1-\frac{\lambda r}{2}\right)+2 p^{i} \frac{e^{-\lambda r}}{r}\left(\delta_{i j}+\frac{r_{i} r_{j}}{r^{2}}(1+\lambda r)\right) p^{j}\right)  \tag{4.27}\\
& =\int_{4}^{\infty} d q^{2} \frac{u\left(q^{2}\right)}{q^{2}}\left(2\left\{\mathbf{p}^{2}, \frac{e^{-\lambda r}}{r}\left(1+\frac{\lambda r}{2}\right)\right\}-2 \frac{e^{-\lambda r}}{r^{3}}(1+\lambda r) \mathbf{L}^{2}+\frac{\lambda^{2}}{r} e^{-\lambda r}\left(1+\frac{\lambda r}{2}\right)-8 \pi \delta^{(3)}(\mathbf{r})\right)
\end{align*}
$$

Nevertheless, one has to be careful when dealing with the right-hand-side of the equality, as the first and last term are separately divergent (but not their sum).

$$
\left.+\frac{\alpha c_{F}^{(\mu)} c_{F}^{(p)}}{m_{\mu} m_{p}}\left(-\frac{2}{3} \frac{e^{-\lambda r} \lambda^{2}}{r} \mathbf{S}_{\mu} \cdot \mathbf{S}_{\mathbf{p}}+\frac{8}{3} \pi \delta^{(3)}(\mathbf{r}) \mathbf{S}_{\mu} \cdot \mathbf{S}_{\mathbf{p}}+\frac{e^{-\lambda r}}{4 r^{3}}\left(1+r \lambda+\frac{r^{2} \lambda^{2}}{3}\right) \hat{S}_{p \mu}(\hat{\mathbf{r}})\right)\right\},
$$

where $\lambda=m_{e} q$. Therefore, with the precision we aim at, we obtain

$$
\begin{equation*}
V^{(2)}=V_{\text {tree }}^{(2)}+V_{1-\text { loop }}^{(2,2)}+\left(V_{\mathrm{VP}, 1-\text { loop }}^{(2)}+V_{\text {off-shell }}^{(2,2)}\right)+\mathcal{O}\left(V^{(2,3)}\right)=V^{(2,1)}+V^{(2,2)}+\mathcal{O}\left(V^{(2,3)}\right), \tag{4.29}
\end{equation*}
$$

where in the second equality we organize the potential terms according to their powers in $\alpha$. This requires expanding the NRQCD Wilson coefficients in powers of $\alpha$. The leading non-vanishing contribution read $\$^{2}$

$$
\begin{align*}
V^{(2,1)} & =\frac{Z \alpha}{2 m_{\mu} m_{p}}\left[-\left\{\frac{1}{r}, \mathbf{p}^{2}\right\}+\frac{1}{r^{3}} \mathbf{L}^{2}+4 \pi\left(1+\frac{m_{\mu}^{2}+m_{p}^{2}}{4 m_{\mu} m_{p}}\right) \delta^{(3)}(\mathbf{r})\right]  \tag{4.30}\\
& +\frac{\alpha}{2 m_{\mu} m_{p}}\left[\frac{16}{3} \pi Z_{\mu}\left(Z_{p}+\kappa_{p}^{\mathrm{had}}\right) \mathbf{S}_{\mu} \mathbf{S}_{\mathbf{p}} \delta^{(3)}(\mathbf{r}) Z_{\mu} \frac{Z_{p}+\kappa_{p}^{\mathrm{had}}}{2} \frac{1}{r^{3}} \hat{S}_{p \mu}(\hat{\mathbf{r}})\right] \\
& +\frac{\alpha}{2 m_{\mu} m_{p}}\left[Z_{\mu}\left(2\left(Z_{p}+\kappa_{p}^{\mathrm{had}}\right)+\frac{m_{\mu}}{m_{p}}\left(Z_{p}+2 \kappa_{p}^{\mathrm{had}}\right)\right) \frac{1}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{p}+Z\left(2+\frac{m_{p}}{m_{\mu}}\right) \frac{1}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{\mu}\right] \\
& +\frac{\pi \alpha}{2 m_{p}^{2}} Z_{\mu}\left[\frac{4}{3} r_{p}^{2} m_{p}^{2}\right] \delta^{(3)}(\mathbf{r}) .
\end{align*}
$$

For the organization of the computation it is also convenient to split $V^{(2,2)}$ in the following way:

$$
\begin{equation*}
V^{(2,2)}=V_{\mathrm{no}-\mathrm{VP}}^{(2,2)}+V_{\mathrm{VP}}^{(2,2)} \tag{4.31}
\end{equation*}
$$

The first term is the potential if we switch off the interaction with the electrons. This is a well defined limit, as it corresponds to the case of muonium. The second term is the correction to the potential associated to the one-loop electron VP. They read:

$$
\begin{align*}
V_{\mathrm{no}-\mathrm{VP}}^{(2,2)} & =-\frac{4 Z \alpha^{2}}{15}\left(\frac{Z_{p}^{2}}{m_{p}^{2}}+\frac{Z_{\mu}^{2}}{m_{\mu}^{2}}+\frac{1}{m_{\tau}^{2}}\right) \delta^{(3)}(\mathbf{r})+\frac{\alpha^{2} Z Z_{p}^{2}}{2 \pi m_{p}^{2}}\left(\frac{1}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{p}+\frac{4}{3} \pi \ln \left(\frac{m_{p}^{2}}{\nu^{2}}\right) \delta^{(3)}(\mathbf{r})\right)  \tag{4.32}\\
& +\frac{\alpha^{2} Z Z_{\mu}^{2}}{2 \pi m_{\mu}^{2}}\left(\frac{1}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{\mu}+\frac{4}{3} \pi \ln \left(\frac{m_{\mu}^{2}}{\nu^{2}}\right) \delta^{(3)}(\mathbf{r})\right)+\frac{\alpha^{2} Z}{2 \pi m_{p} m_{\mu}}\left(\frac{Z_{p}^{2}}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{p}+\frac{Z_{\mu}^{2}}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{\mu}\right. \\
& \left.+\left(Z_{p}^{2}+Z_{\mu}^{2}\right)\left(\frac{8 \pi}{3} \mathbf{S}_{\mu} \mathbf{S}_{\mathbf{p}} \delta^{(3)}(\mathbf{r})+\frac{\hat{S}_{p \mu}(\hat{\mathbf{r}})}{4}\right)-\frac{14 \pi Z}{3}\left(\ln \left(\nu^{2}\right) \delta^{(3)}(\mathbf{r})+\frac{1}{2 \pi} \operatorname{reg} \frac{1}{r^{3}}\right)\right) \\
& +\frac{\alpha^{2} Z^{2} \delta^{(3)}(\mathbf{r})}{m_{p}^{2}-m_{\mu}^{2}}\left(4 \mathbf{S}_{\mu} \mathbf{S}_{\mathbf{p}} \ln \left(\frac{m_{\mu}^{2}}{m_{p}^{2}}\right)-\frac{m_{p}}{m_{\mu}} \ln \left(\frac{m_{\mu}^{2}}{\nu^{2}}\right)+\frac{m_{\mu}}{m_{p}} \ln \left(\frac{m_{p}^{2}}{\nu^{2}}\right)\right) \\
& -\frac{\delta^{(3)}(\mathbf{r})}{m_{p}^{2}}\left(c_{3}^{\mathrm{had}}-4 c_{4}^{\mathrm{had}} \mathbf{S}_{\mu} \mathbf{S}_{\mathbf{p}}+16 Z \pi \alpha d_{2}^{\mathrm{had}}\right) \\
& +\frac{Z_{\mu}^{3} \alpha^{2} \kappa_{p}^{\mathrm{had}}}{2 \pi m_{\mu} m_{p}}\left(\frac{8 \pi}{3} \mathbf{S}_{\mu} \mathbf{S}_{\mathbf{p}} \delta^{(3)}(\mathbf{r})+\frac{\hat{S}_{p \mu}(\hat{\mathbf{r}})}{4}\right), \tag{4.33}
\end{align*}
$$

[^10]\[

$$
\begin{align*}
V_{\mathrm{VP}}^{(2,2)} & =\frac{\alpha^{2}}{\pi} \int_{4}^{\infty} d q^{2} \frac{u\left(q^{2}\right)}{q^{2}}\left\{\frac{Z_{\mu} m_{\mu}^{2}+Z_{p} m_{p}^{2}}{8 m_{\mu}^{2} m_{p}^{2}}\left(4 \pi \delta^{(3)}(\mathbf{r})-\frac{\lambda^{2} e^{-\lambda r}}{r}\right)\right.  \tag{4.34}\\
& +\left(Z_{\mu} \frac{\mathbf{L} \cdot \mathbf{S}_{p}}{m_{p}^{2}}+Z_{p} \frac{\mathbf{L} \cdot \mathbf{S}_{\mu}}{m_{\mu}^{2}}\right)\left(\frac{e^{-\lambda r}(1+\lambda r)}{2 r^{3}}\right)+\frac{Z_{p} \mathbf{L} \cdot \mathbf{S}_{\mu}+Z_{\mu} \mathbf{L} \cdot \mathbf{S}_{p}}{m_{\mu} m_{p}} \frac{e^{-\lambda r}(1+\lambda r)}{r^{3}} \\
& -\frac{Z_{p} Z_{\mu}}{4 m_{\mu} m_{p}}\left(\frac{\lambda^{2} e^{-\lambda r}}{r}\left(1-\frac{\lambda r}{2}\right)+2 p^{i} \frac{e^{-\lambda r}}{r}\left(\delta_{i j}+\frac{r_{i} r_{j}}{r^{2}}(1+\lambda r)\right) p^{j}\right) \\
& \left.+\frac{1}{m_{\mu} m_{p}}\left(-\frac{2}{3} \frac{e^{-\lambda r} \lambda^{2}}{r} \mathbf{S}_{\mu} \cdot \mathbf{S}_{\mathbf{p}}+\frac{8}{3} \pi \delta^{(3)}(\mathbf{r}) \mathbf{S}_{\mu} \cdot \mathbf{S}_{\mathbf{p}}+\frac{e^{-\lambda r}}{4 r^{3}}\left(1+r \lambda+\frac{r^{2} \lambda^{2}}{3}\right) \hat{S}_{p \mu}(\hat{\mathbf{r}})\right)\right\} .
\end{align*}
$$
\]

Finally, the $1 / m^{3}$ potential, which we directly consider in position space, just comes from the Taylor expansion of the relativistic expression of the dispersion relation:

$$
\begin{equation*}
V^{(3,0)}=-\frac{1}{8}\left(\frac{1}{m_{\mu}^{3}}+\frac{1}{m_{p}^{3}}\right) \mathbf{p}^{4} . \tag{4.35}
\end{equation*}
$$

There are no $\mathcal{O}\left(\alpha / m^{3}\right)$ terms.

## Chapter 5

## The muonic hydrogen Lamb shift and the proton radius

In this chapter we review all the contributions to the energy shift $E\left(2 P_{3 / 2}\right)-E\left(2 S_{1 / 2}\right)$ of $\mathcal{O}\left(m_{r} \alpha^{5}\right)$, as well as those that scale like $\alpha^{6} \times$ logarithms, in the context of pNRQED. Many of the computations were done before. We have checked most of them, and we provide some new analytical expressions.

In order to carry out the computations of this chapter we use the most updated PDG values (Ref. [70]) for the masses and fine structure constant.

$$
\begin{align*}
m_{e} & =0.510998928(11) \mathrm{MeV}, \\
m_{\mu} & =105.6583715(35) \mathrm{MeV}, \\
\alpha & =1 / 137.035999074(44) \mathrm{MeV}, \\
m_{p} & =938.272046(21) \mathrm{MeV}, \\
m_{\tau} & =1776.82(16) \mathrm{MeV}, \\
m_{\pi} & =139.57018 \mathrm{MeV}, \\
\Delta & =293.728 \mathrm{MeV}, \\
g_{A} & =1.25, \\
g_{\pi N \Delta} & =1.05, \\
F_{\pi} & =92.5 \mathrm{MeV}, \\
b_{1 F} & =3.86 . \tag{5.1}
\end{align*}
$$

The values of the effective theory parameters $g_{\pi N \Delta}$ and $b_{1 F}$ correspond to the leading order expressions of the NR effective theory.

The muonic hydrogen Lamb shift is obtained by the combined use of NR quantum mechanics perturbation theory and perturbative quantum field theory computations (when ultrasoft photons show up). As we have definite counting rules to asses the relative importance of the different terms we know when we can stop computing. The application of this program to the muonic hydrogen produces the contributions we use in our analysis, listed in Table 5.5. Most of the results were already available in the literature, we have checked many. We now discuss them focusing on the novel aspects. Note that, even though most of the contributions can be associated to a pure QED calculation, the hadronic effects are also included in this computation. Their effects are
included in the NRQED Wilson coefficients discussed in Sec. 2.2, and are encoded in the different terms of the potential in the Lagrangian of pNRQED discussed in Sec. 4.

We define the following function which we will need for the $n=2$ Lamb shift between the $S$ and $P$-wave bound states:

$$
\begin{equation*}
\rho(r) \equiv \rho_{2 P}(r)-\rho_{2 S}(r)=\left(m_{r} Z \alpha\right)^{3 / 2} e^{-m_{r} Z \alpha r}\left[\frac{1}{12}\left(m_{r} Z \alpha r\right)^{2}-\left(1-\frac{m_{r} Z \alpha r}{2}\right)^{2}\right], \tag{5.2}
\end{equation*}
$$

where $\rho_{n l}$ is the NR charge density of the $n l$ state.
We will use the following notation:

$$
\begin{equation*}
\delta E_{n l j}^{V}=\langle n l j| V|n l j\rangle \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta E_{L}^{V}=\left\langle 2 P_{1 / 2}\right| V\left|2 P_{1 / 2}\right\rangle-\left\langle 2 S_{1 / 2}\right| V\left|2 S_{1 / 2}\right\rangle \tag{5.4}
\end{equation*}
$$

for the correction to the Lamb shift of a generic potential $V$.


Figure 5.1: 2nd order perturbation theory of the bound-state Green function generated by a generic potential $V$.

We will represent the second order perturbation theory correction to the bound-state Green function generated by a generic potential $V$ by Fig. 5.1, where the double line represents the bound state and the vertices (local in time) the potentials. In case we want to obtain the associated energy shift we will compute objects like

$$
\begin{align*}
\delta E_{n l j}^{V \times V} & =\left\langle\psi_{n l j}\right| V \frac{1}{\left(E_{n}-h\right)^{\prime}} V\left|\psi_{n l j}\right\rangle \\
& =\int \mathrm{d} \mathbf{r}_{\mathbf{2}} \mathrm{d} \mathbf{r}_{\mathbf{1}} \psi_{n l j}^{*}\left(\mathbf{r}_{\mathbf{2}}\right) V\left(\mathbf{r}_{\mathbf{2}}\right) G_{n l}^{\prime}\left(\mathbf{r}_{\mathbf{1}}, \mathbf{r}_{\mathbf{2}}\right) V\left(\mathbf{r}_{\mathbf{1}}\right) \psi_{n l j}\left(\mathbf{r}_{\mathbf{1}}\right), \tag{5.5}
\end{align*}
$$

where

$$
\begin{gather*}
\frac{1}{\left(E_{n}-h\right)^{\prime}}=\lim _{E \rightarrow E_{n}}\left(\frac{1}{E-h}-\frac{1}{E-E_{n}}\right), \quad h=\frac{\mathbf{p}^{2}}{2 m_{r}}-\frac{\alpha}{r},  \tag{5.6}\\
G_{n l}^{\prime}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \equiv\left\langle\mathbf{r}_{1}\right| \frac{1}{\left(E_{n l}-h\right)^{\prime}}\left|\mathbf{r}_{2}\right\rangle \equiv \lim _{E \rightarrow E_{n}}\left(G\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; E\right)-\frac{\left|\psi_{n l}\right|^{2}}{E-E_{n}}\right), \tag{5.7}
\end{gather*}
$$

$\psi_{n l}(\mathbf{r})$ is the bound state wave function of the $(n l)$-state and $E_{n}$ is the energy of the state, $h$ is the Hamiltonian in the Schrödinger equation and $G\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; E\right)$ is the Coulomb Green function. In the case of different potentials we use objects analogous to Eq. 5.5).

In order to perform the computation it is specially useful to use the following representation for a negative energy $E=-\frac{m_{r} Z^{2} \alpha^{2}}{2 \lambda^{2}}$ of the Coulomb Green function (see for instance, the appendix of Ref. 103 ):

$$
\begin{align*}
G\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; E\right)= & \frac{-m_{r}^{2} Z \alpha}{\lambda \pi} \sum_{l=0}^{\infty}(2 l+1) P_{l}\left(\frac{\mathbf{r}_{1} \cdot \mathbf{r}_{2}}{r_{1} r_{2}}\right)\left(\frac{2 m_{r} Z \alpha}{\lambda} r_{1}\right)^{l}\left(\frac{2 m_{r} Z \alpha}{\lambda} r_{2}\right)^{l} e^{-\frac{m_{r} Z \alpha}{\lambda}\left(r_{1}+r_{2}\right)} \\
& \sum_{s=0}^{\infty} \frac{L_{s}^{2 l+1}\left(\frac{2 m_{r} Z \alpha}{\lambda} r_{1}\right) L_{s}^{2 l+1}\left(\frac{2 m_{r} Z \alpha}{\lambda} r_{2}\right) s!}{(s+l+1-\lambda)(s+2 l+1)!} \tag{5.8}
\end{align*}
$$

Then $G_{n l}^{\prime}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)$ is just the Coulomb Green function evaluated at $\lambda=n+\delta \lambda$, and subtracting the pole. In the case where the potentials that appear in Eq. (5.5) are only functions of the modulus of $\mathbf{r}$ (i.e. they are invariant under rotations), the sum over $l$ reduces to the single term that matches the angular momentum $l$ of the bound state.

Obviously a similar discussion applies to higher order corrections from perturbation theory, and also similar expressions follow for the Lamb shift.

We will now study each relevant contributing term separately, both in the $1 / m_{\mu}$ and in the $\alpha$ expansions. We will write explicitly the $Z_{\mu}, Z_{p}, Z$ dependence except for the dependence on $Z$ that appears in the combination $m_{r} Z \alpha / m_{e}$ in the numerical integrals we perform. Therefore, such numerical values will change for different muonic atoms.

### 5.1 Corrections from the static potential: $V^{(0)}$

5.1.1 One-loop Vacuum Polarization: $\delta E_{L}^{V_{\mathrm{VP}}^{(0,2)}} \sim \mathcal{O}\left(m_{\mu} \alpha^{3}\right)$

The Lamb shift in muonic hydrogen, unlike in hydrogen, receives its most important contribution from the electron VP. This is due to the fact that the typical atomic momentum of the muonic hydrogen is $m_{\mu} \alpha$, which is of the order of the electron mass: $m_{\mu} \alpha \sim 1.5 m_{e}$. This effect comes from the modification of the photon propagator, as we have already seen in the previous chapter (see Fig. 4.1). In order to compute it, we must take the first order in $\alpha$ of the expansion of $\Pi\left(-\mathbf{k}^{2}\right)$.

The integral in $r$ and $x$ can be done analytically. The result reads (see for instance Ref. [104)

$$
\begin{align*}
& \delta E_{L}^{V_{\mathrm{VP}}^{(0,2)}}=\int d^{3} r V_{\mathrm{VP}}^{(0,2)}(r) \rho(r)=  \tag{5.9}\\
& =\frac{\alpha}{\pi}(Z \alpha)^{2} m_{r}\left[\frac{8 \pi \beta^{3}}{3}+\frac{1-26 \beta^{2}+352 \beta^{4}-768 \beta^{6}}{18\left(1-4 \beta^{2}\right)^{2}}\right. \\
& \left.\quad+\frac{4 \beta^{4}\left(15-80 \beta^{2}+128 \beta^{4}\right)}{3\left(1-4 \beta^{2}\right)^{5 / 2}} \ln \left(\frac{1-\sqrt{1-4 \beta^{2}}}{2 \beta}\right)\right]=m_{r} \alpha^{3} Z^{2} 0.005555=205.00737 \mathrm{meV}
\end{align*}
$$

where

$$
\begin{equation*}
\beta=\frac{m_{e}}{\left(Z \alpha m_{r}\right)}=0.7373836 \tag{5.10}
\end{equation*}
$$

Eq. (5.9) gives the first entry in Table 5.5 .
For the case $m_{e} \ll Z \alpha m_{r}$ the computation can be checked with the result of heavy quarkonium. We have checked it. We also observe that $m_{e} \ll Z \alpha m_{r}$ is a bad approximation to this quantity, so we will not consider it further but only for checking. Actually, neither the $\beta \ll 1$ nor the $\beta \gg 1$ give a good approximation to Eq. 5.9.

### 5.1.2 Two-loop Vacuum Polarization: $\delta E_{L}^{V_{\mathrm{vP}}^{(0,3)}} \sim \mathcal{O}\left(m_{r} \alpha^{4}\right)$

We now compute the $\mathcal{O}\left(m_{r} \alpha^{4}\right)$ contribution associated to the two-loop static potential. We obtain the second entry of Table 5.5

$$
\begin{equation*}
\delta E_{L}^{V_{L P}^{(0,3)}}=m_{r} \alpha^{4} Z^{2} 0.005599695=1.50795 \mathrm{meV} \tag{5.11}
\end{equation*}
$$

It agrees with the result of Pachucki's Ref. [105] with 5 significant digits.
We observe that this contribution is significantly bigger than the one coming from double insertions of the leading VP potential discussed in the next section. In a different context a similar situation has been found in heavy quarkonium physics, Ref. 106.

### 5.1.3 Double Vacuum Polarization: $\delta E_{L}^{V_{V P}^{(0,2)} \times V_{\mathrm{VP}}^{(0,2)}} \sim \mathcal{O}\left(m_{r} \alpha^{4}\right)$

The second $\mathcal{O}\left(m_{r} \alpha^{4}\right)$ correction is generated by the second order perturbation theory of the $V_{\mathrm{VP}}^{(0,2)}$ potential. Following Eq. (5.5) and the associated discussion we obtain

$$
\begin{align*}
& \delta E_{L}^{V_{\mathrm{VP}}^{(0,2)} \times V_{\mathrm{VP}}^{(0,2)}=\left\langle\psi_{2 p}\right| V_{\mathrm{VP}}^{(0,2)} \frac{1}{\left(E_{2 p}-h\right)^{\prime}} V_{\mathrm{VP}}^{(0,2)}\left|\psi_{2 p}\right\rangle-\left\langle\psi_{2 s}\right| V_{\mathrm{VP}}^{(0,2)} \frac{1}{\left(E_{2 s}-h\right)^{\prime}} V_{\mathrm{VP}}^{(0,2)}\left|\psi_{2 s}\right\rangle} \\
& =(Z \alpha)^{2} m_{r}\left(\frac{\alpha}{\pi}\right)^{2} \int_{4}^{\infty} \int_{4}^{\infty} d \rho_{1}^{2} d \rho_{2}^{2} \frac{u\left(\rho_{1}^{2}\right)}{\rho_{1}^{2}} \frac{u\left(\rho_{2}^{2}\right)}{\rho_{2}^{2}}  \tag{5.12}\\
& \quad \times\left(\frac{\left[1+\beta\left(\rho_{1}+\rho_{2}\right)\right]^{-3} \beta^{2} Q}{12\left(1+\beta \rho_{1}\right)^{5}\left(1+\beta \rho_{2}\right)^{5}}+\frac{\beta^{2}\left[\rho_{1}^{2}+\rho_{2}^{2}+2\left(\beta \rho_{1} \rho_{2}\right)^{2}\right]}{\left(1+\beta \rho_{1}\right)^{4}\left(1+\beta \rho_{2}\right)^{4}} \ln \left(\frac{\left(1+\beta \rho_{1}\right)\left(1+\beta \rho_{2}\right)}{1+\beta\left(\rho_{1}+\rho_{2}\right)}\right)\right),
\end{align*}
$$

where

$$
\begin{align*}
Q & =12 \beta^{8} \rho_{1}^{6} \rho_{2}^{4}+12 \beta^{8} \rho_{1}^{5} \rho_{2}^{5}+36 \beta^{7} \rho_{1}^{6} \rho_{2}^{3}+120 \beta^{7} \rho_{1}^{5} \rho_{2}^{4}+12 \beta^{6} \rho_{1}^{6} \rho_{2}^{2}+84 \beta^{6} \rho_{1}^{5} \rho_{2}^{3}+74 \beta^{6} \rho_{1}^{4} \rho_{2}^{4} \\
& +33 \beta^{5} \rho_{1}^{6} \rho_{2}+39 \beta^{5} \rho_{1}^{5} \rho_{2}^{2}-62 \beta^{5} \rho_{1}^{4} \rho_{2}^{3}+9 \beta^{4} \rho_{1}^{6}+111 \beta^{4} \rho_{1}^{5} \rho_{2}-33 \beta^{4} \rho_{1}^{4} \rho_{2}^{2}-142 \beta^{4} \rho_{1}^{3} \rho_{2}^{3} \\
& +24 \beta^{3} \rho_{1}^{5}+99 \beta^{3} \rho_{1}^{4} \rho_{2}-189 \beta^{3} \rho_{1}^{3} \rho_{2}^{2}+18 \beta^{2} \rho_{1}^{4}-3 \beta^{2} \rho_{1}^{3} \rho_{2}-75 \beta^{2} \rho_{1}^{2} \rho_{2}^{2}-24 \beta \rho_{1}^{2} \rho_{2}-3 \rho_{1}^{2} \\
& +\left(\rho_{1} \rightarrow \rho_{2}\right) . \tag{5.13}
\end{align*}
$$

This expression corrects several mistakes in Eq. (11) of Ref. 107] (which however gets the correct numerical result) and yields the 3rd entry of Table 5.5.

$$
\begin{equation*}
\delta E_{L}^{V_{\mathrm{vP}}^{(0,3)} \times V_{\mathrm{VP}}^{(0,3)}}=m_{r} \alpha^{2} Z^{2}\left(\frac{\alpha}{\pi}\right)^{2} 0.0055304=0.150897 \mathrm{meV} . \tag{5.14}
\end{equation*}
$$

This numerical value agrees with Ref. 105 within the significant digits given in this reference.

### 5.1.4 Static potential (vacuum polarization): $\delta E_{L} \sim \mathcal{O}\left(m_{r} \alpha^{5}\right)$

The first four entries in Table5.5are the contributions to the Lamb shift associated to the electron VP corrections to the static potential $V^{(0)}$. Specially difficult is the 4th entry, as it corresponds to the three-loop static potential and to the third order iteration in perturbation theory. It was computed (numerically) in Ref. 101 (see also Ref. 108 for a small correction). It can be split into the following contributions:

$$
\begin{equation*}
\delta E_{L}^{V_{\mathrm{VP}}^{(0,4)}}=m_{r} \alpha^{5} Z^{2} 0.002694=5.295 \times 10^{-3} \mathrm{meV} \tag{5.15}
\end{equation*}
$$

The contribution from 2nd order perturbation theory yields Ref. 101 (this result includes all permutations):

$$
\begin{equation*}
\delta E_{L}^{V_{\mathrm{VP}}^{(0,2)} \times V_{\mathrm{VP}}^{(0,3)}}+\delta E_{L}^{V_{\mathrm{VP}}^{(0,3)} \times V_{\mathrm{VP}}^{(0,2)}}=m_{r} \alpha^{5} Z^{2} 0.00109562=2.153 \times 10^{-3} \mathrm{meV} . \tag{5.16}
\end{equation*}
$$

And the contribution from 3rd order perturbation theory reads Refs. [101, 108]:

$$
\begin{equation*}
\delta E_{L}^{V_{\mathrm{vP}}^{(0,2)} \times V_{\mathrm{VP}}^{(0,2)} \times V_{\mathrm{VP}}^{(0,2)}}=m_{r} \alpha^{5} Z^{2} 0.0000377=0.0741 \times 10^{-3} \mathrm{meV} . \tag{5.17}
\end{equation*}
$$

The sum of the above three terms gives the final contribution:

$$
\begin{equation*}
\delta E_{L, \mathrm{static}}^{\mathcal{O}\left(\alpha^{5}\right), \mathrm{VP}}=0.11868 m_{r} Z^{2} \alpha^{2}\left(\frac{\alpha}{\pi}\right)^{3}=0.00752 \mathrm{meV}, \tag{5.18}
\end{equation*}
$$

which is the 4th entry of Table 5.5. The computation has been done independently for a timelike $\left(q^{2}>0\right)$ and a space-like $\left(q^{2}<0\right)$ momentum of the photon. This last one involves the integration of the whole VP function $\Pi\left(q^{2}\right)$ to the desired order, and the other involves just its imaginary part evaluated at $q^{2}=t m_{e}^{2}$.

### 5.1.5 Static potential (light-by-light): $\delta E_{L}^{V_{L \text { LLL }}^{(0,4)}} \sim \mathcal{O}\left(m_{r} \alpha^{5}\right)$

The 5th entry of Table 5.5 corresponds to the contribution associated to the light-by-light corrections to the static potential $V^{(0)}$, i.e. to $V_{\text {LbL }}$ (see Eq. (4.14)). It was obtained in Ref. 102], where a very long explanation was made to argue that the light-by-light contributions could be computed in the static approximation. This is evident in the EFT, as they correspond to a correction to the static potential, as already stated in Ref. [60].

The result for this contribution, given in Ref. 102, is

$$
\begin{align*}
\delta E_{L}^{V_{L \mathrm{LbL}}^{(0,4)}} & =-m_{r} \alpha^{5} Z^{2} 10^{-3}\left[\left(Z_{p}^{2}+Z_{\mu}^{2}\right) 0.5185-Z_{p} Z_{\mu} 0.5852\right] \\
& =-m_{r} \alpha^{5} 0.000452=-0.00089(2) \mathrm{meV} \tag{5.19}
\end{align*}
$$

### 5.2 Corrections from the $1 / m_{\mu}$ potentials without vacuum polarization

We jump directly into the $V^{(2)}$ potential, since we already discussed that the $V^{(1)}$ potential produces corrections of, utmost, $\mathcal{O}\left(m_{r} \alpha^{6}\right)$ and are then beyond the accuracy of our interest.

We now compute the corrections to the energy and Lamb shift associated to the potentials in Eqs. (4.24) and $(4.25)$ to $\mathcal{O}\left(m_{r} \alpha^{5}\right)$. In other words, we compute the relativistic corrections that are not associated to the VP.

### 5.2.1 Relativistic corrections: $\delta E_{L} \sim \mathcal{O}\left(m_{r} \alpha^{4}\right)$

The potential in Eq. (4.24) is the EFT generalization of the Breit potential. Note that it is in this potential where the hadronic corrections arise at $\mathcal{O}\left(m_{r} \alpha^{5} \frac{m_{\mu}^{2}}{m_{p}^{2}}\right)$ (we will consider them in more detail later on). The energy associated to this potential for any given quantum numbers reads

$$
\begin{align*}
\delta E_{n l j_{j}}^{V_{\text {lee }}^{(2)}} & =\frac{m_{r}^{3} Z^{3} \alpha^{4}}{2 n^{3} m_{\mu}^{2}}\left\{Z_{p} c_{D}^{(\mu)} \delta_{l 0}+Z_{p} c_{S}^{(\mu)} \frac{\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1)} d_{j_{\mu}, l}\right. \\
& +2 \frac{m_{\mu}}{m_{p}}\left(Z\left(\frac{1}{n}+\frac{(1+4 l) \delta_{l 0}-3}{2 l+1}\right)+c_{F}^{(\mu)} c_{F}^{(p)}\left(\frac{\left(1-\delta_{l 0}\right) \delta_{s 1}}{2 l(l+1)(2 l+1)} c_{j, l}-2 \delta_{l 0}+\frac{8}{3} \delta_{l 0} \delta_{s 1}\right)\right. \\
& \left.+\frac{\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1)}\left(Z_{p} c_{F}^{(\mu)} d_{j_{\mu}, l}+Z_{\mu} c_{F}^{(p)}\left(2 h_{j, l} \delta_{s 1}-d_{j_{\mu}, l}\right)\right)\right) \\
& \left.+\frac{m_{\mu}^{2}}{m_{p}^{2}}\left(Z_{\mu} c_{D}^{(p)} \delta_{l 0}+Z_{\mu} c_{S}^{(p)} \frac{\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1)}\left(2 \delta_{s 1} h_{j, l}-d_{j_{\mu}, l}\right)\right)\right\} \\
& -\frac{m_{r}^{3} Z^{3} \alpha^{3}}{\pi n^{3}} \delta_{l 0}\left\{\frac{1}{m_{p}^{2}}\left(c_{3}+\left(3-4 \delta_{s 1}\right) c_{4}\right)+16 \pi Z \alpha\left(\frac{d_{2}}{m_{p}^{2}}+\frac{d_{2}^{(\mu)}}{m_{\mu}^{2}}+\frac{d_{2}^{(\tau)}}{m_{\tau}^{2}}\right)\right\}, \tag{5.20}
\end{align*}
$$

where

$$
\begin{align*}
& c_{j, l}=2 \begin{cases}-\frac{l+1}{2 l-1} & j=l-1, \\
1 & j=l, \\
-\frac{l}{2 l+3} & j=l+1,\end{cases}  \tag{5.21}\\
& h_{j, l}= \begin{cases}-(l+1) & j=l-1, \\
-1 & j=l, \\
l & j=l+1,\end{cases}  \tag{5.22}\\
& d_{j_{1}, l}= \begin{cases}-(l+1) & j_{1}=l-\frac{1}{2}, \\
l & j_{1}=l+\frac{1}{2} .\end{cases} \tag{5.23}
\end{align*}
$$

The energy has been expressed in terms of the total angular momentum $\mathbf{J}=\mathbf{L}+\mathbf{S}$ (where $\mathbf{S}=\mathbf{S}_{\mu}+\mathbf{S}_{\mathbf{p}}$ ) and in terms of the angular momentum of the muon $\mathbf{J}_{\mu}=\mathbf{L}+\mathbf{S}_{\mu}$. The basis is taken in terms of the lightest particle because it is the most convenient in which to express the energy shift. This is so since the lightest particle gives rise to larger effects in the terms which involve the ratio of the masses, and this comes out more clearly when using this basis. In our notation, the ill-defined quantity $\left(1-\delta_{l 0}\right) / l \rightarrow 0$ when $l \rightarrow 0$.

In the last line of Eq. (5.20) we have still included the contribution associated to the tau VP. As its numerical effect is very small we will neglect it in the following.
$\delta E_{n l \text { lr } j_{\mu}}^{V_{\text {(ree }}^{(2)}}$ encodes all the $\mathcal{O}\left(m_{r} \alpha^{4}\right)$ corrections to the spectrum due to the $1 / m_{\mu}^{2}$. It also includes higher order effects through the $\mathcal{O}(\alpha)$ terms in the NRQCD Wilson coefficients. If we set them
to zero, we obtain the non-trivial leading-order contribution:

$$
\begin{align*}
\delta E_{n l j j_{\mu}}^{V_{\text {tree }}^{(2)}} & =\frac{m_{r}^{3} Z^{3} \alpha^{4}}{2 n^{3} m_{\mu}^{2}}\left\{Z \delta_{l 0}+Z \frac{\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1)} d_{j_{\mu}, l}\right. \\
& +2 \frac{m_{\mu}}{m_{p}}\left(Z\left(\frac{1}{n}+\frac{(1+4 l) \delta_{l 0}-3}{2 l+1}\right)\right. \\
& +Z_{\mu}\left(Z_{p}+\kappa_{p}^{\mathrm{had}}\right)\left(\frac{\left(1-\delta_{l 0}\right) \delta_{s 1}}{2 l(l+1)(2 l+1)} c_{j, l}-2 \delta_{l 0}+\frac{8}{3} \delta_{l 0} \delta_{s 1}\right) \\
& \left.+\frac{\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1)}\left(Z d_{j_{\mu}, l}+Z_{\mu}\left(Z_{p}+\kappa_{p}^{\mathrm{had}}\right)\left(2 h_{j, l} \delta_{s 1}-d_{j_{\mu}, l}\right)\right)\right) \\
& \left.+\frac{m_{\mu}^{2}}{m_{p}^{2}}\left(Z \delta_{l 0}+Z_{\mu}\left(Z_{p}+2 \kappa_{p}^{\mathrm{had}}\right) \frac{\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1)}\left(2 \delta_{s 1} h_{j, l}-d_{j_{\mu}, l}\right)\right)\right\} \\
& +\left[\frac{4}{3} r_{p}^{2} m_{p}^{2}\right] \frac{\pi \alpha}{2 m_{p}^{2}} Z_{\mu} \delta_{l 0} \frac{1}{\pi}\left(\frac{m_{r} Z \alpha}{n}\right)^{3} \tag{5.24}
\end{align*}
$$

We shall also take into account the correction to this order in $\alpha$ coming from the perturbative expansion of the relativistic kinetic term, i.e. from Eq. 4.35, which leads to the energy shift:

$$
\begin{equation*}
\delta E_{n l}^{V^{(3,0)}}=\frac{m_{r}^{3} Z^{4} \alpha^{4}}{2 m_{\mu}^{2}}\left[\left(1-\frac{m_{\mu}}{m_{p}}+\left(\frac{m_{\mu}}{m_{p}}\right)^{2}\right)\left(\frac{3}{4 n^{4}}-\frac{2}{n^{3}(2 l+1)}\right)\right] \tag{5.25}
\end{equation*}
$$

Summing up the contributions of Eqs. (5.24) and 5.25 we get for the transition of the $2 S^{1 / 2} \rightarrow 2 P^{1 / 2}$ states:

$$
\begin{equation*}
\delta E_{L}^{V^{(2,1)}}+\delta E_{L}^{V^{(3,0)}}=\frac{m_{r}^{3} \alpha^{4} Z^{4}}{48 m_{p}^{2}}-\frac{m_{r}^{3} \alpha^{4} Z^{3} Z_{\mu}}{16 m_{p}^{2}}\left[\frac{4}{3} r_{p}^{2} m_{p}^{2}\right]=\left(0.05747-5.1975 \frac{r_{p}^{2}}{\mathrm{fm}^{2}}\right) \mathrm{meV} \tag{5.26}
\end{equation*}
$$

The first term agrees both analytically and numerically with the one obtained in Ref. [105]. We shall remark that it has an extra $\frac{m_{r}^{2}}{m_{p}^{2}}$ suppression factor, which was to be expected since this correction does not contribute for the case of the hydrogen (in the infinite proton mass limit). The 2 nd term is the leading contribution associated to the proton radius. Both contributions appear as entries vi) and xi) in Table 5.5 .

### 5.2.2 Relativistic corrections: $\delta E_{L} \sim \mathcal{O}\left(m_{r} \alpha^{5}\right)$

We now compute the $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ contributions to the spectrum with no electron VP. As we have already mentioned, this is a well defined quantity, as it amounts to the corresponding evaluation of the muonium $(\mu e)$ spectrum (if we turn off the hadronic effects). Taking the $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ corrections generated from Eq. 5.20 (typically generated by the $\mathcal{O}(\alpha)$ corrections of the NRQCD Wilson coefficients) plus the energy shift produced by the expectation value of Eq. (4.25), we obtain
(note that this computation has been done in the $\overline{\mathrm{MS}}$ scheme)

$$
\begin{align*}
\delta E_{n l j_{j}}^{V_{\mathrm{n}}^{(2,2)}} & =\frac{m_{r}^{3} Z^{3} \alpha^{5}}{2 \pi n^{3}}\left\{\frac{Z Z_{\mu}^{2}}{m_{\mu}^{2}}\left(\frac{4}{3}\left(-\frac{2}{5}+\ln \left(\frac{m_{\mu}^{2}}{\nu^{2}}\right)\right) \delta_{l, 0}+\frac{1-\delta_{l, 0}}{l(l+1)(2 l+1)} d_{j_{\mu}, l}\right)\right. \\
& +\frac{Z_{p}^{2} Z}{m_{p}^{2}}\left(\frac{4}{3}\left(-\frac{2}{5}+\ln \left(\frac{m_{p}^{2}}{\nu^{2}}\right)\right) \delta_{l, 0}+\frac{1-\delta_{l, 0}}{l(l+1)(2 l+1)}\left(2 \delta_{s, 1} h_{j, l}-d_{\left.j_{\mu}, l\right)}\right)\right. \\
& +\frac{1}{m_{\mu} m_{p}}\left(-2\left(Z Z_{\mu}^{2}+Z Z_{p}^{2}-\frac{Z^{2}}{3}+Z_{\mu}^{3} \kappa_{p}^{\mathrm{had}}\right) \delta_{l, 0}-\frac{14}{3} Z^{2} \frac{1-\delta_{l, 0}}{l(l+1)(2 l+1)}\right. \\
& +\frac{14}{3} Z^{2} \delta_{l, 0}\left(1-\frac{1}{n}+2 S_{1}(n)+2 \ln \left(\frac{2 \alpha m_{r}}{n \nu}\right)\right)+\frac{8}{3}\left(Z Z_{\mu}^{2}+Z Z_{p}^{2}+Z_{\mu}^{3} \kappa_{p}^{\mathrm{had}}\right) \delta_{s, 1} \delta_{l, 0} \\
& +\frac{1-\delta_{l, 0}}{l(l+1)(2 l+1)}\left(\frac{1}{2}\left(Z Z_{\mu}^{2}+Z Z_{p}^{2}+Z_{\mu}^{3} \kappa_{p}^{\mathrm{had}}\right) \delta_{s, 1} c_{j, l}\right. \\
& \left.\left.+2 Z Z_{p}^{2} \delta_{s, 1} h_{j, l}+Z\left(Z_{\mu}^{2}-Z_{p}^{2}\right) d_{j_{\mu}, l}\right)\right)+\frac{2 Z^{2} \delta_{l, 0}}{m_{\mu}^{2}-m_{p}^{2}}\left(\frac{m_{p}}{m_{\mu}}\left(\frac{1}{3}+\ln \left(\frac{m_{\mu}^{2}}{\nu^{2}}\right)\right)\right. \\
& \left.\left.+\frac{m_{\mu}}{m_{p}}\left(\frac{1}{3}+\ln \left(\frac{m_{p}^{2}}{\nu^{2}}\right)\right)+\ln \left(\frac{m_{\mu}^{2}}{m_{p}^{2}}\right)\left(3-4 \delta_{s, 1}\right)\right)-\frac{8 Z_{p} Z_{\mu}}{15 m_{\tau}^{2}} \delta_{l, 0}\right\} \\
& -\frac{m_{r}^{3} Z^{3} \alpha^{3}}{\pi n^{3}} \delta_{l 0}\left[\frac{1}{m_{p}^{2}}\left(c_{3}^{\mathrm{had}}+\left(3-4 \delta_{s, 1}\right) c_{4}^{\mathrm{had}}\right)+16 \pi \alpha \frac{d_{2}^{\text {had }}}{m_{p}^{2}}\right], \tag{5.27}
\end{align*}
$$

where $S_{1}(n)$ is the $n$ harmonic number defined in Appendix A. Note that in this expression the hadronic corrections that scale as $\alpha^{2}: c_{3}^{\text {had }}, c_{4}^{\text {had }}$ and $\alpha d_{2}^{\text {had }}$ are also included, as they also produce an $m_{r} \alpha^{5}$ energy shift.

### 5.3 Ultrasoft effects: $\delta E_{L} \sim \mathcal{O}\left(m_{r} \alpha^{5}\right)$



Figure 5.2: Correction due to ultrasoft photons.
The interaction of the bound state with ultrasoft photons (symbolically pictured in Fig. 5.2) produces an energy shift of $\mathcal{O}\left(m_{r} \alpha^{5}\right)$. It has been computed in the $\overline{\mathrm{MS}}$ in Refs. 57, 58 for the case of hydrogen and positronium respectively. The application to muonic hydrogen is trivial, as we only have to rescale for the reduced mass. On top of that we introduce the changes for the case of particles with general charges $Z_{\mu}, Z_{p}$. Finally, the energy shift reads (in the $\overline{\mathrm{MS}}$ scheme)

$$
\begin{aligned}
\delta E_{n l}^{\mathrm{US}} & =\frac{2}{3}\left(\frac{Z_{\mu} m_{p}+Z_{p} m_{\mu}}{m_{p}+m_{\mu}}\right)^{2} \frac{\alpha}{\pi}\left(\left(\ln \frac{\nu}{m_{r}}+\frac{5}{6}-\ln 2\right)\left(\frac{Z e^{2}}{2}\right) \frac{\left|\phi_{n}(0)\right|^{2}}{m_{r}^{2}}\right. \\
& \left.\left.-\sum_{n^{\prime} \neq n}\left|\langle n| \frac{p}{m_{r}}\right| n^{\prime}\right\rangle\left.\right|^{2}\left(E_{n}-E_{n^{\prime}}\right) \ln \frac{m_{r}}{\left|E_{n}-E_{n^{\prime}}\right|}\right)
\end{aligned}
$$

$$
\begin{align*}
& \equiv \frac{m_{r} Z^{4} \alpha^{5}}{n^{3} \pi}\left(\frac{Z_{\mu} m_{p}+Z_{p} m_{\mu}}{m_{p}+m_{\mu}}\right)^{2}\left(\delta_{l, 0}\left(-\frac{4}{3}\left(\ln R(n, l)+\ln \frac{m_{r} Z^{2} \alpha^{2}}{\nu}\right)+\frac{10}{9}\right)\right. \\
& -\left(1-\delta_{l, 0} \frac{4}{3} \ln R(n, l)\right) \tag{5.28}
\end{align*}
$$

where $\left|\phi_{n}(0)\right|^{2}=\frac{1}{\pi}\left(\frac{m_{r} Z \alpha}{n}\right)^{3}$ and $\ln R(n, l)$ are the Bethe logarithms and are implicitly defined by the equality with Eq. 5.28 ). For their numerical values for the $2 S$ and $2 P$ states we have used the values quoted in Ref. 105.

We observe that $\delta E_{n, l}^{\mathrm{US}}$ is factorization scale dependent. Such dependence cancels with the scale dependence of Eq. 5.27). The sum of both contributions gives all the $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ corrections to the spectrum that are not associated to the electron VP:

$$
\begin{equation*}
\delta E_{n l j j_{\mu}}^{\mathcal{O}\left(\alpha^{5}\right), \mathrm{no}-\mathrm{VP}}=\delta E_{n l j j_{\mu}}^{V_{\mathrm{Vo}}^{(2,2)}}+\delta E_{n l}^{\mathrm{US}}, \tag{5.29}
\end{equation*}
$$

and is independent of the factorization scale. It can also be split into the different hadronic contributions, associated to the fact that the proton is not point-like, and the $\mathcal{O}\left(\alpha^{5}\right)$ contribution to the spectrum of two point-like particles (relevant for muonium) in the following way:

$$
\begin{equation*}
\delta E_{n l j j_{\mu}}^{\mathcal{O}\left(\alpha^{5}\right), \text { no- } \mathrm{VP}}=\delta E_{n l j j_{\mu}, \text { point-like }}^{\mathcal{O}\left(\alpha^{5}\right), \text { no }-\mathrm{VP}}+\delta E_{n l j j_{\mu}, d_{2}^{\text {had }}}^{\mathcal{O}\left(\alpha^{5}\right), \text { VP }}+\delta E_{n l j j_{\mu},,_{3}^{\text {chad }}}^{\mathcal{O}\left(\alpha^{5}\right), \mathrm{VP}}+\delta E_{n l j j_{\mu}, \text {, chad }}^{\mathcal{O}\left(\alpha_{4}^{5}\right)} \tag{5.30}
\end{equation*}
$$

Similar equations follow for the Lamb shift energy splitting: $\delta E_{L}^{\mathcal{O}\left(\alpha^{5}\right) \text {,no-VP }}$, although in this last case the contribution proportional to $c_{4}^{\text {had }}$ vanishes, since the spin-dependent term does not contribute to the average energy over polarizations.

The above computation keeps the complete proton and muon mass dependence. It is interesting to see the convergence of the $m_{\mu} / m_{p}$ expansion. We do so for $\delta E_{L, \text { point-like }}^{\mathcal{O}\left(\alpha^{5}\right) \text { no }}$, which has a non-trivial dependence on this ratio. The first orders of the expansion in this ratio can be found in Table 5.1, where one can observe a clear convergence.

| $\mathcal{O}\left(m_{\mu} \alpha^{5}\right) \frac{m_{\mu}^{n}}{m_{p}^{n}}$ | $\delta E_{L, \text { point-like }}^{\mathcal{O}\left(\alpha^{5}\right), \mathrm{Vo}}$ |
| :---: | :---: |
| $n=0$ | -0.900 meV |
| $n=1$ | 0.226 meV |
| $n=2$ | -0.054 meV |
| $n=3$ | 0.010 meV |

Table 5.1: Diferent orders of the expansion in $\frac{m_{\mu}^{n}}{m_{p}^{n}}$ for $\delta E_{L, \text { point-like }}^{\mathcal{O}\left(\alpha^{5}\right) \text { no-VP } . ~}$
Summing up to all orders, leads to the following $\mathcal{O}\left(\alpha^{5}\right)$ energy contribution to the Lamb shift

$$
\begin{equation*}
\delta E_{L, \text { point-like }}^{\mathcal{O}\left(\alpha^{5}\right), \text { no-VP }}=-0.71896 \mathrm{meV} \tag{5.31}
\end{equation*}
$$

which corresponds to the 7 th entry of Table 5.5. This result is very similar to the one computed by Pachucki's Ref. [105], where these effects sum up to $E\left(2 P_{1 / 2}-2 S_{1 / 2}\right)=-0.663-0.045-0.010=$ -0.718 meV at $\mathcal{O}\left(m_{\mu} \alpha^{5}\right)$. The difference between both computations is the inclusion of the Tau VP plus a finite term proportional to $1 / m_{p}^{2}$ in our computation. The latter is due to the fact that Eq.(51) in Ref. 105 is only computed with logarithmic accuracy, i.e. the finite terms are missing.

## 5.4 $1 / m_{\mu}^{2}$ hadronic corrections: $\delta E_{L} \sim \mathcal{O}\left(m_{r} \alpha^{5}\right)$

We now consider the hadronic corrections. The energy shift associated to the hadronic VP can be fully obtained from dispersion relations (Ref. [66]) and reads

$$
\begin{equation*}
\delta E_{L, d_{2}^{\text {dad }}}^{\mathcal{O}\left(\alpha^{5}\right), \mathrm{no}-\mathrm{VP}}=\frac{16 \alpha Z d_{2}^{\mathrm{had}}}{m_{p}^{2}}\left(\frac{m_{r} Z \alpha}{2}\right)^{3}=0.0111(2) \mathrm{meV} \tag{5.32}
\end{equation*}
$$

which corresponds to the 14th entry of Table 5.5.
Now we will focus on the energy shift associated to $c_{3}^{\text {had }}$, i.e. the hadronic contribution of TPE. Using the value found in Eq. 2.32 we obtain

$$
\begin{equation*}
\delta E_{L}^{\mathrm{TPE}} \equiv \delta E_{L, \alpha_{3}^{\text {chad }}}^{\mathcal{O}\left(\alpha^{5}\right), \mathrm{no}-\mathrm{VP}}=\frac{c_{3}^{\mathrm{had}}}{m_{p}^{2}} \frac{1}{\pi}\left(\frac{m_{r} Z \alpha}{2}\right)^{3}=0.0344(125) \mathrm{meV}, \tag{5.33}
\end{equation*}
$$

which corresponds to the 15th entry of Table 5.5. The energy shift associated to the TPE is typically split into its Born and polarizability contributions. For ease of comparison with previous results we compute it in the same way (see discussion in Chapter 3). Now we present our results each contribution and compare them with other determinations.

First we obtain the Born contribution to $\delta E_{L}^{\mathrm{TPE}}$, from the EFT.

$$
\begin{equation*}
\delta E_{L}^{\text {Born }}=\frac{c_{3, \text { Born }}}{m_{p}^{2}} \frac{1}{\pi}\left(\frac{m_{r} \alpha}{2}\right)^{3}, \tag{5.34}
\end{equation*}
$$

We quote our results in Table 5.2. The pure chiral result was already obtained in Ref. 60. The $\pi \& \Delta$ result corrects the evaluation made in that reference due to the error in its Eq. (61). Note that the new result is much more convergent, since the correction associated to the Delta is much smaller. On the other hand our result is now much more different with respect to standard values obtained from dispersion relations. We quote two of them in Table 5.2. One may wonder whether such difference is due to relativistic corrections. An estimate of the relativistic effects can be obtained from the analysis made in Ref. [105], which, however, is based on dipole form factors parameterizations. The difference between the relativistic and NR expression was found to be small $(\sim 3 \mu \mathrm{eV})$. It should be checked that this feature holds with different parameterizations. If so, the difference seems to be mainly due to the computation of the Zemach correction (see Table 3.1 and the discussion above).

| $\mu \mathrm{e}$ | DR | Ref. $[109]$ | Ref. $[110]$ | HBET | Ref. $[60](\pi)$ | $(\pi \& \Delta)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta E_{L}^{\text {Born }}$ |  | $23.2(1.0)$ | $24.7(1.6)$ |  | $10.1(5.1)$ | $8.3(4.3)$ |

Table 5.2: Predictions for the Born contribution to the $n=2$ Lamb shift. The first two entries correspond to dispersion relations. The last two entries are the predictions of HBET: The 3rd entry is the prediction of HBET at leading order (only pions) and the last entry is the prediction of HBET at leading order and NLO (pions and Deltas).

We now look at the contribution from the polarizability term. The pure pion contribution was already found in Ref. [61], which we confirm. Our full prediction including the Delta effects
reads

$$
\begin{equation*}
\delta E_{L}^{\mathrm{pol}}=\frac{c_{3, \mathrm{pol}}}{m_{p}^{2}} \frac{1}{\pi}\left(\frac{m_{r} \alpha}{2}\right)^{3}=18.51(\pi-\mathrm{loop})-1.58(\Delta-\text { tree })+9.25(\pi \Delta-\mathrm{loop})=26.2(10.0) \mu \mathrm{eV} \tag{5.35}
\end{equation*}
$$

In Table 5.3 we compare our determination with previous results. Most of them are obtained by a combination of dispersion relations plus some modelling of the subtraction term that we discuss below. The analysis of Ref. $\sqrt{72}$ has a different status. In this reference the polarizability correction was computed using $\mathrm{B} \chi \mathrm{PT}$ with only pions. Such computation treats the baryon relativistically. The result incorporates some subleading effects, which are sometimes used to give an estimate of higher order effects in HBChPT. Nevertheless, the computation also assumes that a theory with only baryons and pions is appropriate at the proton mass scale. This should be taken with due caution. Still, it would be desirable to have a deeper theoretical understanding of this difference, which may signal that relativistic corrections are important for the polarizability correction. In any case, the $\mathrm{B} \chi \mathrm{PT}$ computation differs of our chiral result by around $50 \%$ (this means around 1.5 times the error we use for the chiral contribution, once the Delta is incorporated in the calculation), which we consider reasonable.

We now combine the contribution from the Born and polarizability terms and summarize our final results for $\delta E_{L}^{\mathrm{TPE}}$ :

$$
\begin{equation*}
\delta E_{L}^{\mathrm{TPE}}=\delta E_{L}^{\mathrm{Born}}+\delta E_{L}^{\mathrm{pol}}=28.59(\pi)+5.86(\pi \& \Delta)=34.4(12.5) \mu \mathrm{eV} \tag{5.36}
\end{equation*}
$$

We would like to emphasize that this result is a pure prediction of the EFT. It is also the most precise expression that can be obtained in a model independent way, since $\mathcal{O}\left(m_{\mu} \alpha^{5} \frac{m_{\mu}^{3}}{\Lambda_{\mathrm{QCD}}^{3}}\right)$ effects are not controlled by the chiral theory and would require new counterterms. Our number is only marginally bigger than $\delta E_{L}^{\mathrm{TPE}}=33(2) \mu \mathrm{eV}$ Ref. 73 . This number is the one used in Ref. 20 for its determination of the proton radius. It is obtained as the sum of the elastic and inelastic terms from Ref. 110 and the subtraction term from Ref. 73 . Note that this evaluation is model dependent. Even though the low energy behavior of the FVCT was computed to $\mathcal{O}\left(p^{4}\right)$, this does not reflect in an improved determination of the polarizability correction, since an effective dipole form factor is used, not only at the $\rho$ mass scale, but also at the chiral scale. This problem also introduces a model dependence in its error estimate. Other existing determinations Refs. $109-111$ yield quite similar numbers but suffer from the same systematic uncertanties. In this respect our calculation is model independent and have completely different systematics. The fact that we obtain similar numbers gives further significance for the reliability of the proton radius determinations obtained in Refs. [20, 44]. On the other hand, one should not forget that the individual contributions are quite different, and the reasons for that should be further investigated. Yet it is quite remarkable that the total sum gives such similar numbers. Therefore, as stated above, the reason for such large discrepancies should be investigated. In the mean time we will stick to our model independent prediction from the effective theory.

It is also worth discussing the LEX approximation used in Ref. 72 . This approximation consists in setting $q_{0}=0$ everywhere except in the denominator in Eq. (3.46). For the pure chiral result, this approximation works remarkably well (18.51 (exact) vs 17.85 (LEX)). Nevertheless, such success does not survive the incorporation of the $\Delta$ particle. For the Delta tree-level contribution we find ( -1.58 (exact) vs $0(\mathrm{LEX}))$. The real problem appears from the one-loop pion-Delta result. For such contribution there are $1 / q_{0}$ singularities in the tensor that only cancel if the complete expression is used. Doing the LEX approximation leads to divergent expressions. Even
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more worrisome is the fact that, at present, there is no theoretical justification for using the LEX approximation for the integral in Eq. 3.46). It is not correct to assume that the photon energy that appears in the integral, $q_{0}$, corresponds to the energy in the atomic system. It rather reflects virtual fluctuations of order of the pion and muon mass (as well as of the $\Delta$ scale). Since those particles are relativistic at those scales it is theoretically incorrect, a priori, to neglect $q_{0}$. In any case, on the light of the good agreement for the pure chiral case, it would be interesting to see whether one could find a theoretical justification for such behavior.

|  | DR + Model |  |  |  | $\mathrm{B} \chi \mathrm{PT}(\pi)$ | $\operatorname{HBET}(\pi)$ | ( $\pi \& \Delta$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Ref. 109 | Ref. 111] | Ref. 110 | Ref. 112 | Ref. 72 | Ref. 61] | Ref. 44] |
| $\delta E_{L}^{\mathrm{pol}}(\mu \mathrm{eV})$ | 12(2) | 11.5 | 7.4(2.4) | 15.3(5.6) | $8.2\left({ }_{-2.5}^{+1.2}\right)$ | 18.5(9.3) | 26.2(10.0) |

Table 5.3: Predictions for the polarizability contribution to the $n=2$ Lamb shift. The first four entries use dispersion relations for the inelastic term and different modeling functions for the subtraction term. The number of the fourth entry has been taken from [72]. The 5th entry is the prediction obtained using $B \chi P T$. The last two entries are the predictions of HBET discussed in this paper. The 6th entry is the prediction at leading order (only pions) and the last entry is the prediction at leading and next-to-leading order (pions and Deltas).

The subtraction and inelastic terms in Eqs. (3.67) and 3.68 are individually divergent. If we set the ultraviolet cutoff in Eq. 3.69 to the $\rho$ mass, $\nu=m_{\rho}$, the energy shift of each term is one order of magnitude bigger $\sim-11.37 \mu \mathrm{eV}$ than the exact result for the sum. Obviously such contribution is fictitious and may alter the value of the individual terms. On the other hand it is possible to perform this splitting for the case of the pion and pion-Delta loop. We obtain the following:

$$
\begin{equation*}
\delta E_{L}^{\mathrm{sub}}(\pi-\mathrm{loop})=-1.62 \mu \mathrm{eV} ; \quad \delta E_{L}^{\mathrm{sub}}(\pi \Delta-\mathrm{loop})=-1.23 \mu \mathrm{eV} \tag{5.37}
\end{equation*}
$$

They are of the same magnitude. Their size is barely one order of magnitude smaller than the total polarizability term. For the case of the pion loop it is possible to obtain analytic expressions in the limit $m_{\mu}=m_{\pi}$, which is a rather good approximation:

$$
\begin{equation*}
\left.\delta E_{L}^{\mathrm{sub}}(\pi-\text { loop })\right|_{m_{\pi}=m_{\mu}}=-\frac{g_{A}^{2} \alpha^{5} m_{r}^{3}}{64 \pi^{2} F_{\pi}^{2}} \frac{m_{\mu}}{m_{\pi}}(-1+3 G-2 \ln 2)=-1.40 \mu \mathrm{eV} \tag{5.38}
\end{equation*}
$$

where $G \simeq 0.9160$ is the Catalan's constant. For these quantities the LEX approximation works quite well, both for the pion and the pion-Delta loop case. We find ${ }^{1}$

$$
\begin{equation*}
\delta E_{L, \mathrm{LEX}}^{\mathrm{sub}}(\pi-\mathrm{loop})=-1.23 \mu \mathrm{eV} ; \quad \delta E_{L, \mathrm{LEX}}^{\mathrm{sub}}(\pi \Delta-\mathrm{loop})=-0.91 \mu \mathrm{eV} \tag{5.40}
\end{equation*}
$$

which is again asking for a theoretical explanation of this relatively good agreement.
For comparison we show different values obtained for the subtraction and inelastic terms obtained in the literature in Table 5.4.

$$
\begin{align*}
& { }^{1} \text { For } m_{\mu}=m_{\pi} \text { an analytic expression can be found for the pion-loop case, Ref. 72: } \\
& \qquad\left.\delta E_{L, \mathrm{LEX}}^{\mathrm{sub}}(\pi-\mathrm{loop})\right|_{m_{\pi}=m_{\mu}}=-\frac{g_{A}^{2} \alpha^{5} m_{r}^{3}}{64 \pi^{2} F_{\pi}^{2}} \frac{m_{\pi}}{m_{\mu}}\left(\frac{1}{2}-G+\ln 2\right)=-1.08 \mu \mathrm{eV} \tag{5.39}
\end{align*}
$$

| $(\mu \mathrm{eV})$ | Ref. $[109$ | Ref. $[111]$ | Ref. $[110]$ | Ref. $[73]$ | Ref. $[112]$ | Ref. $[72]$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\delta E_{L}^{\text {sub }}$ | -1.8 | -2.3 | $-5.3(1.9)$ | $-4.2(1.0)$ | $2.3(4.6)^{(1)}$ | 3.0 |
| $\delta E_{L}^{\text {inel }}$ | 13.9 | 13.8 | $12.7(5)$ | --- | $13.0(6)$ | 5.2 |

Table 5.4: Values for the subtraction and inelastic terms that one can find in the literature. ${ }^{(1)}$ This number is the adjusted value of Ref. [112], given in Ref. [72].

## 5.5 $1 / m_{\mu}^{2}$ electron VP corrections: $\delta E_{L} \sim \mathcal{O}\left(m_{r} \alpha^{5}\right)$

We now compute the $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ energy shifts associated to the electron VP. They are produced by 2 nd order NR quantum mechanics perturbation theory of $V_{\mathrm{VP}}^{(0,2)} \sim \alpha^{2} / r$, together with the $V^{(2,1)} \sim \alpha / m^{2}$ and $V^{(3,0)} \sim 1 / m^{3}$ potentials, as well as by the correction due to the $V_{\mathrm{VP}}^{(2,2)} \sim$ $\alpha^{2} / m^{2}$ potential. This sum constitutes a well defined set, as it can be parametrically distinguished from other contributions (formally through the number of light fermions). The energy shift then reads

$$
\begin{align*}
& \delta E_{n l}^{V_{\mathrm{vP}}^{(2,2)}}+\delta E_{n l}^{V^{(2,1)} \times V_{\mathrm{vP}}^{(0,2)}}+\delta E_{n l}^{V^{(3,0)} \times V_{\mathrm{VP}}^{(0,2)}} \\
& =\left\langle\psi_{n l}\right| V_{\mathrm{VP}}^{(2,2)}\left|\psi_{n l}\right\rangle+2\left\langle\psi_{n l}\right|\left(V^{(2,1)}+V^{(3,0)}\right) \frac{1}{\left(E_{n l}-h\right)^{\prime}} V_{\mathrm{VP}}^{(0,2)}\left|\psi_{n l}\right\rangle . \tag{5.41}
\end{align*}
$$

For the Lamb shift corrections we obtain the explicit expressions

$$
\begin{align*}
\delta E_{L}^{V_{\mathrm{VP}}^{(2,2)}} & =\left(m_{r} Z \alpha\right)^{3} \frac{\alpha}{8} \frac{\alpha}{\pi} \int_{4}^{\infty} d q^{2} \frac{u\left(q^{2}\right)}{q^{2}}  \tag{5.42}\\
& \times\left\{-\frac{1}{2}\left(\frac{Z_{p} c_{D}^{(\mu)}}{m_{\mu}^{2}}+\frac{Z_{\mu} c_{D}^{(p)}}{m_{p}^{2}}\right) \frac{(1+2 \beta q)(1+2 \beta q(1+\beta q))}{(1+\beta q)^{4}}+\frac{Z}{m_{\mu} m_{p}} \frac{1+2 \beta q}{(1+\beta q)^{2}}\right. \\
& \left.-\frac{Z_{p}}{3}\left(\frac{c_{S}^{(\mu)}}{2 m_{\mu}^{2}}+\frac{c_{F}^{(\mu)}}{m_{\mu} m_{p}}\right)\left(\frac{3 \beta q+1}{(\beta q+1)^{3}}\right)\right\}=-\left(0.027714+0.0112 \frac{r_{p}^{2}}{\mathrm{fm}^{2}}\right) \mathrm{meV} \\
& +\mathcal{O}\left(\alpha^{6}\right),
\end{align*}
$$

$$
\begin{aligned}
& \delta E_{L}^{V_{V \mathrm{PP}}^{(0,2)} \times V^{(2,1)}}+\delta E_{L}^{V_{\mathrm{VP}}^{(0,2)} \times V^{(3,0)}}=\left(m_{r} Z \alpha\right)^{3} \frac{\alpha}{2} \frac{\alpha}{\pi} \int_{4}^{\infty} d q^{2} \frac{u\left(q^{2}\right)}{q^{2}} \\
& \times\left\{\frac { m _ { r } } { 6 } ( \frac { Z } { m _ { \mu } ^ { 3 } } + \frac { Z } { m _ { p } ^ { 3 } } ) \left(-\frac{4\left(1+3 q^{2} \beta^{2}\right)}{(1+q \beta)^{4}} \ln \left(\frac{1}{1+q \beta}\right)\right.\right. \\
& \left.+\frac{16+64 q \beta+53 q^{2} \beta^{2}+81 q^{3} \beta^{3}+24 q^{4} \beta^{4}}{4(1+q \beta)^{5}}\right)+\frac{Z}{m_{\mu} m_{p}}\left(-\frac{1+4 q^{2} \beta^{2}}{(1+q \beta)^{4}} \ln \left(\frac{1}{1+q \beta}\right)\right. \\
& \left.+\frac{(3+11 q \beta)\left(1+q^{2} \beta^{2}\right)}{4(1+q \beta)^{5}}\right)+\frac{1}{2}\left(\frac{Z_{p} c_{D}^{(\mu)}}{m_{\mu}^{2}}+\frac{Z_{\mu} c_{D}^{(p)}}{m_{p}^{2}}\right)\left(-\frac{3+11 q \beta+4 q^{2} \beta^{2}+12 q^{3} \beta^{3}+4 q^{4} \beta^{4}}{4(1+q \beta)^{5}}\right. \\
& \left.\left.+\frac{1+2 q^{2} \beta^{2}}{(1+q \beta)^{4}} \ln \left(\frac{1}{1+q \beta}\right)\right)+\frac{Z_{p}}{3}\left(\frac{c_{S}^{(\mu)}}{2 m_{\mu}^{2}}+\frac{c_{F}^{(\mu)}}{m_{\mu} m_{p}}\right)\left(-\frac{3+11 q \beta+4 q^{2} \beta^{2}}{4(1+q \beta)^{5}}+\frac{\ln \left(\frac{1}{1+q \beta}\right)}{(1+q \beta)^{4}}\right)\right\}
\end{aligned}
$$

$$
\begin{equation*}
=\left(0.046473-0.016953 \frac{r_{p}^{2}}{\mathrm{fm}^{2}}\right) \mathrm{meV}+\mathcal{O}\left(\alpha^{6}\right) . \tag{5.43}
\end{equation*}
$$

For this last result we have used Eq. (5.8). Summing up both contributions, Eqs. (5.42) and (5.43), we obtain

$$
\begin{align*}
& \delta E_{L}^{V_{\mathrm{VP}}^{(2,2)}}+\delta E_{L}^{V^{(2,1)} \times V_{\mathrm{VP}}^{(0,2)}}+\delta E_{L}^{V^{(3,0)} \times V_{\mathrm{VP}}^{(0,2)}} \\
& =m_{r} \alpha^{5} 0.0095460-m_{r} \alpha^{5} 0.01433 \frac{r_{p}^{2}}{\mathrm{fm}^{2}}=\left(0.018759-0.0282 \frac{r_{p}^{2}}{\mathrm{fm}^{2}}\right) \mathrm{meV} \tag{5.44}
\end{align*}
$$

As we have already stated, this sum constitutes a well defined set, as it can be parametrically distinguished from other contributions (formally through the number of light fermions). This is also so for each individual term in the last equality in Eq. (5.44). The first term corresponds to assuming the proton to be point-like (switching off the proton radius contribution) and gives the viii) entry in Table 5.5. This contribution was first computed in Ref. 105 and later corrected in Refs. [113, 114]. Nevertheless, a different number has been obtained in two recent analyses Refs. 104, 115. We confirm this last number, which is the one we quote in Table 5.5.

The term proportional to the proton radius in Eq. (5.44) emanates from the coefficient $c_{D}^{(p)}$. It corresponds to the xi) entry of the table and it is in agreement with the result found in Ref. [105].

## $5.6 \mathcal{O}\left(m_{r} \alpha^{6} \times \ln \right)$ effects

The first eight entries in Table 5.5 give the complete $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ result for a point-like proton. In this result we have kept the exact mass dependence. The $\mathcal{O}\left(m_{r} \alpha^{6}\right)$ contribution is dominated by the logarithmic enhanced terms. Here, we compute the leading ones. We assign a general counting of $m_{r} / m_{p} \lesssim \ln \alpha \sim \ln \left(m_{e} / m_{\mu}\right)$. Therefore, we only compute those contributions at leading order in the $m_{r} / m_{p}$ expansion, i.e. those where the proton is infinitely massive. If we switch off electron VP effects (i.e. we switch off the interaction with the electron) the system corresponds to the standard hydrogen situation, which has no $\mathcal{O}\left(m_{r} \alpha^{6} \ln \alpha\right)$ effects. Actually, this is also true if we consider the case of muonium (with finite recoil effects), which again has no $\mathcal{O}\left(m_{r} \alpha^{6} \ln \alpha\right)$ effects. The reason is that the sum of all possible contributions vanishes for the case of the Lamb shift, since the effective energy shift, Ref. [116], is

$$
\begin{equation*}
\delta E_{n l s}=\frac{1}{3} \frac{m_{r}^{5}}{m_{p}^{2} m_{\mu}^{2}} \alpha^{6} \ln \frac{1}{\alpha}\left(\delta_{s 1}-\frac{3}{4}\right) \frac{\delta_{l 0}}{n^{3}}, \tag{5.45}
\end{equation*}
$$

which vanishes for the Lamb shift (for simplicity we set $Z_{p}=Z_{\mu}=1$ in this section). Therefore, we can actually claim that all the $\mathcal{O}\left(m_{r} \alpha^{6} \ln \alpha\right)$ logarithms are generated by the electron VP (for a point-like proton). Note that this would also be true if we consider proton-recoil corrections. In any case, as we have already mentioned, here we only consider the infinite proton mass limit. In this limit, for a point-like proton, only two contributions are produced (both of them generated by electron VP effects), listed in the the ix) and x ) entries of Table 5.5. which we now discuss.

The 9 th entry is due to the logarithmic-enhanced $\mathcal{O}\left(\alpha^{2}\right)$ corrections to the $c_{D}^{(\mu)}$ Wilson coefficient (see Eq. 2.19 ) that appear in the tree-level potential (see the $c_{D}^{(p)}$-dependent term of

Eq. (4.24)). It produces an $\alpha^{3} / m_{\mu}^{2} \times$ logarithm-potential, the expectation value of which gives the following energy shift to the spectrum

$$
\begin{equation*}
\delta E_{n l}=\left.\frac{m_{r}^{3} \alpha^{4}}{2 m_{\mu}^{2}} \frac{c_{D}^{(\mu)}}{n^{3}} \delta_{l 0}\right|_{\mathcal{O}\left(\alpha^{6} \ln \right)} \tag{5.46}
\end{equation*}
$$

and to the Lamb shift

$$
\begin{equation*}
\delta E_{L}=-m_{r} \alpha^{6} 0.08885=-0.0012741 \mathrm{meV} \tag{5.47}
\end{equation*}
$$

which is the number that we quote in the 9 th entry of Table 5.5.
The 10th entry in Table 5.5 is generated in the same way as the 8 th entry but multiplied by the (logarithmic enhanced) $\mathcal{O}(\alpha)$ term of $c_{D}^{(\mu)}(\nu)$ (see Eqs. 2.19) and 5.42):

$$
\begin{align*}
\left.\delta E_{L}^{V_{\mathrm{VP}}^{(2,2)}}\right|_{\mathcal{O}\left(\alpha^{6}\right)} & =-\left(m_{r} \alpha\right)^{3} \frac{\alpha}{16} \frac{\alpha}{\pi} \int_{4}^{\infty} d q^{2} \frac{u\left(q^{2}\right)}{q^{2}} \frac{c_{D}^{(\mu)}}{m_{\mu}^{2}}\left\{\frac{(1+2 \beta q)(1+2 \beta q(1+\beta q))}{(1+\beta q)^{4}}\right. \\
& \left.+\frac{4 \beta^{4} q^{4}+12 \beta^{3} q^{3}+4 \beta^{2} q^{2}+11 \beta q+3}{(\beta q+1)^{5}}-\frac{4\left(2 \beta^{2} q^{2}+1\right) \ln \left(\frac{1}{\beta q+1}\right)}{(\beta q+1)^{4}}\right\}\left.\right|_{\mathcal{O}\left(\alpha^{6} \ln \right)} \tag{5.48}
\end{align*}
$$

The $\nu$ dependence gets regulated by the ultrasoft scale, which we set to $\nu=m_{\mu} \alpha^{2}$, producing the number

$$
\begin{equation*}
\left.\delta E_{L}^{V_{\mathrm{VP}}^{(2,2)}}\right|_{\mathcal{O}\left(\alpha^{6} \ln \right)}=-m_{r} \alpha^{6} 0.31644=-0.004538 \mathrm{meV} \tag{5.49}
\end{equation*}
$$

which we quote in the 10th entry in Table 5.5 .
Both computations were considered before in Ref. [105]. We agree with them for the significant digits given in that reference. It is also interesting to see that both contributions can be understood from a renormalization group analysis in some appropriate limit Ref. [117. This analysis also gives us information on the logarithmic structure of the recoil, $m_{r} / m_{p}$, corrections. At this order extra logarithmic terms appear. Nevertheless, they are at most linear: $\mathcal{O}\left(m_{\mu} \alpha^{6} \frac{m_{r}}{m_{p}} \ln \alpha\right)$, i.e. there are no $\mathcal{O}\left(m_{r} \alpha^{6} \frac{m_{\mu}}{m_{p}} \ln ^{2} \alpha\right)$ terms, contrary to the claim in Ref. 104 .

For a point-like proton this computation would finish our analysis. The error would be due to uncomputed contributions of $\mathcal{O}\left(m_{r} \alpha^{6}\right)$ and $\mathcal{O}\left(m_{r} \alpha^{6} \frac{m_{\mu}}{m_{p}} \ln \alpha\right)$. In Refs. 107,118 several terms of this order were computed. We use these analyses to estimate the error. Specially useful to us are the (a) and (d) entries in Table IV of the last reference. They are related with the large logarithmic contributions discussed above but also include some finite pieces. We take the difference with the pure logarithmic terms for the generic $\mathcal{O}\left(m_{r} \alpha^{6}\right)$ error. Taking instead $1 / 2$ of the sum of the 9 th and 10th entries yields a similar error: $\sim 3 \mu \mathrm{eV}$. This is the error we quote in the first term of Eq. 5.51, which encodes all the QED-like contributions assuming the proton to be point-like.

We now consider the $\mathcal{O}\left(m_{r} \alpha^{6} \ln \alpha\right)$ correction associated to the proton radius. It scales like $\mathcal{O}\left(m_{r} \alpha^{6} \ln \alpha \times m_{r}^{2} r_{p}^{2}\right)$ and has been computed in Ref. 119. Such effect would be generated by the 2 nd order perturbation theory of the delta potential (note that a similar effect would also
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exist in the analogous hydrogen computation). The infrared behaviour of this computation would be regulated by the inverse Bohr radius generated by the bound state dynamics, $\sim m_{\mu} \alpha$. The ultraviolet behaviour gets regulated by energy scales of order $m_{\mu} \sim m_{\pi}$. This produces the large logarithm: $\ln \left(\left(m_{\mu} \alpha\right) / m_{\mu}\right)=\ln \alpha$. The explicit correction reads

$$
\begin{equation*}
\delta E_{L}=\frac{2 \pi}{3}\left[\frac{m_{r}^{3} \alpha^{3}}{2^{3} \pi}\right] r_{p}^{2} \alpha^{3} \ln \alpha=-0.0014 \frac{r_{p}^{2}}{\mathrm{fm}^{2}}, \tag{5.50}
\end{equation*}
$$

and it is listed in the 13th entry of Table 5.5. We use $1 / 2$ of this result for the error of the $r_{p}^{2}$ coefficient in Eq. 5.51.

| i) | $\mathcal{O}\left(m_{r} \alpha^{3}\right)$ | $V_{\mathrm{VP}}^{(0)}$ | Eq. 55.9 | 205. 00737 |
| :---: | :---: | :---: | :---: | :---: |
| ii) | $\mathcal{O}\left(m_{r} \alpha^{4}\right)$ | $V_{\mathrm{VP}}^{(0)}$ | Eq. (5.11) | 1. 50795 |
| iii) | $\mathcal{O}\left(m_{r} \alpha^{4}\right)$ | $V_{\mathrm{VP}}^{(0)}$ | Eq. (5.14) | 0. 15090 |
| iv) | $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ | $V_{\mathrm{VP}}^{(0)}$ | Eq. (5.18) | 0. 00752 |
| v) | $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ | $V_{\text {LbL }}^{(0)}$ | Eq. 5.19 | -0.00089(2) |
| vi) | $\mathcal{O}\left(m_{r} \alpha^{4} \times \frac{m_{\mu}^{2}}{m_{p}^{2}}\right)$ | $V^{(2,1)}+V^{(3,0)}$ | Eq. 5.26 | 0. 05747 |
| vii) | $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ | $V_{\mathrm{no}-\mathrm{VP}}^{(2,2)}+$ ultrasoft | Eq. (5.31) | -0. 71896 |
| viii) | $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ | $V_{\mathrm{VP}}^{(2,2)}+V^{(2,1)} \times V_{\mathrm{VP}}^{(0,2)}$ | Eq. (5.44) | 0. 01876 |
| ix) | $\mathcal{O}\left(m_{r} \alpha^{6} \times \ln \left(\frac{m_{\mu}}{m_{e}}\right)\right)$ | $V^{(2,3)} ; c_{D}^{(\mu)}$ | Eq. (5.47) | -0. 00127 |
| x) | $\mathcal{O}\left(m_{r} \alpha^{6} \times \ln \alpha\right)$ | $V_{\mathrm{VP}}^{(2,3)} ; c_{D}^{(\mu)}$ | Eq. (5.49) | -0. 00454 |
| xi) | $\mathcal{O}\left(m_{r} \alpha^{4} \times m_{r}^{2} r_{p}^{2}\right)$ | $V^{(2,1)} ; c_{D}^{(p)} ; r_{p}^{2}$ | Eq. (5.26) | $-5.19745 \frac{r_{p}^{2}}{f_{m}^{2}}$ |
| xii) | $\mathcal{O}\left(m_{r} \alpha^{5} \times m_{r}^{2} r_{p}^{2}\right)$ | $V_{\mathrm{VP}}^{(2,2)} ; c_{D}^{(p)} ; r_{p}^{2}$ | Eq. (5.44) | $-0.02815 \frac{r_{p}^{2}}{\mathrm{fm}^{2}}$ |
| xiii) | $\mathcal{O}\left(m_{r} \alpha^{6} \ln \alpha \times m_{r}^{2} r_{p}^{2}\right)$ | $V^{(2,3)} ; c_{D}^{(p)} ; r_{p}^{2}$ | Eq. 5.50 ) | $-0.00136 \frac{r_{p}^{2}}{f^{2}}$ |
| xiv) | $\mathcal{O}\left(m_{r} \alpha^{5} \times \frac{m_{r}^{2}}{m_{\rho}^{2}}\right)$ | $V_{\mathrm{VP}_{\text {had }}}^{(2)} ; d_{2}^{\text {had }}$ | Eq. (5.32) | 0. 0111(2) |
| xv) | $\mathcal{O}\left(m_{r} \alpha^{5} \times \frac{m_{r}^{2}}{m_{\rho}^{2}} \frac{m_{\mu}}{m_{\pi}}\right)$ | $V^{(2)} ; c_{3}^{\text {had }}$ | Eq. 5.33 | 0. 0344(125) |

Table 5.5: The different contributions to the Lamb shift in muonic hydrogen in meV units.

### 5.7 The proton radius

Summarizing all contributions, our final prediction for the Lamb shift reads

$$
\begin{align*}
& \Delta E_{L}^{\mathrm{this} \text { work }}=\left[206.070(13)-5.2270(7) \frac{r_{p}^{2}}{\mathrm{fm}^{2}}\right] \mathrm{meV}  \tag{5.51}\\
& =\left[206.0243(30)-5.2270(7) \frac{r_{p}^{2}}{\mathrm{fm}^{2}}+0.0455(125)\right] \mathrm{meV} \tag{5.52}
\end{align*}
$$

In the last equality the first term is the pure QED result, and its error is the estimate of the $\mathcal{O}\left(m_{\mu} \alpha^{6}\right)$ effects. The error of the coefficient of the term proportional to $r_{p}^{2}$ is the estimated
size of the $\mathcal{O}\left(m_{\mu} \alpha^{6}\left(m_{\mu} r_{p}\right)^{2}\right)$ terms. The last term encodes the $r_{p}$-independent hadronic effects. The error is the assigned uncertainty due to unknown terms of $\mathcal{O}\left(m_{\mu} \alpha^{5} \frac{5_{\mu}^{3}}{m_{\rho}^{3}}\right)$. Using Eq. (1.1) we obtain

$$
\begin{equation*}
r_{p}=0.8412(15) \mathrm{fm}, \tag{5.53}
\end{equation*}
$$

where the theoretical and experimental errors have been combined in quadrature. Nevertheless, the latter is completely subdominant with respect to the total error, which is fully dominated by the hadronic effects.

Our central value is basically equal to the one quoted in [20] (even though some individual terms are quite different) but has significantly larger errors. The main reason is that the error associated to the two-photon exchange contribution is larger in our case, as it is the most one can do without model dependent assumptions. Nevertheless, we emphasize that with our model independent analysis, which yields a $6.8 \sigma$ discrepancy with respect to the CODATA value, we give a model independent significance to the proton radius puzzle.

## Chapter 6

## Conclusions

In the first part of this dissertation we have established the necessary pNRQED terms that allow us to determine the Lamb shift in muonic hydrogen up to uncomputed terms of $\mathcal{O}\left(m_{\mu} \alpha^{5} \frac{m_{\mu}^{3}}{\Lambda_{\mathrm{QCD}}^{3}}, m_{\mu} \alpha^{6}\right)$. Most importantly, for the relevant four-fermion Wilson coefficients, we have performed the matching of HBET to NRQED. The hadronic part of these coefficients arises from the TPE. In order to obtain it, we have computed the FVCT at leading order including the contributions of the pion and the Delta particle. This allows us to obtain a model independent prediction of the muonic hydrogen Lamb shift.

We have computed the spin-dependent and spin-independent structure functions of the FVCT of the proton at $\mathcal{O}\left(p^{3}\right)$ in HBChPT including the Delta particle. We include it not only because the Delta is the closest resonance to the proton (see [29]), but also because in the large $N_{c}$ limit the Delta and the proton become degenerate in mass 32 . Moreover, we have given $D$-dimensional expressions for these functions. Those are relevant for future higher order loop computations. We have compared our results with previous computations. The $D=4$ expressions for the spindependent structure functions were computed in Ref. 63]. We agree with their results. The $D=4$ expressions for the pure chiral (without Delta contributions) spin-independent structure functions were computed in Ref. [61]. We agree with their results too. The Delta-associated contributions to the spin-independent structure functions are computed in this work for the first time. We also profit to present all these results obtained throughout the years in a unified form.

We have used these results to determine the leading chiral and large $N_{c}$ structure of $c_{3}^{p l_{i}}$ and $c_{4}^{p l_{i}}$, or, in other words, to determine their non-analytic dependence on $m_{q}$ and $N_{c}$. The fact that we have full control over the quark mass dependence makes our result very useful for eventual lattice determinations of these quantities. In lattice simulations, by fine tuning the mass we can identify the results obtained in this work and up to which mass the chiral is a good approximation. One could also vary $N_{c}$ to check how well the large- $N_{c}$ approximation works.

These Wilson coefficients appear in the hyperfine splitting (spin-dependent) and the Lamb shift (spin-independent) in hydrogen and muonic hydrogen. The relevant Wilson coefficient for the Lamb shift, $c_{3}^{p l_{i}}$, is chiral enhanced. Therefore, the $\mathcal{O}\left(p^{3}\right)$ chiral result is a pure prediction of the effective theory, which we use to determine Eq. (5.36), the energy shift associated to the (hadronic) TPE of the Lamb shift.

We would like to emphasize that Eq. (5.36) is the most precise expression that can be obtained in a model independent way, since $\mathcal{O}\left(m_{\mu} \alpha^{5} \frac{m_{\mu}^{3}}{\Lambda_{\mathrm{QCD}}^{3}}\right)$ effects are not controlled by the chiral theory and would require new counterterms. Our final number is quite similar to previous estimates
existing in the literature. Nevertheless, those computations require the splitting of the TPE contribution into different terms. Such terms are then computed using different dispersion relations, except for a subtraction term which requires modelling of its $Q^{2}$ dependence. In contrast, we have used the same method for all computations contributing to our result, yielding a parameter-free prediction. On the other hand, one should not forget that the individual contributions we obtain are quite different to other determinations, and the reasons for that should be further investigated. In this respect we have discussed what the effective theory has to say about the separation into Born, polarizability, inelastic and subtraction term. The Born contribution is related with the Zemach moments. We profit of our computation to give the prediction of the effective theory for some charge, $\left\langle r^{n}\right\rangle$, and Zemach, $\left\langle r^{n}\right\rangle_{(2)}$ moments. To finalise the matching of HBET to NRQED, we have also discussed the chiral dependence of the spin-dependent four-fermion Wilson coefficient, $c_{4}^{p l_{i}}$, and obtained the relation between $c_{4}^{p e}$ and $c_{4}^{p \mu}$ given by the effective theory.

All the contributions to the Lamb shift considered here are listed in Table 5.5. Their sum produces the theoretical prediction for the Lamb shift in Eqs. (5.51)-(5.52).

The first ten terms in Table 5.5 are those associated to a pure QED-like computation assuming the proton to be point-like. Their sum comprises the first term in Eq. 5.52 , and its error is the estimate of the $\mathcal{O}\left(m_{r} \alpha^{6}\right)$ effects.

As a by-product of this computation, we give in Appendix E the exact $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ expression for the muonium spectrum, keeping the complete mass dependence. It can be easily deduced from our muonic hydrogen computation by changing $m_{p} \rightarrow m_{\mu}$ and $m_{\mu} \rightarrow m_{e}$, and setting the hadronic coefficients, $d_{2}^{\tau}$, and the electron VP effects to zero.

The second line in Eq. 5.52 encodes all the corrections proportional to the proton radius, entries x)-xiii) in Table 5.5. The error of the coefficient of the term proportional to $r_{p}^{2}$ is the estimated size of the $\mathcal{O}\left(m_{r} \alpha^{6}\left(m_{\mu}^{2} r_{p}^{2}\right)\right)$ terms.

The last term encodes the $r_{p}^{2}$-independent hadronic effects. The error is the assigned uncertainty due to unknown terms of $\mathcal{O}\left(m_{r} \alpha^{5} \frac{m_{\mu}^{3}}{m_{\rho}^{3}}\right)$.

We emphasize that a partial incorporation of subleading corrections in $\alpha$ to the above expression will not improve the precision of the result (unless arguments in favor that such contributions dominant are found), as the uncertainty is still dominated by unknown parametric terms of order $m_{r} \alpha^{6}$. For an account of some of such corrections see Ref. 120 .

In order to obtain Eq. (5.51), the first and last term of Eq. 5.52 have been added and their error combined in quadrature. This, together with the experimental result in Eq. (1.1), yields the value for the proton radius quoted in Eq. (5.53), where the theoretical and experimental errors have been combined in quadrature. Nevertheless, the latter is completely subdominant with respect to the total error, which is fully dominated by the hadronic effects. In this respect it is also convenient to present our result in the following way

$$
\begin{align*}
& \Delta E_{L}=206.0243 \mathrm{meV} \\
& -\left[\frac{1}{\pi} \frac{m_{r}^{3} \alpha^{3}}{8}\right] \frac{\alpha}{m_{p}^{2}} \frac{r_{p}^{2}}{\mathrm{fm}^{2}}\left[47.3525+35.1491 \alpha+47.3525 \alpha^{2} \ln (1 / \alpha)\right] \\
& +\left[\frac{1}{\pi} \frac{m_{r}^{3} \alpha^{3}}{8}\right] \frac{1}{m_{p}^{2}}\left[c_{3}^{\mathrm{had}}+16 \pi \alpha d_{2}^{\mathrm{had}}\right] \\
& +\mathcal{O}\left(m_{r} \alpha^{6}\right) . \tag{6.1}
\end{align*}
$$

Note that since $c_{3}^{\text {had }} \sim \alpha^{2}$ and $\alpha d_{2}^{\text {had }} \sim \alpha^{2}$, the third line of the previous equation encodes all the hadronic effects unrelated to the proton radius of order $m_{r} \alpha^{5}$. This presentation of the result
where $r_{p}$ and $c_{3}^{\text {had }}$ are kept explicit could be important for the future. In the long term (once the origin of the proton radius puzzle is clarified) the natural place to provide the value of the proton radius is the hydrogen Lamb shift while, since $c_{3}^{\text {had }}$ is suppressed by an extra factor of the lepton mass, it should be best determined in muonic hydrogen. In this scenario a complete evaluation of the $\mathcal{O}\left(m_{r} \alpha^{6}\right)$ term may improve the precision of an eventual experimental determination of $c_{3}^{\text {had }}$. Note that throughout this discussion we assume that we can determine $d_{2}^{\text {had }}$ from alternative methods, like dispersion relations.

The value for the proton radius that we obtain is $6.8 \sigma$ away from the CODATA value. This quantifies, in a model independent way, the significance to the proton radius puzzle. In the near future several experiments will take place in order to shed some light on this long-standing issue. On the one hand, looking for measurements at lower momentum and to clarify the aforementioned problems with the e $p$-scattering data, various scattering experiments will take place: MAMI [121], JLAB [122], MUSE [123]. On the other hand, the puzzle may be related to problems in previous measurements of the hydrogen spectrum. Experiments as MPQ [124], Garching [125], Toronto [126] or LKB [127] will get new measurements of different energy splittings. Finally, muonic experiments are much newer and rare, presenting the need to both confirm the PSI muonic hydrogen results and measure other muonic bound states. Theoretical understanding of nuclear effects will be of primary importance for the interpretation of the next muonic measurements which will deal with states such as muonic deuterium and muonic helium.

## Part III

## Heavy quarkonium: the $B_{c}$ system

## Chapter 7

## Introduction

In Part [I] we established the appropriate EFT for systems bounded by the electromagnetic interaction, and with it we computed the Lamb shift in muonic hydrogen and the proton radius. We now move on to a similar but more complicated system. We want to study systems bounded by the strong interaction, in particular, those formed by a heavy quark and heavy anti-quark (i.e. heavy quarkonium) with different masses. The contents of this part of the thesis are based on the work published in 128 by the author.

In analogy to the case of muonic hydrogen, the dynamical properties of quark-antiquark systems near threshold ( $E \sim 2 m$ ) and with large quark masses can be obtained by solving a properly generalized NR Schrödinger equation. The use of EFTs, in particular of pNRQCD (Refs. [15 129], for reviews see Refs. 103 130]), allows us to quantify this connection, and to derive the Schrödinger equation and its corrections from the underlying theory, in a model independent and efficient way (see the discussion in Part $\mathbb{I}$. pNRQCD exploits both the NR nature of the problem and the wide hierarchy of the scales that govern the system:

$$
\begin{equation*}
m \gg m v \gg m v^{2} \cdots, \tag{7.1}
\end{equation*}
$$

where $m \sim m_{1} \sim m_{2} \sim m_{r} \gg \Lambda_{\mathrm{QCD}}$ and $v$ is the heavy-quark velocity in the center of mass frame.

In this work we focus on the extreme weak-coupling limit $m v^{2} \gg \Lambda_{\mathrm{QCD}}$, where the EFT can be summarized schematically by

$$
\left.\begin{array}{l}
\left(i \partial_{0}-\frac{\mathbf{p}^{2}}{2 m_{r}}-V^{(0)}(r)\right) \phi(\mathbf{r})=0  \tag{7.2}\\
+ \text { corrections to the potential } \\
\text { + interaction with other low-energy degrees of freedom }
\end{array}\right\} \text { pNRQCD. }
$$

Analogously to the QED case, a key ingredient in the EFT is the (heavy quarkonium) potential that appears in the Schrödinger equation. The potential is expanded in inverse powers of the heavy masses. At leading order in this expansion, i.e. $\mathcal{O}\left(m^{0}\right)$, it consists of the static potential $V^{(0)}$. Relativistic corrections are then further suppressed by inverse powers of the heavy quark masses. The potential is obtained by matching NRQCD Refs. 14,131 to pNRQCD. As we discussed in Part [ there are several ways to carry out the matching in practice. The most common three are: on-shell matching, off-shell matching and Wilson-loop matching.

In the on-shell matching one equates S-matrix elements of NRQCD and PNRQCD order by order in an expansion in the QCD coupling constant $\alpha_{\mathrm{S}}$ and the velocity $v\left(\sim \alpha_{\mathrm{s}}\right.$ in the
extreme weak-coupling regime). The S-matrix elements are defined for asymptotic external quark states satisfying the equations of motion (EOMs) of free quarks. This necessarily requires the incorporation of potential loops, i.e. loops with internal momenta $\left(k_{0}, \mathbf{k}\right) \sim\left(m v^{2}, m v\right)$, in both calculations, in order to carry out the matching. The reason is that the free-quark on-shell condition produces an imperfect cancellation between potential loops in NRQCD and pNRQCD, and mixes different orders in the $1 / m$ expansion. This obscures the mass dependence of the potential, as it invalidates a strict $1 / m$ expansion for the determination of the potentials. In other words, in the on-shell matching computation the potentials at a given order in $1 / m$ also receive contributions from matrix elements involving operators of higher order. On the other hand, the on-shell matching result for the potential is gauge invariant (to a fixed order in $v$ ), as so are the S-matrix elements.

In the off-shell matching one equates off-shell Green functions computed in NRQCD with the corresponding off-shell Green functions in pNRQCD (still respecting global energy-momentum conservation). In other words, external quark fields need not fulfil the free equations of motion. This allows us to perform the matching within a strict $1 / m$ expansion, since potential loops in NRQCD and pNRQCD exactly cancel each other. Hence we can keep exact track of the mass dependence of the resulting matching condition for the potentials. The drawback is that the expression we get from the off-shell matching for the individual potentials may depend on the gauge. The total expression for the potential, however, still yields of course gauge invariant results for observables, in particular for the bound state energies, within the accuracy of the computation. In addition, the potentials may acquire some energy dependence, of which one should get rid by using field redefinitions ${ }^{1}$

In the Wilson-loop matching one equates NRQCD and pNRQCD Green functions which are off-shell and gauge-invariant directly in position space. These Green functions are written in terms of Wilson loops with chromo-electric/magnetic insertions. Working in position space is obviously only a Fourier transformation and it is not the major difference with respect to the previous matching schemes. The key point is that the time of the quark and antiquark fields are set equal. This is not a restriction, and is in fact the natural thing to do for the heavy quark-antiquark system near threshold. We also incorporate gluon strings between the quark and the antiquark fields such that the whole system is gauge invariant. This description of the potential in terms of Wilson loops is also valid in the strong coupling regime. The details of how this matching is performed can be found in Refs. [42, 43]. In the static limit, it reduces to the original computation of the static potential by Wilson in Ref. 132 . The advantage of this procedure is twofold: the matching can be done in a strict $1 / m$ expansion with no need of potential loops, and closed expressions in terms of the aforementioned rectangular Wilson loops can be obtained for each potential. They are therefore explicitly gauge invariant. This makes this procedure quite appealing. We will see that both the static potential and the relativistic corrections can be efficiently computed using this method.

The heavy quarkonium potential is known with $\mathrm{N}^{3} \mathrm{LO}$ precision for the equal mass case in the on-shell matching scheme since 2002 Ref. [133]. Nevertheless, there are several reasons why we would like to know the heavy quarkonium potential with $\mathrm{N}^{3} \mathrm{LO}$ precision for the unequal mass case, and also in other matching schemes. Let us highlight two of them:

- The $B_{c}$ system: the LHC provides a unique opportunity to study the properties of the $B_{c}$ bound states in great detail. In particular, the possibility to measure a good deal of the $B_{c}$

[^11]spectrum and decays is now a reality, starting with the observation of the $B_{c}$ ground state at LCHb [134] (which was first observed by CDF [135]), and of an excited $B_{c}$ state consistent with $B_{c}(2 S)$ at ATLAS, Ref. 136. Obviously, a major ingredient in such analyses is a detailed knowledge of the heavy quarkonium potential and spectrum in the short distance limit. We will compute both in this work.

- The heavy quarkonium potential in terms of Wilson loops: It is possible to give closed expressions for the potentials in terms of Wilson loops that can be generalized beyond perturbation theory. They are therefore suitable objects for the study of the non-perturbative QCD dynamics by comparing different models with lattice simulations (the Wilson loop representation of the potentials indeed allows for exact results in the case of QED, e.g. that the $1 / m$ potential is zero to all orders Ref. $[42]$ ). For such analyses it is also important to control the short distance behavior of the potentials.

Another important motivation for this work is to set the ground for higher order computations of the potentials, which we stress again are key ingredients in any observable related to heavy quarkonium we can think of (spectrum, decays, NR sum rules, and $t \bar{t}$ production near threshold, ...). We would like to systematize their computation as much as possible, since, as one goes to higher orders, and as soon as ultrasoft effects start to play a role, the understanding of the relation of the computed potential to the EFT framework becomes compulsory.

In this respect, we believe that it is important to clarify the relation between the different matching schemes and to explore their advantages and disadvantages. The three matching methods mentioned above have been employed more or less independently over the years. However, the results obtained with these methods often differ, which makes a comparison difficult. On top of that, there is the problem of how to renormalize the potentials in pNRQCD , i.e. how the ultrasoft divergences are subtracted from the bare potentials. There is much freedom here as well. One can perform the subtraction in momentum or position space. In the latter case, one can define the subtraction for the potentials in $D=4+2 \epsilon$ or in four dimensions. These different subtraction/renormalization prescriptions give rise to different expressions for the renormalized potentials (even if all of them only account for soft physics), but not for physical observables. We also note that, while computations using on-shell/off-shell Green functions are naturally done in momentum space, the Wilson loop calculations are naturally carried out in position space (as is the computation of the spectrum). We will discuss these issues in some detail, putting a special emphasis on matching schemes that admit a strict $1 / m$ expansion of the potential.

In this work we will focus on the spin-independent potentials. The spin-dependent potentials are not affected by ultrasoft divergences, nor by field redefinitions, to the order required for the calculation of the heavy quarkonium mass with $\mathrm{N}^{3} \mathrm{LO}$ accuracy. Therefore, we will not consider them in detail in this work and only use known renormalized results for the final determination of the $B_{c}$ spectrum. Nevertheless, we will present the spin-dependent results in a form compatible with our EFT computation.

## Chapter 8

## Effective field theories: Matching NRQCD to pNRQCD

### 8.1 NRQCD

The NRQCD Lagrangian is defined uniquely up to field redefinitions. In this work we use the following Lagrangian density for a quark $\psi$ of mass $m_{1}$, an antiquark $\chi_{c}$ of mass $m_{2}$ and $n_{f}$ massless fermions $q_{i}$ to $\mathcal{O}\left(1 / m^{2}\right)$ 14, 67, 131, 137

$$
\begin{align*}
\mathcal{L}_{\mathrm{NRQCD}}= & \mathcal{L}_{g}+\mathcal{L}_{l}+\mathcal{L}_{\psi}+\mathcal{L}_{\chi_{c}}+\mathcal{L}_{\psi \chi_{c}},  \tag{8.1}\\
\mathcal{L}_{g}= & -\frac{1}{4} G^{\mu \nu a} G_{\mu \nu}^{a}+\frac{1}{4}\left(\frac{c_{1}^{g(1)}}{m_{1}^{2}}+\frac{c_{1}^{g(2)}}{m_{2}^{2}}\right) g f_{a b c} G_{\mu \nu}^{a} G^{\mu b}{ }_{\lambda} G^{\nu \lambda c},  \tag{8.2}\\
\mathcal{L}_{l}= & \sum_{i=1}^{n_{f}} \bar{q}_{i} i \not D q_{i}+\frac{\delta \mathcal{L}_{l}^{(1)}}{m_{1}^{2}}+\frac{\delta \mathcal{L}_{l}^{(2)}}{m_{2}^{2}},  \tag{8.3}\\
\delta \mathcal{L}_{l}^{(1)}= & \frac{c_{1}^{l l(1)}}{8} g^{2} \sum_{i, j=1}^{n_{f}} \bar{q}_{i} T^{a} \gamma^{\mu} q_{i} \bar{q}_{j} T^{a} \gamma_{\mu} q_{j}+\frac{c_{2}^{l l(1)}}{8} g^{2} \sum_{i, j=1}^{n_{f}} \bar{q}_{i} T^{a} \gamma^{\mu} \gamma_{5} q_{i} \bar{q}_{j} T^{a} \gamma_{\mu} \gamma_{5} q_{j} \\
& \quad+\frac{c_{3}^{l l(1)}}{8} g^{2} \sum_{i, j=1}^{n_{f}} \bar{q}_{i} \gamma^{\mu} q_{i} \bar{q}_{j} \gamma_{\mu} q_{j}+\frac{c_{4}^{l l(1)}}{8} g^{2} \sum_{i, j=1}^{n_{f}} \bar{q}_{i} \gamma^{\mu} \gamma_{5} q_{i} \bar{q}_{j} \gamma_{\mu} \gamma_{5} q_{j},  \tag{8.4}\\
\delta \mathcal{L}_{l}^{(2)}= & \delta \mathcal{L}_{l}^{(1)}((1) \rightarrow(2)),  \tag{8.5}\\
\mathcal{L}_{\psi}= & \psi^{\dagger}\left\{i D_{0}+\frac{c_{k}^{(1)}}{2 m_{1}} \mathbf{D}^{2}+\frac{c_{4}^{(1)}}{8 m_{1}^{3}} \mathbf{D}^{4}+\frac{c_{F}^{(1)}}{2 m_{1}} \boldsymbol{\sigma} \cdot g \mathbf{B}+\frac{c_{D}^{(1)}}{8 m_{1}^{2}}(\mathbf{D} \cdot g \mathbf{E}-g \mathbf{E} \cdot \mathbf{D})\right. \\
& \left.\quad+i \frac{c_{S}^{(1)}}{8 m_{1}^{2}} \boldsymbol{\sigma} \cdot(\mathbf{D} \times g \mathbf{E}-g \mathbf{E} \times \mathbf{D})\right\} \psi+\frac{\delta \mathcal{L}_{\psi l}^{(1)}}{m_{1}^{2}},  \tag{8.6}\\
\delta \mathcal{L}_{\psi l}^{(1)}= & \frac{c_{1}^{h l(1)}}{8} g^{2} \sum_{i=1}^{n_{f}} \psi^{\dagger} T^{a} \psi \bar{q}_{i} \gamma_{0} T^{a} q_{i}+\frac{c_{2}^{h l(1)}}{8} g^{2} \sum_{i=1}^{n_{f}} \psi^{\dagger} \gamma^{\mu} \gamma_{5} T^{a} \psi \bar{q}_{i} \gamma_{\mu} \gamma_{5} T^{a} q_{i}
\end{align*}
$$

[^12]\[

$$
\begin{gather*}
+\frac{c_{3}^{h l(1)}}{8} g^{2} \sum_{i=1}^{n_{f}} \psi^{\dagger} \psi \bar{q}_{i} \gamma_{0} q_{i}+\frac{c_{4}^{h l(1)}}{8} g^{2} \sum_{i=1}^{n_{f}} \psi^{\dagger} \gamma^{\mu} \gamma_{5} \psi \bar{q}_{i} \gamma_{\mu} \gamma_{5} q_{i}  \tag{8.7}\\
\mathcal{L}_{\chi_{c}}=\mathcal{L}_{\psi}\left(\psi \rightarrow \chi_{c}, g \rightarrow-g, T^{a} \rightarrow\left(T^{a}\right)^{T}, m_{1} \rightarrow m_{2},(1) \rightarrow(2)\right)  \tag{8.8}\\
\mathcal{L}_{\psi \chi_{c}}=-\frac{d_{s s}}{m_{1} m_{2}} \psi^{\dagger} \psi \chi_{c}^{\dagger} \chi_{c}+\frac{d_{s v}}{m_{1} m_{2}} \psi^{\dagger} \boldsymbol{\sigma} \psi \chi_{c}^{\dagger} \boldsymbol{\sigma} \chi_{c} \\
-\frac{d_{v s}}{m_{1} m_{2}} \psi^{\dagger} \mathrm{T}^{a} \psi \chi_{c}^{\dagger}\left(\mathrm{T}^{a}\right)^{T} \chi_{c}+\frac{d_{v v}}{m_{1} m_{2}} \psi^{\dagger} \mathrm{T}^{a} \boldsymbol{\sigma} \psi \chi_{c}^{\dagger}\left(\mathrm{T}^{a}\right)^{T} \boldsymbol{\sigma} \chi_{c} \tag{8.9}
\end{gather*}
$$
\]

Here $\psi$ is the NR fermion field represented by a Pauli spinor and $\chi_{c} \equiv-i \sigma_{2} \chi^{*}$ is the respective antifermion field also represented by a Pauli spinor. The matrix $\left(T^{a}\right)^{T}$ is the transpose of the $S U\left(N_{c}\right)$ generator $T^{a}$ in the fundamental representation, and $T^{a} \rightarrow\left(T^{a}\right)^{T}$ in Eq. 8.8) only applies to the matrices contracted with the heavy quark color indexes. The components of the vector $\boldsymbol{\sigma}$ are the Pauli matrices. We define $i D^{0}=i \partial^{0}-g A^{0}, i \mathbf{D}=i \boldsymbol{\nabla}+g \mathbf{A}, \mathbf{E}^{i}=G^{i 0}$ and $\mathbf{B}^{i}=-\epsilon_{i j k} G^{j k} / 2$, where $\epsilon_{i j k}$ is the three-dimensional totally antisymmetric tensor with $\epsilon_{123}=1$ and $(\mathbf{a} \times \mathbf{b})^{i} \equiv \epsilon_{i j k} \mathbf{a}^{j} \mathbf{b}^{k}$. For a list of the relevant Feynman rules derived from Eq. (8.1) we refer e.g. to Appendix B.2.

Due to reparametrization invariance, we know that $c_{k}^{(i)}=c_{4}^{(i)}=1$ and $c_{S}^{(i)}=2 c_{F}^{(i)}-1$, Ref. [67]. In Ref. [138], $c_{F}$ was computed with NLO accuracy. The other NLO Wilson coefficients to $\mathcal{O}\left(1 / m^{2}\right)$ were computed for the light and one heavy-quark sector in Ref. 67] and for the two heavy-quark sector in Ref. [71], both in Feynman gauge (FG). Here we only list the Wilson coefficients that are directly relevant for our analysis.$^{2}$ Their bare expressions read

$$
\begin{align*}
c_{F}^{(i)}= & c_{F}^{(i) \overline{\mathrm{MS}}}(\nu)-c_{F}^{(i)} C_{A} \frac{g_{B}^{2} \bar{\nu}^{2 \epsilon}}{(4 \pi)^{2}} \frac{1}{\epsilon}+\mathcal{O}(\epsilon)  \tag{8.11}\\
c_{D}^{(i)}= & c_{D}^{(i) \overline{\mathrm{MS}}}(\nu)-\left(\frac{2}{3} C_{A} c_{D}^{(i)}-\frac{16}{3} C_{F}-\frac{1}{3} C_{A}-\frac{5}{3} C_{A} c_{F}^{(i) 2}+\frac{4}{3} T_{F} n_{f} c_{1}^{h l(i)}\right) \frac{g_{B}^{2} \bar{\nu}^{2 \epsilon}}{(4 \pi)^{2}} \frac{1}{\epsilon}+\mathcal{O}(\epsilon),  \tag{8.12}\\
d_{s s}= & d_{s s}^{\overline{\mathrm{MS}}}(\nu)-C_{F}\left(\frac{C_{A}}{2}-C_{F}\right) \frac{g_{B}^{4} \bar{\nu}^{\epsilon \epsilon}}{(4 \pi)^{2}} \frac{1}{\epsilon}+\mathcal{O}(\epsilon),  \tag{8.13}\\
d_{v s}= & d_{v s}^{\overline{\mathrm{MS}}}(\nu)-\left[2 C_{F}-\frac{3 C_{A}}{4}+\frac{3}{8} C_{A}\left(\frac{m_{1}}{m_{2}} c_{D}^{(2)}+\frac{m_{2}}{m_{1}} c_{D}^{(1)}\right)-\frac{5}{8} C_{A}\left(\frac{m_{1}}{m_{2}}+\frac{m_{2}}{m_{1}}\right)\right] \times \\
& \times \frac{g_{B}^{4} \bar{\nu}^{2 \epsilon}}{(4 \pi)^{2}} \frac{1}{\epsilon}+\mathcal{O}(\epsilon)  \tag{8.14}\\
d_{s v}= & d_{s v}^{\overline{\mathrm{MS}}}(\nu)+\mathcal{O}(\epsilon)  \tag{8.15}\\
d_{v v}= & d_{v v}^{\overline{\mathrm{MS}}}(\nu)+\frac{C_{A}}{4} c_{F}^{(1)} c_{F}^{(2)} \frac{g_{B}^{4} \bar{\nu}^{2 \epsilon}}{(4 \pi)^{2}} \frac{1}{\epsilon}+\mathcal{O}(\epsilon) \tag{8.16}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{\nu}^{2 \epsilon}=\nu^{2 \epsilon}\left(\frac{e^{\gamma_{E}}}{4 \pi}\right)^{\epsilon}, \quad g_{B}^{2}=g^{2}\left[1+\frac{g^{2} \bar{\nu}^{2 \epsilon}}{4 \pi} \frac{\beta_{0}}{4 \pi} \frac{1}{\epsilon}+\mathcal{O}\left(g^{4}\right)\right] \tag{8.17}
\end{equation*}
$$

and $\alpha_{\mathrm{s}}=g^{2} \nu^{2 \epsilon} /(4 \pi)$. The color factors $T_{F}, C_{A}, C_{F}$ as well as the QCD $\beta$-function coefficients $\left(\beta_{i}\right)$ are given in Appendix A. In the following we will only distinguish between the bare coupling

[^13]as this equation corrects Eq. (218) in Ref. 103.
$g_{B}$ and the $\overline{\mathrm{MS}}$ renormalized coupling $g$ when necessary. The respective renormalized Wilson coefficients of the single quark sector in the $\overline{\mathrm{MS}}$ scheme can be found in Appendix A. 2 .

At the order we are working, we can set $c_{1}^{(i) h l}=0$. However, if we are interested in the resummation of large logarithms, we must keep $c_{1}^{(i) h l}$ due to its non-trivial RG evolution. For future purposes we will therefore retain the contribution proportional to $c_{1}^{(i) h l}$ in the potential and only set it to zero in the final determination of the heavy quarkonium mass with $\mathrm{N}^{3} \mathrm{LO}$ accuracy.

Since the basis of operators is not minimal, there are ambiguities in the values of some Wilson coefficients. In particular the expressions of $d_{v s}$ and $c_{D}$ depend on the gauge used to determine them (not only the finite pieces but also the logarithmic divergences, see the discussion in Ref. $[139])$. The expression we give here is the FG result. Note also that the coefficient $d_{v v}$ is affected by the prescription used to deal with Pauli matrices in $D$-dimensions. In dimensional regularization several prescriptions are possible for the $\epsilon_{i j k}$ tensors and $\boldsymbol{\sigma}$, and the same prescription as for the calculation of the Wilson coefficients must be used. Throughout this work we use the prescription $\left[\boldsymbol{\sigma}_{i}, \boldsymbol{\sigma}_{j}\right]=2 i \epsilon_{i j k} \boldsymbol{\sigma}_{k}$ and $\epsilon_{i j k} \epsilon_{i j k^{\prime}}=(D-2) \delta_{k k^{\prime}}$.

## 8.2 pNRQCD: the potentials

Integrating out the soft modes in NRQCD we end up with the EFT pNRQCD. The most general pNRQCD Lagrangian compatible with the symmetries of QCD that can be constructed with a singlet and an octet (quarkonium) field, as well as an ultrasoft gluon field to NLO in the multipole expansion has the form (Refs. [15,129)

$$
\begin{align*}
& \mathcal{L}_{\mathrm{pNRQCD}}= \int d^{3} \mathbf{r} \operatorname{Tr}\left\{\mathrm{~S}^{\dagger}\left(i \partial_{0}-h_{s}\left(\mathbf{r}, \mathbf{p}, \mathbf{P}_{\mathbf{R}}, \mathbf{S}_{1}, \mathbf{S}_{2}\right)\right) \mathrm{S}+\mathrm{O}^{\dagger}\left(i D_{0}-h_{o}\left(\mathbf{r}, \mathbf{p}, \mathbf{P}_{\mathbf{R}}, \mathbf{S}_{1}, \mathbf{S}_{2}\right)\right) \mathrm{O}\right\} \\
&+V_{A}(r) \operatorname{Tr}\left\{\mathrm{O}^{\dagger} \mathbf{r} \cdot g \mathbf{E} \mathrm{~S}+\mathrm{S}^{\dagger} \mathbf{r} \cdot g \mathbf{E} \mathrm{O}\right\}+\frac{V_{B}(r)}{2} \operatorname{Tr}\left\{\mathrm{O}^{\dagger} \mathbf{r} \cdot g \mathbf{E} \mathrm{O}+\mathrm{O}^{\dagger} \mathrm{Or} \cdot g \mathbf{E}\right\} \\
&-\frac{1}{4} G_{\mu \nu}^{a} G^{\mu \nu a}+\sum_{i=1}^{n_{f}} \bar{q}_{i} i \not D q_{i},  \tag{8.18}\\
& h_{s}\left(\mathbf{r}, \mathbf{p}, \mathbf{P}_{\mathbf{R}}, \mathbf{S}_{1}, \mathbf{S}_{2}\right)=\frac{\mathbf{p}^{2}}{2 m_{r}}+\frac{\mathbf{P}_{\mathbf{R}}^{2}}{2 M}+V_{s}\left(\mathbf{r}, \mathbf{p}, \mathbf{P}_{\mathbf{R}}, \mathbf{S}_{1}, \mathbf{S}_{2}\right),  \tag{8.19}\\
& h_{o}\left(\mathbf{r}, \mathbf{p}, \mathbf{P}_{\mathbf{R}}, \mathbf{S}_{1}, \mathbf{S}_{2}\right)=\frac{\mathbf{p}^{2}}{2 m_{r}}+\frac{\mathbf{P}_{\mathbf{R}}^{2}}{2 M}+V_{o}\left(\mathbf{r}, \mathbf{p}, \mathbf{P}_{\mathbf{R}}, \mathbf{S}_{1}, \mathbf{S}_{2}\right),  \tag{8.20}\\
& V_{s}=V^{(0)}+\frac{V^{(1,0)}}{m_{1}}+\frac{V^{(0,1)}}{m_{2}}+\frac{V^{(2,0)}}{m_{1}^{2}}+\frac{V^{(0,2)}}{m_{2}^{2}}+\frac{V^{(1,1)}}{m_{1} m_{2}}+\cdots,  \tag{8.21}\\
& V_{o}=V_{o}^{(0)}+\frac{V_{o}^{(1,0)}}{m_{1}}+\frac{V_{o}^{(0,1)}}{m_{2}}+\frac{V_{o}^{(2,0)}}{m_{1}^{2}}+\frac{V_{o}^{(0,2)}}{m_{2}^{2}}+\frac{V_{o}^{(1,1)}}{m_{1} m_{2}}+\cdots, \tag{8.22}
\end{align*}
$$

where $i D_{0} \mathrm{O} \equiv i \partial_{0} \mathrm{O}-g\left[A_{0}(\mathbf{R}, t), \mathrm{O}\right], \mathbf{P}_{\mathbf{R}}=-i \boldsymbol{\nabla}_{\mathbf{R}}$ for the singlet, $\mathbf{P}_{\mathbf{R}}=-i \mathbf{D}_{\mathbf{R}}$ for the octet (where the covariant derivative is in the adjoint representation), $\mathbf{p}=-i \boldsymbol{\nabla}_{\mathbf{r}}$. The masses $m_{r}$ and $M$ have been defined in Eq. (2). We adopt the color normalization

$$
\begin{equation*}
\mathrm{S}=S \mathbf{1}_{c} / \sqrt{N_{c}}, \quad \mathrm{O}=O^{a} \mathrm{~T}^{a} / \sqrt{T_{F}}, \tag{8.23}
\end{equation*}
$$

for the singlet field $S=S(\mathbf{r}, \mathbf{R}, t)$ and the octet field $O=O^{a}(\mathbf{r}, \mathbf{R}, t)$.
Both, $h_{s}$ and the potential $V_{s}$ are operators acting on the Hilbert space of a heavy quarkantiquark system in the singlet configuration ${ }^{3}$ In order to achieve the precision we are aiming for, we need to know the potentials up to terms of order $1 / m^{2}$, since there is no $\mathcal{O}\left(\alpha_{\mathrm{s}} / m^{3}\right)$ potential. For our calculation of the $B_{c}$ spectrum we also have to include the leading correction to the NR dispersion relation:

$$
\begin{equation*}
\delta V_{s}=-\left(\frac{1}{8 m_{1}^{3}}+\frac{1}{8 m_{2}^{3}}\right) \mathbf{p}^{4} . \tag{8.24}
\end{equation*}
$$

The static and the $1 / m$ potentials are real-valued functions of $r$ only. The $1 / m^{2}$ potentials have an imaginary part proportional to $\delta^{(3)}(\mathbf{r})$ (which we will drop in this analysis) and a dependence on the momentum operator $\mathbf{p}=-i \partial / \partial \mathbf{r}$ of each particle. The real part may be decomposed as:

$$
\begin{align*}
& V^{(2,0)}=V_{S D}^{(2,0)}+V_{S I}^{(2,0)}, \quad V^{(0,2)}=V_{S D}^{(0,2)}+V_{S I}^{(0,2)}, \quad V^{(1,1)}=V_{S D}^{(1,1)}+V_{S I}^{(1,1)},  \tag{8.25}\\
& V_{S I}^{(2,0)}=\frac{1}{2}\left\{\mathbf{p}_{1}^{2}, V_{\mathbf{p}^{2}}^{(2,0)}(r)\right\}+V_{\mathbf{L}^{2}}^{(2,0)}(r) \frac{\mathbf{L}_{1}^{2}}{r^{2}}+V_{r}^{(2,0)}(r),  \tag{8.26}\\
& V_{S I}^{(0,2)}=\frac{1}{2}\left\{\mathbf{p}_{2}^{2}, V_{\mathbf{p}^{2}}^{(0,2)}(r)\right\}+V_{\mathbf{L}^{2}}^{(0,2)}(r) \frac{\mathbf{L}_{2}^{2}}{r^{2}}+V_{r}^{(0,2)}(r),  \tag{8.27}\\
& V_{S I}^{(1,1)}=-\frac{1}{2}\left\{\mathbf{p}_{1} \cdot \mathbf{p}_{2}, V_{\mathbf{p}^{2}}^{(1,1)}(r)\right\}-V_{\mathbf{L}^{2}}^{(1,1)}(r) \frac{\left(\mathbf{L}_{1} \cdot \mathbf{L}_{2}+\mathbf{L}_{2} \cdot \mathbf{L}_{1}\right)}{2 r^{2}}+V_{r}^{(1,1)}(r),  \tag{8.28}\\
& V_{S D}^{(2,0)}=V_{L S}^{(2,0)}(r) \mathbf{L}_{1} \cdot \mathbf{S}_{1},  \tag{8.29}\\
& V_{S D}^{(0,2)}=-V_{L S}^{(0,2)}(r) \mathbf{L}_{2} \cdot \mathbf{S}_{2},  \tag{8.30}\\
& V_{S D}^{(1,1)}=V_{L_{1} S_{2}}^{(1,1)}(r) \mathbf{L}_{1} \cdot \mathbf{S}_{2}-V_{L_{2} S_{1}}^{(1,1)}(r) \mathbf{L}_{2} \cdot \mathbf{S}_{1}+V_{S^{2}}^{(1,1)}(r) \mathbf{S}_{1} \cdot \mathbf{S}_{2}+V_{\mathbf{S}_{12}}^{(1,1)}(r) \mathbf{S}_{12}(\mathbf{r}), \tag{8.31}
\end{align*}
$$

where the operators are the same as in those for pNRQED in Chapter 4: $\mathbf{S}_{1}=\boldsymbol{\sigma}_{1} / 2, \mathbf{S}_{2}=\boldsymbol{\sigma}_{2} / 2$, $\mathbf{L}_{1} \equiv \mathbf{r} \times \mathbf{p}_{1}, \mathbf{L}_{2} \equiv \mathbf{r} \times \mathbf{p}_{2}$ and $\mathbf{S}_{12}(\mathbf{r}) \equiv \frac{3 \mathbf{r} \cdot \boldsymbol{\sigma}_{1} \mathbf{r} \cdot \boldsymbol{\sigma}_{2}}{r^{2}}-\boldsymbol{\sigma}_{1} \cdot \boldsymbol{\sigma}_{2}$.

By arguments of invariance under charge conjugation plus invariance under $m_{1} \leftrightarrow m_{2}$ interchange we have that

$$
\begin{equation*}
V^{(1,0)}(r)=V^{(0,1)}(r), \quad \quad \text { and so } \quad \frac{V^{(1,0)}}{m_{1}}+\frac{V^{(0,1)}}{m_{2}}=\frac{V^{(1,0)}}{m_{r}} \tag{8.32}
\end{equation*}
$$

The same arguments also imply:

$$
\begin{align*}
& V_{\mathbf{p}^{2}}^{(2,0)}(r)=V_{\mathbf{p}^{2}}^{(0,2)}(r), \quad V_{\mathbf{L}^{2}}^{(2,0)}(r)=V_{\mathbf{L}^{2}}^{(0,2)}(r), \quad V_{r}^{(2,0)}(r)=V_{r}^{(0,2)}\left(r ; m_{2} \leftrightarrow m_{1}\right), \\
& V_{L S}^{(2,0)}(r)=V_{L S}^{(0,2)}\left(r ; m_{2} \leftrightarrow m_{1}\right), \quad V_{L_{1} S_{2}}^{(1,1)}(r)=V_{L_{2} S_{1}}^{(1,1)}\left(r ; m_{1} \leftrightarrow m_{2}\right) . \tag{8.33}
\end{align*}
$$

Our aim is to calculate the potentials. In order to do so we can neglect the center-of-mass momentum, i.e. in the following we set $\mathbf{P}_{\mathbf{R}}=0$ and thus $\mathbf{L}_{1} \equiv \mathbf{r} \times \mathbf{p}_{1}=\mathbf{r} \times \mathbf{p} \equiv \mathbf{L}, \mathbf{L}_{2} \equiv \mathbf{r} \times \mathbf{p}_{2}=$ $-\mathbf{r} \times \mathbf{p} \equiv-\mathbf{L}$.

[^14]
### 8.2.1 Potentials in momentum space

Unlike the position space potential $V_{s}$, the momentum space potential $\tilde{V}_{s}$ is a c-number, not an operator. It is defined as the matrix element

$$
\begin{equation*}
\tilde{V}_{s} \equiv\left\langle\mathbf{p}^{\prime}\right| V_{s}|\mathbf{p}\rangle \tag{8.34}
\end{equation*}
$$

For the static potential we have $\left(\mathbf{k}=\mathbf{p}-\mathbf{p}^{\prime}\right)$

$$
\begin{equation*}
\tilde{V}^{(0)}=-\frac{1}{\mathbf{k}^{2}} \tilde{D}^{(0)}(k)=-\frac{1}{\mathbf{k}^{2}} C_{F} \sum_{n=0}^{\infty} \frac{g_{B}^{2 n+2} \mathbf{k}^{2 n \epsilon}}{(4 \pi)^{2 n}} \tilde{D}_{n+1}^{(0)}(\epsilon), \tag{8.35}
\end{equation*}
$$

where the coefficients $\tilde{D}_{i}^{(0)}(\epsilon)$ can be found in Appendix G. 2 up to $i=3$. Throughout this work we will use the notation

$$
\begin{equation*}
D \equiv 4+2 \epsilon, \quad d \equiv 3+2 \epsilon . \tag{8.36}
\end{equation*}
$$

For the $1 / m$ potential we follow the standard practice of making the prefactor $1 / k$ explicit:

$$
\begin{equation*}
\tilde{V}^{(1,0)} \equiv \frac{1}{k} \tilde{D}^{(1,0)}(k)=\frac{1}{k} C_{F} \frac{g_{B}^{4} k^{2 \epsilon}}{4 \pi}\left(\tilde{D}_{2}^{(1,0)}(\epsilon)+\frac{g_{B}^{2} k^{2 \epsilon}}{(4 \pi)^{2}} \tilde{D}_{3}^{(1,0)}(\epsilon)+\mathcal{O}\left(g_{B}^{4}\right)\right) \tag{8.37}
\end{equation*}
$$

Implicit in the definitions above is the fact that the mass dependence of the potentials admits a Taylor expansion in powers of $1 / m_{1}$ and $1 / m_{2}$ (up to logarithms). This is so in the off-shell and Wilson-loop matching scheme but not in the on-shell scheme.

In momentum space we choose the following basis for the $1 / \mathrm{m}^{2}$ potentials:

$$
\begin{align*}
& \tilde{V}_{S I}^{(2,0)}=\frac{\mathbf{p}^{2}+\mathbf{p}^{\prime 2}}{2 \mathbf{k}^{2}} \tilde{D}_{\mathbf{p}^{2}}^{(2,0)}(k)+\tilde{D}_{r}^{(2,0)}(k)+\frac{\left(\mathbf{p}^{\prime 2}-\mathbf{p}^{2}\right)^{2}}{\mathbf{k}^{4}} \tilde{D}_{\mathrm{off}}^{(2,0)}(k),  \tag{8.38}\\
& \tilde{V}_{S I}^{(1,1)}=\frac{\mathbf{p}^{2}+\mathbf{p}^{\prime 2}}{2 \mathbf{k}^{2}} \tilde{D}_{\mathbf{p}^{2}}^{(1,1)}(k)+\tilde{D}_{r}^{(1,1)}(k)+\frac{\left(\mathbf{p}^{\prime 2}-\mathbf{p}^{2}\right)^{2}}{\mathbf{k}^{4}} \tilde{D}_{\mathrm{off}}^{(1,1)}(k) . \tag{8.39}
\end{align*}
$$

The Wilson coefficients $\tilde{D}_{\mathbf{p}^{2} / r / \text { off }}^{(n)}$ are functions of $d$ and $k=\left|\mathbf{p}-\mathbf{p}^{\prime}\right|$. They have non-integer (mass) dimension $\sim M^{-2 \epsilon}$, and the following expansion in powers of the bare parameter $g_{B}^{2}$ :

$$
\begin{align*}
& \tilde{D}_{\mathbf{p}^{2}}^{(2,0)}=C_{F} g_{B}^{2}\left(\tilde{D}_{\mathbf{p}^{2}, 1}^{(2,0)}(\epsilon)+\frac{g_{B}^{2} k^{2 \epsilon}}{(4 \pi)^{2}} \tilde{D}_{\mathbf{p}^{2}, 2}^{(2,0)}(\epsilon)+\mathcal{O}\left(g_{B}^{4}\right)\right),  \tag{8.40}\\
& \tilde{D}_{\mathrm{off}}^{(2,0)}=C_{F} g_{B}^{2}\left(\tilde{D}_{\mathrm{off}, 1}^{(2,0)}(\epsilon)+\frac{g_{B}^{2} k^{2 \epsilon}}{(4 \pi)^{2}} \tilde{D}_{\mathrm{off}, 2}^{(2,0)}(\epsilon)+\mathcal{O}\left(g_{B}^{4}\right)\right),  \tag{8.41}\\
& \tilde{D}_{r}^{(2,0)}=C_{F} g_{B}^{2}\left(\tilde{D}_{r, 1}^{(2,0)}(\epsilon)+\frac{g_{B}^{2} k^{2 \epsilon}}{(4 \pi)^{2}} \tilde{D}_{r, 2}^{(2,0)}(\epsilon)+\mathcal{O}\left(g_{B}^{4}\right)\right),  \tag{8.42}\\
& \tilde{D}_{\mathbf{p}^{2}}^{(1,1)}=C_{F} g_{B}^{2}\left(\tilde{D}_{\mathbf{p}^{2}, 1}^{(1,1)}(\epsilon)+\frac{g_{B}^{2} k^{2 \epsilon}}{(4 \pi)^{2}} \tilde{D}_{\mathbf{p}^{2}, 2}^{(1,1)}(\epsilon)+\mathcal{O}\left(g_{B}^{4}\right)\right),  \tag{8.43}\\
& \tilde{D}_{\mathrm{off}}^{(1,1)}=C_{F} g_{B}^{2}\left(\tilde{D}_{\mathrm{off}, 1}^{(1,1)}(\epsilon)+\frac{g_{B}^{2} k^{2 \epsilon}}{(4 \pi)^{2}} \tilde{D}_{\mathrm{off}, 2}^{(1,1)}(\epsilon)+\mathcal{O}\left(g_{B}^{4}\right)\right),  \tag{8.44}\\
& \tilde{D}_{r}^{(1,1)}=\tilde{D}_{r, 0}^{(1,1)}(\epsilon)+C_{F} g_{B}^{2}\left(\tilde{D}_{r, 1}^{(1,1)}(\epsilon)+\frac{g_{B}^{2} k^{2 \epsilon}}{(4 \pi)^{2}} \tilde{D}_{r, 2}^{(1,1)}(\epsilon)+\mathcal{O}\left(g_{B}^{4}\right)\right) . \tag{8.45}
\end{align*}
$$

In our convention the different coefficients of the Taylor expansion are dimensionless except for $\tilde{D}_{r, 0}^{(1,1)}(\epsilon)$. Furthermore, this coefficient depends on the NRQCD four-fermion Wilson coefficients, which have a non-trivial mass dependence. This makes the assignment of (part of) the four-fermion NRQCD Wilson coefficient to $\tilde{D}_{r, 0}^{(1,1)}$ or $\tilde{D}_{r, 0}^{(2,0)}$ ambiguous. We choose to put these coefficients in $\tilde{D}_{r, 0}^{(1,1)}$. We will discuss these issues further in the following sections.

### 8.2.2 The $\mathrm{L}^{2}$ operator and potentials in $D$ dimensions

We work with dimensional regularization, hence we need to define the potentials in $D=4+2 \epsilon$ dimensions. In the previous section we have given $D$-dimensional expressions for the potentials in momentum space. In position space, for the spin-independent potentials, only the $\mathbf{L}^{2}$ operator differs from the four-dimensional case. The definition of the operator $\mathbf{L}^{2}$ in $D$ dimensions is ambiguous. In this work we choose the definition

$$
\begin{equation*}
\frac{\mathbf{L}^{2}}{\mathbf{r}^{2}} \equiv p^{i}\left(\delta^{i j}-\frac{r^{i} r^{j}}{\mathbf{r}^{2}}\right) p^{j} . \tag{8.46}
\end{equation*}
$$

The right-hand-side of the equation is equal to the usual $\frac{\mathbf{L}^{2}}{\mathbf{r}^{2}}$ in four dimensions and it commutes with pure functions of $r$ in $D$ dimensions, i.e. $\left[f(r), \frac{\mathbf{L}^{2}}{\mathbf{r}^{2}}\right]=0$, as we would expect for an angular momentum operator.

### 8.2.3 Position versus momentum space

We now proceed to relate the potentials in position and momentum space. For the static and $1 / m$ potentials the relation is straightforward. After Fourier transformation to position space Eq. 8.35 becomes

$$
\begin{equation*}
V^{(0)}=\int \frac{d^{d} q}{(2 \pi)^{d}} e^{-i \mathbf{q} \cdot \mathbf{r}} \tilde{V}^{(0)}(\mathbf{q})=-C_{F} \sum_{n=0}^{\infty} \frac{g_{B}^{2 n+2}}{(4 \pi)^{2 n}} \mathcal{F}_{2-2 n \epsilon}(r) \tilde{D}_{n+1}^{(0)}(\epsilon), \tag{8.47}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{F}_{n}(r)=\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{e^{-i \mathbf{k} \cdot \mathbf{r}}}{|\mathbf{k}|^{n}}=\frac{2^{-n} \pi^{-d / 2}}{r^{d-n}} \frac{\Gamma(d / 2-n / 2)}{\Gamma(n / 2)} \tag{8.48}
\end{equation*}
$$

is the $d$-dimensional Fourier transform of $|\mathbf{k}|^{-n}$.
For the $1 / m$ potential we have

$$
\begin{equation*}
V^{(1,0)}=\int \frac{d^{d} q}{(2 \pi)^{d}} e^{-i \mathbf{q} \cdot \mathbf{r}} \tilde{V}^{(1,0)}(\mathbf{q})=C_{F} \sum_{n=1}^{\infty} \frac{g_{B}^{2 n+2}}{(4 \pi)^{2 n-1}} \mathcal{F}_{1-2 n \epsilon}(r) \tilde{D}_{n+1}^{(1,0)}(\epsilon) . \tag{8.49}
\end{equation*}
$$

In order to Fourier transform the $1 / m^{2}$ potentials some preparation is required. Given two arbitrary functions of $r, f(r)$ and $g^{i j}(r)=A(r) \delta^{i j}+B(r) \frac{r^{i} r^{j}}{r^{2}}$, the following equalities hold $\bigsqcup^{4}$

$$
\begin{align*}
p^{i} f(r) p^{i} & =\left[p^{i}, f(r)\right] p^{i}+f(r) \mathbf{p}^{2}=\frac{1}{2}\left\{f(r), \mathbf{p}^{2}\right\}-\frac{1}{2}\left[p^{i},\left[p^{i}, f(r)\right]\right],  \tag{8.50}\\
p^{i}\left(A(r) \delta^{i j}+B(r) \frac{r^{i} r^{j}}{r^{2}}\right) p^{j} & =-B(r) \frac{\mathbf{L}^{2}}{r^{2}}+\frac{1}{2}\left\{A(r)+B(r), \mathbf{p}^{2}\right\}-\frac{1}{2}\left[p^{i},\left[p^{i}, A(r)+B(r)\right]\right] . \tag{8.51}
\end{align*}
$$

[^15]Furthermore, we can write

$$
\begin{equation*}
\frac{\left(\mathbf{p}^{\prime 2}-\mathbf{p}^{2}\right)^{2}}{\mathbf{k}^{4}} \tilde{D}_{\mathrm{off}}^{(2,0)}(k)=p^{\prime i}\left(4 \tilde{D}_{\mathrm{off}}^{(2,0)}(k) \frac{k^{i} k^{j}}{\mathbf{k}^{4}}\right) p^{j}+\tilde{D}_{\mathrm{off}}^{(2,0)}(k), \tag{8.52}
\end{equation*}
$$

and analogously for $\tilde{D}_{\text {off }}^{(1,1)}$. The last equality is especially useful, because the first term has the structure of the matrix element of the left-hand-side of Eq. 8.51). It allows us to relate

$$
\begin{equation*}
\tilde{V}_{\text {off }}^{(2,0)} \equiv \frac{\left(\mathbf{p}^{\prime 2}-\mathbf{p}^{2}\right)^{2}}{\mathbf{k}^{4}} \tilde{D}_{\text {off }}^{(2,0)}(k) \tag{8.53}
\end{equation*}
$$

with the potentials in position space:

$$
\begin{equation*}
V_{\mathrm{off}}^{(2,0)}=4\left(\frac{d^{2} g_{\mathrm{off}}^{(2,0)}}{d r^{2}}-\frac{1}{r} \frac{d g_{\mathrm{off}}^{(2,0)}}{d r}\right) \frac{\mathbf{L}^{2}}{r^{2}}-2\left\{\frac{d^{2} g_{\mathrm{of}}^{(2,0)}}{d r^{2}}, \mathbf{p}^{2}\right\}+2\left[p^{i},\left[p^{i}, \frac{d^{2} g_{\mathrm{of}}^{(2,0)}}{d r^{2}}\right]\right]+h_{\mathrm{off}}(r), \tag{8.54}
\end{equation*}
$$

through

$$
\begin{equation*}
g_{\mathrm{off}}^{(2,0)}(r)=\int \frac{d^{d} k}{(2 \pi)^{d}} e^{-i \mathbf{k} \cdot \mathbf{r}} \frac{\tilde{D}_{\mathrm{of}}^{(2,0)}(k)}{\mathbf{k}^{4}}, \quad h_{\mathrm{off}}^{(2,0)}(r)=\int \frac{d^{d} k}{(2 \pi)^{d}} e^{-i \mathbf{k} \cdot \mathbf{r}} \tilde{D}_{\mathrm{off}}^{(2,0)}(k), \tag{8.55}
\end{equation*}
$$

and similarly for $V_{\text {off }}^{(1,1)} \cdot 5^{5}$ Note that the three potentials $V_{\mathbf{L}^{2}}, V_{\mathbf{p}^{2}}$ and $V_{r}$ receive contributions from the Fourier transform of $\tilde{V}_{\text {off }}$. On the other hand, $\tilde{V}_{\mathrm{p}^{2}}$ and $\tilde{V}_{r}$ only directly contribute to $V_{\mathbf{p}^{2}}$ and $V_{r}$. We stress that $\tilde{V}_{\mathbf{p}^{2} / r}$ is not the Fourier transform of $V_{\mathbf{p}^{2} / r}$.

In summary, we have the following relations:

$$
\begin{align*}
& V_{\mathbf{L}^{2}}^{(2,0)}=4\left(\frac{d^{2} g_{\mathrm{off}}^{(2,0)}}{d r^{2}}-\frac{1}{r} \frac{d g_{\mathrm{off}}^{(2,0)}}{d r}\right) \equiv C_{F} \sum_{n=0}^{\infty} \frac{g_{B}^{2 n+2}}{(4 \pi)^{2 n+1}} \mathcal{F}_{2-2 n \epsilon}(r) D_{\mathbf{L}^{2}, n+1}^{(2,0)}(\epsilon),  \tag{8.59}\\
& V_{\mathbf{p}^{2}}^{(2,0)}=\int \frac{d^{d} q}{(2 \pi)^{d}} e^{-i \mathbf{q} \cdot \mathbf{r}} \tilde{V}_{\mathbf{p}^{2}}^{(2,0)}(\mathbf{q})-4 \frac{d^{2} g_{\mathrm{of}}^{(2,0)}}{d r^{2}} \equiv C_{F} \sum_{n=0}^{\infty} \frac{g_{B}^{2 n+2}}{(4 \pi)^{2 n+1}} \mathcal{F}_{2-2 n \epsilon}(r) D_{\mathbf{p}^{2}, n+1}^{(2,0)}(\epsilon),  \tag{8.60}\\
& V_{r}^{(2,0)}=\int \frac{d^{d} q}{(2 \pi)^{d}} e^{-i \mathbf{q} \cdot \mathbf{r}} \tilde{V}_{r}^{(2,0)}(\mathbf{q})+2\left[p^{i},\left[p^{i}, \frac{d^{2} g_{\mathrm{of}}^{(2,0)}}{d r^{2}}\right]\right]+h_{\mathrm{off}}^{(2,0)}(r)
\end{align*}
$$

$$
\begin{align*}
& { }^{5} \text { For the inverse Fourier transform the following relation is useful: } \\
& \begin{aligned}
\left\langle\mathbf{p}^{\prime}\right| f(r) \mathbf{L}^{2}|\mathbf{p}\rangle & =\frac{k^{2}}{4}\left(\tilde{f}^{\prime \prime}(k)-\frac{\tilde{f}^{\prime}(k)}{k}\right)\left(\frac{\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}}{k^{4}}-1\right)-k^{2}\left(\tilde{f}^{\prime \prime}(k)+(d-2) \frac{\tilde{f}^{\prime}(k)}{k}\right) \frac{\mathbf{p}^{2}+\mathbf{p}^{\prime 2}}{2 k^{2}} \\
& +\frac{k^{2}}{2}\left(\tilde{f}^{\prime \prime}(k)+(d-2) \frac{f^{\prime}(k)}{k}\right),
\end{aligned}
\end{align*}
$$

where

$$
\begin{equation*}
f(r)=r^{2} \int \frac{d^{d} k}{(2 \pi)^{d}} e^{-i \mathbf{k} \cdot \mathbf{r}} \tilde{f}(k) \tag{8.57}
\end{equation*}
$$

and $\tilde{f}^{\prime}(k)=\frac{d}{d k} \tilde{f}(k)$. Finally, note that in four dimensions

$$
\begin{equation*}
\left\langle\mathbf{p}^{\prime}\right| \frac{\mathbf{L}^{2}}{2 \pi r^{3}}|\mathbf{p}\rangle=\left(\frac{\mathbf{p}^{2}-\mathbf{p}^{\prime 2}}{\mathbf{k}^{2}}\right)^{2}-1 . \tag{8.58}
\end{equation*}
$$

$$
\begin{align*}
& =C_{F}\left[\frac{g_{B}^{2}}{4 \pi} \delta^{(d)}(\mathbf{r}) D_{r, 1}^{(2,0)}(\epsilon)+\frac{g_{B}^{4}}{(4 \pi)^{3}} \mathcal{F}_{-2 \epsilon}(r) D_{r, 2}^{(2,0)}(\epsilon)+\mathcal{O}\left(g_{B}^{6}\right)\right]  \tag{8.61}\\
V_{\mathbf{L}^{2}}^{(1,1)} & =4\left(\frac{d^{2} g_{\mathrm{off}}^{(1,1)}}{d r^{2}}-\frac{1}{r} \frac{d g_{\text {off }}^{(1,1)}}{d r}\right) \equiv C_{F} \sum_{n=0}^{\infty} \frac{g_{B}^{2 n+2}}{(4 \pi)^{2 n+1}} \mathcal{F}_{2-2 n \epsilon}(r) D_{\mathbf{L}^{2}, n+1}^{(1,1)}(\epsilon),  \tag{8.62}\\
V_{\mathbf{p}^{2}}^{(1,1)} & =\int \frac{d^{d} q}{(2 \pi)^{d}} e^{-i \mathbf{q} \cdot \mathbf{r}} \tilde{V}_{\mathbf{p}^{2}}^{(1,1)}(\mathbf{q})-4 \frac{d^{2} g_{\text {off }}^{(1,1)}}{d r^{2}} \equiv C_{F} \sum_{n=0}^{\infty} \frac{g_{B}^{2 n+2}}{(4 \pi)^{2 n+1}} \mathcal{F}_{2-2 n \epsilon}(r) D_{\mathbf{p}^{2}, n+1}^{(1,1)}(\epsilon),  \tag{8.63}\\
V_{r}^{(1,1)} & =\int \frac{d^{d} q}{(2 \pi)^{d}} e^{-i \mathbf{q} \cdot \mathbf{r}} \tilde{V}_{r}^{(1,1)}(\mathbf{q})+2\left[p^{i},\left[p^{i}, \frac{d^{2} g_{\text {off }}^{(1,1)}}{d r^{2}}\right]\right]+h_{\text {off }}^{(1,1)}(r)  \tag{8.64}\\
& =\delta^{(d)}(\mathbf{r}) D_{r, 0}^{(1,1)}(\epsilon)+C_{F}\left[\frac{g_{B}^{2}}{4 \pi} \delta^{(d)}(\mathbf{r}) D_{r, 1}^{(1,1)}(\epsilon)+\frac{g_{B}^{4}}{(4 \pi)^{3}} \mathcal{F}_{-2 \epsilon}(r) D_{r, 2}^{(1,1)}(\epsilon)+\mathcal{O}\left(g_{B}^{6}\right)\right] .
\end{align*}
$$

In the second equality of each expression we have explicitly expanded in powers of $g_{B}^{2}$. Again, $\mathcal{F}_{n}(r)$ has been defined in Eq. 8.48) and expressions with $\mathcal{F}_{-2 \epsilon}(r)$ should be treated with care, as such operators are singular.

In summary, at each order in $g_{B}^{2}$ it is possible to obtain closed expressions relating the $1 / \mathrm{m}^{2}$ coefficients in momentum and position space. The position space expressions are, however, more complicated than for the static and $1 / m$ potentials. The off-shell potential $\tilde{V}_{\text {off }}$ obscures the relation between the momentum and position space potentials. Note also that $V_{r}$ can always be written as $\left[p^{i},\left[p^{i}, \mathcal{V}_{r}(r)\right]\right]$, where $\mathcal{V}_{r}(r)$ has the same dimensions as $V_{\mathbf{p}^{2}}$ and $V_{\mathbf{L}^{2}}$.

### 8.3 Field redefinitions

The bases of potentials, Eqs. (8.49)-(8.59)-(8.64), in position space, and Eqs. (8.37)-8.39) in momentum space, are ambiguous. There is a large freedom to reshuffle (parts of) some potentials into others using unitary transformations of the pNRQCD fields S and O , which leave the spectrum unchanged. In particular, this reshuffling takes place between the off-shell $1 / m^{2}$ potential and the $1 / m$ potential. It turns out that we can even eliminate the $1 / m$ potential or, alternatively, the off-shell $1 / m^{2}$ potential $\tilde{V}_{\text {off }}$, completely by such field redefinitions. In fact, the latter is achieved in the on-shell matching scheme, which provides us with a minimal basis of operators by construction. The drawback of this scheme is that, as it relies on the free EOMs, the determination of the potentials has to be corrected order by order in $\alpha_{\mathrm{s}}$, through potential loops. Still, once a minimal basis is fixed, there is no ambiguity left and each potential is well defined on its own. The fact that the potential is unambiguous also implies that unitary transformations that keep the Hamiltonian in a given minimal basis cannot move terms between the potentials.

In this work, however, we want to keep $\tilde{V}_{\text {off }}$, in order to enable a strict $1 / m$ expansion and to maintain the Poincaré invariance relations, see Sec. 9.6. We are also not particularly interested in completely eliminating the $1 / m$ potential, as it naturally appears in the Wilson loop matching, as well as in the off-shell/on-shell matching schemes.

Instead, the goal of this section is to determine the field redefinitions that translate the results of different matching schemes into each other. This will eventually allow us to combine our calculation of the $1 / m^{2}$ potential with the result of the $1 / m$ potential in the on-shell matching
scheme for the equal mass case computed in Ref. 140 to obtain the $1 / m$ potential in the unequal mass case in Sec. 9.3 . Following Ref. [42] we proceed as follows. The Hamiltonian has the form

$$
\begin{equation*}
h_{s}=\frac{\mathbf{p}^{2}}{2 m_{r}}+V^{(0)}(r)+\frac{\delta V_{1}(r)}{m_{r}}+\cdots, \tag{8.65}
\end{equation*}
$$

where $\cdots$ stands for $\mathcal{O}(1 / m)$ (or higher order) potentials that we are not interested in eliminating.
The unitary transformation

$$
\begin{equation*}
U=\exp \left(-\frac{i}{m_{r}}\{\mathbf{W}(r), \mathbf{p}\}\right) \tag{8.66}
\end{equation*}
$$

transforms $h_{s} \rightarrow h_{s}^{\prime}=U^{\dagger} h_{s} U$. Under the condition $\{\mathbf{W}, \mathbf{p}\} \ll m_{r}$ (which is necessary in order to maintain the standard form of the leading terms in the Hamiltonian, i.e. a kinetic term plus a potential) $h_{s}^{\prime}$ reads

$$
\begin{align*}
h_{s}^{\prime}= & \frac{\mathbf{p}^{2}}{2 m_{r}}+V^{(0)}+\frac{\delta V_{1}}{m_{r}}+\frac{2}{m_{r}} \mathbf{W} \cdot\left(\boldsymbol{\nabla} V^{(0)}\right)+\frac{2}{m_{r}^{2}} \mathbf{W} \cdot\left(\boldsymbol{\nabla} \delta V_{1}\right) \\
& +\frac{2}{m_{r}^{2}} W^{i}\left(\boldsymbol{\nabla}^{i} W^{j}\left(\boldsymbol{\nabla}^{j} V^{(0)}\right)\right)-\frac{1}{2 m_{r}^{2}}\left\{p^{i},\left\{p^{j},\left(\nabla^{i} W^{j}\right)\right\}\right\}+\mathcal{O}\left(\frac{1}{m_{r}^{3}}\right)+\cdots . \tag{8.67}
\end{align*}
$$

By choosing

$$
\begin{equation*}
\mathbf{W}=-\frac{1}{2} \delta V_{1} \frac{\boldsymbol{\nabla} V^{(0)}}{\left(\boldsymbol{\nabla} V^{(0)}\right)^{2}} \tag{8.68}
\end{equation*}
$$

we completely eliminate $\frac{\delta V_{1}}{m_{r}}$ from $h_{s}^{\prime}$. Moreover, since $\delta V_{1} \sim \alpha_{\mathrm{s}}^{2}$ (there is no tree-level $1 / m$ potential), for the precision of the calculations in this work, we can neglect some terms in Eq. (8.67) such that:

$$
\begin{equation*}
h_{s}^{\prime}=\frac{\mathbf{p}^{2}}{2 m_{r}}+V^{(0)}-\frac{1}{2 m_{r}^{2}}\left\{p^{i},\left\{p^{j},\left(\nabla^{i} W^{j}\right)\right\}\right\}+\mathcal{O}\left(\frac{1}{m_{r}^{3}}, \frac{\alpha_{\mathrm{s}}^{3}}{m_{r}^{2}}\right)+\cdots . \tag{8.69}
\end{equation*}
$$

Therefore, eliminating $\delta V_{1} / m_{r}$ is equivalent to introducing an extra $1 / m^{2}$ potential:

$$
\begin{equation*}
\delta V_{\mathrm{FR}}=-\frac{1}{2 m_{r}^{2}}\left\{p^{i},\left\{p^{j},\left(\nabla^{i} W^{j}\right)\right\}\right\} . \tag{8.70}
\end{equation*}
$$

Using

$$
\begin{equation*}
\left\{p^{i},\left\{p^{j},\left(\nabla^{i} W^{j}\right)\right\}\right\}=4 p^{i}\left(\nabla^{i} W^{j}\right) p^{j}+\left[p^{i},\left[p^{j},\left(\nabla^{i} W^{j}\right)\right]\right] \tag{8.71}
\end{equation*}
$$

and Eq. (8.51), we obtain

$$
\begin{align*}
\left\{p^{i},\left\{p^{j},\left(\nabla^{i} \nabla^{j} g\right)\right\}\right\}= & -4\left(g^{\prime \prime}(r)-\frac{g^{\prime}(r)}{r}\right) \frac{\mathbf{L}^{2}}{r^{2}}+2\left\{\mathbf{p}^{2}, g^{\prime \prime}(r)\right\}-2\left[p^{i}\left[p^{i}, g^{\prime \prime}(r)\right]\right] \\
& +\left[p^{i},\left[p^{j}, \frac{g^{\prime}(r)}{r} \delta_{i j}+\frac{r^{i} r^{j}}{r^{2}}\left(g^{\prime \prime}(r)-\frac{g^{\prime}(r)}{r}\right)\right]\right] \tag{8.72}
\end{align*}
$$

where, without loss of generality,

$$
\begin{equation*}
\left(\nabla^{i} W^{j}\right)=-\frac{1}{2} \nabla^{i}\left(\delta V_{1} \frac{\nabla^{j} V_{0}}{\left(\nabla V_{0}\right)^{2}}\right) \equiv \nabla^{i} \nabla^{j} g(r)=\delta^{i j} \frac{g^{\prime}(r)}{r}+\frac{r^{i} r^{j}}{r^{2}}\left(g^{\prime \prime}(r)-\frac{g^{\prime}(r)}{r}\right) . \tag{8.73}
\end{equation*}
$$

Hence, we find in momentum space

$$
\begin{equation*}
\delta \tilde{V}_{\mathrm{FR}}=\left\langle\mathbf{p}^{\prime}\right| \delta V_{\mathrm{FR}}|\mathbf{p}\rangle=\frac{1}{2 m_{r}^{2}} \frac{\left(\mathbf{p}^{\prime 2}-\mathbf{p}^{2}\right)^{2}}{\mathbf{k}^{4}} \tilde{g}(k) \tag{8.74}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
\nabla^{i} g(r) \equiv \nabla^{i} \int \frac{d^{d} k}{(2 \pi)^{d}} e^{-i \mathbf{k} \cdot \mathbf{r}} \frac{\tilde{g}(k)}{\mathbf{k}^{4}}=-\frac{1}{2} \delta V_{1} \frac{\nabla^{i} V_{0}}{\left(\nabla V_{0}\right)^{2}} \tag{8.75}
\end{equation*}
$$

This has the important consequence that through $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)$ the coefficients $\tilde{D}_{r}$ and $\tilde{D}_{\mathbf{p}^{2}}$ remain invariant under the field redefinitions discussed above. One can also check that the $\mathcal{O}\left(\alpha_{\mathrm{s}} / m^{3}\right)$ potential is invariant under the field redefinition Eq. 8.69 . We will make use of these results in the following.

At higher orders in $\alpha_{\text {s }}$ the neglected terms in Eq. 8.67) and Eq. 8.69) may give an extra contribution to $\tilde{D}_{r}$. On the other hand, note that $\tilde{D}_{\mathbf{p}^{2}}$ is unaffected by the field redefinition, Eq. 8.66, at any order in the $\alpha_{\mathrm{s}}$ expansion.

Finally, we stress that, since the unitary transformation used in this section can move us into a minimal basis, and, since the static and the $\alpha_{\mathrm{s}} / m^{3}$ potential remain invariant under such transformation, the result for these two potentials is independent of the specific matching scheme used to determine them.

## Chapter 9

## Determination of the potential for unequal masses

In this chapter we compute for the first time the spin-independent $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / \mathrm{m}^{2}\right)$ potential for unequal masses. We do so explicitly in different matching schemes and with full $\epsilon$ dependence. Our results directly fix the bare coefficients $\tilde{D}$ in each scheme. With little effort and using the equations in Sec. 8.2.3, one can then obtain the expressions for the bare coefficients $D$ of the potential in position space. Note that all $1 / m^{2}$ position space potentials depend on the matching procedure (albeit some of them weakly, in the sense that the matching scheme dependence vanishes when $\epsilon \rightarrow 0$ ), as do $g_{\text {off }}$ and $h_{\text {off }}$ in Eqs. (8.59)- 8.64). Therefore, instead of presenting explicit expressions, we give the position space results only in terms of the momentum space coefficients in Appendix G.1.

### 9.1 The $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / m^{2}\right)$ potential: matching with Green functions

In the off-shell matching we equate four-point off-shell Green functions computed in NRQCD with the analogous four-point off-shell Green functions in pNRQCD. The only restriction on the external momenta is total energy-momentum conservation. This allows us to perform the matching in a strict $1 / m$ expansion, since NRQCD and pNRQCD potential loops cancel each other exactly. Hence, we can directly equate soft NRQCD diagrams (computed with static quarks) with the bare potentials in pNRQCD at a given order in $1 / \mathrm{m}$.

By contrast, in the on-shell matching S-matrix elements of NRQCD and pNRQCD are equated order by order in an expansion in $v\left(\sim \alpha_{\mathrm{s}}\right)$. These S -matrix elements are computed with asymptotic quarks satisfying the free EOM. The on-shell condition causes an imperfect cancellation between potential loops in NRQCD and pNRQCD , and so the matching requires the incorporation of potential loops in both calculations. Potential loops in pNRQCD mix different orders in the $1 / m$ expansion, i.e. potential loops involving a potential at a given order can contribute to the matching of a potential at lower orders. See, for instance, Ref. 141 for an illustrative example.

Throughout Part $\Pi$ we have performed the matching between NRQED and pNRQED in CG and with the addition of a light massive fermion. Note that the CG expressions we will obtain here for the potential proportional to $C_{F}^{2}$ are the same as the ones in Chapter 4 taking the QED values $C_{F}=1, C_{A}=0$ and $T_{f}=1$ (provided there are no hadronic contributions in the Wilson
coefficients). With some effort we can also derive the $C_{F} T_{F} n_{f}$ proportional terms of the potential from Chapter 4 for $n_{f}=1$ taking the limit $m_{e} \rightarrow 0$.

### 9.1.1 Off-shell matching: Coulomb gauge

The off-shell matching between NRQED and pNRQED has been studied in detail with $\mathcal{O}\left(m \alpha_{\mathrm{s}}^{5}\right)$ precision in CG in Refs. [57, 58. The FG matching has also been discussed in Ref. [58] with $\mathcal{O}\left(m \alpha_{\mathrm{s}}^{4}\right)$ precision.

We now perform the matching for the case of QCD. We focus on the relativistic $1 / m^{2}$ corrections to the potential. The tree-level matching is analogous to the one in QED up to the straightforward incorporation of color factors:

$$
\begin{align*}
\tilde{D}_{r, 0}^{(1,1)}(\epsilon) & =d_{s s}+C_{F} d_{v s},  \tag{9.1}\\
\tilde{D}_{\mathbf{p}^{2}, 1}^{(2,0)}(\epsilon) & =0,  \tag{9.2}\\
\tilde{D}_{\text {off }, 1, \mathrm{CG}}^{(2,}(\epsilon) & =0,  \tag{9.3}\\
\tilde{D}_{r, 1}^{(2,0)}(\epsilon) & =\frac{c_{D}^{(1)}}{8},  \tag{9.4}\\
\tilde{D}_{\mathbf{p}^{2}, 1}^{(1,1)}(\epsilon) & =-1,  \tag{9.5}\\
\tilde{D}_{\text {off,1,CG }}^{(1,1)}(\epsilon) & =\frac{1}{4},  \tag{9.6}\\
\tilde{D}_{r, 1}^{(1,1)}(\epsilon) & =\frac{1}{4} . \tag{9.7}
\end{align*}
$$

The gauge-dependent off-shell coefficients $\tilde{D}$ are given here in CG and labeled accordingly.
Now we consider the one-loop corrections. In Appendix F we present the result of the relevant diagrams in CG and give explicit expressions for the amplitudes diagram by diagram. It is usually assumed that the evaluation of Feynman diagrams in the CG can be quite cumbersome, especially for non-Abelian gauge theories. We find that this is not the case, at least for the computation we perform in this work.

The diagrams depend on the energies of the four external quarks $E_{i}$ (see Appendix F). This dependence (at the order at which we are working) can be eliminated in the potentials using the complete EOMs at the appropriate order, which include the static potential Finally, we obtain the following (bare) CG results

$$
\begin{align*}
\tilde{D}_{\mathbf{p}^{2}, 2}^{(2,0)}(\epsilon)= & \frac{2 C_{A}}{3} \frac{\pi^{\frac{3}{2}-\epsilon}}{16^{\epsilon}} \frac{\csc (\pi \epsilon)}{\Gamma\left(\epsilon+\frac{1}{2}\right)}=\left(\frac{e^{\gamma_{E}}}{4 \pi}\right)^{\epsilon} \frac{2}{3} C_{A} \frac{1}{\epsilon}+\mathcal{O}(\epsilon)  \tag{9.8}\\
\tilde{D}_{r, 2}^{(2,0)}(\epsilon)= & \frac{\pi^{\frac{3}{2}-\epsilon} \csc (\pi \epsilon)}{2^{4 \epsilon+3} \Gamma\left(\epsilon+\frac{5}{2}\right)}\left\{\left(c_{D}^{(1)}+c_{1}^{h l(1)}\right) T_{F} n_{f}(1+\epsilon)\right. \\
& \left.-C_{A}\left[\frac{1}{4}\left(c_{F}^{(1)}\right)^{2}(1+\epsilon)(5+4 \epsilon)+\frac{1}{3}(2+\epsilon)(3+2 \epsilon)(3+4 \epsilon)\right]\right\}
\end{align*}
$$

[^16]\[

$$
\begin{align*}
= & \left(\frac{e^{\gamma_{E}}}{4 \pi}\right)^{\epsilon}\left\{\left[C_{A}\left(-1+\frac{11}{24} c_{D}^{(1)}-\frac{5}{24} c_{F}^{(1) 2}\right)+\frac{1}{6} c_{1}^{h l(1)} T_{F} n_{f}-\frac{c_{D}^{(1)}}{8} \beta_{0}\right] \frac{1}{\epsilon}\right. \\
& \left.+\left(\frac{1}{3}+\frac{13}{36}\left(c_{F}^{(1)}\right)^{2}\right) \frac{C_{A}}{2}-\frac{5}{18}\left(c_{D}^{(1)}+c_{1}^{h l(1)}\right) T_{F} n_{f}\right\}+\mathcal{O}(\epsilon),  \tag{9.9}\\
\tilde{D}_{\mathbf{p}^{2}, 2}^{(1,1)}(\epsilon)= & -\frac{1}{3} \frac{\pi^{\frac{3}{2}-\epsilon} \csc (\pi \epsilon)}{2^{4 \epsilon+2} \Gamma\left(\epsilon+\frac{5}{2}\right)}\left\{12 T_{F} n_{f}(\epsilon+1)-C_{A}\left(40 \epsilon^{2}+89 \epsilon+45\right)\right\} \\
= & \left(\frac{e^{\gamma_{E}}}{4 \pi}\right)^{\epsilon}\left\{-a_{1}+\left(\frac{4}{3} C_{A}+\beta_{0}\right) \frac{1}{\epsilon}\right\}+\mathcal{O}(\epsilon),  \tag{9.10}\\
\tilde{D}_{r, 2}^{(1,1)}(\epsilon)= & \frac{1}{3} \frac{\pi^{\frac{3}{2}-\epsilon} \csc (\pi \epsilon)}{2^{4 \epsilon+3} \Gamma\left(\epsilon+\frac{5}{2}\right)}\left\{2 C_{F}(1+\epsilon)(3+2 \epsilon)(7+8 \epsilon)+6 T_{F} n_{f}(1+\epsilon)\right. \\
& \left.-C_{A}\left(8 \epsilon^{3}+47 \epsilon^{2}+74 \epsilon+33\right)\right\} \\
= & \left(\frac{e^{\gamma_{E}}}{4 \pi}\right)^{\epsilon}\left\{\frac{a_{1}}{4}-\frac{1}{12} C_{A}+\frac{1}{3} C_{F}-\left(\frac{11}{12} C_{A}-\frac{7}{3} C_{F}+\frac{\beta_{0}}{4}\right) \frac{1}{\epsilon}\right\}+\mathcal{O}(\epsilon),  \tag{9.11}\\
\tilde{D}_{\mathrm{off}, 2, \mathrm{CG}}^{(2,0)}(\epsilon)= & C_{A} \frac{(3+2 \epsilon)}{3} \frac{\pi^{\frac{3}{2}-\epsilon} \csc (\pi \epsilon)}{2^{4 \epsilon+3} \Gamma\left(\epsilon+\frac{5}{2}\right)}\left\{4+\epsilon(7+4 \epsilon)-\frac{2^{3+2 \epsilon}(1+\epsilon) \Gamma^{2}\left(\epsilon+\frac{3}{2}\right)}{\sqrt{\pi} \Gamma\left(2 \epsilon+\frac{3}{2}\right)}\right\} \\
= & \left(\frac{e^{\gamma_{E}}}{4 \pi}\right)^{\epsilon} C_{A}\left(\frac{1}{2}-\frac{4}{3} \ln 2\right)+\mathcal{O}(\epsilon),  \tag{9.12}\\
\tilde{D}_{\mathrm{off}, 2, \mathrm{CG}}^{(1,1)}(\epsilon)= & \frac{\pi^{\frac{3}{2}-\epsilon} \csc (\pi \epsilon)}{2^{4 \epsilon+3} \Gamma\left(\epsilon+\frac{5}{2}\right)}\left\{2 T_{F} n_{f}\left(1-\epsilon^{2}\right)+\frac{C_{A}}{6}\left(-\frac{2^{5+2 \epsilon}(3+2 \epsilon)(1+\epsilon) \Gamma^{2}\left(\epsilon+\frac{3}{2}\right)}{\sqrt{\pi} \Gamma\left(2 \epsilon+\frac{3}{2}\right)}\right.\right. \\
& \left.\left.+56 \epsilon^{3}+137 \epsilon^{2}+92 \epsilon+15\right)\right\} \\
= & \left(\frac{e^{\gamma_{E}}}{4 \pi}\right)^{\epsilon}\left\{\frac{a_{1}}{4}+C_{A}+\frac{\beta_{0}}{4}-\frac{8}{3} C_{A} \ln 2-\frac{\beta_{0}}{4} \frac{1}{\epsilon}\right\}+\mathcal{O}(\epsilon), \tag{9.13}
\end{align*}
$$
\]

where $a_{1}$ and $\beta_{0}$ are defined in Appendix A. Note that, strictly speaking, there are subleading contributions in powers of $\alpha_{\mathrm{s}}$ encoded in the NRQCD Wilson coefficients.

### 9.1.2 Off-shell matching: Feynman gauge

The matching in FG involves considerably more (soft) NRQCD diagrams. In particular, diagrams with only $A^{0}$ gluon exchanges now give a non-zero contribution. As a consequence, the dependence on the (off-shell) external quark energies is more complicated. The complete expression for the sum of all one-loop diagrams can be found in Appendix F. Yet, after using the complete EOMs we find that the coefficients $\tilde{D}_{r}$ and $\tilde{D}_{\mathbf{p}^{2}}$ agree with the CG results. This is indeed what we expected, as these potentials remain the same in the on-shell limit, and are therefore separately matching scheme and gauge invariant. The differences to CG therefore manifest themselves only in the $\tilde{D}_{\text {off }}$ coefficients.

At tree level in FG (and at one loop in the CG) an energy-dependent term $\propto k_{0}^{2}=\left(E_{1}^{\prime}-\right.$ $\left.E_{1}\right)^{2}$ occurs. In principle, the redefinition of the quark energies in terms of three-momenta is ambiguous. In this special case, however, there is a preferred prescription (see Ref. [58]) to
transform away the energy dependence, namely Eq. (F.7). It is the only way to preserve the $1 /\left(m_{1} m_{2}\right)$ structure and at the same time leave the $1 / m$ potential unchanged, see Appendix $F$ for details. Adopting this prescription we arrive at the same result as in CG:

$$
\begin{equation*}
\tilde{D}_{\mathrm{off}, 1, \mathrm{FG}}^{(1,1)}=\tilde{D}_{\mathrm{off}, 1, \mathrm{CG}}^{(1,1)}, \quad \tilde{D}_{\mathrm{off}, 1, \mathrm{FG}}^{(2,0)}=\tilde{D}_{\mathrm{off}, 1, \mathrm{CG}}^{(2,0)} . \tag{9.14}
\end{equation*}
$$

Replacing the energy dependence as detailed in Appendix Fwe obtain at one loop

$$
\begin{align*}
\tilde{D}_{\mathrm{off}, 2, \mathrm{FG}}^{(2,0)}(\epsilon)= & \tilde{D}_{\mathrm{off}, 2, \mathrm{CG}}^{(2,0)}(\epsilon)+\frac{C_{A}}{3} \frac{\pi^{\frac{3}{2}-\epsilon} \csc (\pi \epsilon)}{2^{4 \epsilon+3} \Gamma\left(\epsilon+\frac{5}{2}\right)}\left(\frac{2^{2 \epsilon+3}(\epsilon+1)(2 \epsilon+3) \Gamma^{2}\left(\epsilon+\frac{3}{2}\right)}{\sqrt{\pi} \Gamma\left(2 \epsilon+\frac{3}{2}\right)}\right. \\
& \left.+20 \epsilon^{3}+39 \epsilon^{2}+\frac{25 \epsilon}{4}-12\right) \\
= & \tilde{D}_{\mathrm{off}, 2, \mathrm{CG}}^{(2,0)}(\epsilon)+C_{A}\left(\frac{35}{24}+\frac{4 \ln 2}{3}\right)+\mathcal{O}(\epsilon),  \tag{9.15}\\
\tilde{D}_{\mathrm{off}, 2, \mathrm{FG}}^{(1,1)}(\epsilon)= & \tilde{D}_{\mathrm{off}, 2, \mathrm{CG}}^{(1,1)}(\epsilon)+\frac{C_{A}}{3} \frac{\pi^{\frac{3}{2}-\epsilon} \csc (\pi \epsilon)}{2^{4 \epsilon+2} \Gamma\left(\epsilon+\frac{5}{2}\right)}\left(\frac{2^{2 \epsilon+3}(\epsilon+1)(2 \epsilon+3) \Gamma^{2}\left(\epsilon+\frac{3}{2}\right)}{\sqrt{\pi} \Gamma\left(2 \epsilon+\frac{3}{2}\right)}\right. \\
& \left.+20 \epsilon^{3}+39 \epsilon^{2}+\frac{25 \epsilon}{4}-12\right) \\
= & \tilde{D}_{\mathrm{off}, 2, \mathrm{CG}}^{(1,1)}(\epsilon)+C_{A}\left(\frac{35}{12}+\frac{8 \ln 2}{3}\right)+\mathcal{O}(\epsilon) . \tag{9.16}
\end{align*}
$$

### 9.1.3 On-shell matching

Finally, we determine the potential in the on-shell matching scheme. In this scheme we have $\tilde{D}_{\text {off,on-shell }}=0$ by construction. At the order we are working at, this means

$$
\begin{equation*}
\tilde{D}_{\text {off }, 1, \text { on-shell }}^{(2,0)}(\epsilon)=\tilde{D}_{\text {off }, 1, \text { on-shell }}^{(1,1)}(\epsilon)=\tilde{D}_{\text {off }, 2, \text { on-shell }}^{(2,0)}(\epsilon)=\tilde{D}_{\text {off }, 2, \text { on-shell }}^{(1,1)}(\epsilon)=0 . \tag{9.17}
\end{equation*}
$$

It turns out that for the other potentials a dedicated on-shell matching computation is not necessary. A priori, we must take into account potential loops, which are not needed in the off-shell computation, in addition to the soft NRQCD loops. The discussion on field redefinitions in Sec. 8.3 however shows that the transformation from an off-shell to the on-shell scheme leaves the coefficients $\tilde{D}_{\mathbf{p}^{2}}$ and $\tilde{D}_{r}$, as well as the $\mathcal{O}\left(\alpha_{\mathrm{s}} / m^{3}\right)$ potential, unchanged at the order we are working at. Hence, potential loops can neither contribute to $\tilde{D}_{\mathbf{p}^{2}, 2}$ and $\tilde{D}_{r, 2} \cdot{ }^{2}$ nor to the $\mathcal{O}\left(\alpha_{\mathrm{s}} / \mathrm{m}^{3}\right)$ potential. Therefore, these coefficients are equal irrespectively of computing them on- or off-shell, and in the latter case they are independent of the gauge, as we have seen.

For equal masses and in the on-shell matching scheme the potential has been computed in Refs. 133 141-145. The complete $\epsilon$ dependence for the equal mass case can be found in Ref. [142. We agree with their results. The novel results of the present section are the potentials for unequal masses (keeping track of the NRQCD Wilson coefficients).

As another cross check we have calculated the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / \mathrm{m}^{2}\right)$ potential for unequal masses from soft on-shell scattering amplitudes in vNRQCD, Ref. [146], using the Feynman rules given in Ref. [145. We found complete agreement with our momentum space results in the on-shell matching scheme.
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### 9.2 The $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / m^{2}\right)$ potential: matching with Wilson loops

### 9.2.1 The quasi-static energy and general formulas

An alternative determination of the potentials is the direct matching of NRQCD and pNRQCD gauge-invariant Green functions in position space. One key point is that the time of the quark and antiquark are now set equal. This is not a restriction. Instead, it is rather natural to describe quark-antiquark bound states by fields that depend on a single time coordinate. Another difference to the off-shell matching scheme is the insertion of gluon strings (Wilson lines) between the static quark and antiquark in order to form a Wilson loop, so that the whole system is gauge invariant.

The details of the Wilson-loop matching procedure are given in Refs. [42, 43]. In these references the emphasis was put on the matching in the non-perturbative scenario without ultrasoft degrees of freedom. Two alternative methods were worked out in detail. One is the direct matching between NRQCD and pNRQCD Wilson loops, and the other one is a generalized "quantummechanical" matching, which gives the spectral decomposition of the potentials, allowing them to be rewritten in terms of Wilson loops. Either way, the matching can be done in a strict $1 / \mathrm{m}$ expansion (potential loops do not have to be considered at all) and closed expressions in terms of Wilson loops can be obtained for each potential, which are then manifestly gauge invariant. This allows for a non-perturbative definition of the potential $E_{s}$, to which we will refer to as the "quasi-static" energy in the following. Formally it would be

$$
\begin{align*}
E_{s}\left(\mathbf{r}, \mathbf{p}, \mathbf{P}_{\mathbf{R}}, \mathbf{S}_{1}, \mathbf{S}_{2}\right)= & \frac{\mathbf{p}^{2}}{2 m_{\mathrm{r}}}+\frac{\mathbf{P}_{\mathbf{R}}^{2}}{2 M}+E^{(0)}+\frac{E^{(1,0)}}{m_{1}}+\frac{E^{(0,1)}}{m_{2}} \\
& +\frac{E^{(2,0)}}{m_{1}^{2}}+\frac{E^{(0,2)}}{m_{2}^{2}}+\frac{E^{(1,1)}}{m_{1} m_{2}}+\cdots \tag{9.18}
\end{align*}
$$

We use " $E$ " to make the distinction to the potentials " $V$ " explicit. In the strong-coupling regime (and provided there are no ultrasoft degrees of freedom), the quasi-static energy replaces the potential in the Schrödinger equation describing the non-perturbative heavy quarkonium bound state. Once ultrasoft effects are included (as e.g. in our calculation of the $B_{c}$ spectrum) this is not true anymore. The potential " V " is the particularization of the quasi-static energy once the ultrasoft effects have been subtracted in the weak coupling regime. That is why we explicitly distinguish between $E$ and $V$. We will elaborate on this in Sec. 9.2 .2 and in a forthcoming paper.

We shall use the following definitions for the Wilson-loop operators (see Ref. [43 for extra details). The angular brackets $\langle\ldots\rangle$ denote the average value over the Yang-Mills action, $W_{\square}$ is the rectangular static Wilson loop of dimensions $r \times T_{W}$ :

$$
\begin{equation*}
W_{\square} \equiv \mathrm{P} \exp \left\{-i g \oint_{r \times T_{W}} d z^{\mu} A_{\mu}(z)\right\}, \tag{9.19}
\end{equation*}
$$

and $\langle\langle\ldots\rangle\rangle \equiv\left\langle\ldots W_{\square}\right\rangle /\left\langle W_{\square}\right\rangle ; \mathrm{P}$ is the path-ordering operator. Moreover, we define the connected Wilson loop with $O_{1}\left(t_{1}\right), O_{2}\left(t_{2}\right), \ldots, O_{n}\left(t_{n}\right)$ operator insertions for $T_{W} / 2 \geq t_{1} \geq t_{2} \geq \cdots \geq t_{n} \geq$
$-T_{W} / 2$ by

$$
\begin{align*}
& \left\langle\left\langle O_{1}\left(t_{1}\right) O_{2}\left(t_{2}\right)\right\rangle\right\rangle_{c}=\left\langle\left\langle O_{1}\left(t_{1}\right) O_{2}\left(t_{2}\right)\right\rangle\right\rangle-\left\langle\left\langle O_{1}\left(t_{1}\right)\right\rangle\right\rangle\left\langle\left\langle O_{2}\left(t_{2}\right)\right\rangle\right\rangle,  \tag{9.20}\\
& \left\langle\left\langle O_{1}\left(t_{1}\right) O_{2}\left(t_{2}\right) O_{3}\left(t_{3}\right)\right\rangle\right\rangle_{c}=\left\langle\left\langle O_{1}\left(t_{1}\right) O_{2}\left(t_{2}\right) O_{3}\left(t_{3}\right)\right\rangle\right\rangle  \tag{9.21}\\
& \left.\quad-\left\langle\left\langle O_{1}\left(t_{1}\right)\right\rangle\right\rangle\left\langle\left\langle O_{2}\left(t_{2}\right) O_{3}\left(t_{3}\right)\right\rangle\right\rangle_{c}-\left\langle\left\langle O_{1}\left(t_{1}\right) O_{2}\left(t_{2}\right)\right\rangle\right\rangle_{c}\left\langle\left\langle O_{3}\left(t_{3}\right)\right\rangle\right\rangle-\left\langle\left\langle O_{1}\left(t_{1}\right)\right\rangle\right\rangle\left\langle\left\langle O_{2}\left(t_{2}\right)\right\rangle\right\rangle\left\langle O_{3}\left(t_{3}\right)\right\rangle\right\rangle, \\
& \left\langle\left\langle O_{1}\left(t_{1}\right) O_{2}\left(t_{2}\right) O_{3}\left(t_{3}\right) O_{4}\left(t_{4}\right)\right\rangle_{c}=\left\langle\left\langle O_{1}\left(t_{1}\right) O_{2}\left(t_{2}\right) O_{3}\left(t_{3}\right) O_{4}\left(t_{4}\right)\right\rangle\right\rangle\right. \\
& \quad-\left\langle\left\langle O_{1}\left(t_{1}\right)\right\rangle\right\rangle\left\langle\left\langle O_{2}\left(t_{2}\right) O_{3}\left(t_{3}\right) O_{4}\left(t_{4}\right)\right\rangle_{c}-\left\langle\left\langle O_{1}\left(t_{1}\right) O_{2}\left(t_{2}\right)\right\rangle\right\rangle_{c}\left\langle\left\langle O_{3}\left(t_{3}\right) O_{4}\left(t_{4}\right)\right\rangle\right\rangle_{c}\right) \\
& \left.\quad-\left\langle\left\langle O_{1}\left(t_{1}\right) O_{2}\left(t_{2}\right) O_{3}\left(t_{3}\right)\right\rangle\right\rangle_{c}\left\langle\left\langle O_{4}\left(t_{4}\right)\right\rangle\right\rangle-\left\langle\left\langle O_{1}\left(t_{1}\right)\right\rangle\right\rangle\left\langle\left\langle O_{2}\left(t_{2}\right)\right\rangle\right\rangle\left\langle O_{3}\left(t_{3}\right) O_{4}\left(t_{4}\right)\right\rangle\right\rangle_{c} \\
& \left.\left.\left.\quad-\left\langle\left\langle O_{1}\left(t_{1}\right)\right\rangle\right\rangle\left\langle O_{2}\left(t_{2}\right) O_{3}\left(t_{3}\right)\right\rangle\right\rangle_{c}\left\langle\left\langle O_{4}\left(t_{4}\right)\right\rangle\right\rangle-\left\langle\left\langle O_{1}\left(t_{1}\right) O_{2}\left(t_{2}\right)\right\rangle\right\rangle_{c}\left\langle\left\langle O_{3}\left(t_{3}\right)\right\rangle\right\rangle\left\langle\left\langle O_{4}\left(t_{4}\right)\right\rangle\right\rangle\right\rangle\right\rangle\left\langle\left\langle O_{2}\left(t_{2}\right)\right\rangle\right\rangle\left\langle\left\langle O_{3}\left(t_{3}\right)\right\rangle\right\rangle\left\langle\left\langle O_{4}\left(t_{4}\right)\right\rangle\right\rangle,
\end{align*}
$$

At leading order in the $1 / m$ expansion, we get nothing but the static energy already found by Wilson many years ago Ref. [132

$$
\begin{equation*}
E^{(0)}(r)=\lim _{T \rightarrow \infty} \frac{i}{T} \ln \left\langle W_{\square}\right\rangle . \tag{9.23}
\end{equation*}
$$

The complete expression of the $1 / m$ and $1 / m^{2}$ potentials in the quenched approximation (no light quarks) in terms of Wilson loops has been determined in Refs. [42,43] (partial results for the $1 / m^{2}$ potential can be found in Refs. $147-150$ ). For these we define the shorthand notation

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \equiv \lim _{T \rightarrow \infty} \lim _{T_{W} \rightarrow \infty} \tag{9.24}
\end{equation*}
$$

where $T_{W}$ is the time length of the Wilson loop and $T$ is the time length appearing in the time integrals shown below. By performing the limit $T_{W} \rightarrow \infty$ first, the averages $\langle\langle\ldots\rangle$ become independent of $T_{W}$ and thus are invariant under global time translations.

The incorporation of light quarks introduces extra terms in $E_{r}^{(2,0)}$, which we include here. The other Wilson loop expressions for the quasi-static energies equal the ones in Refs. [42, 43, with the exception that we rewrite some of them so that they remain valid in $D$ dimensions. For the spin-independent quasi-static energies we have

$$
\begin{align*}
E^{(1,0)}(r)= & -\frac{1}{2} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t\left\langle\left\langle g \mathbf{E}_{1}(t) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c},  \tag{9.25}\\
E_{\mathbf{p}^{2}}^{(2,0)}(r)= & \frac{i r^{i} r^{j}}{2} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{1}^{j}(0)\right\rangle\right\rangle_{c},  \tag{9.26}\\
E_{\mathbf{L}^{2}}^{(2,0)}(r)= & \frac{i}{2(d-1)}\left(\delta^{i j}-d \frac{r^{i} r^{j}}{r^{2}}\right) \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{1}^{j}(0)\right\rangle\right\rangle_{c},  \tag{9.27}\\
E_{\mathbf{p}^{2}}^{(1,1)}(r)= & i \frac{r^{i} r^{j}}{r^{2}} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{2}^{j}(0)\right\rangle\right\rangle_{c},  \tag{9.28}\\
E_{\mathbf{L}^{2}}^{(1,1)}(r)= & \frac{i}{d-1}\left(\delta^{i j}-d \frac{r^{i} r^{j}}{r^{2}}\right) \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{2}^{j}(0)\right\rangle\right\rangle_{c},  \tag{9.29}\\
E_{r}^{(2,0)}(r)= & -\frac{c_{D}^{(1)}}{8} \lim _{T_{W} \rightarrow \infty}\left\langle\left\langle\left[\mathbf{D}_{1} \cdot g \mathbf{E}_{1}\right](t)\right\rangle\right\rangle_{c}  \tag{9.30}\\
& -\frac{i c_{F}^{(1) 2}}{4} \lim _{T \rightarrow \infty} \int_{0}^{T} d t\left\langle\left\langle g \mathbf{B}_{1}(t) \cdot g \mathbf{B}_{1}(0)\right\rangle_{c}+\frac{1}{2}\left(\nabla_{r}^{2} E_{\mathbf{p}^{2}}^{(2,0)}\right)\right.
\end{align*}
$$

$$
\begin{aligned}
& -\frac{i}{2} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3}\left(t_{2}-t_{3}\right)^{2}\left\langle\left\langle g \mathbf{E}_{1}\left(t_{1}\right) \cdot g \mathbf{E}_{1}\left(t_{2}\right) g \mathbf{E}_{1}\left(t_{3}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c} \\
& +\frac{1}{2}\left(\nabla_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle g \mathbf{E}_{1}^{i}\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c}\right) \\
& -\frac{i}{2}\left(\nabla_{r}^{i} E^{(0)}\right) \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{3}\left\langle\left\langle g \mathbf{E}_{1}^{i}\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c} \\
& +\frac{1}{4}\left(\boldsymbol{\nabla}_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{3}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{1}^{j}(0)\right\rangle\right\rangle_{c}\left(\boldsymbol{\nabla}_{r}^{j} E^{(0)}\right)\right) \\
& -\frac{i}{12} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{4}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{1}^{j}(0)\right\rangle\right\rangle_{c}\left(\boldsymbol{\nabla}_{r}^{i} E^{(0)}\right)\left(\boldsymbol{\nabla}_{r}^{j} E^{(0)}\right) \\
& -\frac{c_{1}^{g(1)}}{4} f_{a b c} \int d^{3} \mathbf{x} \lim _{T_{W} \rightarrow \infty} g\left\langle\left\langle G_{\mu \nu}^{a}(x) G_{\mu \lambda}^{b}(x) G_{\nu \lambda}^{c}(x)\right\rangle\right\rangle \\
& -\frac{1}{2} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle\left[\mathbf{D}_{1} ., g \mathbf{E}_{1}\right]\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c} \\
& +\frac{i}{8} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\langle\left\langle\left[\mathbf{D}_{1} ., g \mathbf{E}_{1}\right](t)\left[\mathbf{D}_{1} ., g \mathbf{E}_{1}\right](0)\right\rangle\right\rangle_{c} \\
& -\frac{i}{4}\left(\boldsymbol{\nabla}_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t)\left[\mathbf{D}_{1} ., g \mathbf{E}_{1}\right](0)\right\rangle\right\rangle_{c}\right) \\
& -\frac{1}{4} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{3}\left\langle\left\langle\left[\mathbf{D}_{1},, g \mathbf{E}_{1}\right](t) g \mathbf{E}_{1}^{j}(0)\right\rangle\right\rangle_{c}\left(\boldsymbol{\nabla}_{r}^{j} E^{(0)}\right) \\
& -\frac{c_{1}^{h l(1)}}{8} g^{2} \sum_{i=1}^{n_{f}} \lim _{T_{W} \rightarrow \infty}\left\langle\left\langle T_{1}^{a} \bar{q}_{i} \gamma_{0} T_{1}^{a} q_{i}(t)\right\rangle\right\rangle_{c}-\frac{c_{2}^{h l(1)}}{8} g^{2} \sum_{i=1}^{n_{f}} \lim _{W}\left\langle\left\langle\bar{q}_{i} \gamma_{0} q_{i}(t)\right\rangle\right\rangle_{c} \\
& -\int d^{3} \mathbf{x} \lim _{T_{W} \rightarrow \infty}\left\langle\left\langle\delta \mathcal{L}_{l}^{(1)}\right\rangle\right\rangle,
\end{aligned}
$$

where in the second-to-last line the light-quark operators are located in the heavy-quark Wilson line (i.e. at the position $\mathbf{x}_{1}$ ). The last term contains the $1 / m^{2}$ operators in the NRQCD Lagrangian that only involve light degrees of freedom. Irrespectively of this, all the Wilson-loop expectation values should be computed with dynamical light quarks. The quasi static energy in Eq. (9.30) generalizes the result of Ref. 43 to the case with light fermions (as usual neglecting ultrasoft effects). Note that, although, formally, the first, the second-to-last, and the last lines of Eq. 9.30 depend on the time where the operators are inserted on the heavy-quark lines. Due to time translation invariance, this is not so after performing the $T_{W} \rightarrow \infty$ limit.

Finally, the last term we need in Eq. (9.18) is ${ }^{3}$

$$
\begin{align*}
& E_{r}^{(1,1)}(r)=\frac{1}{2}\left(\boldsymbol{\nabla}_{r}^{2} E_{\mathbf{p}^{2}}^{(1,1)}\right)  \tag{9.31}\\
& -i \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3}\left(t_{2}-t_{3}\right)^{2}\left\langle\left\langle g \mathbf{E}_{1}\left(t_{1}\right) \cdot g \mathbf{E}_{1}\left(t_{2}\right) g \mathbf{E}_{2}\left(t_{3}\right) \cdot g \mathbf{E}_{2}(0)\right\rangle\right\rangle_{c} \\
& +\frac{1}{2}\left(\boldsymbol{\nabla}_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle g \mathbf{E}_{1}^{i}\left(t_{1}\right) g \mathbf{E}_{2}\left(t_{2}\right) \cdot g \mathbf{E}_{2}(0)\right\rangle\right\rangle_{c}\right) \\
& +\frac{1}{2}\left(\nabla_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle g \mathbf{E}_{2}^{i}\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c}\right)
\end{align*}
$$

[^18]\[

$$
\begin{aligned}
& -\frac{i}{2}\left(\nabla_{r}^{i} E^{(0)}\right) \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{3}\left\langle\left\langle g \mathbf{E}_{1}^{i}\left(t_{1}\right) g \mathbf{E}_{2}\left(t_{2}\right) \cdot g \mathbf{E}_{2}(0)\right\rangle\right\rangle_{c} \\
& -\frac{i}{2}\left(\nabla_{r}^{i} E^{(0)}\right) \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{3}\left\langle\left\langle g \mathbf{E}_{2}^{i}\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c} \\
& +\frac{1}{4}\left(\nabla_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{3}\left\{\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{2}^{j}(0)\right\rangle\right\rangle_{c}+\left\langle\left\langle g \mathbf{E}_{2}^{i}(t) g \mathbf{E}_{1}^{j}(0)\right\rangle_{c}\right\}\left(\nabla_{r}^{j} E^{(0)}\right)\right)\right. \\
& -\frac{i}{6} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{4}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{2}^{j}(0)\right\rangle\right\rangle_{c}\left(\nabla_{r}^{i} E^{(0)}\right)\left(\nabla_{r}^{j} E^{(0)}\right) \\
& +\left(d_{s s}+d_{v s} C_{F}\right) \delta^{(3)}\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right) \\
& -\frac{1}{2} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle\left[\mathbf{D}_{1 .}, g \mathbf{E}_{1}\right]\left(t_{1}\right) g \mathbf{E}_{2}\left(t_{2}\right) \cdot g \mathbf{E}_{2}(0)\right\rangle\right\rangle_{c} \\
& \left.+\frac{1}{2} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle\mathbf{D}_{2} ., g \mathbf{E}_{2}\right]\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c} \\
& -\frac{i}{4} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\langle\left\langle\left[\mathbf{D}_{1} ., g \mathbf{E}_{1}\right](t)\left[\mathbf{D}_{2} ., g \mathbf{E}_{2}\right](0)\right\rangle\right\rangle_{c} \\
& +\frac{i}{4}\left(\nabla_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\{\left\langle\left\langle g \mathbf{E}_{1}^{i}(t)\left[\mathbf{D}_{2} ., g \mathbf{E}_{2}\right](0)\right\rangle\right\rangle_{c}-\left\langle\left\langle g \mathbf{E}_{2}^{i}(t)\left[\mathbf{D}_{1},, g \mathbf{E}_{1}\right](0)\right\rangle\right\rangle_{c}\right\}\right) \\
& -\frac{1}{4} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{3}\left\{\left\langle\left\langle\left[\mathbf{D}_{1} ., g \mathbf{E}_{1}\right](t) g \mathbf{E}_{2}^{j}(0)\right\rangle\right\rangle_{c}-\left\langle\left\langle\left[\mathbf{D}_{2} ., g \mathbf{E}_{2}\right](t) g \mathbf{E}_{1}^{j}(0)\right\rangle\right\rangle_{c}\right\}\left(\nabla_{r}^{j} E^{(0)}\right) .
\end{aligned}
$$
\]

Let us further elaborate on the expressions for $E_{r}^{(2,0)}$ and $E_{r}^{(1,1)}$. The first term of $E_{r}^{(2,0)}$ admits the alternative representation

$$
\begin{equation*}
\lim _{T_{W} \rightarrow \infty}\left\langle\left\langle\left[\mathbf{D}_{1} \cdot, g \mathbf{E}_{1}\right](t)\right\rangle\right\rangle_{c}=-\left(\nabla_{r}^{2} E^{(0)}+2 i \lim _{T \rightarrow \infty} \int_{0}^{T} d t\left\langle\left\langle g \mathbf{E}_{1}(t) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c}\right) . \tag{9.32}
\end{equation*}
$$

It is also possible to use the Gauss law

$$
\begin{equation*}
(\mathbf{D} \cdot \mathbf{E})^{a}|\mathrm{phys}\rangle=g\left(\bar{\psi}^{\dagger} T^{a} \psi-\chi_{c}\left(T^{a}\right)^{T} \chi_{c}\right)|\mathrm{phys}\rangle+\sum_{i=1}^{n_{f}} \bar{q}_{i} \gamma_{0} T^{a} q_{i}|\mathrm{phys}\rangle \tag{9.33}
\end{equation*}
$$

to simplify Eq. (9.32). This was done in Ref. [43] for the case without light fermions. Including them we find

$$
\begin{equation*}
\lim _{T_{W} \rightarrow \infty}\left\langle\left\langle\left[\mathbf{D}_{1} \cdot, g \mathbf{E}_{1}\right](t)\right\rangle\right\rangle_{c}=-g^{2} \delta^{(d)}\left(\mathbf{x}_{\mathbf{1}}-\mathbf{x}_{\mathbf{2}}\right)+g^{2} \sum_{i=1}^{n_{f}} \lim _{W}\left\langle\left\langle T_{1}^{a} \bar{q}_{i} \gamma_{0} T_{1}^{a} q_{i}(t)\right\rangle\right\rangle_{c} \tag{9.34}
\end{equation*}
$$

It is quite remarkable that Eqs. (9.32) and (9.34) are equal, because, unlike in the former, it is obvious in the latter that only the delta-function term survives for $n_{f}=0$.

For the other terms of $E_{r}^{(2,0)}$ and $E_{r}^{(1,1)}$ that involve the commutator $[\mathbf{D} \cdot, g \mathbf{E}]$ we can make the replacement $[\mathbf{D} \cdot, g \mathbf{E}] \rightarrow g^{2} T^{a} \bar{q}_{i} \gamma_{0} T^{a} q_{i}$ everywhere, as the first term in the right-hand-side of Eq. (9.33) only contributes in the term proportional to $c_{D}$. This makes their dependence on the
light fermions more explicit. We obtain

$$
\begin{aligned}
& E_{r}^{(2,0)}(r)=-\frac{c_{D}^{(1)}}{8}\left[-g^{2} \delta^{d}\left(\mathbf{x}_{\mathbf{1}}-\mathbf{x}_{\mathbf{2}}\right)+g^{2} \sum_{i=1}^{n_{f}} \lim _{W \rightarrow \infty}\left\langle\left\langle T_{1}^{a} \bar{q}_{i} \gamma_{0} T_{1}^{a} q_{i}(t)\right\rangle\right\rangle_{c}\right] \\
& -\frac{i c_{F}^{(1) 2}}{4} \lim _{T \rightarrow \infty} \int_{0}^{T} d t\left\langle\left\langle g \mathbf{B}_{1}(t) \cdot g \mathbf{B}_{1}(0)\right\rangle\right\rangle_{c}+\frac{1}{2}\left(\boldsymbol{\nabla}_{r}^{2} E_{\mathbf{p}^{2}}^{(2,0)}\right)-\frac{c_{1}^{h l(1)}}{8} g^{2} \sum_{i=1}^{n_{f}} \lim _{T_{W} \rightarrow \infty}\left\langle\left\langle T_{1}^{a} \bar{q}_{i} \gamma_{0} T_{1}^{a} q_{i}(t)\right\rangle\right\rangle_{c} \\
& -\frac{i}{2} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3}\left(t_{2}-t_{3}\right)^{2}\left\langle\left\langle g \mathbf{E}_{1}\left(t_{1}\right) \cdot g \mathbf{E}_{1}\left(t_{2}\right) g \mathbf{E}_{1}\left(t_{3}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c} \\
& +\frac{1}{2}\left(\nabla_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle g \mathbf{E}_{1}^{i}\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c}\right) \\
& -\frac{i}{2}\left(\boldsymbol{\nabla}_{r}^{i} E^{(0)}\right) \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{3}\left\langle\left\langle g \mathbf{E}_{1}^{i}\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c} \\
& +\frac{1}{4}\left(\boldsymbol{\nabla}_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{3}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{1}^{j}(0)\right\rangle\right\rangle_{c}\left(\boldsymbol{\nabla}_{r}^{j} E^{(0)}\right)\right) \\
& -\frac{i}{12} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{4}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{1}^{j}(0)\right\rangle\right\rangle_{c}\left(\boldsymbol{\nabla}_{r}^{i} E^{(0)}\right)\left(\boldsymbol{\nabla}_{r}^{j} E^{(0)}\right) \\
& -\frac{c_{1}^{g(1)}}{4} f_{a b c} \int d^{3} \mathbf{x} \lim _{T_{W} \rightarrow \infty} g\left\langle\left\langle G_{\mu \nu}^{a}(x) G_{\mu \lambda}^{b}(x) G_{\nu \lambda}^{c}(x)\right\rangle\right\rangle \\
& -\frac{1}{2} g^{2} \sum_{j=1}^{n_{f}} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle T_{1}^{a} \bar{q}_{j} \gamma_{0} T^{a} q_{j}\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c} \\
& +\frac{i}{8} g^{4} \sum_{j, s=1}^{n_{f}} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\langle\left\langle T_{1}^{a} \bar{q}_{s} \gamma_{0} T_{1}^{a} q_{s}(t) T_{1}^{a} \bar{q}_{j} \gamma_{0} T_{1}^{a} q_{j}(0)\right\rangle\right\rangle_{c} \\
& -\frac{i}{4} g^{2} \sum_{j=1}^{n_{f}}\left(\nabla_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) T_{1}^{a} \bar{q}_{j} \gamma_{0} T_{1}^{a} q_{j}(0)\right\rangle\right\rangle_{c}\right) \\
& -\frac{1}{4} g^{2} \sum_{j=1}^{n_{f}} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{3}\left\langle\left\langle\left[T_{1}^{a} \bar{q}_{j} \gamma_{0} T_{1}^{a} q_{j}(t) g \mathbf{E}_{1}^{j}(0)\right\rangle\right\rangle_{c}\left(\boldsymbol{\nabla}_{r}^{j} E^{(0)}\right)\right. \\
& -\frac{c_{2}^{h l(1)}}{8} g^{2} \sum_{i=1}^{n_{f}} \lim _{T_{W} \rightarrow \infty}\left\langle\left\langle\bar{q}_{i} \gamma_{0} q_{i}(t)\right\rangle\right\rangle_{c}-\int d^{3} \mathbf{x} \lim _{T_{W} \rightarrow \infty}\left\langle\left\langle\delta \mathcal{L}_{l}^{(1)}\right\rangle\right\rangle,
\end{aligned}
$$

where the last six lines are due to light fermions, and the light quark operators are located on the heavy quark Wilson line (i.e. at the position $\mathbf{x}_{1}$ ) except for the last operator, and

$$
\begin{align*}
& E_{r}^{(1,1)}(r)=\frac{1}{2}\left(\boldsymbol{\nabla}_{r}^{2} E_{\mathbf{p}^{2}}^{(1,1)}\right)  \tag{9.36}\\
& -i \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3}\left(t_{2}-t_{3}\right)^{2}\left\langle\left\langle g \mathbf{E}_{1}\left(t_{1}\right) \cdot g \mathbf{E}_{1}\left(t_{2}\right) g \mathbf{E}_{2}\left(t_{3}\right) \cdot g \mathbf{E}_{2}(0)\right\rangle\right\rangle_{c} \\
& +\frac{1}{2}\left(\boldsymbol{\nabla}_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle g \mathbf{E}_{1}^{i}\left(t_{1}\right) g \mathbf{E}_{2}\left(t_{2}\right) \cdot g \mathbf{E}_{2}(0)\right\rangle\right\rangle_{c}\right) \\
& +\frac{1}{2}\left(\nabla_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle g \mathbf{E}_{2}^{i}\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c}\right) \\
& -\frac{i}{2}\left(\nabla_{r}^{i} E^{(0)}\right) \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{3}\left\langle\left\langle g \mathbf{E}_{1}^{i}\left(t_{1}\right) g \mathbf{E}_{2}\left(t_{2}\right) \cdot g \mathbf{E}_{2}(0)\right\rangle\right\rangle_{c}
\end{align*}
$$

$$
\begin{aligned}
& -\frac{i}{2}\left(\boldsymbol{\nabla}_{r}^{i} E^{(0)}\right) \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{3}\left\langle\left\langle g \mathbf{E}_{2}^{i}\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle_{c} \\
& + \\
& +\frac{1}{4}\left(\nabla _ { r } ^ { i } \operatorname { l i m } _ { T \rightarrow \infty } \int _ { 0 } ^ { T } d t t ^ { 3 } \left\{\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{2}^{j}(0)\right\rangle_{c}+\left\langle\left\langle g \mathbf{E}_{2}^{i}(t) g \mathbf{E}_{1}^{j}(0)\right\rangle_{c}\right\}\left(\nabla_{r}^{j} E^{(0)}\right)\right)\right.\right. \\
& - \\
& -\frac{i}{6} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{4}\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{2}^{j}(0)\right\rangle_{c}\left(\boldsymbol{\nabla}_{r}^{i} E^{(0)}\right)\left(\nabla_{r}^{j} E^{(0)}\right)\right. \\
& +\left(d_{s s}+d_{v s} C_{F}\right) \delta^{(3)}\left(\mathbf{x}_{1}-\mathbf{x}_{2}\right) \\
& -\frac{1}{2} g^{2} \sum_{j=1}^{n_{f}} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle T_{1}^{a} \bar{q}_{j} \gamma_{0} T^{a} q_{j}\left(t_{1}\right) g \mathbf{E}_{2}\left(t_{2}\right) \cdot g \mathbf{E}_{2}(0)\right\rangle_{c}\right. \\
& +\frac{1}{2} g^{2} \sum_{j=1}^{n_{f}} \lim _{T \rightarrow \infty} \int_{0}^{T} d t_{1} \int_{0}^{t_{1}} d t_{2}\left(t_{1}-t_{2}\right)^{2}\left\langle\left\langle T_{2}^{a} \bar{q}_{j} \gamma_{0} T_{2}^{a} q_{j}\left(t_{1}\right) g \mathbf{E}_{1}\left(t_{2}\right) \cdot g \mathbf{E}_{1}(0)\right\rangle_{c}\right. \\
& -\frac{i}{4} g^{4} \sum_{j, s=1}^{n_{f}} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\langle\left\langle T_{1}^{a} \bar{q}_{j} \gamma_{0} T_{1}^{a} q_{j}(t) T_{2}^{a} \bar{q}_{s} \gamma_{0} T_{2}^{a} q_{s}(0)\right\rangle\right\rangle_{c} \\
& +\frac{i}{4} g^{2} \sum_{j=1}^{n_{f}}\left(\boldsymbol{\nabla}_{r}^{i} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2}\left\{\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) T_{2}^{a} \bar{q}_{j} \gamma_{0} T_{2}^{a} q_{j}(0)\right\rangle\right\rangle_{c}-\left\langle\left\langle g \mathbf{E}_{2}^{i}(t) T_{1}^{a} \bar{q}_{j} \gamma_{0} T_{1}^{a} q_{j}(0)\right\rangle\right\rangle_{c}\right\}\right) \\
& -\frac{1}{4} g^{2} \sum_{j=1}^{n_{f}} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{3}\left\{\left\langle\left\langle T_{1}^{a} \bar{q}_{j} \gamma_{0} T_{1}^{a} q_{j}(t) g \mathbf{E}_{2}^{j}(0)\right\rangle\right\rangle_{c}-\left\langle\left\langle T_{2}^{a} \bar{q}_{j} \gamma_{0} T_{2}^{a} q_{j}(t) g \mathbf{E}_{1}^{j}(0)\right\rangle\right\rangle_{c}\right\}\left(\nabla_{r}^{j} E^{(0)}\right) .
\end{aligned}
$$

In summary, the results of this subsection are the generalization of the results of Ref. [43] for the strong-coupling version of the $1 / m^{2}$ pNRQCD potential after the inclusion of light fermions (and neglecting ultrasoft degrees of freedom). The expressions of the potentials in terms of Wilson loops are equal to the quenched $\left(n_{f}=0\right)$ case except for $E_{r}^{(2,0)}$ and $E_{r}^{(1,1)}$ (and one should keep in mind that dynamical light quarks should be included in the computation at loop level). We have presented expressions valid in $D$ dimensions.

### 9.2.2 Results in perturbation theory: the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / m^{2}\right)$ potential

Once we focus on the weak-coupling regime, ultrasoft degrees of freedom certainly contribute to the quasi-static energies. They do so with energies/momenta of order $\Delta V \equiv V_{o}^{(0)}-V^{(0)} \sim$ $C_{A} \alpha_{\mathrm{s}} / r \sim m v^{2}$. Nevertheless, for a consistent description of the weakly-coupled quark-antiquark system, the potentials in the Schrödinger equation (i.e. in the pNRQCD Lagrangian) should only include contributions associated with the soft modes. Taylor expanding in powers of $1 / \mathrm{m}$ before integrating over the gauge or light-quark dynamical variables effectively sets the potential loops to zero. However, this does not eliminate the ultrasoft contributions from the potential expressed in terms of Wilson loops. Actually, as far as the ultrasoft modes are concerned, the $1 / m$ expansion can be formally understood as exploiting the hierarchy $\Delta V \gg \mathbf{p}^{2} / m$, which is the limit implicit in the discussion of Sec. 9.2.1 ${ }^{4}$

In order to obtain the potentials in perturbation theory, the ultrasoft contribution has to be subtracted. This can be easily achieved by expanding in the ultrasoft scale before performing the loop integration. Thus, only the soft scale appears in the integrals, which become homogeneous

[^19]in that scale. The potentials then take the form of a power series in $g^{2}$ (and, eventually, in $\Delta V$, when working beyond the order we are interested in). In summary we have,
\[

$$
\begin{equation*}
V_{s, W}(r)=\left.E_{s}(r)\right|_{\mathrm{soft}} \tag{9.37}
\end{equation*}
$$

\]

where we have put the subscript $W$ to indicate the Wilson-loop matching scheme.
For the static potential $V^{(0)}$, the Wilson loop definition is given in Eq. 9.23). Its perturbative evaluation in powers of $\alpha_{\mathrm{s}}$ can be transformed into a calculation in momentum space, where the energies of the external quark and antiquark are set to zero for $T_{W} \rightarrow \infty$, since the time-dependent part of the external quark propagator, $\theta\left(T_{W}-t\right)$, can be approximated by 1 . See also Ref. 151 for a detailed discussion. In addition, for a certain class of gauges (including FG and CG), one can neglect the exchange of asymptotic gluons from the boundaries of the Wilson loop at $\pm T_{W} / 2$ for $T_{W} \rightarrow \infty$, see the discussion in Refs. [36, 151]. In this setup, the Wilson-loop matching for the static potential is equivalent to a standard diagrammatic S-matrix calculation with off-shell static quarks, i.e. with zero (kinetic) quark energies, but non-zero external three-momenta. This is indeed equivalent to the off-shell matching computation at leading order in the $1 / m, E_{1}$ and $E_{2}$ expansion.

In fact, it is also equivalent to the on-shell matching computation. This is so because at $\mathcal{O}\left(m^{0}\right)$ no kinetic propagator insertions are involved in a soft NRQCD S-matrix calculation, as they would inevitably come with factors of $1 / m$. It therefore does actually not matter for the latter calculation, whether the external quarks are on- or off-shell. Furthermore, potential loop contributions to the static potential in the on-shell matching scheme must vanish, because there are no field redefinitions (compatible with the symmetries of QCD) that could possibly remove them by modifying a higher order potential. Hence, we conclude, that the static potential is the same in any of the matching schemes discussed in this work.

The Wilson-loop calculation for the higher-order potentials cannot be related to a purely momentum space S-matrix calculation due to the insertions of gluonic/light-quark operators that are integrated over time. Nevertheless, we will see that we can also compute the higherorder potentials in the Wilson-loop matching scheme efficiently based on Feynman diagrams. It is worth emphasizing that the expressions for the potentials in terms of Wilson loops encapsulate all effects at the soft scale in a compact way, and they are correct to any finite order in perturbation theory. In particular, compared to the standard calculation of the static potential, only a few extra Feynman rules for the operator insertions have to be introduced (see Appendix B.3) once the exchange of asymptotic gluons from the boundaries of the Wilson loop at $\pm T_{W} / 2$ for $T_{W} \rightarrow \infty$ is neglected. This is to be contrasted with the matching of Green functions, where higher-order kinetic insertions on the propagators must be taken into account, both for on-shell and off-shell matching, which can be quite tedious at higher orders. When matching on-shell, in addition, potential loops must be considered.

Let us now compute $V_{\mathbf{L}^{2}, W}^{(2,0)}=\left.E_{\mathbf{L}^{2}}^{(2,0)}\right|_{\text {soft }}$ and $V_{\mathbf{L}^{2}, W}^{(1,1)}=\left.E_{\mathbf{L}^{2}}^{(1,1)}\right|_{\text {soft }}$. We use this case in order to illustrate how we perform the Wilson loop calculations.

At $\mathcal{O}\left(\alpha_{\mathrm{s}}\right)$ we only have contributions to $V_{\mathbf{L}^{2}, W}^{(1,1)}$. The diagrams contributing are drawn in Fig. 9.1. In CG only the second diagram contributes and using the Feynman rules derived in


Figure 9.1: Tree-level Wilson-loop diagrams contributing to $V_{\mathbf{L}^{2}, W}^{(1,1)}(r)$. Dotted and wavy lines represent $A_{0}$ and $\mathbf{A}$ gluons, respectively. The crossed vertices denote insertions of the chromoelectric field operator $\mathbf{E}^{i}$ according to Eq. 9.29 . Their horizontal displacement indicates that they are located at different times ( 0 and $t$ ).


Figure 9.2: One-loop diagrams contributing to $V_{\mathbf{L}^{2}, W}^{(2,0)}(r)$. Left-right mirror graphs are understood.

Appendix B.3 the detailed calculation reads

$$
\begin{align*}
& V_{\mathbf{L}^{2}, W}^{(1,1)}(r)=\frac{i}{(d-1)}\left(\delta^{i j}-d \frac{r^{i} r^{j}}{r^{2}}\right) g_{B}^{2} C_{F} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t^{2} \int \frac{d^{D} k}{(2 \pi)^{D}} e^{i k r} \frac{i k_{0}^{2}}{k^{2}+i 0} P_{i j}(\mathbf{k}) \\
& =\frac{i}{(d-1)}\left(\delta^{i j}-d \frac{r^{i} r^{j}}{r^{2}}\right) g_{B}^{2} C_{F} \int \frac{d^{d} k}{(2 \pi)^{d}} e^{-i \mathbf{k r}} P_{i j}(\mathbf{k}) \int \frac{d k_{0}}{(2 \pi)} \frac{i k_{0}^{2}}{k^{2}+i 0}\left(-\frac{\partial^{2}}{\partial k_{0}^{2}}\right) \int_{0}^{\infty} d t e^{i k_{0} t} \\
& =\frac{1}{(d-1)}\left(\delta^{i j}-d \frac{r^{i} r^{j}}{r^{2}}\right) g_{B}^{2} C_{F} \int \frac{d^{d} k}{(2 \pi)^{d}} e^{-i \mathbf{k r}} P_{i j}(\mathbf{k}) \int \frac{d k_{0}}{(2 \pi)} \frac{k_{0}^{2}}{k_{0}^{2}-\mathbf{k}^{2}+i 0} \frac{\partial^{2}}{\partial k_{0}^{2}} \frac{i}{k_{0}+i 0} \\
& =\frac{C_{F} g_{B}^{2}}{8 \pi} \frac{(1+2 \epsilon) \Gamma\left(\frac{1}{2}+\epsilon\right)}{\pi^{\frac{1}{2}+\epsilon} r^{1+2 \epsilon}}=\frac{C_{F} \alpha_{\mathrm{s}}}{2 r}+\mathcal{O}(\epsilon), \tag{9.38}
\end{align*}
$$

where the projector $P_{i j}(\mathbf{k})=\delta_{i j}-\frac{k^{i} k^{j}}{k^{2}}$.
In FG both diagrams in Fig. 9.1 contribute, but we still obtain the same result, as expected due to gauge invariance of the Wilson loop. At this order the result coincides with the result obtained using off-shell matching ${ }^{5}$ Therefore

$$
\begin{equation*}
\tilde{D}_{\mathrm{off}, 1, \mathrm{~W}}^{(2,0)}(\epsilon)=\tilde{D}_{\mathrm{off}, 1, \mathrm{CG}}^{(2,0)}(\epsilon), \quad \tilde{D}_{\mathrm{off}, 1, \mathrm{~W}}^{(1,1)}(\epsilon)=\tilde{D}_{\mathrm{off}, 1, \mathrm{CG}}^{(1,1)}(\epsilon) . \tag{9.39}
\end{equation*}
$$

[^20]At $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)$ the diagrams needed for $V_{\mathbf{L}^{2}, W}^{(2,0)}$ are drawn in Fig. 9.2 and the calculation reads

$$
\begin{align*}
& V_{\mathbf{L}^{2}, W}^{(2,0)}(r)= \\
& =\frac{g_{B}^{2}}{2(d-1)}\left(\delta^{i j}-d \frac{r^{i} r^{j}}{r^{2}}\right) \int \frac{d^{d} k}{(2 \pi)^{d}} e^{-i \mathbf{k r}} \int \frac{d^{D} q}{(2 \pi)^{D}} \int_{0}^{\infty} d t t^{2} e^{-i q_{0} t} \int \frac{d l_{0}}{2 \pi} e^{-i l_{0} t} \frac{i \mathcal{M}_{i j}(q)}{l_{0}+i 0} \\
& =\frac{g_{B}^{2}}{2(d-1)}\left(\delta^{i j}-d \frac{r^{i} r^{j}}{r^{2}}\right) \int \frac{d^{d} k}{(2 \pi)^{d}} e^{-i \mathbf{k r}} \int \frac{d^{D} q}{(2 \pi)^{D}} \mathcal{M}_{i j}(q) \int_{0}^{\infty} d t t^{2} e^{-i q_{0} t} \theta(t) \\
& =\frac{i g_{B}^{2}}{2(d-1)}\left(\delta^{i j}-d \frac{r^{i} r^{j}}{r^{2}}\right) \int \frac{d^{d} k}{(2 \pi)^{d}} e^{-i \mathbf{k r}} \int \frac{d^{D} q}{(2 \pi)^{D}} \mathcal{M}_{i j}(q)\left(\frac{\partial^{2}}{\partial q_{0}^{2}} \frac{1}{q_{0}-i 0}\right) . \tag{9.40}
\end{align*}
$$

Here we chose the energy $l_{0}$ to flow along the arrow between the crossed vertices in Fig. 9.2 and the momentum $q$ to flow counter-clockwise in the loop. The (integrand of) the one-loop amplitude $\mathcal{M}_{i j}$ can be obtained by applying standard static Wilson-loop Feynman rules together with the additional rules for the $\mathbf{E}^{i}$ operator insertions as given in Appendix B. 3 . Note that we have pulled out a factor $1 /\left(l_{0}+i 0\right)$, corresponding to the upper static quark propagator from the amplitude's integrand, in order to render $\mathcal{M}_{i j} l_{0}$-independent.

We emphasize that the pinch singular terms are explicitly removed in the definition of connected Wilson loops according to Eq. 9.20 . A similar thing happens in the calculation of soft on/off-shell Green functions, where these pinch singularities are cancelled with the potential loops, see the discussion in Ref. 103].

In CG only the first two diagrams of Fig. 9.2 contribute (the first gives a divergent contribution). Using our Wilson-loop Feynman rules in Appendix B. 3 we find the (unintegrated) amplitude

$$
\begin{equation*}
\mathcal{M}_{i j}^{\mathrm{CG}}(q)=\frac{C_{F} C_{A} g_{B}^{2}}{\mathbf{k}^{2}}\left(\frac{P_{i l}(\mathbf{q}) P_{j l}(\mathbf{q}-\mathbf{k}) q_{0}^{3}}{\left((q-k)^{2}+i 0\right)\left(q^{2}+i 0\right)}-2 \frac{k^{l}\left(q^{j}-k^{j}\right) P_{i l}(\mathbf{q}) q_{0}}{(\mathbf{q}-\mathbf{k})^{2}\left(q^{2}+i 0\right)}\right) \tag{9.41}
\end{equation*}
$$

Plugging this in Eq. 9.40 gives

$$
\begin{align*}
V_{\mathbf{L}^{2}, W}^{(2,0)}(r) & =-\left(\frac{g_{B}^{2}}{4 \pi}\right)^{2} \frac{C_{F} C_{A}}{6} \mathcal{F}_{2-2 \epsilon}(r) \frac{(4 \epsilon+1)(\epsilon(4 \epsilon+7)+4) \csc (\pi \epsilon)}{2^{4 \epsilon} \pi^{\epsilon-\frac{3}{2}}(\epsilon-1) \Gamma\left(\epsilon+\frac{3}{2}\right)} \\
& =\frac{4 \pi C_{F} C_{A}}{3} \mathcal{F}_{2}(r) \frac{g_{B}^{4}}{16 \pi^{3}} \bar{\nu}^{2 \epsilon}\left(\frac{1}{\epsilon}+\frac{19}{4}-2 \ln \left(r \nu e^{\gamma_{E}}\right)+\mathcal{O}(\epsilon)\right) \tag{9.42}
\end{align*}
$$

We have also checked that we get the same result performing the calculation in FG, where all four diagrams in Fig. 9.2 contribute. Note that $V_{\mathbf{L}^{2}, W}^{(2,0)}$ differs from $V_{\mathbf{L}^{2}, \mathrm{CG} / \mathrm{FG}}^{(2,0)}$ obtained by off-shell matching, not only in the finite but also in the divergent part.

The calculation of $V_{\mathbf{L}^{2}, W}^{(1,1)}$ is carried out along the same lines. The diagrams contributing at $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)$ are displayed in Fig. 9.3 . In order to have a cross check we compute again in both, CG


Figure 9.3: One-loop diagrams contributing to $V_{\mathbf{L}^{2}, W}^{(1,1)}(r)$. Left-right and up-down mirror graphs give the same result as the original diagram and are understood. In all diagrams (including the mirrored ones) the upper and lower crossed vertices are located at times $t$ and 0 , respectively. In $C G$ only the first seven diagrams contribute. In $F G$ also the other six diagrams have to be evaluated.
and FG, and indeed obtain the same result:

$$
\begin{align*}
V_{\mathbf{L}^{2}, W}^{(1,1)}(r)= & \frac{g_{B}^{2}}{4 \pi} \frac{C_{F}}{2}\left\{4 \pi(1+2 \epsilon) \mathcal{F}_{2}(r)+\frac{g_{B}^{2}}{(4 \pi)^{2}} \mathcal{F}_{2-2 \epsilon}(r) \frac{\frac{\pi}{2}_{\frac{5}{2}-\epsilon}(4 \epsilon+1) \csc (\pi \epsilon)}{4^{2 \epsilon}(1-\epsilon) \Gamma\left(\epsilon+\frac{5}{2}\right)}\left[4 T_{F} n_{f}\left(1-\epsilon^{2}\right)\right.\right. \\
& \left.\left.+\frac{C_{A}}{3}\left(15+92 \epsilon+137 \epsilon^{2}+56 \epsilon^{3}\right)\right]\right\} \\
= & C_{F} \frac{g_{B}^{2}}{2} \mathcal{F}_{2}(r)\left\{1+\frac{g_{B}^{2} \bar{\nu}^{2 \epsilon}}{4 \pi^{2}}\left[\left(\frac{4}{3} C_{A}-\frac{\beta_{0}}{4}\right)\left(\frac{1}{\epsilon}-2 \ln \left(r \nu e^{\gamma_{E}}\right)\right)\right.\right. \\
& \left.\left.+\frac{127}{36} C_{A}+\frac{7}{9} T_{F} n_{f}\right]+\mathcal{O}(\epsilon)\right\} . \tag{9.43}
\end{align*}
$$

The above calculations of the $V_{\mathbf{L}^{2}, W}$ potentials to $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)$ are actually all we need to fix also the other spin-independent position space potentials $V_{\mathbf{p}^{2}, W}$ and $V_{r, W}$ with $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)$ precision. The reason is that we can use Eqs. (8.59) and (8.62) to determine $g_{\text {off, } \mathrm{W}}$ and then (by inverse Fourier transformation) $\tilde{D}_{\text {off }, W}(k)$ in momentum space. We find

$$
\begin{align*}
\tilde{D}_{\mathrm{off}, 1, \mathrm{~W}}^{(1,1)}(\epsilon) & =\frac{1}{4},  \tag{9.44}\\
\tilde{D}_{\mathrm{off}, 2, \mathrm{~W}}^{(2,0)}(\epsilon) & =\frac{C_{A}}{12} \frac{\pi^{\frac{3}{2}-\epsilon}(\epsilon(4 \epsilon+7)+4) \csc (\pi \epsilon)}{4^{2 \epsilon} \Gamma\left(\epsilon+\frac{3}{2}\right)}=\frac{C_{A}}{6}\left(\frac{e^{\gamma_{E}}}{4 \pi}\right)^{\epsilon}\left(\frac{4}{\epsilon}-1+\mathcal{O}(\epsilon)\right),  \tag{9.45}\\
\tilde{D}_{\mathrm{off}, 2, \mathrm{~W}}^{(1,1)}(\epsilon) & =\frac{\pi^{\frac{3}{2}-\epsilon} \csc (\pi \epsilon)}{16^{\epsilon+1} \Gamma\left(\epsilon+\frac{5}{2}\right)}\left(\frac{1}{3} C_{A}\left(56 \epsilon^{3}+137 \epsilon^{2}+92 \epsilon+15\right)+4 T_{F} n_{f}\left(1-\epsilon^{2}\right)\right) \\
& =\left(\frac{e^{\gamma_{E}}}{4 \pi}\right)^{\epsilon}\left[\frac{1}{\epsilon}\left(\frac{4}{3} C_{A}-\frac{\beta_{0}}{4}\right)+\frac{13}{9} C_{A}-\frac{8}{9} T_{F} n_{f}+\mathcal{O}(\epsilon)\right] . \tag{9.46}
\end{align*}
$$

These are the only $1 / m^{2}$ Wilson coefficients that are affected by the field redefinition in Eq. (8.69) at $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)$. Therefore, by the same argument as in Sec. 9.1.3. $\tilde{D}_{\mathrm{p}^{2}, W}(k)=\tilde{D}_{\mathrm{p}^{2}}(k)$ and $\tilde{D}_{r, W}(k)=$ $\tilde{D}_{r}(k)$ with the precision of our computation. Then, using Eqs. (8.60), 8.61), (8.63) and (8.64), we obtain

$$
\begin{align*}
V_{\mathbf{p}^{2}, W}^{(2,0)}(r)= & \left(\frac{g_{B}^{2}}{4 \pi}\right)^{2} \frac{C_{F} C_{A}}{3} \mathcal{F}_{2-2 \epsilon}(r) \frac{(\epsilon+1)\left(8 \epsilon^{2}+8 \epsilon-1\right) \csc (\pi \epsilon)}{4^{2 \epsilon} \pi^{\epsilon-\frac{3}{2}}(\epsilon-1) \Gamma\left(\epsilon+\frac{3}{2}\right)} \\
= & \frac{C_{F} C_{A}}{6} \mathcal{F}_{2}(r) \frac{g_{B}^{4} \bar{\nu}^{2 \epsilon}}{4 \pi^{2}}\left(\frac{1}{\epsilon}-8-2 \ln \left(r \nu e^{\gamma_{E}}\right)+\mathcal{O}(\epsilon)\right),  \tag{9.47}\\
V_{r, W}^{(2,0)}(r)= & \frac{C_{F} g_{B}^{2}}{8}\left\{c_{D}^{(1)} \delta^{(d)}(\mathbf{r})-\frac{g_{B}^{2}}{4 \pi^{2}} \frac{(\epsilon+1) \csc (\pi \epsilon)}{3(\epsilon-1) 2^{4 \epsilon+4} \pi^{\epsilon-\frac{3}{2}} \Gamma\left(\epsilon+\frac{5}{2}\right)}\right. \\
& \left.\times\left[3\left(c_{F}^{(1)}\right)^{2} C_{A}\left(4 \epsilon^{2}+\epsilon-5\right)-12 T_{F} n_{f}(\epsilon-1)\left(c_{D}^{(1)}+c_{1}^{h l(1)}\right)\right] \mathcal{F}_{-2 \epsilon}(r)\right\} \\
& +\frac{1}{2} \nabla^{2} V_{\mathbf{p}^{2}, B}^{(2,0), W}, \tag{9.48}
\end{align*}
$$

where

$$
\begin{align*}
\nabla^{2} V_{\mathbf{p}^{2}, B}^{(2,0), W}= & -g_{B}^{4} C_{F} C_{A} \frac{16^{-\epsilon-1} \pi^{-\epsilon-\frac{1}{2}}(\epsilon+1)\left(8 \epsilon^{2}+8 \epsilon-1\right) \csc (\pi \epsilon)}{3(\epsilon-1) \Gamma\left(\epsilon+\frac{3}{2}\right)} \mathcal{F}_{-2 \epsilon}(r)  \tag{9.49}\\
V_{\mathbf{p}^{2}, W}^{(1,1)}(r)= & -\frac{g_{B}^{2}}{4 \pi} C_{F}\left\{4 \pi(1+\epsilon) \mathcal{F}_{2}(r)+\frac{g_{B}^{2}}{(4 \pi)^{2}} \mathcal{F}_{2-2 \epsilon}(r) \frac{4^{-2 \epsilon} \pi^{\frac{5}{2}-\epsilon}(\epsilon+1) \csc (\pi \epsilon)}{(\epsilon-1) \Gamma\left(\epsilon+\frac{5}{2}\right)}\right. \\
& \left.\times\left[-4\left(1+\epsilon-2 \epsilon^{2}\right) T_{F} n_{f}+\frac{C_{A}}{3}\left(45-31 \epsilon-202 \epsilon^{2}-112 \epsilon^{3}\right)\right]\right\} \\
= & -C_{F} g_{B}^{2} \mathcal{F}_{2}(r)\left\{1-\frac{g_{B}^{2} \bar{\nu}^{2 \epsilon}}{4 \pi^{2}}\left(\frac{C_{A}}{3}+\frac{\beta_{0}}{4}\right)\left(\frac{1}{\epsilon}-2 \ln \left(r \nu e^{\gamma_{E}}\right)\right.\right. \\
& \left.\left.+\frac{61}{36} C_{A}+\frac{1}{9} T_{F} n_{f}\right)+\mathcal{O}(\epsilon)\right\},  \tag{9.50}\\
V_{r, W}^{(1,1)}(r)= & \left(d_{s s}+C_{F} d_{v s}\right) \delta^{(d)}(\mathbf{r})+\frac{1}{2} \nabla^{2} V_{\mathbf{p}^{2}, B}^{(1,1), W}+\left(\frac{g_{B}^{2}}{4 \pi}\right)^{2} \frac{C_{F}}{3} \frac{\pi^{\frac{3}{2}-\epsilon}(\epsilon+1) \csc (\pi \epsilon)}{16^{\epsilon+1} \Gamma\left(\epsilon+\frac{5}{2}\right)} \\
& \times\left[C_{A}\left(40 \epsilon^{2}+83 \epsilon+39\right)+4 C_{F}(2 \epsilon+3)(8 \epsilon+7)-12 T_{F} n_{f} \epsilon\right] \mathcal{F}_{-2 \epsilon}(r), \tag{9.51}
\end{align*}
$$

and

$$
\begin{align*}
\nabla^{2} V_{\mathbf{p}^{2}, W}^{(1,1)}(r)= & g_{B}^{2} C_{F}\left\{(\epsilon+1) \delta^{(d)}(r)+\frac{g_{B}^{2}}{(4 \pi)^{3}} \frac{4^{-2 \epsilon} \pi^{\frac{5}{2}-\epsilon}(\epsilon+1) \csc (\pi \epsilon)}{(\epsilon-1) \Gamma\left(\epsilon+\frac{5}{2}\right)}\right.  \tag{9.52}\\
& \left.\times\left[\frac{1}{3} C_{A}\left(-112 \epsilon^{3}-202 \epsilon^{2}-31 \epsilon+45\right)-4 T_{F} n_{f}(1-\epsilon)(2 \epsilon+1)\right] \mathcal{F}_{-2 \epsilon}(r)\right\}
\end{align*}
$$

As a check, we have also directly computed $V_{\mathbf{p}^{2}, W}^{(2,0)}(r)$ in the same way as $V_{\mathbf{L}^{2}}^{(2,0)}(r)$. Note that the diagrams are the same (Fig. 9.2) and only the prefactor changes, cf. Eqs. 9.26) and 9.27). Using Eq. (9.41), we obtain

$$
\begin{equation*}
V_{\mathbf{p}^{2}, W}^{(2,0)}(r)=\frac{i g_{B}^{2}}{2} \frac{r^{i} r^{j}}{r^{2}} \int \frac{d^{d} k}{(2 \pi)^{d}} e^{-i \mathbf{k r}} \int \frac{d^{D} q}{(2 \pi)^{D}} \mathcal{M}_{i j}^{\mathrm{CG}}(q)\left(\frac{\partial^{2}}{\partial q_{0}^{2}} \frac{1}{q_{0}-i 0}\right) \tag{9.53}
\end{equation*}
$$

which yields the same result as Eq. 9.47 ). On top of that, we have also checked that we obtain the same result in FG.

We have also computed $V_{\mathbf{p}^{2}}^{(1,1)}(r)$ directly in CG and FG finding agreement with Eq. 9.50). This is an even stronger check, because the calculation is more difficult, as it involves more diagrams.

From the above analysis we can also determine (the soft part of) some Wilson loops that contribute to $V_{r, W}$ and can be treated separately, because they are multiplied by different NRQCD Wilson coefficients. Let us first focus on $V_{r, W}^{(2,0)}$. Comparing all terms proportional to $c_{D}$ in Eq. (9.48), with the $c_{D}$-dependent terms of the Wilson loop expression in (the first line of) Eq. 9.30, we find

$$
\begin{align*}
\lim _{T \rightarrow \infty} \int_{0}^{T} d t & \left.\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{1}^{i}(0)\right\rangle\right\rangle\right\rangle\left._{c}\right|_{\text {soft }} \\
& =-i\left(\frac{g_{B}^{2}}{4 \pi}\right)^{2} C_{F} C_{A} \frac{2^{-3-4 \epsilon} \pi^{\frac{3}{2}-\epsilon}(1+\epsilon)(11+8 \epsilon) \csc (\pi \epsilon)}{\Gamma\left(\frac{5}{2}+\epsilon\right)} \mathcal{F}_{-2 \epsilon}(r) \tag{9.54}
\end{align*}
$$

where we have used the relation in Eq. (9.32). We can also directly compute the Wilson loop and check this result. The relevant diagrams are the same as in Fig. 9.2. A calculation analogous to the one for the $V_{\mathbf{L}^{2}, W}$ potentials yields

$$
\begin{equation*}
\left.\lim _{T \rightarrow \infty} \int_{0}^{T} d t\left\langle\left\langle g \mathbf{E}_{1}^{i}(t) g \mathbf{E}_{1}^{i}(0)\right\rangle\right\rangle_{c}\right|_{\text {soft }}=-g_{B}^{2} \int \frac{d^{d} k}{(2 \pi)^{d}} e^{-i \mathbf{k r}} \int \frac{d^{D} q}{(2 \pi)^{D}} \mathcal{M}_{i i}^{\mathrm{CG}}(q) \frac{1}{q_{0}-i 0}, \tag{9.55}
\end{equation*}
$$

which is equal to Eq. (9.54).
Using this result and Eq. (9.32) we obtain

$$
\begin{equation*}
\left.g^{2} \sum_{i=1}^{n_{f}} \lim _{T_{W} \rightarrow \infty}\left\langle\left\langle T_{1}^{a} \bar{q}_{i} \gamma_{0} T_{1}^{a} q_{i}(t)\right\rangle\right\rangle_{c}\right|_{\text {soft }}=-C_{F} \frac{g_{B}^{4}}{4 \pi^{2}} \frac{(\epsilon+1) \csc (\pi \epsilon)}{2^{4 \epsilon+2} \pi^{\epsilon-\frac{3}{2}} \Gamma\left(\epsilon+\frac{5}{2}\right)} T_{F} n_{f} \mathcal{F}_{-2 \epsilon}(r) \tag{9.56}
\end{equation*}
$$

from the comparison to Eq. 9.34). Note that this results from a non-trivial cancellation of non-Abelian contributions so that only light-quark effects survive. This is precisely what should happen according to Eq. (9.34). We can also confirm Eq. 9.56) by direct inspection of the $c_{D}+c_{1}^{h l}$ term of $V_{r, W}^{(2,0)}$ (but now written in terms of light-quark operators), which, thus, provides us with an independent check.

Finally, by comparing the terms proportional to $c_{F}^{2}$ we find

$$
\begin{align*}
&\left.i \lim _{T \rightarrow \infty} \int_{0}^{T} d t\left\langle\left\langle g \mathbf{B}_{1}(t) \cdot g \mathbf{B}_{1}(0)\right\rangle\right\rangle_{c}\right|_{\text {soft }}= \frac{C_{F} C_{A}}{2} \\
& \frac{g_{B}^{4}}{4 \pi^{2}} \frac{(\epsilon+1) \csc (\pi \epsilon)}{(\epsilon-1) 2^{4 \epsilon+4} \pi^{\epsilon-\frac{3}{2}} \Gamma\left(\epsilon+\frac{5}{2}\right)}  \tag{9.57}\\
& \times\left(4 \epsilon^{2}+\epsilon-5\right) \mathcal{F}_{-2 \epsilon}(r) .
\end{align*}
$$

With this we have already exhausted all contributions to $V_{r, W}^{(2,0)}$. Therefore, we conclude that all the remaining terms contribute only at higher orders in $\alpha_{\mathrm{s}}$, i.e., the last eleven lines in Eq. (9.35) are $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3}\right)$.

Unfortunately a similar analysis for $V_{r, W}^{(1,1)}$ gives much less information on the values of the different contributing Wilson loops.

### 9.3 Determination of the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3} / m\right)$ potential for unequal masses

The $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / m\right)$ potential for the unequal mass scheme was computed first in the on-shell matching in Ref. [141. The $D$-dimensional expression in the same matching scheme, but for the equal mass case, can be found in Ref. 152 . The $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3} / m\right)$ potential for equal masses was obtained in Ref. 140 using on-shell matching and the $\mathcal{O}(\epsilon)$ piece can be found in Ref. [153. Overall, the equal mass result (to the highest order in $\epsilon$ presently known) reads

$$
\begin{align*}
{\left[\tilde{V}_{\text {on-shell }}^{(1,0)}+\tilde{V}_{\text {on-shell }}^{(0,1)}\right]_{m=m_{1}=m_{2}}=} & \frac{g^{2} \pi C_{F}}{4 \mathbf{k}}\left\{\frac{g^{2}}{4 \pi} \mathbf{k}^{2 \epsilon} b_{1}\left(1+\left(\frac{g^{2} \bar{\nu}^{2 \epsilon}}{4 \pi}\right) \frac{\beta_{0}}{2 \pi} \frac{1}{\epsilon}\left(1-\frac{\mathbf{k}^{2 \epsilon}}{\nu^{2 \epsilon}}\right)\right)\right. \\
& \left.+\frac{1}{\pi}\left(\frac{g^{2} \bar{\nu}^{2 \epsilon}}{4 \pi}\right)^{2}\left(\frac{\mathbf{k}^{2 \epsilon}}{\nu^{2 \epsilon}}\right)^{2}\left(\frac{b_{2 L}}{2} \frac{1}{\epsilon}+b_{2}+\epsilon b_{2 \epsilon}+\mathcal{O}\left(\epsilon^{2}\right)\right)\right\} \tag{9.58}
\end{align*}
$$

where

$$
\begin{align*}
b_{1}= & (4 \pi)^{-\epsilon} \frac{\Gamma^{2}\left(\frac{1}{2}+\epsilon\right) \Gamma\left(\frac{1}{2}-\epsilon\right)}{\pi^{3 / 2} \Gamma(1+2 \epsilon)}\left(\frac{C_{F}}{2}(1+2 \epsilon)-C_{A}(1+\epsilon)\right),  \tag{9.59}\\
b_{2 L}= & \frac{4}{3}\left(C_{A}^{2}+2 C_{A} C_{F}\right), \\
b_{2}= & -C_{A}^{2}\left(\frac{101}{36}+\frac{4}{3} \ln 2\right)+C_{A} C_{F}\left(\frac{65}{18}-\frac{8}{3} \ln 2\right)+\frac{49}{36} C_{A} T_{F} n_{f}-\frac{2}{9} C_{F} T_{F} n_{f}, \\
b_{2 \epsilon}= & -C_{F} C_{A}\left(\frac{-631}{108}-\frac{15}{16} \pi^{2}+\frac{65}{9} \ln 2-\frac{8}{3} \ln ^{2} 2\right)-C_{F} T_{F} n_{f}\left(\frac{17}{27}-\frac{11}{36} \pi^{2}-\frac{4}{9} \ln 2\right) \\
& +C_{A}^{2}\left(\frac{1451}{216}+\frac{161}{72} \pi^{2}+\frac{101}{18} \ln 2+\frac{4}{3} \ln ^{2} 2\right)-C_{A} T_{F} n_{f}\left(\frac{115}{54}+\frac{5}{18} \pi^{2}+\frac{49}{18} \ln 2\right) .
\end{align*}
$$

Note that, unlike the expressions for the potentials in the previous sections, we have written the potential in Eq. (9.58) in terms of the $\overline{\mathrm{MS}}$ renormalized coupling $g^{2}$ evaluated at the scale $\nu{ }^{6}$ because this allows for an easier comparison with the results of Refs. [140, 153]. It is however straightforward to change this back to $g_{B}$ through Eq. (8.17).

It is the aim of this section to obtain the expression for the $1 / m$ potential in the unequal mass case for the on-shell, off-shell (CG and FG) and the Wilson-loop matching schemes described in Secs. 9.2 and 9.1 . We will rely on the $1 / m^{2}$ results obtained in Secs. 9.1 and 9.2 , as well as on the results of Ref. 140 . A key point in our derivation will be the use of the field redefinitions discussed in Sec. 8.3

In Secs. 9.1 and 9.2 we have argued that through $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)$ the potential coefficients $\tilde{D}_{\mathrm{p}^{2}}$ and $\tilde{D}_{r}$ are the same in all three matching schemes, based on field redefinitions. We have checked this prediction explicitly for the on-shell and off-shell matching. We have also determined all other $1 / m^{2}$ potentials at $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)$.

The scheme differences can be compactly expressed in momentum space:

$$
\begin{equation*}
\left.\tilde{V}_{s, X}\right|_{\mathcal{O}\left(1 / m^{2}\right)}=\left.\tilde{V}_{s, \text { on-shell }}\right|_{\mathcal{O}\left(1 / m^{2}\right)}+\delta \tilde{V}_{X}^{(2)}, \tag{9.60}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta \tilde{V}_{X}^{(2)}=\frac{\left(\mathbf{p}^{\prime 2}-\mathbf{p}^{2}\right)^{2}}{\mathbf{k}^{4}}\left(\tilde{D}_{\mathrm{off}, \mathrm{X}}^{(2,0)}(k)\left(\frac{1}{m_{1}^{2}}+\frac{1}{m_{2}^{2}}\right)+\tilde{D}_{\mathrm{off}, \mathrm{X}}^{(1,1)}(k) \frac{1}{m_{1} m_{2}}\right), \tag{9.61}
\end{equation*}
$$

and the subscript $X$ stands for the matching scheme: Wilson-loop $(W)$, CG or FG. The term $\delta \tilde{V}_{X}^{(2)}$ has the same structure as Eq. (8.74), and can therefore be completely eliminated through the field redefinition in Eqs. 8.66, 8.68), generating a new $1 / m$ potential: $\delta \tilde{V}_{X}^{(1)}$. Note that this potential can have a non-trivial dependence on the masses.

This $\delta \tilde{V}_{X}^{(1)}$, plus the on-shell scheme expression of the $1 / m$ potential in the equal-mass case, is all we need to derive the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3} / m\right)$ potential for unequal masses in the $X$ or on-shell schemes. To achieve this one just needs to realize that

$$
\begin{equation*}
\frac{\tilde{V}_{X}^{(1,0)}}{m}+\frac{\tilde{V}_{X}^{(0,1)}}{m}+\left.\delta \tilde{V}_{X}^{(1)}\right|_{m=m_{1}=m_{2}}=\left[\frac{\tilde{V}_{\text {on-shell }}^{(1,0)}}{m}+\frac{\tilde{V}_{\text {on-shell }}^{(0,1)}}{m}\right]_{m=m_{1}=m_{2}} . \tag{9.62}
\end{equation*}
$$

[^21]The potentials $\tilde{V}_{X}^{(1,0)}$ and $\tilde{V}_{X}^{(0,1)}$ are the unknown quantities in this equation. Since all schemes $X$ admit a strict $1 / m_{i}$ expansion, they do not depend on the mass. Hence Eq. 9.62) allows us to completely fix the (original) $1 / m$ potential $\tilde{V}_{X}^{(1,0)}=\tilde{V}_{X}^{(0,1)}$. We emphasize that this is possible because we know the complete off-shell $1 / m^{2}$ potential. In addition, our $1 / m^{2}$ results contain the full information on the $m_{i}$ dependence of the potentials. Therefore, we are also able to determine the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3} / m\right)$ potential for unequal masses in the on-shell matching scheme, as we will see below.

We start with the results in the Wilson-loop scheme, where the appropriate field redefinition gives

$$
\begin{align*}
m \delta & \left.\tilde{V}_{W}^{(1)}\right|_{m=m_{1}=m_{2}}=\left(\frac{g_{B}^{2}}{4 \pi}\right)^{2} \frac{\mathbf{k}^{2 \epsilon}}{\mathbf{k}} \pi^{2} C_{F}^{2} d_{1}+\left(\frac{g_{B}^{2}}{4 \pi}\right)^{3} \frac{\mathbf{k}^{4 \epsilon}}{\mathbf{k}} C_{F}^{2} \frac{4^{-3 \epsilon-1} \pi^{2-2 \epsilon} \csc (\pi \epsilon) \sec (2 \pi \epsilon)}{3(2 \epsilon+1)(2 \epsilon+3) \Gamma(2-\epsilon) \Gamma(3 \epsilon+1)} \\
& \times\left\{C_{A}\left(136 \epsilon^{4}+363 \epsilon^{3}+297 \epsilon^{2}+89 \epsilon+15\right)-12 T_{F} n_{f}(\epsilon-1)(\epsilon+1)(3 \epsilon+1)\right\} \\
& =\frac{\pi C_{F}^{2} g^{2}}{4 \mathbf{k}}\left\{\frac{g^{2}}{4 \pi} \mathbf{k}^{2 \epsilon} d_{1}\left(1+\left(\frac{g^{2} \bar{\nu}^{2 \epsilon}}{4 \pi}\right) \frac{\beta_{0}}{2 \pi} \frac{1}{\epsilon}\left(1-\frac{\mathbf{k}^{2 \epsilon}}{\nu^{2 \epsilon}}\right)\right)\right. \\
& +\frac{1}{\pi}\left(\frac{g^{2} \bar{\nu}^{2 \epsilon}}{4 \pi}\right)^{2}\left(\frac{\mathbf{k}^{2 \epsilon}}{\nu^{2 \epsilon}}\right)^{2}\left(\frac{4}{3} C_{A} \frac{1}{\epsilon}+\left(\frac{65}{18}-\frac{8}{3} \ln 2\right) C_{A}-\frac{2}{9} T_{F} n_{f}\right. \\
& +\epsilon\left[C_{A}\left(\frac{631}{108}+\frac{15 \pi^{2}}{16}-\frac{65 \ln 2}{9}+\frac{8 \ln ^{2} 2}{3}\right)+T_{F} n_{f}\left(-\frac{17}{27}+\frac{11 \pi^{2}}{36}+\frac{4 \ln 2}{9}\right)\right] \\
& \left.\left.+\mathcal{O}\left(\epsilon^{2}\right)\right)\right\} \tag{9.63}
\end{align*}
$$

with

$$
\begin{equation*}
d_{1}=\frac{2^{-2 \epsilon} \pi^{\frac{-1}{2}-\epsilon} \Gamma\left(\frac{3}{2}+\epsilon\right) \sec (\pi \epsilon)}{\Gamma(1+2 \epsilon)} . \tag{9.64}
\end{equation*}
$$

We can now use Eq. (9.62) to determine $\tilde{V}_{W}^{(1,0)}$. We find the following momentum space coefficients according to Eq. 8.37):

$$
\begin{align*}
\tilde{D}_{2, W}^{(1,0)}= & -C_{A} \frac{\pi(1+\epsilon)}{4(1+2 \epsilon)} d_{1}=-\frac{C_{A} \pi}{8}+\mathcal{O}(\epsilon)  \tag{9.65}\\
\tilde{D}_{3, W}^{(1,0)}= & \frac{C_{A} \pi}{4}\left(\frac{e^{\gamma_{E}}}{4 \pi}\right)^{\epsilon} \frac{2(1+\epsilon)}{1+2 \epsilon} d_{1} \beta_{0} \frac{1}{\epsilon} \\
& +\frac{C_{A} \pi}{2}\left(\frac{e^{\gamma_{E}}}{4 \pi}\right)^{2 \epsilon}\left(\frac{2}{3} C_{A} \frac{1}{\epsilon}+\frac{49}{36} T_{F} n_{f}-C_{A}\left(\frac{101}{36}+\frac{4}{3} \ln 2\right)\right. \\
& +\epsilon\left[C_{A}\left(\frac{1451}{216}+\frac{161 \pi^{2}}{72}+\frac{101}{18} \ln 2+\frac{4}{3} \ln ^{2} 2\right)-T_{F} n_{f}\left(\frac{115}{54}+\frac{5 \pi^{2}}{18}+\frac{49}{18} \ln 2\right)\right] \\
& +\mathcal{O}\left(\epsilon^{2}\right) . \tag{9.66}
\end{align*}
$$

Note that these coefficients refer to the expansion of the $1 / m$ potential in powers of $g_{B}^{2}$. After

Fourier transformation to position space we obtain

$$
\begin{align*}
V_{W}^{(1,0)}(r)= & -\left.\frac{1}{2} \lim _{T \rightarrow \infty} \int_{0}^{T} d t t\left\langle\left\langle g \mathbf{E}_{1}(t) \cdot g \mathbf{E}_{1}(0)\right\rangle\right\rangle c\right|_{\text {soft }} \\
= & \frac{\pi C_{A} C_{F} g^{2}}{8}\left\{-\frac{g^{2}}{4 \pi} \frac{2(1+\epsilon)}{1+2 \epsilon} d_{1} \mathcal{F}_{1-2 \epsilon}(r)\left(1+\left(\frac{g^{2} \bar{\nu}^{2 \epsilon}}{4 \pi}\right) \frac{\beta_{0}}{2 \pi} \frac{1}{\epsilon}\left(1-\frac{\mathcal{F}_{1-4 \epsilon}(r)}{\nu^{2 \epsilon} \mathcal{F}_{1-2 \epsilon}(r)}\right)\right)\right. \\
& +\left(\frac{g^{2} \bar{\nu}^{2 \epsilon}}{4 \pi}\right)^{2} \frac{1}{\pi} \frac{\mathcal{F}_{1-4 \epsilon}(r)}{\nu^{4 \epsilon}}\left(\frac{2}{3} C_{A} \frac{1}{\epsilon}+\frac{49}{36} T_{F} n_{f}-C_{A}\left(\frac{101}{36}+\frac{4}{3} \ln 2\right)\right. \\
& +\epsilon\left[C_{A}\left(\frac{1451}{216}+\frac{161 \pi^{2}}{72}+\frac{101}{18} \ln 2+\frac{4}{3} \ln ^{2} 2\right)-T_{F} n_{f}\left(\frac{115}{54}+\frac{5 \pi^{2}}{18}+\frac{49}{18} \ln 2\right)\right] \\
& \left.\left.+\mathcal{O}\left(\epsilon^{2}\right)\right)\right\} . \tag{9.67}
\end{align*}
$$

Note that this expression does not have terms proportional to the color factors $C_{F}^{2} C_{A}$ and $C_{F}^{2} T_{F} n_{f}$. A similar situation takes place in the static potential, where there are no $C_{F}^{2}$ terms at $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)$ due to the exponentiation of diagrams. Here, it is the fact that we consider connected Wilson loops, which seems to eliminate such contributions, see Eq. 9.20).

It is straightforward to identify the field redefinitions that relate the potentials obtained in the Wilson-loop and the CG/FG off-shell matching schemes, developing equations similar to Eq. (9.63). We emphasize that the differences $\delta \tilde{V}_{W}^{(2)}-\delta \tilde{V}_{\mathrm{CG}}^{(2)}$ and $\delta \tilde{V}_{W}^{(2)}-\delta \tilde{V}_{\mathrm{FG}}^{(2)}$ are precisely of the form of Eq. (8.74) with a mass-independent $\tilde{g}(k)$. Hence, according to the field redefinition in Eq. (8.69), the corresponding differences in the $1 / m$ potential are proportional to $1 / m_{r}=$ $1 / m_{1}+1 / m_{2}$. This explicitly verifies that the strict $1 / m$ expansion also holds for the CG and FG off-shell schemes.

We now give expressions for the $1 / m$ potentials in the CG and FG schemes. The coefficients in Eq. (8.37) read

$$
\begin{align*}
\tilde{D}_{2, W}^{(1,0)}= & \tilde{D}_{2, \mathrm{CG}}^{(1,0)}=\tilde{D}_{2, \mathrm{FG}}^{(1,0)}  \tag{9.68}\\
\tilde{D}_{3, \mathrm{CG}}^{(1,0)}= & \tilde{D}_{3, W}^{(1,0)}+\frac{\pi C_{F} C_{A}}{3} \frac{\sec (2 \pi \epsilon) \Gamma\left(\epsilon+\frac{3}{2}\right) \Gamma(2 \epsilon+3)}{(8 \pi)^{2 \epsilon}(1-\epsilon) \epsilon \Gamma\left(2 \epsilon+\frac{3}{2}\right) \Gamma(3 \epsilon+1)},  \tag{9.69}\\
\tilde{D}_{3, \mathrm{FG}}^{(1,0)}= & \tilde{D}_{3, \mathrm{CG}}^{(1,0)}-\frac{\pi C_{A} C_{F}}{6} \frac{\sec (2 \pi \epsilon) \Gamma(\epsilon-1)}{(8 \pi)^{2 \epsilon} \Gamma(3 \epsilon+1)(3+2 \epsilon)}\left(12-20 \epsilon^{3}-39 \epsilon^{2}-\frac{25 \epsilon}{4}\right. \\
& \left.-\frac{4 \Gamma\left(\epsilon+\frac{5}{2}\right) \Gamma(2 \epsilon+3)}{\Gamma(\epsilon+1) \Gamma\left(2 \epsilon+\frac{3}{2}\right)}\right) . \tag{9.70}
\end{align*}
$$

In the CG computation it is easy to see that there are no $C_{F}^{2} T_{F} n_{f}$ contributions to the $1 / m$ potential by inspection of the possible diagrams at $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3}\right)$.

Furthermore, as stated above, we can determine the NLO $1 / m$ potential in the on-shell scheme for unequal masses. Now, however, the field redefinition relating it to the off-shell potentials induces a non-trivial dependence on the masses, because $2 D_{\mathrm{off}, \mathrm{X}}^{(2,0)} \neq D_{\mathrm{off}, \mathrm{X}}^{(1,1)}$ in Eq. 9.61). We
obtain ${ }^{7}$

$$
\begin{align*}
& \frac{V_{\text {on-shell }}^{(1,0)}}{m_{1}}+\frac{V_{\text {on-shell }}^{(0,1)}}{m_{2}}=\frac{m_{r}}{m_{1} m_{2}} 2 \pi^{2} C_{F}^{2}\left(\frac{g_{B}^{2}}{4 \pi}\right)^{2}\left\{d_{1} \mathcal{F}_{1-2 \epsilon}(r)\right.  \tag{9.71}\\
& \left.+\frac{g_{B}^{2}}{4 \pi} \mathcal{F}_{1-4 \epsilon}(r) \frac{(\epsilon+1)(3 \epsilon+1) \csc (\pi \epsilon) \sec (2 \pi \epsilon)}{(8 \pi)^{2 \epsilon}(2 \epsilon+1)(2 \epsilon+3) \Gamma(1-\epsilon) \Gamma(3 \epsilon+1)}\left(T_{F} n_{f}-\frac{C_{A}}{4}(11+8 \epsilon)\right)\right\} \\
& -\frac{C_{F} C_{A} \pi^{2}}{m_{r}}\left(\frac{g_{B}^{2}}{4 \pi}\right)^{2}\left\{\frac{1+\epsilon}{1+2 \epsilon} d_{1} \mathcal{F}_{1-2 \epsilon}(r)\right. \\
& -\frac{g_{B}^{2}}{4 \pi} \mathcal{F}_{1-4 \epsilon}(r)\left(\frac{1+\epsilon}{1+2 \epsilon} d_{1} \frac{\beta_{0}}{2 \pi} \frac{\bar{\nu}^{2 \epsilon}}{\nu^{2 \epsilon}} \frac{1}{\epsilon}+\frac{C_{F}}{3} \frac{(\epsilon(4 \epsilon+7)+4) \csc (\pi \epsilon) \sec (2 \pi \epsilon)}{2(8 \pi)^{2 \epsilon} \Gamma(2-\epsilon) \Gamma(3 \epsilon+1)}\right. \\
& +\frac{\bar{\nu}^{4 \epsilon}}{\nu^{4 \epsilon}} \frac{1}{2 \pi}\left\{\frac{2}{3} C_{A} \frac{1}{\epsilon}-\left(\frac{101}{36}+\frac{4 \ln 2}{3}\right) C_{A}+\frac{49}{36} T_{F} n_{f}\right. \\
& +\epsilon\left[C_{A}\left(\frac{161 \pi^{2}}{72}+\frac{1451}{216}+\frac{4 \ln ^{2} 2}{3}+\frac{101 \ln 2}{18}\right)-T_{F} n_{f}\left(\frac{5 \pi^{2}}{18}+\frac{115}{54}+\frac{49 \ln 2}{18}\right)\right] \\
& \left.\left.\left.+\mathcal{O}\left(\epsilon^{2}\right)\right\}\right)\right\} \\
& =\frac{\pi C_{F}^{2} g^{2}}{2\left(m_{1}+m_{2}\right)}\left\{\frac{g^{2}}{4 \pi} d_{1} \mathcal{F}_{1-2 \epsilon}(r)\left(1+\left(\frac{g^{2} \bar{\nu}^{2 \epsilon}}{4 \pi}\right) \frac{\beta_{0}}{2 \pi} \frac{1}{\epsilon}\left(1-\frac{\mathcal{F}_{1-4 \epsilon}(r)}{\nu^{2 \epsilon} \mathcal{F}_{1-2 \epsilon}(r)}\right)\right)\right.  \tag{9.72}\\
& +\left(\frac{g^{2} \bar{\nu}^{2 \epsilon}}{4 \pi}\right)^{2} \frac{1}{\pi} \frac{\mathcal{F}_{1-4 \epsilon}(r)}{\nu^{4 \epsilon}}\left(\frac{1}{4}\left(a_{1}-\beta_{0}\right)+\frac{\epsilon}{2}\left[C_{A}\left(\frac{91}{54}-\frac{121 \pi^{2}}{72}+\frac{2 \ln 2}{9}\right)\right.\right. \\
& \left.\left.\left.+T_{F} n_{f}\left(-\frac{34}{27}+\frac{11 \pi^{2}}{18}+\frac{8 \ln 2}{9}\right)\right]+\mathcal{O}\left(\epsilon^{2}\right)\right)\right\} \\
& +\frac{\pi C_{A} C_{F} g^{2}}{8 m_{r}}\left\{-\frac{g^{2}}{4 \pi} \frac{2(1+\epsilon)}{1+2 \epsilon} d_{1} \mathcal{F}_{1-2 \epsilon}(r)\left(1+\left(\frac{g^{2} \bar{\nu}^{2 \epsilon}}{4 \pi}\right) \frac{\beta_{0}}{2 \pi} \frac{1}{\epsilon}\left(1-\frac{\mathcal{F}_{1-4 \epsilon}(r)}{\nu^{2 \epsilon} \mathcal{F}_{1-2 \epsilon}(r)}\right)\right)\right. \\
& +\left(\frac{g^{2} \bar{\nu}^{2 \epsilon}}{4 \pi}\right)^{2} \frac{1}{\pi} \frac{\mathcal{F}_{1-4 \epsilon}(r)}{\nu^{4 \epsilon}}\left(\frac{2}{3}\left(C_{A}+2 C_{F}\right) \frac{1}{\epsilon}-C_{A}\left(\frac{101}{36}+\frac{4}{3} \ln 2\right)+C_{F}\left(\frac{11}{3}-\frac{8}{3} \ln 2\right)\right. \\
& +\frac{49}{36} T_{F} n_{f}+\epsilon\left[C_{F}\left(5+\frac{16 \pi^{2}}{9}-\frac{22}{3} \ln 2+\frac{8}{3} \ln ^{2} 2\right)-T_{F} n_{f}\left(\frac{115}{54}+\frac{5 \pi^{2}}{18}+\frac{49}{18} \ln 2\right)\right. \\
& \left.\left.\left.+C_{A}\left(\frac{1451}{216}+\frac{161 \pi^{2}}{72}+\frac{101 \ln 2}{18}+\frac{4 \ln ^{2} 2}{3}\right)\right]+\mathcal{O}\left(\epsilon^{2}\right)\right)\right\} .
\end{align*}
$$

We remark that in the first equality we keep the complete $\epsilon$ dependence of the terms proportional to the color factors $C_{F}^{2} C_{A}$ and $C_{F}^{2} T_{F} n_{f}$. This is an outcome of our calculation. In the second equality we expand to $\mathcal{O}(\epsilon)$.

Finally, note that, unlike for the off-shell and Wilson-loop potentials, it does not make sense to define the $1 / m$ potential $V_{\text {on-shell }}^{(1,0)}$ alone. Only the combination $\frac{V_{\text {on-shell }}^{(1,0)}}{m_{1}}+\frac{V_{\text {on-shell }}^{(0,1)}}{m_{2}}$ is meaningful. A similar argument applies to $1 / m$ potential in momentum space.

[^22]
### 9.4 Renormalized potentials

So far we have obtained the bare potentials for different matching procedures. The different results can be related by unitary field redefinitions. Therefore, the physical spectrum of the quarkantiquark system will be the same irrespectively of the matching scheme used to determine the potentials $[8$ In order to produce physical results one always has to add the ultrasoft contribution to the respective observable. The ultrasoft calculation relevant for the determination of the $B_{c}$ spectrum yields the following contribution to the (singlet) heavy quarkonium self-energy (in the quasi-static limit), Refs. [38, 39,57:

$$
\begin{equation*}
\Sigma_{B}(1-\mathrm{loop})=-g_{B}^{2} C_{F} V_{A}^{2}(1+\epsilon) \frac{\Gamma(2+\epsilon) \Gamma(-3-2 \epsilon)}{\pi^{2+\epsilon}} \mathbf{r}\left(h_{s}-E+\Delta V\right)^{3+2 \epsilon} \mathbf{r}, \tag{9.73}
\end{equation*}
$$

where $\Delta V \equiv V_{o}^{(0)}-V^{(0)}$.
In general, ultrasoft contributions will depend on the basis of potentials used, but, up to the order we work at here, it only depends on the static octet potential, which is not affected by the field redefinition in Eq. 8.68).

The (ultraviolet) divergences of Eq. 9.73) that are associated with the pole of the heavy quarkonium propagator (i.e. those independent of $h_{s}-E$ ) should cancel the divergences of the bare potential $V_{s}$. We collect them in $\delta V_{s}$ :

$$
\begin{equation*}
V_{s}^{\overline{\mathrm{MS}}}+\delta V_{s}=V_{s}, \tag{9.74}
\end{equation*}
$$

so that $V_{s}^{\overline{\mathrm{MS}}}$ produces finite physical results. This does not necessarily mean that $V_{s}^{\overline{\mathrm{MS}}}$ is finite in the four-dimensional limit, as the cancellation of divergences should only occur in physical quantities and not necessarily for each individual potential separately.

Let us elaborate on this point. In order to transform Eq. (9.73) into Eq. (9.74) we need to get rid of the factors $h_{s}-E$. The way to do this is not unique. In fact, we do it in two different ways. In the first one we take Eq. $(9.73)$ and move one factor of $\left(h_{s}-E\right)$ to the left, one to the right, and the remaining one in is moved such that one obtains a $\left(h_{s}-E\right)$-free divergence that is cancelled by the counterterm (note that $V_{\mathbf{L}^{2}}$ does not appear in this expression):

$$
\begin{align*}
\delta V_{s}^{(\mathrm{GF})} & =\left(\mathbf{r}^{2}(\Delta V)^{3}-\frac{1}{2 m_{r}^{2}}\left[\mathbf{p},\left[\mathbf{p}, V_{o}^{(0)}\right]\right]+\frac{1}{2 m_{r}^{2}}\left\{\mathbf{p}^{2}, \Delta V\right\}+\frac{2}{m_{r}} \Delta V\left(r \frac{d}{d r} V^{(0)}\right)\right. \\
& \left.+\frac{1}{2 m_{r}}\left[(\Delta V)^{2}(3 d-5)+4 \Delta V\left(\left(r \frac{d}{d r} \Delta V\right)+\Delta V\right)+\left(\left(r \frac{d}{d r} \Delta V\right)+\Delta V\right)^{2}\right]\right) \\
& \times \frac{1}{\epsilon} C_{F} V_{A}^{2} \frac{1}{3 \pi} \frac{g_{B}^{2} \bar{\nu}^{2 \epsilon}}{4 \pi} . \tag{9.75}
\end{align*}
$$

This expression was used in Ref. [103]. In a second way, we take $\left(h_{s}-E\right)^{3}$ and move one factor of $\left(h_{s}-E\right)$ to the left, one to the right, and the remaining one is split in half and symmetrically

[^23]moved to the left and right in Eq. 9.73). We obtain
\[

$$
\begin{align*}
\delta V_{s}^{(W)} & =\left(\mathbf{r}^{2}(\Delta V)^{3}-\frac{1}{2 m_{r}^{2}}\left[\mathbf{p},\left[\mathbf{p}, V_{o}^{(0)}\right]\right]+\frac{1}{2 m_{r}^{2}}\left\{\mathbf{p}^{2}, \Delta V\right\}+\frac{i}{2 m_{r}^{2}}\left\{\mathbf{p}^{i},\left\{\mathbf{p}^{j},\left[\mathbf{p}^{j}, \Delta V r^{i}\right]\right\}\right\}\right. \\
& \left.+\frac{1}{2 m_{r}}\left[(\Delta V)^{2}(3 d-5)+4 \Delta V\left(\left(r \frac{d}{d r} \Delta V\right)+\Delta V\right)+\left(\left(r \frac{d}{d r} \Delta V\right)+\Delta V\right)^{2}\right]\right) \\
& \times \frac{1}{\epsilon} C_{F} V_{A}^{2} \frac{1}{3 \pi} \frac{g_{B}^{2} \bar{\nu}^{2 \epsilon}}{4 \pi} . \tag{9.76}
\end{align*}
$$
\]

Therefore, even if Eq. (9.73) is not ambiguous, Eqs. (9.75) and (9.76) are. Still, they are related by field redefinitions, or in other words, they differ by terms of $\mathcal{O}\left(h_{s}-E\right){ }^{9}$ Hence, combining Eq. (9.75) or Eq. (9.76) with our expressions for the potential yields the same physical result for the spectrum. Yet, note that, e.g. in $V_{s, \mathrm{CG}}-\delta V_{s}^{(W)}$ there is no cancellation of the divergences and therefore it does not yield finite four-dimensional expressions for the potentials. Formally this is not a problem, because the uncanceled divergences vanish in the calculation of the spectrum, but we are then forced to compute intermediate results in $D$ dimensions. In practice, it is therefore convenient to find finite renormalized expressions that allow us to work in four dimensions. This is achieved by subtracting $\delta V_{s}^{(W)}$ from $V_{s, W}$ and $\delta V_{s}^{(\mathrm{GF})}$ from the bare potentials in the CG/FG offshell and on-shell schemes. Finally, Eq. (8.17) plus the fact that $V_{A}=1$ with leading logarithmic accuracy (Ref. [155]), and the relation between the bare and renormalized expressions of the NRQCD Wilson coefficients presented in Sec. 8.1, we obtain the renormalized potentials for the different matching prescriptions.

In order to simplify the notation we drop the index $\overline{\mathrm{MS}}$ of the NRQCD Wilson coefficients in the expressions of the renormalized potentials we give below. Note also that the divergences of the bare NRQCD Wilson coefficient $d_{s v}$ we use in this work (computed in FG), do not cancel the divergences of $V_{r}^{(1,1)}$, they rather compensate the divergences of $V_{r}^{(2,0)}$ and $V_{r}^{(0,2)}$. One should bare in mind that, had we computed the NRQCD Wilson coefficients in CG, we would find no mixing between these potentials for the cancellation of divergences. See the renormalization group equations in Ref. 139 for the latter case.

We now list the final expressions for the renormalized potentials obtained in the different matching schemes in position space. In the off-shell CG scheme they read

$$
\begin{align*}
V_{r, \mathrm{CG}}^{(2,0) \overline{\mathrm{MS}}}(r)= & \frac{C_{F} \alpha_{\mathrm{s}}}{8}\left(c_{D}^{(1)}+\frac{\alpha_{\mathrm{s}}}{\pi}\left\{-\frac{5}{9}\left(c_{D}^{(1)}+c_{1}^{h l(1)}\right) T_{F} n_{f}+\left(\frac{13}{36} c_{F}^{(1) 2}+\frac{4}{3}-\frac{8}{3} \ln 2\right) C_{A}\right.\right. \\
& \left.\left.+\left(\left(4+\frac{5}{6} c_{F}^{(1) 2}\right) C_{A}-\frac{2}{3}\left(c_{D}^{(1)}+c_{1 \overline{\mathrm{MS}}}^{h l(1)}\right) T_{F} n_{f}\right) \ln (\nu)\right\}\right) 4 \pi \delta^{(3)}(\mathbf{r}) \\
& +\frac{C_{F} \alpha_{\mathrm{s}}^{2}}{8 \pi}\left\{\left(4+\frac{5}{6} c_{F}^{(1) 2}\right) C_{A}-\frac{2}{3}\left(c_{D}^{(1)}+c_{1}^{h l(1)}\right) T_{F} n_{f}\right\} \operatorname{reg} \frac{1}{r^{3}},  \tag{9.77}\\
V_{\mathbf{L}^{2}, \mathrm{CG}}^{(2,0), \overline{\mathrm{MS}}}(r)= & \frac{C_{F} \alpha_{\mathrm{s}}^{2}}{4 \pi} \frac{1}{r} C_{A}\left(1-\frac{8}{3} \ln 2\right),  \tag{9.78}\\
V_{\mathbf{p}^{2}, \mathrm{CG}}^{(2,0) \overline{\mathrm{MS}}}(r)= & -\frac{C_{F} \alpha_{\mathrm{s}}^{2}}{3 \pi} \frac{1}{r} C_{A} \ln \left(\nu r e^{\gamma_{E}}\right),  \tag{9.79}\\
V_{r, \mathrm{CG}}^{(1,1) \overline{\mathrm{MS}}}(r)= & {\left[\frac{1}{4 \pi}\left(d_{s s}+C_{F} d_{v s}\right)+\frac{C_{F} \alpha_{\mathrm{s}}}{2}\left(1+\frac{\alpha_{\mathrm{s}}}{\pi}\left\{\frac{31}{36} C_{A}+\frac{C_{F}}{6}-\frac{4}{3} C_{A} \ln 2\right.\right.\right.}
\end{align*}
$$

[^24]\[

$$
\begin{align*}
& \left.\left.\left.-\frac{7}{18} T_{F} n_{f}+\left(\frac{11}{12} C_{A}-\frac{7}{3} C_{F}+\frac{\beta_{0}}{2}\right) \ln (\nu)\right\}\right)\right] 4 \pi \delta^{(3)}(\mathbf{r}) \\
& +\frac{C_{F}}{2} \frac{\alpha_{\mathrm{s}}^{2}}{\pi}\left(\frac{11}{12} C_{A}-\frac{7}{3} C_{F}+\frac{\beta_{0}}{2}\right) \operatorname{reg} \frac{1}{r^{3}},  \tag{9.80}\\
V_{\mathbf{L}^{2}, \mathrm{CG}}^{(1,1), \overline{\mathrm{MS}}}(r)= & \frac{C_{F} \alpha_{\mathrm{s}}\left(e^{-\gamma_{E}} / r\right)}{2 r}\left\{1+\frac{\alpha_{\mathrm{s}}}{\pi}\left(\frac{C_{A}}{36}-\frac{8}{3} C_{A} \ln 2+\frac{1}{9} T_{F} n_{f}\right)\right\},  \tag{9.81}\\
V_{\mathbf{p}^{2}, \mathrm{CG}}^{(1,1) \overline{\mathrm{MS}}}(r)= & -\frac{C_{F} \alpha_{\mathrm{s}}\left(e^{-\gamma_{E}} / r\right)}{r}\left\{1+\frac{\alpha_{\mathrm{s}}}{\pi}\left(-\frac{C_{A}}{18}-\frac{2}{9} n_{f} T_{F}+\frac{2}{3} C_{A} \ln \left(\nu r e^{\gamma_{E}}\right)\right)\right\},  \tag{9.82}\\
V_{\mathrm{CG}}^{(1,0), \overline{\mathrm{MS}}}(r)= & -\frac{C_{F} C_{A} \alpha_{\mathrm{s}}^{2}\left(e^{-\gamma_{E}} / r\right)}{4 r^{2}}\left\{1+\frac{\alpha_{\mathrm{s}}}{\pi}\left(\frac{89}{36} C_{A}-\frac{49}{36} T_{F} n_{f}-\frac{8}{3} C_{F} \ln 2\right.\right. \\
& \left.\left.+\frac{4}{3}\left(C_{A}+2 C_{F}\right) \ln \left(\nu r e^{\gamma_{E}}\right)\right)\right\} . \tag{9.83}
\end{align*}
$$
\]

In the off-shell FG scheme, we have

$$
\begin{align*}
& V_{S I, \mathrm{FG}}^{(2,0, \overline{\mathrm{MS}}}(r)=V_{S I, \mathrm{Coulomb}}^{(2,0), \overline{\mathrm{MS}}}(r)+\frac{C_{F} C_{A} \alpha_{\mathrm{s}}^{2}}{3 \pi}\left(2 \ln 2+\frac{35}{16}\right)\left[2 \pi \delta^{3}(\mathbf{r})+\frac{1}{r^{3}} \mathbf{L}^{2}\right],  \tag{9.84}\\
& V_{S I, \mathrm{FG}}^{(1,1, \overline{\mathrm{MS}}}(r)=V_{S I I, \mathrm{Coulomb}}^{(1,1), \overline{\mathrm{MS}}}(r)+\frac{2 C_{F} C_{A} \alpha_{\mathrm{s}}^{2}}{3 \pi}\left(2 \ln 2+\frac{35}{16}\right)\left[2 \pi \delta^{3}(\mathbf{r})+\frac{1}{r^{3}} \mathbf{L}^{2}\right],  \tag{9.85}\\
& V_{\mathrm{FG}}^{(1,0), \overline{\mathrm{MS}}}(r)=V_{\mathrm{Coulomb}}^{(1,0), \overline{\mathrm{MS}}}(r)-\frac{C_{F}^{2} \alpha_{\mathrm{s}}^{3}}{3 \pi r^{2}} C_{A}\left(2 \ln 2+\frac{35}{16}\right) . \tag{9.86}
\end{align*}
$$

The renormalized potentials obtained from the Wilson-loop prescription are

$$
\begin{align*}
V_{r, W}^{(2,0), \overline{\mathrm{MS}}}(r)= & \frac{C_{F} \alpha_{\mathrm{s}}}{8}\left(c_{D}^{(1)}+\frac{\alpha_{\mathrm{s}}}{\pi}\left\{-\frac{5}{9}\left(c_{D}^{(1)}+c_{1}^{h l(1)}\right) T_{F} n_{f}+\left(\frac{13}{36} c_{F}^{(1) 2}+\frac{8}{3}\right) C_{A}\right.\right. \\
& \left.\left.+\left(\left(\frac{4}{3}+\frac{5}{6} c_{F}^{(1) 2}\right) C_{A}-\frac{2}{3}\left(c_{D}^{(1)}+c_{1}^{h l(1)}\right) T_{F} n_{f}\right) \ln (\nu)\right\}\right) 4 \pi \delta^{(3)}(\mathbf{r}) \\
+ & \frac{C_{F} \alpha_{\mathrm{s}}^{2}}{8 \pi}\left\{\left(\frac{4}{3}+\frac{5}{6} c_{F}^{(1) 2}\right) C_{A}-\frac{2}{3}\left(c_{D}^{(1)}+c_{1}^{h l(1)}\right) T_{F} n_{f}\right\} \operatorname{reg} \frac{1}{r^{3}},  \tag{9.87}\\
V_{\mathbf{L}^{2}, W}^{(2,0), \overline{\mathrm{MS}}}(r)= & \frac{C_{A} C_{F} \alpha_{\mathrm{s}}^{2}}{4 \pi r}\left(\frac{11}{3}-\frac{8}{3} \ln \left(r \nu e^{\gamma_{E}}\right)\right),  \tag{9.88}\\
V_{\mathbf{p}^{2}, W}^{(2,0) \overline{\mathrm{MS}}}(r)= & -\frac{C_{A} C_{F} \alpha_{\mathrm{s}}^{2}}{\pi r}\left(\frac{2}{3}+\frac{1}{3} \ln \left(r \nu e^{\gamma_{E}}\right)\right),  \tag{9.89}\\
V_{r, W}^{(1,1), \overline{\mathrm{MS}}}(r)= & {\left[\frac{1}{4 \pi}\left(d_{s s}+C_{F} d_{v s}\right)+\frac{C_{F} \alpha_{\mathrm{s}}}{2}\left(1+\frac{\alpha_{\mathrm{s}}}{\pi}\left\{\frac{55}{36} C_{A}+\frac{C_{F}}{6}-\frac{7}{18} T_{F} n_{f}\right.\right.\right.} \\
& \left.\left.\left.+\left(-\frac{5}{12} C_{A}-\frac{7}{3} C_{F}+\frac{\beta_{0}}{2}\right) \ln (\nu)\right\}\right)\right] 4 \pi \delta^{(3)}(\mathbf{r}) \\
& +\frac{C_{F}}{2} \frac{\alpha_{\mathrm{s}}^{2}}{\pi}\left(-\frac{5}{12} C_{A}-\frac{7}{3} C_{F}+\frac{\beta_{0}}{2}\right) \operatorname{reg} \frac{1}{r^{3}},  \tag{9.90}\\
V_{\mathbf{L}^{2}, W}^{(1,1), \overline{\mathrm{MS}}}(r)= & \frac{C_{F} \alpha_{\mathrm{s}}\left(e^{-\gamma_{E}} / r\right)}{2 r}\left\{1+\frac{\alpha_{\mathrm{s}}}{\pi}\left(\frac{97 C_{A}}{36}+\frac{1}{9} T_{F} n_{f}-\frac{8}{3} C_{A} \ln \left(\nu r e^{\gamma_{E}}\right)\right)\right\},  \tag{9.91}\\
V_{\mathbf{p}^{2}, W}^{(1,1), \overline{\mathrm{MS}}}(r)= & -C_{F} \frac{\alpha_{\mathrm{s}}\left(e^{-\gamma_{E}} / r\right)}{r}\left\{1+\frac{\alpha_{\mathrm{s}}}{\pi}\left(\frac{23}{18} C_{A}-\frac{2}{9} T_{F} n_{f}+\frac{2}{3} C_{A} \ln \left(\nu r e^{\gamma_{E}}\right)\right)\right\},  \tag{9.92}\\
V_{W}^{(1,0), \overline{\mathrm{MS}}}(r)= & -\frac{C_{F} C_{A} \alpha_{\mathrm{s}}^{2}\left(e^{-\gamma_{E}} / r\right)}{4 r^{2}}\left\{1+\frac{\alpha_{\mathrm{s}}}{\pi}\left(\frac{89}{36} C_{A}-\frac{49}{36} T_{F} n_{f}+\frac{4}{3} C_{A} \ln \left(\nu r e^{\gamma_{E}}\right)\right)\right\} . \tag{9.93}
\end{align*}
$$

Finally, we present the renormalized potentials in the on-shell scheme:

$$
\begin{align*}
& V_{r, \text { on }- \text { shell }}^{(2,0, \overline{\mathrm{MS}}}(r)=\frac{C_{F} \alpha_{\mathrm{s}}}{8}\left(c_{D}^{(1)}+\frac{\alpha_{\mathrm{s}}}{\pi}\left\{-\frac{5}{9}\left(c_{D}^{(1)}+c_{1}^{h l(1)}\right) T_{F} n_{f}+\left(\frac{13}{36} c_{F}^{(1) 2}+\frac{1}{3}\right) C_{A}\right.\right. \\
& \left.\left.+\left(\left(\frac{5}{6} c_{F}^{(1) 2}+4\right) C_{A}-\frac{2}{3}\left(c_{D}^{(1)}+c_{1}^{h l(1)}\right) T_{F} n_{f}\right) \ln (\nu)\right\}\right) 4 \pi \delta^{(3)}(\mathbf{r}) \\
& +\frac{C_{F} \alpha_{\mathrm{s}}^{2}}{8 \pi}\left\{\left(\frac{5}{6} c_{F}^{(1) 2}+4\right) C_{A}-\frac{2}{3}\left(c_{D}^{(1)}+c_{1}^{h l(1)}\right) T_{F} n_{f}\right\} \operatorname{reg} \frac{1}{r^{3}},  \tag{9.94}\\
& V_{\mathbf{p}^{2}, \text { on }- \text { shell }}^{(2,0) \overline{\mathrm{MS}}}(r)=-\frac{C_{F} \alpha_{\mathrm{S}}^{2}}{3 \pi} \frac{1}{r} C_{A} \ln \left(\nu r e^{\gamma_{E}}\right) \text {, }  \tag{9.95}\\
& V_{r, \text { on-shell }}^{(1,1) \overline{\mathrm{MS}}}(r)=\left[\frac{1}{4 \pi}\left(d_{s s}+C_{F} d_{v s}\right)+\frac{C_{F} \alpha_{\mathrm{s}}}{2}\left(1+\frac{\alpha_{\mathrm{s}}}{\pi}\left\{\frac{a_{1}}{4}-\frac{1}{12} C_{A}+\frac{C_{F}}{3}\right.\right.\right. \\
& \left.\left.\left.+\left(\frac{11}{6} C_{A}-\frac{14}{3} C_{F}+\frac{\beta_{0}}{2}\right) \ln (\nu)\right\}\right)\right] 4 \pi \delta^{(3)}(\mathbf{r}) \\
& +\frac{C_{F}}{4} \frac{\alpha_{\mathrm{s}}^{2}}{\pi}\left(\frac{11}{6} C_{A}-\frac{14}{3} C_{F}+\frac{\beta_{0}}{2}\right) \operatorname{reg} \frac{1}{r^{3}},  \tag{9.96}\\
& V_{\mathbf{p}^{2}, \text { on }- \text { shell }}^{(1,1) \overline{\mathrm{MS}}}(r)=-\frac{C_{F} \alpha_{\mathrm{s}}\left(e^{-\gamma_{E}} / r\right)}{r}\left\{1+\frac{\alpha_{\mathrm{s}}}{4 \pi}\left(a_{1}+\frac{8}{3} C_{A} \ln \left(\nu r e^{\gamma_{E}}\right)\right)\right\},  \tag{9.97}\\
& \frac{V_{\text {on }}^{(1,0), \overline{\mathrm{MS}}}(r)}{m_{1}}+\frac{V_{\text {on-shell }}^{(0,1), \overline{\mathrm{MS}}}(r)}{m_{2}}=\frac{C_{F}^{2} \alpha_{\mathrm{s}}^{2}\left(e^{-\gamma_{E}} / r\right)}{2 r^{2}} \frac{m_{r}}{m_{1} m_{2}}\left(1+\frac{\alpha_{\mathrm{s}}}{2 \pi}\left(a_{1}-\beta_{0}\right)\right)  \tag{9.98}\\
& -\frac{C_{F} C_{A} \alpha_{\mathrm{s}}^{2}\left(e^{-\gamma_{E}} / r\right)}{4 m_{r} r^{2}}\left\{1+\frac{\alpha_{\mathrm{s}}}{\pi}\left(\frac{89}{36} C_{A}-\frac{49}{36} T_{F} n_{f}-C_{F}+\frac{4}{3}\left(C_{A}+2 C_{F}\right) \ln \left(\nu r e^{\gamma_{E}}\right)\right)\right\} .
\end{align*}
$$

We remark again that in Eqs. 9.87 - 9.93 ), the renormalized expressions of the Wilson loop potentials have been obtained by subtracting Eq. 9.76 from the soft Wilson loop result, whereas the rest of renormalized potentials have been obtained by subtracting Eq. 9.75 from the respective soft results. Any of the above sets of potentials produces the same spectrum. We also stress that our renormalization procedure does not just subtract the $1 / \epsilon$ poles, but also adds some finite pieces and an $\epsilon$ dependence to the renormalized potentials. We do this in such a way that the ultrasoft bound state calculation is simplified, as we will see in Sec. 10.1.

We quote the corresponding expressions for the renormalized potentials in the different matching schemes in momentum space in Appendix G.3. Note that what we get is not the result one obtains by just subtracting the $1 / \epsilon$ poles in momentum space (which is what it is usually named $\overline{\mathrm{MS}}$ scheme). This renormalization scheme would complicate the (ultrasoft part of the) bound state calculation for the spectrum. For our purposes, it is more convenient to do the subtraction in position space, and the prescription we have proposed here is particularly useful, because it avoids spurious logarithms of $\mathbf{k}^{2}$. We will refer to it as $\overline{\mathrm{MS}}$ scheme here. In this way we can efficiently carry out the bound state computations in four dimensions.

### 9.5 Static and spin-dependent potentials

The static and spin-dependent potentials are needed in order to achieve the precision we are aiming for in the computation of the spectrum. Their expressions in momentum space can be found in Appendix G.3.

The static potential, as we have already mentioned, is gauge invariant by itself, and therefore, the previous discussion on matching schemes and field redefinitions does not apply. Note that the static potential is affected by ultrasoft divergences, which we renormalize following the discussion of Sec. 9.4. The MS renormalized static potential reads

$$
\begin{equation*}
V_{s, \overline{\mathrm{MS}}}^{(0)}(r)=-\frac{C_{F} \alpha_{\mathrm{s}}(\nu)}{r}\left\{1+\sum_{n=1}^{3}\left(\frac{\alpha_{\mathrm{s}}(\nu)}{4 \pi}\right)^{n} a_{n}(r)\right\}, \tag{9.99}
\end{equation*}
$$

with the coefficients

$$
\begin{align*}
a_{1}(r) & =a_{1}+2 \beta_{0} \ln \left(\nu e^{\gamma_{E}} r\right), \\
a_{2}(r) & =a_{2}+\frac{\pi^{2}}{3} \beta_{0}^{2}+\left(4 a_{1} \beta_{0}+2 \beta_{1}\right) \ln \left(\nu e^{\gamma_{E}} r\right)+4 \beta_{0}^{2} \ln ^{2}\left(\nu e^{\gamma_{E}} r\right), \\
a_{3}(r) & =a_{3}+a_{1} \beta_{0}^{2} \pi^{2}+\frac{5 \pi^{2}}{6} \beta_{0} \beta_{1}+16 \zeta_{3} \beta_{0}^{3} \\
& +\left(2 \pi^{2} \beta_{0}^{3}+6 a_{2} \beta_{0}+4 a_{1} \beta_{1}+2 \beta_{2}+\frac{16}{3} C_{A}^{3} \pi^{2}\right) \ln \left(\nu e^{\gamma_{E}} r\right) \\
& +\left(12 a_{1} \beta_{0}^{2}+10 \beta_{0} \beta_{1}\right) \ln ^{2}\left(\nu e^{\gamma_{E}} r\right)+8 \beta_{0}^{3} \ln ^{3}\left(\nu e^{\gamma_{E}} r\right) . \tag{9.100}
\end{align*}
$$

Explicit expressions for the coefficients $a_{i}$ can be found in the literature Refs. [36] 41]. For ease of reference we list them in Appendix A.

The spin-dependent potentials have been defined in Eqs. 8.29)-(8.31). Their $D$-dimensional structure requires a further study and examination, since objects such as the Pauli matrices and the Levi-Civita symbol are only well-defined in integer dimensions. This study is beyond the scope of this thesis, and so we relegate it for a future work. However, one should bare in mind that this potential is not affected by field redefinitions, and it is therefore gauge invariant. For completeness we quote here their renormalized expressions that read (renormalized NRQCD Wilson coefficients are understood)

$$
\begin{align*}
V_{L S}^{(2,0)}(r)= & \frac{C_{F}}{2} \frac{\alpha_{\mathrm{s}}\left(e^{1-\gamma_{E}} / r\right)}{r^{3}}\left\{c_{S}^{(1)}-\frac{\alpha_{\mathrm{s}}}{\pi}\left[\left(\frac{5}{36}+\ln \left(\frac{r \nu}{e^{1-\gamma_{E}}}\right)\right) C_{A}+\frac{5}{9} T_{F} n_{f}\right]\right\},  \tag{9.101}\\
V_{L S}^{(0,2)}(r)= & V_{L S}^{(2,0)}\left(r ; c_{S}^{(1)} \rightarrow c_{S}^{(2)}\right),  \tag{9.102}\\
V_{S^{2}}^{(1,1)}(r)= & \frac{2 C_{F}}{3}\left\{c_{F}^{(1)} c_{F}^{(2)} \alpha_{\mathrm{s}}-\frac{3}{2 \pi C_{F}}\left(d_{s v}+C_{F} d_{v v}\right)\right. \\
& \left.+\frac{\alpha_{\mathrm{s}}^{2}}{\pi}\left(\frac{-1}{72} C_{A}-\frac{5}{9} n_{f} T_{F}+\left(\frac{\beta_{0}}{2}-\frac{7}{4} C_{A}\right) \ln (\nu)\right)\right\} 4 \pi \delta^{3}(\mathbf{r}) \\
& +\frac{C_{F}}{6} \frac{\alpha_{\mathrm{s}}^{2}}{\pi}\left(\frac{\beta_{0}}{2}-\frac{7}{4} C_{A}\right) \operatorname{reg} \frac{1}{r^{3}},  \tag{9.103}\\
V_{S_{12}}^{(1,1)}(r)= & \frac{C_{F}}{4} \frac{\alpha_{\mathrm{s}}\left(e^{4 / 3-\gamma_{E}} / r\right)}{r^{3}}\left\{c_{F}^{(1)} c_{F}^{(2)}+\frac{\alpha_{\mathrm{s}}}{\pi}\left[\left(\frac{13}{36}-\ln \left(\frac{\nu r}{\left.\left.\left.\left.e^{4 / 3-\gamma_{E}}\right)\right) C_{A}-\frac{5}{9} n_{f} T_{F}\right]\right\},}\right.\right.\right.\right.  \tag{9.104}\\
V_{L_{2} S_{1}}^{(1,1)}(r)= & C_{F} \frac{\alpha_{\mathrm{s}}\left(e^{1-\gamma_{E}} / r\right)}{r^{3}}\left\{c_{F}^{(1)}+\frac{\alpha_{\mathrm{s}}}{\pi}\left[\left(\frac{13}{36}-\frac{1}{2} \ln \left(\frac{\nu r}{e^{1-\gamma_{E}}}\right)\right) C_{A}-\frac{5}{9} n_{f} T_{F}\right]\right\},  \tag{9.105}\\
V_{L_{1} S_{2}}^{(1,1)}(r)= & V_{L_{2} S_{1}}^{(1,1)}\left(r ; c_{F}^{(1)} \rightarrow c_{F}^{(2)}\right), \tag{9.106}
\end{align*}
$$

where the reg function has been defined in Eq. 4.26.

Eqs. (9.101) and (9.104)- (9.106) correct misprints in Eqs. (70) and (71) of Ref. 103] (when setting the masses equal). For the spin-dependent potentials, and for our purposes, we can work with the four dimensional expressions for $\mathbf{L} \cdot \mathbf{S}_{i}, \mathbf{S}_{12}$ and $\mathbf{S}^{2}$. Even though the (soft) matching calculation for these spin-dependent potentials exhibits ultraviolet divergences, they do not require renormalization in pNRQCD. The divergences exactly cancel the ones of the NRQCD Wilson coefficients, so that the overall spin-dependent potential in pNRQCD is finite (to the order of interest), cf. Eqs. 9.101- (9.106).

The spin-dependent potentials are unambiguous (at least to the order we are working at). They were originally computed in Ref. [141] at NNLO, in Ref. [156 for the $\mathrm{N}^{3} \mathrm{LO}$ hyperfine splitting, and in Ref. 143 the complete expression for unequal masses was obtained.

### 9.6 Poincaré invariance constraints

The Poincaré algebra induces non trivial constraints on the form of the Hamiltonian of NR systems where Poincaré invariance is no longer explicit. In the context of our computation the following two relations for the heavy quark potential can be derived

$$
\begin{align*}
& 2 V_{\mathbf{L}^{2}}^{(2,0)}-V_{\mathbf{L}^{2}}^{(1,1)}+\frac{r}{2} \frac{d V^{(0)}(r)}{d r}=0,  \tag{9.107}\\
& -4 V_{\mathbf{p}^{2}}^{(2,0)}+2 V_{\mathbf{p}^{2}}^{(1,1)}-V^{(0)}(r)+r \frac{d V^{(0)}(r)}{d r}=0 . \tag{9.108}
\end{align*}
$$

Note that they do not involve the NRQCD Wilson coefficients.
These relations were originally found in Ref. [149] by explicit calculation of the potentials in terms of Wilson loops. In the context of $\mathrm{pNRQ} \overline{\mathrm{CD}}$, and explicitly using the Poincaré algebra, they were deduced in Refs. [157, 158]. We have checked that our results fulfill these equalities: we have explicitly verified that Eqs. (9.107) and (9.108) are fulfilled by the bare and renormalized potentials obtained from off-shell matching in CG and FG and from Wilson-loop matching.

On the other hand, we stress that the Poincaré invariance constraints cannot be applied to the results in the on-shell matching scheme. The reason is that Eqs. (9.107) and (9.108) are derived assuming a certain mass scaling of the potentials. This assumption does not hold for the potentials obtained by on-shell matching, as the latter mixes different orders in the $1 / m$ expansion.

Finally, it is easy to see that the above Poincaré invariance relations are not affected by our field redefinition in Eq. (8.69), as the latter produces shifts of the form $\delta V_{\mathbf{L}^{2}}^{(1,1)}=2 \delta V_{\mathbf{L}^{2}}^{(2,0)}$, $\delta V_{\mathbf{p}^{2}}^{(1,1)}=2 \delta V_{\mathbf{p}^{2}}^{(2,0)}$, and leaves the static potential $V^{(0)}$ invariant.

## Chapter 10

## The $B_{c}$ mass to $\mathbf{N}^{3} \mathbf{L O}$

We are now in the position to compute the spectrum of a heavy quarkonium bound state made of two heavy quarks with different masses with $\mathrm{N}^{3} \mathrm{LO}$ accuracy in the weak coupling limit. We have obtained explicit expressions both for the static potential and its relativistic corrections in Chapter 9. In Sec. 10.1 we quote the energy shift produced by the ultrasoft contribution. In Sec. 10.2 we quote the energy shifts associated with the static potential. In Sec. 10.3 we compute the energy shifts associated with the relativistic corrections to the potential, and in Sec. 10.4 we present our final expression for the heavy quarkonium mass.

### 10.1 The ultrasoft energy correction

Combining the results given in Refs. $[39,58,159]$ we find for the ultrasoft contribution to the energy:

$$
\begin{align*}
\delta E_{n l}^{U S}= & -E_{n}^{C} \frac{\alpha_{\mathrm{s}}^{3}}{\pi}\left[\frac{2}{3} C_{F}^{3} L_{n l}^{E}+\frac{1}{3} C_{A}\left(L_{\nu}-L_{U S}+\frac{5}{6}\right)\left(\frac{C_{A}^{2}}{2}+\frac{4 C_{A} C_{F}}{(2 l+1) n}\right.\right. \\
& \left.\left.+2 C_{F}^{2}\left(\frac{8}{(2 l+1) n}-\frac{1}{n^{2}}\right)\right)+\frac{8 \delta_{l 0}}{3 n} C_{F}^{2}\left(C_{F}-\frac{C_{A}}{2}\right)\left(L_{\nu}-L_{U S}+\frac{5}{6}\right)\right] \tag{10.1}
\end{align*}
$$

where $E_{n}^{C}=-\frac{C_{F}^{2} \alpha_{\mathrm{s}}^{2} m_{r}}{2 n^{2}}, L_{\nu}=\ln \left(\frac{n \nu}{2 m_{r} C_{F} \alpha_{\mathrm{s}}}\right)+S_{1}(n+l), L_{U S}=\ln \left(\frac{C_{F} \alpha_{\mathrm{s}} n}{2}\right)+S_{1}(n+l)$, and the Bethe logarithm is defined as

$$
\begin{equation*}
L_{n}^{E}=\frac{1}{\left(C_{F} \alpha_{\mathrm{S}}\right)^{2} E_{n}^{C}} \int_{0}^{\infty} \frac{d^{3} k}{(2 \pi)^{3}}\left|\langle\mathbf{r}\rangle_{\mathbf{k} n}\right|^{2}\left(E_{n}^{C}-\frac{k^{2}}{2 m_{r}}\right)^{3} \ln \frac{E_{1}^{C}}{E_{n}^{C}-\frac{k^{2}}{2 m_{r}}} \tag{10.2}
\end{equation*}
$$

Numerical determinations of these non-Abelian Bethe logarithms were obtained for low values of $n$ in Ref. [39] for $l=0$ and in Ref. 160 also for $l \neq 0$.

### 10.2 Energy correction associated with the static potential

We extract this contribution from the results of Ref. 160 for equal masses, as it has a trivial dependence on the mass. We (partially) adopt their notation in the following. For the ground state and first excitations the contribution was computed in Refs. $161-163$. It follows from
standard (time-independent) quantum mechanical perturbation theory up to third order and reads

$$
\begin{equation*}
\left.\delta E(n, l, s, j)\right|_{V^{(0)}}=E_{n}^{C}\left(1+\frac{\alpha_{\mathrm{s}}}{\pi} P_{1}\left(L_{\nu}\right)+\left(\frac{\alpha_{\mathrm{s}}}{\pi}\right)^{2} P_{2}^{c}\left(L_{\nu}\right)+\left(\frac{\alpha_{\mathrm{s}}}{\pi}\right)^{3} P_{3}^{c}\left(L_{\nu}\right)\right) \tag{10.3}
\end{equation*}
$$

where

$$
\begin{align*}
P_{1}\left(L_{\nu}\right)= & \beta_{0} L_{\nu}+\frac{a_{1}}{2}  \tag{10.4}\\
P_{2}^{c}\left(L_{\nu}\right)= & \frac{3}{4} \beta_{0}^{2} L_{\nu}^{2}+\left(-\frac{\beta_{0}^{2}}{2}+\frac{\beta_{1}}{4}+\frac{3 \beta_{0} a_{1}}{4}\right) L_{\nu}+c_{2}^{c}  \tag{10.5}\\
P_{3}^{c}\left(L_{\nu}\right)= & \frac{1}{2} \beta_{0}^{3} L_{\nu}^{3}+\left(-\frac{7 \beta_{0}^{3}}{8}+\frac{7 \beta_{0} \beta_{1}}{16}+\frac{3}{4} \beta_{0}^{2} a_{1}\right) L_{\nu}^{2} \\
& +\left(\frac{\beta_{0}^{3}}{4}-\frac{\beta_{0} \beta_{1}}{4}+\frac{\beta_{2}}{16}-\frac{3}{8} \beta_{0}^{2} a_{1}+2 \beta_{0} c_{2}^{c}+\frac{3 \beta_{1} a_{1}}{16}\right) L_{\nu}+c_{3}^{c}+\pi^{2} \frac{C_{A}^{3}}{6} L_{\nu} \tag{10.6}
\end{align*}
$$

and

$$
\begin{align*}
c_{2}^{\mathrm{c}} & =\frac{a_{1}^{2}}{16}+\frac{a_{2}}{8}-\frac{\beta_{0} a_{1}}{4}+\beta_{0}^{2}\left(\frac{n}{2} \zeta(3)+\frac{\pi^{2}}{8}\left(1-\frac{2 n}{3} \Delta S_{1 \mathrm{a}}\right)-\frac{1}{2} S_{2}(n+l)+\frac{n}{2} \Sigma_{\mathrm{a}}(n, l)\right)  \tag{10.7}\\
c_{3}^{\mathrm{c}} & =\frac{\beta_{0}^{2} a_{1}}{8}+\frac{3 \beta_{0} a_{1}^{2}}{32}-\frac{\beta_{0} a_{2}}{16}-\frac{\beta_{1} a_{1}}{16}-\frac{a_{1}^{3}}{16}-\frac{3 a_{1} a_{2}}{32}+\frac{a_{3}}{32}+a_{1} c_{2}^{\mathrm{c}}+\beta_{0} \beta_{1} \sigma(n, l)+\beta_{0}^{3} \tau(n, l) \tag{10.8}
\end{align*}
$$

Expressions for the different parameters and functions involved in these formulae are quoted in Appendix A.

### 10.3 Energy correction associated with the relativistic potentials

Here we explicitly compute the energy correction up to $\mathrm{N}^{3} \mathrm{LO}$ associated with our results for the relativistic $1 / m$ and $1 / m^{2}$ potentials. Recall that there is no $\mathcal{O}\left(\alpha_{\mathrm{s}} / m^{3}\right)$ potential.

The non-static (i.e. relativistic) NNLO correction to the bound state energy reads

$$
\begin{equation*}
\delta E(n, l, s, j)=E_{n}^{C}\left(\frac{\alpha_{\mathrm{s}}}{\pi}\right)^{2} c_{2}^{\mathrm{nc}} \tag{10.9}
\end{equation*}
$$

where

$$
\begin{align*}
c_{2}^{\mathrm{nc}}= & -\frac{2 m_{r}^{2} \pi^{2} C_{F}^{2}}{n m_{1} m_{2}}\left\{\frac{1-\delta_{l 0}}{l(l+1)(2 l+1)}\left(\frac{m_{2}}{m_{1}} X_{L S_{1}}+\left(D_{S}+2 X_{L S}\right)+\frac{m_{1}}{m_{2}} X_{L S_{2}}\right)+\frac{8 \delta_{l 0}}{3} \mathcal{S}_{12}\right\} \\
& +\frac{m_{r}^{2} \pi^{2} C_{F}}{4 n^{2}}\left\{\frac{1}{m_{1} m_{2}} C_{F}+\frac{1}{m_{r}^{2}}\left[-3 C_{F}+\frac{8 n}{2 l+1}\left(C_{F}+\frac{C_{A}}{2}\right)-4 n C_{F} \delta_{l 0}\right]\right\} \\
\equiv & c_{2}^{\mathrm{nc}, \mathrm{SD}}+c_{2}^{\mathrm{nc}, \mathrm{SI}} \tag{10.10}
\end{align*}
$$

and $X_{L S}, X_{L S_{i}}, D_{S}$ and $\mathcal{S}_{12}$ have been defined in Appendix H.1.
By default we will use the on-shell potential for the computation, as it will ease the comparison with other results, in particular those of Ref. [160]. However, we emphasize that using any other scheme will not change this results. We split the computation of the $\mathrm{N}^{3} \mathrm{LO}$ correction to the
bound state energy into a spin-dependent and a spin-independent part. The spin-dependent contribution can be organized as follows:

$$
\begin{align*}
\delta E_{j j_{1} n l s}^{S D}= & \left.\langle n l|\left(\frac{V_{S D}^{(2,0)}}{m_{1}^{2}}+\frac{V_{S D}^{(0,2)}}{m_{2}^{2}}+\frac{V_{S D}^{(1,1)}}{m_{1} m_{2}}\right)\right|_{\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)}|n l\rangle+\frac{16 C_{F} \pi \alpha_{\mathrm{s}}}{3 m_{1} m_{2}} \mathcal{S}_{12}\langle n l| V_{1} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \delta^{3}(\mathbf{r})|n l\rangle \\
& +\frac{\alpha_{\mathrm{s}} C_{F}}{m_{1} m_{2}}\left(D_{S}+2 X_{L S}+\frac{m_{1}}{m_{2}} X_{L S_{2}}+\frac{m_{2}}{m_{1}} X_{L S_{1}}\right)\langle n l| V_{1} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \frac{1}{r^{3}}|n l\rangle \\
= & E_{n}^{C}\left(\frac{\alpha_{\mathrm{s}}}{\pi}\right)^{3}\left(c_{3}^{\mathrm{nc}, \mathrm{SD}}-2 \beta_{0} L_{\nu} c_{2}^{\mathrm{nc}, \mathrm{SD}}\right) \tag{10.11}
\end{align*}
$$

where

$$
\begin{equation*}
V_{C} \equiv-\frac{C_{F} \alpha_{\mathrm{s}}}{r}, \quad V_{1} \equiv V_{C} \frac{\alpha_{\mathrm{s}}}{4 \pi}\left(2 \beta_{0} \ln \left(\nu r e^{\gamma_{E}}\right)+a_{1}\right) \tag{10.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\left(E_{n}^{C}-h\right)^{\prime}}=\lim _{E \rightarrow E_{n}^{C}}\left(\frac{1}{E-h}-\frac{1}{E-E_{n}^{C}}\right), \quad h=\frac{\mathbf{p}^{2}}{2 m_{r}}+V_{C} \tag{10.13}
\end{equation*}
$$

Note that this procedure is exactly the same as the analogous one in Chapter 5. In fact, the way to compute it is through Eq. (5.5) (generalised for two different potentials), where the Coulomb Green function is the one in Eq. (5.8) for $Z=1$ and making the change $\alpha \rightarrow C_{F} \alpha_{\text {s }}$.

Using the expectation values given in Appendix H. 1 for single and Appendix H. 2 for double potential operator insertions we find

$$
\begin{equation*}
c_{3}^{\mathrm{nc}, \mathrm{SD}}=\pi^{2}\left(C_{F}^{3} \xi_{\mathrm{FFF}}^{\mathrm{SD}}+C_{F}^{2} C_{A} \xi_{\mathrm{FFA}}^{\mathrm{SD}}+C_{F}^{2} T_{F} n_{f} \xi_{\mathrm{FFnf}}^{\mathrm{SD}}-\frac{n}{6} \beta_{0} c_{2}^{\mathrm{nc}, \mathrm{SD}}\right) \tag{10.14}
\end{equation*}
$$

where,

$$
\begin{align*}
\xi_{\mathrm{FFF}}^{\mathrm{SD}}= & \frac{2}{3 n} \frac{m_{r}^{2}}{m_{1} m_{2}}\left\{\frac{-3\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1)}\left(D_{S}+X_{\mathrm{LS}}+\frac{m_{1}}{m_{2}} X_{\mathrm{LS}_{2}}+\frac{m_{2}}{m_{1}} X_{\mathrm{LS}_{1}}\right)\right. \\
& \left.-4 \mathcal{S}_{12} \delta_{l 0}\left[2+3 \frac{m_{1} m_{2}}{m_{2}^{2}-m_{1}^{2}} \ln \left(\frac{m_{1}^{2}}{m_{2}^{2}}\right)\right]\right\},  \tag{10.15}\\
\xi_{\mathrm{FFnf}}^{\mathrm{SD}}= & \frac{2 m_{r}^{2}}{9 n^{2} m_{1} m_{2}}\left\{\frac { 1 - \delta _ { l 0 } } { l ( l + 1 ) ( 2 l + 1 ) } \left[2 n\left(4 \mathcal{S}_{12}-D_{S}\right)\right.\right. \\
& +6\left(D_{S}+\frac{m_{2}}{m_{1}} X_{\mathrm{LS}_{1}}+\frac{m_{1}}{m_{2}} X_{\mathrm{LS}_{2}}+2 X_{\mathrm{LS}}\right)\left(\frac{3 n}{2 l+1}+\frac{n}{2 l(l+1)(2 l+1)}+l+\frac{1}{2}\right. \\
& \left.\left.+2 n\left\{S_{1}(l+n)+S_{1}(2 l-1)-2 S_{1}(2 l+1)-l\left(\Sigma_{1}^{(k)}+\Sigma_{1}^{(m)}\right)+n \Sigma_{b}-\Sigma_{1}^{(m)}+\frac{1}{6}\right\}\right)\right] \\
& \left.+8 \delta_{l 0} \mathcal{S}_{12}\left[1+4 n\left(\frac{11}{12}-\frac{1}{n}-S_{1}(n-1)-S_{1}(n)+n S_{2}(n)\right)\right]\right\},  \tag{10.16}\\
\xi_{\mathrm{FFA}}^{\mathrm{SD}}= & \frac{m_{r}^{2}}{m_{1} m_{2}}\left\{\frac { 1 - \delta _ { l 0 } } { l ( l + 1 ) ( 2 l + 1 ) n } \left[\frac{2}{3}\left(D_{S}+\frac{m_{2}}{m_{1}} X_{\mathrm{LS}_{1}}+\frac{m_{1}}{m_{2}} X_{\mathrm{LS}_{2}}+2 X_{\mathrm{LS}}\right)\right.\right. \\
& \times\left\{22 S_{1}(2 l+1)-17 S_{1}(l+n)-5 S_{1}(2 l-1)+11\left[l\left(\Sigma_{1}^{(k)}+\Sigma_{1}^{(m)}\right)-n \Sigma_{b}+\Sigma_{1}^{(m)}\right]\right.
\end{align*}
$$

$$
\begin{align*}
& \left.-\frac{5(2 l+1)}{4 n}-\frac{15}{2(2 l+1)}-\frac{5}{4(l(l+1)(2 l+1))}+\frac{1}{6}+\frac{3}{2} \ln \left(\frac{m_{1} m_{2}}{4 m_{r}^{2}}\right)+3 L_{H}\right\} \\
- & \frac{2}{9}\left(2 D_{S}+\mathcal{S}_{12}\right)+\ln \left(\frac{m_{1}}{m_{2}}\right)\left(\frac{m_{1} m_{2} X_{\mathrm{LS}}}{m_{r}^{2}}-\frac{m_{1} X_{\mathrm{LS}}}{m_{2}}\right) \\
- & 2 X_{\mathrm{LS}}\left(2\left(S_{1}(2 l-1)-S_{1}(l+n)\right)+\frac{2 l+1}{2 n}+\frac{1}{2(l(l+1)(2 l+1))}+\frac{3}{2 l+1}\right. \\
& \left.\left.-2+\frac{1}{2} \ln \left(\frac{m_{1}^{2}}{4 m_{r}^{2}}\right)+L_{H}\right)\right] \\
- & \frac{4 \delta_{l 0} \mathcal{S}_{2}}{3 n}\left[-\frac{67}{3} S_{1}(l+n)-7 L_{H}+\frac{65 S_{1}(n)}{3}+\frac{44 n \Sigma_{2}^{(k)}}{3}+\frac{1}{6 n}+\frac{41}{18}\right. \\
+ & \left.\left.\frac{1}{m_{1}-m_{2}}\left(\left(5 m_{2}-2 m_{1}\right) \ln \left(\frac{m_{1}}{2 m_{r}}\right)-\left(5 m_{1}-2 m_{2}\right) \ln \left(\frac{m_{2}}{2 m_{r}}\right)\right)\right]\right\} \tag{10.17}
\end{align*}
$$

and $L_{H}=\ln \left(\frac{n}{C_{F} \alpha_{\mathrm{s}}}\right)+S_{1}(n+l)$.
For the spin-independent part of the energy we proceed in the same way. In this case the energy shift can be written as

$$
\begin{align*}
\delta & E_{n l}^{S I}=\left.\langle n l|\left(\frac{V^{(1,0)}}{m_{1}}+\frac{V^{(0,1)}}{m_{2}}\right)\right|_{\mathcal{O}\left(\alpha_{\mathrm{s}}^{3}\right)}|n l\rangle+\left.\langle n l|\left(\frac{V_{S I}^{(2,0)}}{m_{1}^{2}}+\frac{V_{S I}^{(0,2)}}{m_{2}^{2}}+\frac{V_{S I}^{(1,1)}}{m_{1} m_{2}}\right)\right|_{\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)}|n l\rangle \\
& +\delta E_{U S}-\frac{1}{4}\left(\frac{1}{m_{1}^{3}}+\frac{1}{m_{2}^{3}}\right)\langle n l| V_{1} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} p^{4}|n l\rangle-\frac{C_{F} \alpha_{\mathrm{s}}}{m_{1} m_{2}}\langle n l| V_{1} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}}\left\{\frac{1}{r}, p^{2}\right\}|n l\rangle \\
& +C_{F} \alpha_{\mathrm{s}}^{2}\left(C_{F} \frac{m_{r}}{m_{1} m_{2}}-\frac{C_{A}}{2 m_{r}}\right)\langle n l| V_{1} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \frac{1}{r^{2}}|n l\rangle+\frac{C_{F} \pi \alpha_{\mathrm{s}}}{m_{r}^{2}}\langle n l| V_{1} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \delta^{3}(\mathbf{r})|n l\rangle \\
= & \left.\langle n l|\left(\frac{V^{(1,0)}}{m_{1}}+\frac{V^{(0,1)}}{m_{2}}\right)\right|_{\mathcal{O}\left(\alpha_{\mathrm{s}}^{3}\right)}|n l\rangle+\left.\langle n l|\left(\frac{V_{S I}^{(2,0)}}{m_{1}^{2}}+\frac{V_{S I}^{(0,2)}}{m_{2}^{2}}+\frac{V_{S I}^{(1,1)}}{m_{1} m_{2}}\right)\right|_{\mathcal{O}\left(\alpha_{\mathrm{s}}^{2}\right)}|n l\rangle \\
& +\delta E_{U S}+\frac{1}{2 m_{r}}\left(1-\frac{m_{r}^{2}}{m_{1} m_{2}}\right)\left(\langle n l| V_{1}|n l\rangle\langle n l| V_{C}|n l\rangle-\langle n l| V_{1} V_{C}|n l\rangle\right. \\
& \left.+\frac{C_{F}^{3} \alpha_{\mathrm{s}}^{3} m_{r}}{n^{2}}\langle n l| V_{1} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \frac{1}{r}|n l\rangle\right)-\frac{\alpha_{\mathrm{s}}^{2}}{2 m_{r}} C_{F}\left(C_{F}+\frac{C_{A}}{2}\right)\langle n l| V_{1} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \frac{1}{r^{2}}|n l\rangle \\
& +\frac{C_{F} \pi \alpha_{\mathrm{s}}}{2 m_{r}^{2}}\langle n l| V_{1} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \delta^{3}(\mathbf{r})|n l\rangle=E_{n}^{C}\left(\frac{\alpha_{\mathrm{s}}}{\pi}\right)^{3}\left({c_{3}^{\mathrm{nc}, S I}}-2 \beta_{0} L_{\nu} c_{2}^{\mathrm{nc}, S \mathrm{SI}}-\frac{\pi^{2}}{6} C_{A}^{3} L_{\nu}\right) . \tag{10.18}
\end{align*}
$$

Using again the expectation values in Appendix H. 1 for single and Appendix H. 2 for double potential insertions we obtain

$$
\begin{align*}
c_{3}^{\mathrm{nc}, \mathrm{SI}}= & \pi^{2}\left(C_{A}^{3} \xi_{\mathrm{AAA}}+C_{A}^{2} C_{F} \xi_{\mathrm{AAF}}+C_{A} C_{F} T_{F} n_{f} \xi_{\mathrm{AFn}_{\mathrm{f}}}+C_{F}^{2} T_{F} \xi_{\mathrm{FF}}+C_{F}^{3} \xi_{\mathrm{FFF}}^{\mathrm{SI}}\right. \\
& \left.+C_{F}^{2} C_{A} \xi_{\mathrm{FFA}}^{\mathrm{SI}}+C_{F}^{2} T_{F} n_{f} \xi_{\mathrm{FFnf}}^{\mathrm{SI}}-\frac{n}{6} \beta_{0} c_{2}^{\mathrm{nc}, \mathrm{SI}}\right), \tag{10.19}
\end{align*}
$$

where,

$$
\begin{equation*}
\xi_{A A A}=\frac{1}{6} L_{U S}-\frac{5}{36}, \tag{10.20}
\end{equation*}
$$

$$
\begin{align*}
\xi_{A A F}= & \frac{1}{(2 l+1) n}\left(\frac{5}{4}-\frac{7}{3(2 l+1)}+\frac{8}{3}\left[S_{1}(2 l)-S_{1}(l+n)\right]+\frac{11 n}{3} \Sigma_{b}+\frac{4}{3} L_{U S}\right),  \tag{10.21}\\
\xi_{A F n_{f}}= & -\frac{4}{3 n(2 l+1)}\left(\frac{65}{48}-\frac{1}{2 l+1}+n \Sigma_{b}\right),  \tag{10.22}\\
\xi_{\mathrm{FF}}= & \frac{8}{15 n} \delta_{l 0}\left(1-2 \frac{m_{r}^{2}}{m_{1} m_{2}}\right),  \tag{10.23}\\
\xi_{F F F}^{S I}= & \frac{2}{3 n}\left\{\frac{7 m_{r}^{2}}{m_{1} m_{2}}\left[\frac{1-\delta_{l 0}}{l(l+1)(2 l+1)}+\delta_{l 0}\left(\frac{1}{n}-1-2\left(S_{1}(l+n)+S_{1}(n)\right)\right)\right]\right.  \tag{10.24}\\
& -n L_{n l}^{E}+2 \delta_{l 0} L_{H}\left(7 \frac{m_{r}^{2}}{m_{1} m_{2}}-2\right)-\frac{2 m_{r}^{2} \delta_{l 0}}{m_{1} m_{2}}\left[\frac{m_{2}}{m_{1}} \ln \left(\frac{m_{1}^{2}}{4 m_{r}^{2}}\right)+\frac{m_{1}}{m_{2}} \ln \left(\frac{m_{2}^{2}}{4 m_{r}^{2}}\right)\right. \\
& \left.\left.+\frac{3 m_{1} m_{2}}{2\left(m_{1}^{2}-m_{2}^{2}\right)}\left(\frac{m_{2}}{m_{1}} \ln \left(\frac{m_{1}^{2}}{4 m_{r}^{2}}\right)-\frac{m_{1}}{m_{2}} \ln \left(\frac{m_{2}^{2}}{4 m_{r}^{2}}\right)\right)\right]-2 \delta_{l 0}\left(\frac{5}{3}-2 L_{U S}\right)\right\}, \\
\xi_{F F A}^{S I}= & \frac{1}{3 n}\left\{-\frac{\delta_{l 0}}{4}\left(1+\frac{29}{n}+20 L_{H}+16 L_{U S}+8 S_{1}(n)-124 S_{1}(l+n)+44 n \Sigma_{2}^{(k)}\right)\right. \\
& -\frac{29\left(1-\delta_{l 0}\right)}{4 l(l+1)(2 l+1)}-\frac{32}{2 l+1}\left(\frac{5}{24}-\frac{1}{2} L_{U S}+S_{1}(l+n)-S_{1}(2 l+1)-\frac{11 n \Sigma_{b}}{16}\right) \\
& \left.-\frac{38}{(2 l+1)^{2}}-\frac{2}{n} L_{U S}-\frac{7}{12 n}-\frac{11 \pi^{2}}{8}\right\}+\frac{m_{r}^{2}}{m_{1} m_{2} n}\left\{\frac{7\left(1-\delta_{l 0}\right)}{6 l(l+1)(2 l+1)}\right. \\
& \left.+\frac{\delta_{l 0}}{6}\left(\frac{7}{n}+17-14\left(S_{1}(l+n)+S_{1}(n)-L_{H}\right)\right)+\frac{11}{3(2 l+1)}-\frac{35}{36 n}+\frac{11 \pi^{2}}{72}\right\} \\
& +\frac{\delta_{l 0} m_{r}^{2}}{6 n\left(m_{1}-m_{2}\right)}\left\{\frac{1}{m_{2}^{2}}\left(2 m_{2}-5 m_{1}\right) \ln \left(\frac{m_{2}^{2}}{4 m_{r}^{2}}\right)-\frac{1}{m_{1}^{2}}\left(2 m_{1}-5 m_{2}\right) \ln \left(\frac{m_{1}^{2}}{4 m_{r}^{2}}\right)\right\},  \tag{10.25}\\
\xi_{F F n_{f}}^{S I}= & \frac{2}{3 n}\left\{\frac{1-\delta_{l 0}}{2 l(l+1)(2 l+1)}+\frac{m_{r}^{2}}{m_{1} m_{2}}\left(\frac{1}{6 n}-\frac{\pi^{2}}{12}-\frac{2}{2 l+1}\right)+\frac{3}{2 n}-\frac{4 n}{2 l+1} \Sigma_{b}\right. \\
& \left.-\frac{14}{3(2 l+1)}+\frac{4}{(2 l+1)^{2}}+\frac{1}{2} \delta_{l 0}\left(4\left(n \Sigma_{2}^{(k)}-S_{1}(n)\right)+\frac{1}{n}+\frac{11}{3}\right)+\frac{\pi^{2}}{4}\right\} . \tag{10.26}
\end{align*}
$$

### 10.4 The $\mathcal{O}\left(m \alpha_{\mathrm{s}}^{5}\right)$ spectrum for unequal masses

Summarizing the previous results, we can present the complete expression for the energy levels of a heavy quark-antiquark bound state with unequal quark masses and $\mathrm{N}^{3} \mathrm{LO}$ accuracy:

$$
\begin{align*}
E(n, l, s, j)= & E_{n}^{C}\left(1+\frac{\alpha_{\mathrm{s}}}{\pi} P_{1}\left(L_{\nu}\right)+\left(\frac{\alpha_{\mathrm{s}}}{\pi}\right)^{2} P_{2}\left(L_{\nu}\right)+\left(\frac{\alpha_{\mathrm{s}}}{\pi}\right)^{3} P_{3}\left(L_{\nu}\right)\right),  \tag{10.27}\\
P_{1}\left(L_{\nu}\right)= & \beta_{0} L_{\nu}+\frac{a_{1}}{2},  \tag{10.28}\\
P_{2}\left(L_{\nu}\right)= & \frac{3}{4} \beta_{0}^{2} L_{\nu}^{2}+\left(-\frac{\beta_{0}^{2}}{2}+\frac{\beta_{1}}{4}+\frac{3 \beta_{0} a_{1}}{4}\right) L_{\nu}+c_{2},  \tag{10.29}\\
P_{3}\left(L_{\nu}\right)= & \frac{1}{2} \beta_{0}^{3} L_{\nu}^{3}+\left(-\frac{7 \beta_{0}^{3}}{8}+\frac{7 \beta_{0} \beta_{1}}{16}+\frac{3}{4} \beta_{0}^{2} a_{1}\right) L_{\nu}^{2} \\
& +\left(\frac{\beta_{0}^{3}}{4}-\frac{\beta_{0} \beta_{1}}{4}+\frac{\beta_{2}}{16}-\frac{3}{8} \beta_{0}^{2} a_{1}+2 \beta_{0} c_{2}+\frac{3 \beta_{1} a_{1}}{16}\right) L_{\nu}+c_{3}, \tag{10.30}
\end{align*}
$$

where $c_{i}=c_{i}^{\mathrm{c}}+c_{i}^{\mathrm{nc}}$.
We have checked that for the ground state the result agrees with the NNLO $B_{c}$ energy given in Ref. [164]. For arbitrary quantum numbers the NNLO result can be found in Ref. [165] (though in a basis different from ours), and in Ref. 166] for the equal mass case. We have also checked that our results agree with the $\mathrm{N}^{3} \mathrm{LO}$ energy in the equal mass case, which was obtained in Ref. 161] for the ground state, in Refs. 162,163 for $S$-wave states, and in Ref. 160 for general quantum numbers. We also agree with the numerical results given in Ref. 167.

All relevant definitions for the functions and parameters in the previous formulae can be found in Appendix A.

## Chapter 11

## Conclusions

In the second part of this thesis we have studied heavy quarkonium systems with different quark masses in the extreme weak-coupling limit. These systems are very similar to the ones studied in the first part of the thesis, with two main differences: their gauge group is different $(\mathrm{U}(1)$ vs. $\mathrm{SU}(3))$ and so is the theory of their hard dynamics (HBET vs. QCD). The product of the latter is encoded in the Wilson coefficients of the effective theory NRQED/QCD. Once in this theory, the only difference is related to the gauge groups. We performed the matching computation of NRQCD and weakly-coupled pNRQCD for heavy quarkonium with different masses that allows us to obtain the spectrum to $\mathrm{N}^{3} \mathrm{LO}$.

We have computed the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / m^{2}\right)$ contribution to the heavy quarkonium spin-independent potential in the unequal mass case. We have obtained the bare $D$-dimensional expressions for different matching schemes in momentum and position space. We have performed all our calculations in CG and CF. Perturbative evaluations of loop diagrams in CG have always been thought of to be complicated and difficult to handle, especially for non-abelian theories. On the other hand one typically has to compute less diagrams in that gauge. For the one-loop calculations (using dimensional regularization) carried out in this work, CG has proven to be a competitive method.

In momentum space, the results are encoded in the coefficients $\tilde{D}_{2}$. The coefficients $\tilde{D}_{\mathbf{p}^{2}, 2}^{(2,0)}$, $\tilde{D}_{r, 2}^{(2,0)}, \tilde{D}_{\mathbf{p}^{2}, 2}^{(1,1)}$ and $\tilde{D}_{r, 2}^{(1,1)}$ are independent of the matching procedure. Their expressions can be found in Eqs. 9.8-9.11. The expressions for $\tilde{D}_{\text {off } 2}^{(2,0)}, \tilde{D}_{\text {off }, 2}^{(1,1)}$ are matching-scheme dependent. They vanish in the on-shell matching scheme. For off-shell matching in CG and FG we give their results in Eqs. (9.12), (9.13), and in Eqs. (9.15), (9.16), respectively. Wilson-loop matching yields the corresponding expressions in Eqs. (9.45), (9.46). The results for the individual potentials in terms of Wilson loops are manifestly gauge invariant.

These results, obtained from different matching procedures, can be related by field redefinitions. We have identified the field redefinitions that relate the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / m^{2}\right)$ heavy quarkonium potentials in the different matching schemes. These field redefinitions are valid in $D$ dimensions and can be applied to the bare potentials.

Our calculation yields an independent determination of the bare $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3} / m\right)$ potential piece proportional to the color factors $C_{F}^{2} C_{A}$ and $C_{F}^{2} T_{F} n_{f}$ for unequal masses and for the different matching schemes considered in this work. For the equal-mass on-shell case it agrees with the results of Refs. 140,153 up to $\mathcal{O}(\epsilon)$, but we remark that we also predict the complete $\epsilon$ dependence of these terms of the potential. Using the equal-mass on-shell result of Refs. 140, 153 together
with our new $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / m^{2}\right)$ potentials we have determined the other terms of the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3} / m\right)$ potential (proportional to $C_{F} C_{A}^{2}$ and $C_{F} C_{A} T_{F} n_{f}$ ) for unequal masses and the three different matching schemes to $\mathcal{O}(\epsilon)$.

For the $1 / m$ potential in terms of Wilson loops we summarize our results in Eq. 9.67), and the corresponding momentum space coefficients $\tilde{D}_{2, W}^{(1,0)}$ and $\tilde{D}_{3, W}^{(1,0)}$ can be found in Eqs. 9.65) and (9.66). In the off-shell CG and FG matching schemes, the coefficients $\tilde{D}_{2}^{(1,0)}$ and $\tilde{D}_{3}^{(1,0)}$ can be found in Eqs. (9.68)-(9.70). In Eq. (9.71) we present the position-space expression for the unequal-mass $1 / m$ potential in the on-shell scheme (note the non-trivial mass dependence). In the latter case it is actually meaningless to define the coefficients $\tilde{D}^{(1,0)}$, as they would depend on the heavy quark masses.

We remark that, in the Wilson-loop scheme, the terms of the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3} / m\right)$ potential proportional to the color factors $C_{F}^{2} C_{A}$ and $C_{F}^{2} T_{F} n_{f}$ vanish. For the CG/FG off-shell matching the $C_{F}^{2} T_{F} n_{f}$ term is zero, whereas in the on-shell scheme all possible color structures contribute. This suggests that using Wilson loops might be the optimal setup to determine the $1 / \mathrm{m}$ potential.

In summary, we have obtained the bare heavy quarkonium potential for unequal masses with the required precision to compute the $B_{c}$ mass with $\mathrm{N}^{3} \mathrm{LO}$ accuracy. We have determined the renormalized potentials in the different matching schemes in Sec. 9.4 and discussed their dependence on the specific ultrasoft subtraction scheme. We have seen that the relativistic potentials obtained in the Wilson-loop and off-shell matching schemes (both the renormalized and bare expressions) satisfy certain constraints due to Poincaré invariance, unlike those obtained in the on-shell matching scheme.

We have performed the computation of the $B_{c}$ mass with $\mathrm{N}^{3} \mathrm{LO}$ accuracy for arbitrary quantum numbers in Sec. 10. The final theoretical expression is given in Eq. (10.27). Note that, even though the expressions have been obtained in the weak-coupling limit, one can easily obtain expressions valid for $m_{r} \alpha_{\mathrm{s}}^{2} \sim \Lambda_{\mathrm{QCD}}$ by subtracting the perturbative expression of the ultrasoft contribution, Eq. (10.1), and adding the corresponding expression in that regime (which then includes non-perturbative effects). A phenomenological analysis will be carried out elsewhere.

Other important results of our computation are the NLO expressions for the soft contribution of the $1 / m$ and spin-independent (and velocity-dependent) $1 / m^{2}$ quasi-static energies in the short-distance limit. These quasi-static energies represent non-perturbative definitions of the heavy quarkonium potentials. At this order, the quasi-static energies start to be sensitive to ultrasoft effects. Therefore, our results are, in fact, factorization scale dependent. To obtain "physical" results that can be compared with Monte Carlo lattice simulations, like those obtained in Refs. 168 -170], the ultrasoft contributions to the relevant Wilson loops must be computed and added to the results of this work. This calculation will be carried out in a forthcoming publication.

The analysis of this work allows us to grasp the advantages and inconveniences of each matching scheme for perturbative evaluations of the potential. As a matter of fact, we find that all methods appear to be feasible in practice. In particular we found that perturbative computations using Wilson loops are not only feasible but may even have some advantages: The potentials in terms of Wilson loops encapsulate in a compact way all the information related to the soft scale, they are correct to any finite order in perturbation theory, and neither kinetic operator insertions nor potential loops have to be considered in the computation (which otherwise can be quite cumbersome at higher orders). We emphasize that, in the case of pure QED, it is possible to obtain closed expressions for some potentials, so that only a few orders in perturbation theory contribute. This implies some all-orders non-renormalization theorems (for the QED part) and, thus, also constrains the ultrasoft contributions.

## Part IV

## Final Remarks

In this thesis we have studied the physics of weakly bound states made of two heavy fermions with different masses. Their description is performed in the framework of EFTs, more specifically pNRQED and pNRQCD. We have computed the potentials up to $\mathrm{N}^{3} \mathrm{LO}$ and, as an application, we have used them to determine some energy levels.

We have established that the right theory in which to perform computations for these bound states is a theory at the ultrasoft scale. In the case of states bounded by QED it is clearly perturbative, since at low energies the coupling constant is a small parameter comparable to the relative velocity between the constituents, $\alpha \sim v$. However, in the case of systems bounded by QCD we also need to take into account the relation of the scales of the bound state with the energy scale that characterises the strong interaction, $\Lambda_{\mathrm{QCD}}$. We work with bound states that, in the potential energy regime, fulfil $m v \gg \Lambda_{\mathrm{QCD}}$. These systems can be described perturbatively, which allows us to compute a model independent potential for them, independently of the size of $m v^{2}$. However, in order to obtain the spectrum we need to take into account the ultrasoft corrections to the energy. These corrections can be computed perturbatively in the limit $m v^{2} \gg \Lambda_{\mathrm{QCD}}$.

The first part of the dissertation is devoted to pNRQED, with special dedication to the Lamb shift in muonic hydrogen. We have obtained the potential terms that allows us to compute the Lamb shift up to $\mathcal{O}\left(\alpha^{6} \ln \alpha\right)$. Within this computation the hadronic part of the NRQED Wilson coefficients is of utmost importance, as it is the main source of the theoretical uncertainty. Conducive to computing such Wilson coefficients in a model independent way, we perform the matching of the hadronic TPE from HBET to NRQED.

In order to describe such matching, we need to compute the effects of the hadronic structure of the proton on the Lamb shift in muonic hydrogen in terms of the interaction with photons and pions. We have computed and studied the spin-dependent and spin-independent structure functions of the FVCT of the proton to $\mathcal{O}\left(p^{3}\right)$ in HBChPT. These functions come out of the exchange of two photons between the proton and the muon. We have included the contribution of the Delta particle, not only because it is the closest resonance to the proton (and not so far away in terms of mass), but also because in the large- $N_{c}$ limit proton and Delta become degenerate in mass. We have provided the computation of the FVCT structure functions associated to the $m_{\pi}$ and $\Delta$ scales in $D$-dimensions. This completes previous partial results.

By incorporating these results to the NRQED coefficients $c_{3}^{p l_{i}}$ and $c_{4}^{p l_{i}}$, which appear in the $1 / m^{2}$ delta-like potential in pNRQED, we obtain the hadronic TPE corrections to the muonic hydrogen Lamb shift. Moreover, with this computation, we obtain the leading chiral and large $N_{c}$ structure of both coefficients, i.e. we determine their non-analytic dependence on $m_{q}$ and $N_{c}$. This makes our result useful for eventual comparison to the lattice.

The contribution of this potential to the Lamb shift is therefore a pure prediction of the chiral theory, and hence it is model independent. We would like to emphasize that the energy shift associated to the TPE which we obtain is the most precise expression that can be obtained in a model independent way, since $\mathcal{O}\left(m_{\mu} \alpha^{5} \frac{m_{\mu}^{3}}{\Lambda_{\mathrm{QCD}}^{3}}\right)$ effects are not controlled by the chiral theory and would require new counterterms.

The remaining of the first part of the thesis is devoted to reviewing the QED-like contributions to the Lamb shift in muonic hydrogen, and organising them within an EFT language. We have checked most of the results, and corrected some of the analytical formulae obtained previously in the literature. We have used the well-defined power counting of the EFT to estimate the size of the uncomputed terms and therefore the uncertainty of our result. We have reorganised the potentials making their dependence on the Wilson coefficients explicit, which is suitable to obtain
information of higher order contributions. As a by-product of these study we have obtained the full $\mathrm{N}^{3} \mathrm{LO}$ spectrum for muonium.

We have used the computation of the Lamb shift to determine the size of the electric proton radius. We do so via the comparison with the experimental measurement of the Lamb shift in muonic hydrogen first carried out at PSI in 2010. Our expression for the Lamb shift has a pure QED-like term, encoding all the contributions that consider the interaction of pointlike fermions, a hadronic term, which takes into account the radius-independent effects of the hadronic structure of the proton, and a term proportional to the proton radius, which arises from the finite-size effects of the proton and allows us to obtain its value. In fact, in the EFT language, the latter is encoded in a Wilson coefficient, hence it is a well-defined quantity. The value for the proton radius that we obtain here is still $6.8 \sigma$ away from the CODATA value. Therefore, we give model-independent significance to the proton radius puzzle. In this respect, we hope that all the new experiments related to this puzzle that are taking (or will take) place, will shed some light on the origin of this discrepancy.

On the second part of this work, we have studied heavy quarkonium with different masses at weak coupling. In particular, we have computed the relativistic corrections to the heavy quarkonium spin-independent potential at $\mathrm{N}^{3} \mathrm{LO}$.

For the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / m^{2}\right)$ potential we have obtained the bare expressions (in $D$-dimensions) for different matching schemes in momentum and position space. We have performed all our calculations in CG and FG. It is usually assumed that perturbative computations in the CG (specially for non-Abelian theories) are complicated and cumbersome, due mainly to the structure of the propagators. However, the number of Feynman diagrams contributing to a given process is usually smaller than in FG. We concluded that the Coulomb gauge is in fact a competitive framework in which to carry out these computations.

In momentum space we have split the potential into three different structures. Two of them only contain on-shell information, and thus are independent of the matching procedure: in position space one is related to the momentum operator and the other only depends on the position operator. The third structure is what we define as off-shell potential. It is related to the fact that we are not working in a minimal basis of potential structures, and therefore there is some mixing between this structure and the $1 / m$ potential. Therefore, the off-shell potential is matchingscheme dependent. We have compared the main different matching schemes: on-shell, off-shell (in CG and FG) and performing the matching with Wilson loops. The first two matching schemes come out of equating the truncated on-/off-shell Green functions in NRQCD and pNRQCD, while the last one is given by the formulae that come out of equating the gauge invariant off-shell Green functions in both theories. The results for the individual potentials in terms of Wilson loops are manifestly gauge invariant. Moreover, the results obtained from different matching procedures, can be related by field redefinitions. We have identified the $D$-dimensional field redefinitions that relate the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / m^{2}\right)$ heavy quarkonium potentials in the different matching schemes.

Our bare calculation yields an independent determination of the bare $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3} / m\right)$ potential proportional to the color factors $C_{F}^{2} C_{A}$ and $C_{F}^{2} T_{F} n_{f}$ for unequal masses and for the different matching schemes considered. Using the equal-mass on-shell result in the literature, together with our new $\mathcal{O}\left(\alpha_{\mathrm{s}}^{2} / m^{2}\right)$ potentials, we have determined, through field redefinitions, the other terms of the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3} / m\right)$ potential (proportional to $C_{F} C_{A}^{2}$ and $C_{F} C_{A} T_{F} n_{f}$ ) in the three different matching schemes to $\mathcal{O}(D-4)$. It is worth noting that in the Wilson-loops scheme, the terms of the $\mathcal{O}\left(\alpha_{\mathrm{s}}^{3} / m\right)$ potential proportional to the color factors $C_{F}^{2} C_{A}$ and $C_{F}^{2} T_{F} n_{f}$ vanish. This only
happens for the $C_{F}^{2} T_{F} n_{f}$ term in the off-shell matching schemes we have studied. This suggests that using Wilson loops might be the optimal setup to determine the $1 / m$ potential.

From our computations it is straightforward to obtain the bare and renormalized potentials both in momentum and position space. We use a renormalization scheme similar to the usual $\overline{\text { MS }}$ but making the subtraction in position space. This subtraction is optimal to then perform the ultrasoft computation of the energy in the most natural way.

Altogether, we have obtained the bare heavy quarkonium potential for unequal masses with the required precision to compute the $B_{c}$ mass with $\mathrm{N}^{3} \mathrm{LO}$ accuracy. We have also checked that the potentials, bare and renormalized, satisfy certain constraints due to Poincaré invariance. This does not apply to the on-shell scheme.

As an application of these results we have computed the $B_{c}$ mass for arbitrary quantum numbers. This calculation is analogous to the muonic hydrogen we performed in the previous part and it also involves the contribution of lower order potentials through perturbation theory, which has been carried out using Voloshin's Green function formula.

Note that, even though the expressions have been obtained in the weak-coupling limit, one can easily obtain expressions valid for $m_{r} \alpha_{\mathrm{s}}^{2} \sim \Lambda_{\mathrm{QCD}}$. To do so one should subtract the perturbative expression of the ultrasoft contribution from our final result, and add in its place the corresponding expression appropriate for that energy regime, which would include non-perturbative effects.

Through our analysis we wanted to grasp the advantages and inconveniences of each matching scheme for perturbative evaluations of the potential. As expected, all the schemes we have studied are indeed feasible. However, we find the matching through Wilson loops more advantageous: they encapsulate in a compact way all the information related to the soft scale, they are correct to any finite order in perturbation theory, and neither kinetic operator insertions nor potential loops have to be considered in the computation.

There are many possibilities for further work along the lines of the one presented here. In relation to the pNRQED section, it would be extremely interesting to obtain the contribution of the TPE to the Lamb shift from muonic hydrogen experiments. This could be achieved if the proton radius puzzle was clarified, and the value of the proton radius was then obtained from $e-p$ experiments. In this scenario, muonic hydrogen data would provide a better value of the hadronic TPE, as this quantity is suppressed by a power of the lepton mass. Moreover, we could work to obtain the spectrum at higher orders, which would then improve the determination of the TPE upon comparison to the experiment. On a different footing, the work carried out here could be of use to describe other light muonic atoms. One could also use the EFT tools to describe nucleon-nucleon interactions, e.g. for He atoms. Finally, it would be of great interest to analyse in depth the EFT determination of the fine and the hyperfine splittings in muonic hydrogen.

On the side of pNRQCD the possibilities are vast. On the one hand, a phenomenological analysis of the results obtained here is being carried out, which will allow for eventual comparison with experimental data. As a part of this analysis we will determine the ground state mass of the $B_{c}$ from which we could obtain a new measure of the charm mass, provided the bottom mass has been obtained from another source. With this determination we could also study how important the US effects are, and hence how good our perturbative approximation is. The $B_{c}$ ground state and its $2 S$ excitation have already been measured experimentally, but we are hoping that many other related measurements will come out of the LHC experiment.

On top of that, some important results of our computation are the NLO expressions for the soft contribution of the $1 / m$ and spin-independent $1 / m^{2}$ quasi-static energies in the short-distance
limit. These quasi-static energies represent non-perturbative definitions of the heavy quarkonium potentials. At this order, the quasi-static energies start to be sensitive to ultrasoft effects, which makes our results factorization scale dependent. To obtain results that can be compared with Monte Carlo lattice simulations, the ultrasoft contributions to the relevant Wilson loops must be computed and added to the results of this work. We are actually performing this calculation.

On a broader scenario, the application of EFTs to somewhat different areas of research has proven very useful (for example in condensed matter). A specially relevant case in which NREFTs seem to be of relevance is in the direct detection of a possible heavy dark matter candidate. Some work has been carried out in this direction, although there is still much to be done. We plan to further extend this work.

## Appendix A

## Parameters and functions

## A. 1 QCD-related parameters

$$
\begin{gather*}
T_{F}=\frac{1}{2} ; \quad C_{A}=N_{c} ; \quad C_{F}=\frac{N_{c}^{2}-1}{2 N_{c}} .  \tag{A.1}\\
\beta_{0}=\frac{11}{3} C_{A}-\frac{4}{3} n_{f} T_{F} ; \quad \beta_{1}=\frac{34}{3} C_{A}^{2}-\frac{20}{3} C_{A} T_{F} n_{f}-4 C_{F} T_{F} n_{f}  \tag{A.2}\\
\beta_{2}=\frac{2857}{54} C_{A}^{3}-\frac{1415}{27} C_{A}^{2} T_{F} n_{f}+\frac{158}{27} C_{A} T_{F}^{2} n_{f}^{2}-\frac{205}{9} C_{A} C_{F} T_{F} n_{f}+\frac{44}{9} C_{F} T_{F}^{2} n_{f}^{2}+2 C_{F}^{2} T_{F} n_{f} .  \tag{A.3}\\
a_{1}=\frac{31 C_{A}-20 T_{F} n_{f}}{9} ;  \tag{A.4}\\
a_{2}=\frac{400 T_{F}^{2} n_{f}^{2}}{81}-C_{F} T_{F} n_{f}\left(\frac{55}{3}-16 \zeta(3)\right) \\
+C_{A}^{2}\left(\frac{4343}{162}+\frac{16 \pi^{2}-\pi^{4}}{4}+\frac{22 \zeta(3)}{3}\right)-C_{A} T_{F} n_{f}\left(\frac{1798}{81}+\frac{56 \zeta(3)}{3}\right) \\
a_{3}=a_{3}^{(3)} n_{f}^{3}+a_{3}^{(2)} n_{f}^{2}+a_{3}^{(1)} n_{f}+a_{3}^{(0)} \tag{A.5}
\end{gather*}
$$

where

$$
\begin{align*}
a_{3}^{(3)}= & -\left(\frac{20}{9}\right)^{3} T_{F}^{3} \\
a_{3}^{(2)}= & \left(\frac{12541}{243}+\frac{368 \zeta(3)}{3}+\frac{64 \pi^{4}}{135}\right) C_{A} T_{F}^{2}+\left(\frac{14002}{81}-\frac{416 \zeta(3)}{3}\right) C_{F} T_{F}^{2}, \\
a_{3}^{(1)}= & (-709.717) C_{A}^{2} T_{F}+\left(-\frac{71281}{162}+264 \zeta(3)+80 \zeta(5)\right) C_{A} C_{F} T_{F} \\
& +\left(\frac{286}{9}+\frac{296 \zeta(3)}{3}-160 \zeta(5)\right) C_{F}^{2} T_{F}+(-56.83(1)) \frac{d_{F}^{a b c d} d_{F}^{a b c d}}{N_{A}}, \\
a_{3}^{(0)}= & 502.24(1) C_{A}^{3}-136.39(12) \frac{d_{F}^{a b c d} d_{A}^{a b c d}}{N_{A}} \tag{A.6}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{d_{F}^{a b c d} d_{A}^{a b c d}}{N_{A}}=\frac{N_{c}\left(N_{c}^{2}+6\right)}{48}, \quad \frac{d_{F}^{a b c d} d_{F}^{a b c d}}{N_{A}}=\frac{N_{c}^{4}-6 N_{c}^{2}+18}{96 N_{c}^{2}} . \tag{A.7}
\end{equation*}
$$

## A. $2 \overline{\mathrm{MS}}$ renormalized NRQCD Wilson coefficients

In the $\overline{\mathrm{MS}}$ scheme the respective renormalized Wilson coefficients of the single quark sector are (for $\left.m_{j} \neq m_{i}\right)^{1}$

$$
\begin{align*}
& c_{F}^{(i) \overline{\mathrm{MS}}}(\nu)=1+\frac{\alpha_{\mathrm{s}}(\nu)}{2 \pi}\left(C_{F}+C_{A}\right)-\frac{\alpha_{\mathrm{s}}(\nu)}{2 \pi} C_{A} \ln \frac{m_{i}}{\nu}, \\
& c_{D}^{(i) \overline{\mathrm{MS}}}(\nu)=1+\frac{\alpha_{\mathrm{s}}(\nu)}{2 \pi} C_{A}-\frac{4 \alpha_{\mathrm{s}}(\nu)}{15 \pi}\left(1+\frac{m_{i}^{2}}{m_{j}^{2}}\right) T_{F}+\frac{\alpha_{\mathrm{s}}(\nu)}{\pi}\left(\frac{8}{3} C_{F}+\frac{2}{3} C_{A}\right) \ln \frac{m_{i}}{\nu} . \tag{A.8}
\end{align*}
$$

The four-quark Wilson coefficients for unequal masses are given by (note that for the equal mass case the annihilation contribution should be included, see Ref. [71] for the specific expressions):

$$
\begin{align*}
d_{s v}^{\overline{\mathrm{MS}}}(\nu)= & \alpha_{\mathrm{s}}^{2} C_{F}\left(\frac{C_{A}}{2}-C_{F}\right) \frac{m_{1} m_{2}}{m_{1}^{2}-m_{2}^{2}} \ln \left(\frac{m_{1}^{2}}{m_{2}^{2}}\right),  \tag{A.9}\\
d_{v v}^{\overline{\mathrm{MS}}}(\nu)= & 2 \alpha_{\mathrm{s}}^{2} C_{F} \frac{m_{1} m_{2}}{m_{1}^{2}-m_{2}^{2}} \ln \left(\frac{m_{1}^{2}}{m_{2}^{2}}\right)+\frac{\alpha_{\mathrm{s}}^{2} C_{A}}{4\left(m_{1}^{2}-m_{2}^{2}\right)}\left\{m_{1}^{2}\left(\ln \left(\frac{m_{2}^{2}}{\nu^{2}}\right)+3\right)\right. \\
& \left.-m_{2}^{2}\left(\ln \left(\frac{m_{1}^{2}}{\nu^{2}}\right)+3\right)-3 m_{1} m_{2} \ln \left(\frac{m_{1}^{2}}{m_{2}^{2}}\right)\right\},  \tag{A.10}\\
d_{s s}^{\overline{\mathrm{MS}}}(\nu)= & -C_{F}\left(\frac{C_{A}}{2}-C_{F}\right) \frac{\alpha_{\mathrm{s}}^{2}}{m_{1}^{2}-m_{2}^{2}}\left(m_{1}^{2}\left(\ln \left(\frac{m_{2}^{2}}{\nu^{2}}\right)+\frac{1}{3}\right)-m_{2}^{2}\left(\ln \left(\frac{m_{1}^{2}}{\nu^{2}}\right)+\frac{1}{3}\right)\right),  \tag{A.11}\\
d_{v s}^{\overline{\mathrm{MS}}}(\nu)= & -2 C_{F} \frac{\alpha_{\mathrm{s}}^{2}}{m_{1}^{2}-m_{2}^{2}}\left(m_{1}^{2}\left(\ln \left(\frac{m_{2}^{2}}{\nu^{2}}\right)+\frac{1}{3}\right)-m_{2}^{2}\left(\ln \left(\frac{m_{1}^{2}}{\nu^{2}}\right)+\frac{1}{3}\right)\right) \\
& +\frac{C_{A}}{4} \frac{\alpha_{\mathrm{s}}^{2}}{m_{1}^{2}-m_{2}^{2}}\left[3\left(m_{1}^{2}\left(\ln \left(\frac{m_{2}^{2}}{\nu^{2}}\right)+\frac{1}{3}\right)-m_{2}^{2}\left(\ln \left(\frac{m_{1}^{2}}{\nu^{2}}\right)+\frac{1}{3}\right)\right)\right. \\
& \left.+\frac{1}{m_{1} m_{2}}\left(m_{1}^{4}\left(\ln \left(\frac{m_{2}^{2}}{\nu^{2}}\right)+\frac{10}{3}\right)-m_{2}^{4}\left(\ln \left(\frac{m_{1}^{2}}{\nu^{2}}\right)+\frac{10}{3}\right)\right)\right] . \tag{A.12}
\end{align*}
$$

## A. 3 Finite Sums for the spectrum computation

The following functions are defined here in order to lighten the notation of the spectrum. We follow the notation of [160] for ease of comparison, and quote the functions here for completeness.

These functions are associated with finite sums that we have used throughout the computation of the spectrum:

[^25]\[

$$
\begin{array}{cr}
S_{p}(N)=\sum_{i=1}^{N} \frac{1}{i^{p}}, & S_{p, q}(N)=\sum_{i=1}^{N} \sum_{j=1}^{i} \frac{1}{i^{p} j^{q}}, \\
\Delta S_{1 \mathrm{a}}=S_{1}(n+l)-S_{1}(n-l-1), & \Delta S_{1 \mathrm{~b}}=S_{1}(n+l)-S_{1}(2 l+1), \\
\Sigma_{a}(n, l)=\Sigma_{3}^{(m)}+\Sigma_{3}^{(k)}+\frac{2}{n} \Sigma_{2}^{(k)}, & \Sigma_{b}(n, l)=\Sigma_{2}^{(m)}+\Sigma_{2}^{(k)}-\frac{2}{n} \Delta S_{1 b}, \\
\Sigma_{p}^{(m)}(n, l)=\frac{(n+l)!}{(n-l-1)!} \sum_{m=-l}^{l} \frac{R(l, m)}{(n+m)^{p}} S_{1}(n+m), \\
\Sigma_{p}^{(k)}(n, l)=\frac{(n-l-1)!}{(n+l)!} \sum_{k=1}^{n-l-1} \frac{(k+2 l)!}{(k-1)!(k+l-n)^{p}}, \tag{A.17}
\end{array}
$$
\]

where

$$
\begin{equation*}
R(l, m)=\frac{(-1)^{l-m}}{(l+m)!(l-m)!} . \tag{A.18}
\end{equation*}
$$

These functions are present in the energy correction associated to the static potential:

$$
\begin{align*}
\sigma(n, l)= & \frac{\pi^{2}}{64}-\frac{1}{16} S_{2}(n+l)+\frac{1}{8} \Sigma_{2}^{(k)} \\
& +\frac{1}{2}\left(\frac{n}{2} \zeta(3)+\frac{\pi^{2}}{8}\left(1-\frac{2 n}{3} \Delta S_{1 a}\right)-\frac{1}{2} S_{2}(n+l)+\frac{n}{2} \Sigma_{a}(n, l)\right)  \tag{A.19}\\
\tau(n, l)= & \frac{3}{2} \zeta(5) n^{2}-\frac{\pi^{2}}{8} \zeta(3) n^{2}+\frac{\pi^{4}}{1440} n\left(5 n \Delta S_{1 a}-4\right) \\
& -\frac{1}{4} \zeta(3)\left[\left(n \Delta S_{1 a}-2\right)^{2}+n^{2}\left\{2 S_{2}(n+l)-S_{2}(n-l-1)\right\}+n-4\right] \\
& +\frac{\pi^{2}}{12}\left[\frac{n}{2} \Delta S_{1 a}\left\{n S_{2}(n+l)+1\right\}+\frac{n^{2}}{2} S_{3}(n+l)-\frac{3}{4}-n^{2} \Sigma_{a}(n, l)\right] \\
& \quad-\frac{n^{2}}{2} S_{4,1}(n-l-1)+n S_{3,1}(n-l-1)+\frac{1}{4} S_{2}(n+l)+\frac{1}{2} S_{3}(n+l) \\
& +\Sigma_{\tau, 1}(n, l)+\Sigma_{\tau, 2}(n, l)+\Sigma_{\tau, 3}(n, l) .  \tag{A.20}\\
\Sigma_{\tau, 1}=- & \frac{n^{2}(n+l)!}{4(n-l-1)!} \sum_{k=1}^{n-l-1} \frac{(k-1)!S_{1}(n-l-k)}{(k+2 l)!(k+l-n)^{4}}+\frac{(n-l-1)!}{4(n+l)!} \sum_{k=1}^{n-l-1} \frac{(k+2 l)!}{(k-1)!(k+l-n)^{4}} \\
\times & {\left[(k+l-n)(2 k+2 l-n)\left\{2 n S_{2}(n-l-k-1)-1\right\}\right.} \\
- & 6\left\{(k+l-n)(2 k+2 l-n)+n\left(k+l-\frac{n}{3}\right)\right\} S_{1}(n-l-k-1) \\
+ & \left.\{3(k+l-n)(2 k+2 l-n)+n(k+l)\}\left\{S_{1}(k+2 l)-S_{1}(n+l)\right\}\right]  \tag{A.21}\\
\Sigma_{\tau, 2}= & \frac{n(n+l)!}{8(n-l-1)!} \sum_{m=-l}^{l} \frac{R(l, m)}{(n+m)^{5}}
\end{align*}
$$

$$
\begin{align*}
& \times\left[4 n(n+m)^{2} S_{2,1}(n+m)-(4 m+3 n)(n+m) S_{2}(n+m)\right. \\
& +S_{1}(n+m)\left\{-2(n+m)^{2}-8 n+8(n+m)^{2} S_{1}(2 l+1)-2 n(n+m) S_{1}(l+m)\right. \\
& \left.\left.-2(4 m+3 n)(n+m) S_{1}(l+n)-(4 m-n)(n+m) S_{1}(n+m)\right\}\right],  \tag{A.22}\\
\Sigma_{\tau, 3} & =n^{2} \sum_{m=-l}^{l} \sum_{k=1}^{n-l-1} \frac{(k+2 l)!S_{1}(n+m) R(l, m)}{(k-1)!(n+m)^{2}(k+l+m)}\left\{\frac{1}{2(k+l-n)^{2}}-\frac{1}{n(n+m)}\right\} . \tag{A.23}
\end{align*}
$$

## A. 4 List of transformations from momentum to position space

Unlike the position space potential $V_{s}$, the momentum space potential $\tilde{V}_{s}$ is a c-number, not an operator. It is defined as the matrix element

$$
\begin{equation*}
\tilde{V}_{s} \equiv\left\langle\mathbf{p}^{\prime}\right| V_{s}|\mathbf{p}\rangle . \tag{A.24}
\end{equation*}
$$

In this section we give a list of the different related spin-independent potential structures in $d$-dimensions.

| $\tilde{V}_{s}$ | $V_{s}$ |
| :---: | :---: |
| $\frac{1}{k^{n}}$ | $\mathcal{F}_{n}(r)$ |
| 1 | $\delta^{(d)}(\mathbf{r})=\left[p^{i},\left[p^{i}, \mathcal{F}_{2}(r)\right]\right]$ |
| $k^{2 \epsilon}$ | $\left[p^{i},\left[p^{i}, \mathcal{F}_{2-2 \epsilon}(r)\right]\right]$ |
| $\frac{\mathbf{p}^{2}+\mathbf{p}^{\prime 2}}{k^{2}}$ | $\left\{\mathcal{F}_{2}(r), \mathbf{p}^{2}\right\}$ |
| $\frac{\mathbf{p}^{2}+\mathbf{p}^{\prime 2}}{k^{2}} k^{2 \epsilon}$ | $\left\{\mathcal{F}_{2-2 \epsilon}(r), \mathbf{p}^{2}\right\}$ |
| $\frac{\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}}{k^{4}}-1$ | $2 \mathcal{F}_{2}(r)\left(1+2 \epsilon \frac{\mathbf{L}^{2}}{r^{2}}-2 \epsilon\left\{\mathcal{F}_{2}(r), \mathbf{p}^{2}\right\}+2 \epsilon\left[p^{i},\left[p^{i}, \mathcal{F}_{2}(r)\right]\right]\right.$ |
| $\left(\frac{\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}}{k^{4}}-1\right) k^{2 \epsilon}$ | $2 \mathcal{F}_{2-2 \epsilon}(r) \frac{4 \epsilon+1}{1-\epsilon} \frac{\mathbf{L}^{2}}{r^{2}}-4 \frac{\epsilon}{1-\epsilon}\left\{\mathcal{F}_{2-2 \epsilon}(r), \mathbf{p}^{2}\right\}+4 \frac{\epsilon}{1-\epsilon}\left[p^{i},\left[p^{i}, \mathcal{F}_{2-2 \epsilon}(r)\right]\right]$ |
| $\frac{\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}}{k^{4}}$ | $2 \mathcal{F}_{2}(r)(1+2 \epsilon) \frac{\mathbf{L}^{2}}{r^{2}}-2 \epsilon\left\{\mathcal{F}_{2}(r), \mathbf{p}^{2}\right\}+(1+2 \epsilon)\left[p^{i},\left[p^{i}, \mathcal{F}_{2}(r)\right]\right]$ |
| $\frac{\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}}{k^{4}} k^{2 \epsilon}$ | $2 \mathcal{F}_{2-2 \epsilon}(r) \frac{1+4 \epsilon}{1-\epsilon} \frac{\mathbf{L}^{2}}{r^{2}}-4 \frac{\epsilon}{1-\epsilon}\left\{\mathcal{F}_{2-2 \epsilon}(r), \mathbf{p}^{2}\right\}+\frac{1+3 \epsilon}{1-\epsilon}\left[p^{i},\left[p^{i}, \mathcal{F}_{2-2 \epsilon}(r)\right]\right]$ |

We make use of the following definition:

$$
\begin{equation*}
\mathcal{F}_{n}(r)=\int \frac{d^{d} k}{(2 \pi)^{d}} \frac{e^{-i \mathbf{k} \cdot \mathbf{r}}}{|\mathbf{k}|^{n}}=\frac{2^{-n} \pi^{-d / 2}}{r^{d-n}} \frac{\Gamma(d / 2-n / 2)}{\Gamma(n / 2)} \tag{A.25}
\end{equation*}
$$

## Appendix B

## Feynman rules

## B. 1 Feynman rules for HBET

In this appendix we present the set of Feynman rules from the HBET Lagrangian that we have used in order to compute the FVCT, $T^{\mu \nu}$, including the Delta particle. First we quote the different vertices that play a role in our computation (Ref. 64$]^{1}$ ):


[^26]
where $\eta^{a b}=\frac{1}{2}\left(1+\tau^{3}\right) \delta^{a b}-i \epsilon^{a b 3}$. The values of the Wilson coefficients can be found in Eq. (3). Vertices and propagators in the muon line are the usual QED vertices, since the muon is still relativistic.

The propagators read (Refs. [64, 65]):

where we define de spin operator $S_{\mu}=\frac{i}{2} \gamma_{5} \sigma_{\mu \nu} v^{\nu}$ and the following functions,

$$
\begin{align*}
\xi_{3 / 2}^{a b} & =\delta^{a b}-\frac{1}{3} \tau^{a} \tau^{b}  \tag{B.1}\\
P_{\alpha \beta}^{3 / 2} & =\frac{D-2}{D-1}\left(g_{\alpha \beta}-v_{\alpha} v_{\beta}\right)-\frac{2}{D-1}\left[S_{\alpha}, S_{\beta}\right] \tag{B.2}
\end{align*}
$$

These completes the set of HBET Feynman rules needed for our computation.

## B. 2 Feynman rules for NRQCD

In this appendix we present the set of NRQCD Feynman rules needed in order to compute the potential at $\mathrm{N}^{3}$ leading order.

We start with the propagators. The propagator for particles $\psi$ and antiparticles $\chi_{c}$ is the same.


$$
\begin{aligned}
& \frac{i}{q_{0}-\frac{\mathbf{q}^{2}}{2 m}+i \eta}=\frac{i}{q_{0}+i \eta}+\mathcal{O}\left(\frac{1}{m}\right) \\
& \frac{-i \delta^{a b}}{q^{a+i \eta}} \text { in } \mathrm{FG}, \quad \frac{i}{\mathbf{q}^{2}} \delta^{a b} \text { in } \mathrm{CG}
\end{aligned}
$$


where

$$
\begin{equation*}
P^{i j}(\mathbf{q})=\delta^{i j}-\frac{q^{i} q^{j}}{\mathbf{q}^{2}} . \tag{B.3}
\end{equation*}
$$

We have used the following Feynman rules for the vertices:

$-i g T_{\alpha \beta}^{a}$
$-\frac{i g^{2}}{2 m}\left\{T^{a}, T^{b}\right\}_{\alpha \beta} \delta^{i j}$

$\frac{i g}{2 m}\left(p^{i}+p^{\prime i}\right) T_{\alpha \beta}^{a}$

$\frac{c_{F}^{(x)} g^{2}}{2 m_{x}} \epsilon^{i j k} \boldsymbol{\sigma}^{k}\left[T^{a}, T^{b}\right]_{\alpha \beta}$

$i i_{\frac{c^{(x)}}{8 m_{x}^{2}}} \mathbf{k}^{2} T_{\alpha \beta}^{a}$



All the momenta are taken to be incoming to the vertex. In CG the last vertex can be reduced to $-i \frac{c_{D}^{(x)} g^{2}}{4 m_{x}^{2}}\left(p^{\prime i}-p^{i}\right)\left[T^{a}, T^{b}\right]_{\alpha \beta}$.

We use the NRQCD/NRQED convention for NR scattering amplitudes, where the antiquarks are treated as particles living in the anti-representation of $S U(3)$, i.e. the fermion flow (little arrows) of the antifermion is the same as for the fermion. The corresponding Feynman rules for the antifermion are then obtained by replacing $g \rightarrow-g$ and $T^{a} \rightarrow\left(T^{a}\right)^{T}$.

Finally, for the four-quark operators we get:


Throughout this work we project the states onto the singlet sector, i.e. $|s\rangle=\frac{1}{\sqrt{N_{c}}} \delta_{\alpha \alpha^{\prime}}$, where $\alpha$ and $\alpha^{\prime}$ are the indexes for the ingoing quarks. For the octet sector we would project onto $|o\rangle=\frac{1}{\sqrt{T_{F}}} \delta_{\alpha \alpha^{\prime}}$.

## B. 3 Feynman rules for the matching with Wilson loops

In this appendix, we present a set of Feynman rules that can be used to calculate the soft contribution to Wilson-loop expectation values that contain insertions of the chromoelectric field $\mathbf{E}(t)$, diagrammatically. In our computation we use them regarding Eqs. (9.27) and (9.29).

Besides the standard set of (static) Feynman rules of NRQCD at leading order in $1 / m$, the only additional Feynman rules needed for our computation are the following three vertices with an insertion of the chromo-electric field operator $\mathbf{E}^{i}(t)$.


The $\mathbf{E}^{i}(t)$ operator insertion is denoted by a cross in the diagram on a static quark line. Dotted and wavy lines represent $A_{0}$ and $\mathbf{A}$ gluons, respectively. All momenta ( $k, l, q, p$ ) are incoming. We again use the "NRQCD" convention for NR scattering amplitudes and so the corresponding Feynman rules for the antiquark are then obtained by replacing $g \rightarrow-g$ and $T^{a} \rightarrow\left(T^{a}\right)^{T}$.

Because of the explicit factors of $t$ in the Wilson-loop expectation values (see e.g. Eqs. 9.27) and Eq. (9.29) we are forced to retain the $t$ dependence in the Feynman rules for $\mathbf{E}^{i}(t)$. As a consequence there is no energy conservation at these vertices, however three-momentum conservation is understood as usual.

## Appendix C

## Master integrals

## C. 1 Master integrals in HBET

The integrals presented in this Appendix are related to those presented in Refs. 64, 65. Here we give the full $D$-dependence of the functions in terms of which the integrals are decomposed.

$$
\begin{align*}
\left.\int \frac{d^{D} l}{(2 \pi)^{D}} \frac{\left\{1, l_{\mu}, l_{\mu} l_{\nu}, l_{\mu} l_{\nu} l_{\alpha}, l_{\mu} l_{\nu} l_{\alpha} l_{\beta}\right\}}{\left(v \cdot l-q_{0}-i \eta\right)\left(l^{2}\right.}-m^{2}+i \eta\right) & = \\
& -i\left\{J_{0}\left(q_{0}, m\right), v_{\mu} J_{1}\left(q_{0}, m\right), g_{\mu \nu} J_{2}\left(q_{0}, m\right)+v_{\mu} v_{\nu} J_{3}\left(q_{0}, m\right)\right. \\
& \left(g_{\mu \nu} v_{\alpha}+g_{\mu \alpha} v_{\nu}+g_{\nu \alpha}\right) v_{\mu} J_{4}\left(q_{0}, m\right)+v_{\mu} v_{\nu} v_{\alpha} J_{5}\left(q_{0}, m\right) \\
& \left(g_{\mu \nu} g_{\alpha \beta}+g_{\mu \alpha} g_{\nu \beta}+g_{\nu \alpha} g_{\mu \beta}\right) J_{6}\left(q_{0}, m\right)+\left(g_{\mu \nu} v_{\alpha} v_{\beta}\right. \\
& \left.\left.\left.+g_{\mu \alpha} v_{\nu} v_{\beta}+g_{\mu \beta} v_{\nu} v_{\alpha}+g_{\nu \alpha} v_{\mu} v_{\beta}\right)+g_{\alpha \beta} v_{\mu} v_{\nu}\right) J_{7}\left(q_{0}, m\right)+\ldots\right\} \tag{C.1}
\end{align*}
$$

where we can express all the $J$-functions in terms of the $D$-dimensional integrations:

$$
\begin{equation*}
\mathcal{D}_{\pi}(m)=m^{D-2}(4 \pi)^{-D / 2} \Gamma\left(1-\frac{D}{2}\right) \tag{C.2}
\end{equation*}
$$

$$
\begin{align*}
& J_{0}\left(q_{0}, m\right)=\frac{2}{(4 \pi)^{D / 2}} \Gamma\left(2-\frac{D}{2}\right) \int_{-q_{0}}^{\infty} d y \frac{1}{\left(m^{2}-q_{0}^{2}+y^{2}\right)^{2-D / 2}} \\
& \quad= \begin{cases}-\frac{2\left(-q_{0}\right)^{D-3} \Gamma\left(2-\frac{D}{2}\right){ }_{2} F_{1}\left(\frac{3-D}{2}, 2-\frac{D}{2} ; \frac{5-D}{2} ; 1-\frac{m^{2}}{q_{0}^{2}}\right)}{(4 \pi)^{D / 2}(D-3)} & \left|q_{0}\right|<m \\
i^{-D} q_{0}\left(q_{0}^{2}-m^{2}\right)^{\frac{D}{2}-2}{ }_{2} F_{1}\left(\frac{1}{2}, 2-\frac{D}{2} ; \frac{3}{2} ; \frac{q_{0}^{2}}{q_{0}^{2}-m^{2}}\right) & \\
-\frac{i^{1-D}\left(\sqrt{\pi} \Gamma\left(\frac{3}{2}-\frac{D}{2}\right)\right)\left(q_{0}^{2}-m^{2}\right)^{\frac{D-3}{2}}}{2 \Gamma\left(2-\frac{D}{2}\right)} & q_{0}<-m\end{cases} \tag{C.3}
\end{align*}
$$

since we will also want the renormalized result we give the results also expanded in $D=4+2 \epsilon$ :

$$
\begin{equation*}
\mathcal{D}_{\pi}(m)=\frac{m^{2}}{16 \pi^{2}} \tilde{L}+\mathcal{O}(\epsilon) \tag{C.5}
\end{equation*}
$$

$$
J_{0}\left(q_{0}, m\right)= \begin{cases}\frac{q_{0}}{8 \pi^{2}}(1-\tilde{L})-\frac{1}{4 \pi^{2}} \sqrt{m^{2}-q_{0}^{2}} \cos ^{-1} \frac{-q_{0}}{m}+\mathcal{O}(\epsilon) & \left|q_{0}\right|<m  \tag{C.6}\\ \frac{q_{0}}{8 \pi^{2}}(1-\tilde{L})+\frac{\sqrt{q_{0}^{2}-m^{2}}}{4 \pi^{2}} \ln \left(\frac{\sqrt{q_{0}^{2}-m^{2}}-q_{0}}{m}\right)+\mathcal{O}(\epsilon) & q_{0}<-m\end{cases}
$$

where

$$
\begin{equation*}
\tilde{L}=\mu^{2 \epsilon}\left(\frac{1}{\epsilon}+\left(\gamma_{E}-1-\ln 4 \pi\right)\right)+\ln \left(\frac{m^{2}}{\mu^{2}}\right) \tag{C.8}
\end{equation*}
$$

All the other functions are related to Eqs. (C.7)/(C.6) and (C.5 by:

$$
\begin{align*}
J_{1}\left(q_{0}, m\right) & =q_{0} J_{0}\left(q_{0}, m\right)+\mathcal{D}_{\pi}(m)  \tag{C.9}\\
J_{2}\left(q_{0}, m\right) & =\frac{1}{D-1}\left(\left(m^{2}-q_{0}^{2}\right) J_{0}\left(q_{0}, m\right)-q_{0} \mathcal{D}_{\pi}(m)\right)  \tag{C.10}\\
J_{3}\left(q_{0}, m\right) & =q_{0} J_{1}\left(q_{0}, m\right)-J_{2}\left(q_{0}, m\right)  \tag{C.11}\\
J_{4}\left(q_{0}, m\right) & =q_{0} J_{2}\left(q_{0}, m\right)+\frac{m^{2}}{D} \mathcal{D}_{\pi}(m)  \tag{C.12}\\
J_{5}\left(q_{0}, m\right) & =q_{0} J_{3}\left(q_{0}, m\right)-2 J_{4}\left(q_{0}, m\right)  \tag{C.13}\\
J_{6}\left(q_{0}, m\right) & =\frac{1}{D+1}\left(\left(m^{2}-q_{0}^{2}\right) J_{2}\left(q_{0}, m\right)-\frac{m^{2} q_{0}}{d} \mathcal{D}_{\pi}(m)\right)  \tag{C.14}\\
J_{7}\left(q_{0}, m\right) & =m^{2} J_{2}\left(q_{0}, m\right)+(D+2) J_{6}\left(q_{0}, m\right) \tag{C.15}
\end{align*}
$$

We also define the derivative function which we use in our computation

$$
\begin{equation*}
J_{i}^{(n)}\left(q_{0}, m\right)=\frac{\partial^{n}}{\partial\left(m^{2}\right)^{n}} J_{i}\left(q_{0}, m\right) \tag{C.16}
\end{equation*}
$$

## C. 2 Master integrals for NRQCD in the Coulomb gauge

First we have computed the following master integrals in $d=D-1$ dimensions in Euclidean space:

$$
\begin{equation*}
\int \frac{d q^{d}}{(2 \pi)^{d}} \frac{\left\{1, q^{i}, q^{i} q^{j}, q^{i}, q^{j}, q^{l}\right\}}{\left(\mathbf{q}^{2}\right)^{r}\left((\mathbf{q}-\mathbf{k})^{2}\right)^{s}}=\left\{I_{1}(r, s, \mathbf{k}), I_{2}^{i}(r, s, \mathbf{k}), I_{3}^{i j}(r, s, \mathbf{k}), I_{4}^{i j l}(r, s, \mathbf{k})\right\} \tag{C.17}
\end{equation*}
$$

where we find:

$$
\begin{align*}
I_{1}(r, s, \mathbf{k}) & =\left(\frac{\mathbf{k}^{2}}{4 \pi}\right)^{\frac{d}{2}}\left(\frac{1}{\mathbf{k}^{2}}\right)^{r+s} \frac{\Gamma\left(\frac{d}{2}-r\right) \Gamma\left(\frac{d}{2}-s\right) \Gamma\left(r+s-\frac{d}{2}\right)}{\Gamma(r) \Gamma(s) \Gamma(d-r-s)}  \tag{C.18}\\
I_{2}^{i}(r, s, \mathbf{k}) & =k^{i}\left(\frac{\mathbf{k}^{2}}{4 \pi}\right)^{\frac{d}{2}}\left(\frac{1}{\mathbf{k}^{2}}\right)^{r+s} \frac{\Gamma\left(\frac{d}{2}-r+1\right) \Gamma\left(\frac{d}{2}-s\right) \Gamma\left(r+s-\frac{d}{2}\right)}{\Gamma(r) \Gamma(s) \Gamma(d-r-s+1)},  \tag{C.19}\\
I_{3}^{i j}(r, s, \mathbf{k}) & =\left(\frac{\mathbf{k}^{2}}{4 \pi}\right)^{\frac{d}{2}}\left(\frac{1}{\mathbf{k}^{2}}\right)^{r+s}\left\{k^{i} k^{j} \frac{\Gamma\left(\frac{d}{2}-r+2\right) \Gamma\left(\frac{d}{2}-s\right) \Gamma\left(r+s-\frac{d}{2}\right)}{\Gamma(r) \Gamma(s) \Gamma(d-r-s+2)}\right. \\
& \left.+\delta^{i j} \frac{\mathbf{k}^{2}}{2} \frac{\Gamma\left(\frac{d}{2}-r+1\right) \Gamma\left(\frac{d}{2}-s+1\right) \Gamma\left(r+s-\frac{d}{2}-1\right)}{\Gamma(r) \Gamma(s) \Gamma(d-r-s+2)}\right\}  \tag{C.20}\\
I_{4}^{i j l}(r, s, \mathbf{k}) & =\left(\frac{\mathbf{k}^{2}}{4 \pi}\right)^{d / 2}\left(\frac{1}{\mathbf{k}^{2}}\right)^{r+s}\left\{k^{i} k^{j} k^{l} \frac{\Gamma\left(\frac{d}{2}-r+3\right) \Gamma\left(\frac{d}{2}-s\right) \Gamma\left(-\frac{d}{2}+r+s\right)}{\Gamma(r) \Gamma(s) \Gamma(d-r-s+3)}\right. \\
& \left.+\mathbf{k}^{2}\left(k^{l} \delta^{i j}+k^{j} \delta^{i l}+k^{i} \delta^{j l}\right) \frac{\Gamma\left(\frac{d}{2}-r+2\right) \Gamma\left(\frac{d}{2}-s+1\right) \Gamma\left(-\frac{d}{2}+r+s-1\right)}{2 \Gamma(r) \Gamma(s) \Gamma(d-r-s+3)}\right\} \tag{C.21}
\end{align*}
$$

and

$$
\begin{equation*}
\int \frac{d q^{d}}{(2 \pi)^{d}} \frac{\left(\mathbf{q}^{2}\right)^{s}}{\left(\mathbf{q}^{2}+m^{2}\right)^{r}}=I_{5}\left(r, s, \mathbf{k}, m^{2}\right)=\left(\frac{m^{2}}{4 \pi}\right)^{\frac{d}{2}}\left(m^{2}\right)^{s-r} \frac{\Gamma\left(\frac{d}{2}+s\right) \Gamma\left(r-s-\frac{d}{2}\right)}{\Gamma(r) \Gamma\left(\frac{d}{2}\right)} . \tag{C.22}
\end{equation*}
$$

Now we can compute the following integrals in $D$-dimensions in terms of the previous master integrals (to the order of our interest in the loop integrals $k_{0} \sim 0$ ). To do so we first perform the integration in the 0 -component of the loop momentum:

$$
\begin{align*}
\int \frac{d q^{D}}{(2 \pi)^{D}} \frac{\left\{1, q^{i}, q^{i} q^{j}, q^{i} q^{j} q^{l}\right\}}{\left(q_{0}^{2}-\mathbf{q}^{2}+i \eta\right)(\mathbf{q}-\mathbf{k})^{2} \mathbf{q}^{2 n}}=  \tag{C.23}\\
\quad \quad-\frac{i}{2}\left\{I_{1}(1 / 2+n, 1, \mathbf{k}), I_{2}^{i}(1 / 2+n, 1, \mathbf{k}), I_{3}^{i j}(1 / 2+n, 1, \mathbf{k}), I_{4}^{i j l}(1 / 2+n, 1, \mathbf{k})\right\} .
\end{align*}
$$

Note that the following relation holds $\delta^{i j} I_{3}^{i j}(n, 1, \mathbf{k})=I_{1}(n-1,1, \mathbf{k})$.

$$
\begin{align*}
& \int \frac{d q^{D}}{(2 \pi)^{D}} \frac{\left\{1, q^{i}, q^{i} q^{j}, q^{i} q^{j} q^{l}\right\}}{(\mathbf{q}-\mathbf{k})^{2} \mathbf{q}^{2}\left(q_{0}^{2}-(\mathbf{q}-\mathbf{k})^{2}+i \eta\right) q_{0}^{2}}=  \tag{C.24}\\
&-\frac{i}{2}\left\{I_{1}(1,5 / 2, \mathbf{k}), I_{2}^{i}(1,5 / 2, \mathbf{k}), I_{3}^{i j}(1,5 / 2, \mathbf{k}), I_{4}^{i j l}(1,5 / 2, \mathbf{k})\right\}
\end{align*}
$$

Some other useful integrals in terms of Feynman parameters are:

$$
\begin{align*}
& \int \frac{d q^{D}}{(2 \pi)^{D}} \frac{\left\{1, q^{i}, q^{i} q^{j}\right\}}{\left(q_{0}^{2}-\mathbf{q}^{2}+i \eta\right)\left(q_{0}^{2}-(\mathbf{q}-\mathbf{k})^{2}+i \eta\right)}=  \tag{C.25}\\
& \frac{i}{4} \int_{0}^{1} d z\left\{I_{5}\left(3 / 2,0, \mathbf{k}, \Delta_{1}^{2}\right), k^{i} z I_{5}\left(3 / 2,0, \mathbf{k}, \Delta_{1}^{2}\right), \frac{\delta^{i j}}{d} I_{5}\left(3 / 2,1, \mathbf{k}, \Delta_{1}^{2}\right)+k^{i} k^{j} z^{2} I_{5}\left(3 / 2,0, \mathbf{k}, \tilde{m}^{2}\right)\right\}
\end{align*}
$$

where $\Delta_{1}^{2}=\mathbf{k}^{2} z(1-z)$.

$$
\begin{align*}
& \int \frac{d q^{D}}{(2 \pi)^{D}} \frac{\left\{1, q^{i}, q^{i} q^{j}, q^{i} q^{j} q^{n}\right\}}{\left(q_{0}^{2}-\mathbf{q}^{2}+i \eta\right)\left(q_{0}^{2}-(\mathbf{q}-\mathbf{k})^{2}+i \eta\right) \mathbf{q}^{2}}=  \tag{C.26}\\
& i \frac{3}{8} \int_{0}^{1} d z \int_{0}^{1} d s \sqrt{s}\left\{I_{5}\left(5 / 2,0, \mathbf{k}, \Delta_{2}^{2}\right), k^{i} z s I_{5}\left(5 / 2,0, \mathbf{k}, \Delta_{2}^{2}\right),\right. \\
& \frac{\delta^{i j}}{d} I_{5}\left(5 / 2,1, \mathbf{k}, \Delta_{2}^{2}\right)+s^{2} z^{2} k^{i} k^{j} I_{5}\left(5 / 2,0, \mathbf{k}, \Delta_{2}^{2}\right), \\
& \left.s^{3} z^{3} k^{i} k^{j} k^{n} I_{5}\left(5 / 2,0, \mathbf{k}, \Delta_{2}^{2}\right)+\frac{s z}{d}\left(k^{i} \delta^{j n}+k^{j} \delta^{i n}+k^{n} \delta^{i j}\right) I_{5}\left(5 / 2,1, \mathbf{k}, \Delta_{2}^{2}\right)\right\},
\end{align*}
$$

where $\Delta_{2}^{2}=\mathbf{k}^{2} s z(1-s z)$.

$$
\begin{align*}
& \int \frac{d q^{D}}{(2 \pi)^{D}} \frac{\left\{1, q^{i}, q^{i} q^{j}\right\}}{\left(q_{0}^{2}-\mathbf{q}^{2}+i \eta\right)\left(q_{0}^{2}-(\mathbf{q - k})^{2}+i \eta\right) \mathbf{q}^{2}(\mathbf{q}-\mathbf{k})^{2}}=  \tag{C.27}\\
& \frac{15}{16} \int_{0}^{1} d z \int_{0}^{1} d t \int_{0}^{1} d s s \sqrt{1-s}\left\{I_{5}\left(7 / 2,0, \mathbf{k}, \Delta_{3}^{2}\right), k^{i}(z-s(t+z-1)) I_{5}\left(7 / 2,0, \mathbf{k}, \Delta_{3}^{2}\right),\right. \\
& \left.\frac{\delta^{i j}}{d} I_{5}\left(7 / 2,1, \mathbf{k}, \Delta_{3}^{2}\right)+(z-s(t+z-1))^{2} k^{i} k^{j} I_{5}\left(7 / 2,0, \mathbf{k}, \Delta_{3}^{2}\right)\right\},
\end{align*}
$$

where $\Delta_{3}^{2}=\mathbf{k}^{2}(z-s(t+z-1))(s(t+z-1)-z+1)$.

## Appendix D

## HBET amplitudes

Throughout our HBET computations we use the normalization $\bar{u}(p) u(p)=2 m_{p}$ and we define $\Delta=m_{\Delta}-m_{p}$. In what follows $\tilde{m}^{2}=m_{\pi}^{2}-q^{2} x(1-x)$ and the function $Z$ has been defined in Eq. (3.45). We work in the rest frame where $v=(1, \mathbf{0})$.

## D. 1 Pion loops

Here we collect the amplitudes of all the diagrams contributing to the proton polarizability through a loop of pions, represented in Fig. 3.1, plus the ones with a crossed photon lines or permutations, which are assumed to be implicit in the representation. For all the diagrams here we consider the overall factor $\mathcal{A}=2 m_{p} \frac{g_{A}^{2}}{F^{2}}$. The $J$-functions are defined in Appendix C.1, and in this case the computation for $J_{0}$ in Eq. (C.3) applies. Diagrams with only one pion are zero due to the fact that we are working in the static limit.

$$
\begin{align*}
\mathcal{M}_{1}^{\mu \nu} & =\mathcal{A} g^{\mu \nu} h_{0}\left(q^{2}, q_{0}\right),  \tag{D.1}\\
\mathcal{M}_{2}^{\mu \nu} & =\mathcal{A}\left\{h_{1}\left(q^{2}, q_{0}\right)\left(g^{\mu \nu}-v^{\mu} v^{\nu}\right)+h_{2}\left(q^{2}, q_{0}\right) i \epsilon^{\mu \nu \alpha \beta} v_{\alpha} S_{\beta}\right\},  \tag{D.2}\\
\mathcal{M}_{3}^{\mu \nu} & =\mathcal{A}\left\{h_{3}\left(q^{2}, q_{0}\right) g^{\mu \nu}+h_{4}\left(q^{2}, q_{0}\right) q^{\mu} q^{\nu}+h_{5}\left(q^{2}, q_{0}\right)\left(q^{\mu} v^{\nu}+v^{\mu} q^{\nu}\right)+h_{6}\left(q^{2}, q_{0}\right) v^{\mu} v^{\nu}\right\},  \tag{D.3}\\
\mathcal{M}_{4}^{\mu \nu} & =\mathcal{A}\left\{h_{7}\left(q^{2}, q_{0}\right) g^{\mu \nu}+h_{8}\left(q^{2}, q_{0}\right) q^{\mu} q^{\nu}+h_{9}\left(q^{2}, q_{0}\right) v^{\nu} v^{\mu}+h_{10}\left(q^{2}, q_{0}\right)\left(q^{\mu} v^{\nu}+q^{\nu} v^{\mu}\right)\right. \\
& +h_{13}\left(q^{2}, q_{0}\right) i\left(\epsilon^{\mu \lambda \alpha \beta} v^{\nu}-\epsilon^{\nu \lambda \alpha \beta} v^{\mu}\right) q_{\lambda} S_{\beta} v_{\alpha}+h_{11}\left(q^{2}, q_{0}\right) i \epsilon^{\mu \nu \alpha \beta} S_{\beta} v_{\alpha} \\
& \left.+h_{12}\left(q^{2}, q_{0}\right) i\left(\epsilon^{\mu \lambda \alpha \beta} q^{\nu}-\epsilon^{\nu \lambda \alpha \beta} q^{\mu}\right) q_{\lambda} S_{\beta} v_{\alpha}\right\},  \tag{D.4}\\
\mathcal{M}_{5}^{\mu \nu} & =\mathcal{A}\left\{h_{14}\left(q^{2}, q_{0}\right) v^{\mu} v^{\nu}+h_{15}\left(q^{2}, q_{0}\right)\left(q^{\mu} v^{\nu}+q^{\nu} v^{\mu}\right)\right. \\
& \left.+h_{16}\left(q^{2}, q_{0}\right) i\left(\epsilon^{\mu \lambda \alpha \beta} v^{\nu}-\epsilon^{\nu \lambda \alpha \beta} v^{\mu}\right) q_{\lambda} S_{\beta} v_{\alpha}\right\},  \tag{D.5}\\
\mathcal{M}_{6}^{\mu \nu} & =\mathcal{A} h_{17}\left(q^{2}, q_{0}\right) v^{\mu} v^{\nu},  \tag{D.6}\\
\mathcal{M}_{7}^{\mu \nu} & =\mathcal{A} h_{18}\left(q^{2}, q_{0}\right) v^{\mu} v^{\nu},  \tag{D.7}\\
\mathcal{M}_{8}^{\mu \nu} & =\mathcal{A} h_{19}\left(q^{2}, q_{0}\right) v^{\mu} v^{\nu}, \tag{D.8}
\end{align*}
$$

where the $h$ functions read:

$$
\begin{align*}
h_{0}\left(q^{2}, q_{0}\right) & =-J_{0}\left(0, m_{\pi}\right)-m_{\pi}^{2} J_{0}^{\prime}\left(0, m_{\pi}\right),  \tag{D.9}\\
h_{1}\left(q^{2}, q_{0}\right) & =\frac{1}{2}\left(J_{0}\left(q_{0}, m_{\pi}^{2}\right)+J_{0}\left(-q_{0}, m_{\pi}^{2}\right)\right),  \tag{D.10}\\
h_{2}\left(q^{2}, q_{0}\right) & =-J_{0}\left(q_{0}, m_{\pi}^{2}\right)+J_{0}\left(-q_{0}, m_{\pi}^{2}\right),  \tag{D.11}\\
h_{3}\left(q^{2}, q_{0}\right) & =2 \int_{0}^{1} d x(1-x)\left\{(D+1)\left(J_{6}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{6}^{\prime \prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right. \\
& \left.-x^{2} \mathbf{q}^{2}\left(J_{2}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{2}^{\prime \prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right\},  \tag{D.12}\\
h_{4}\left(q^{2}, q_{0}\right) & =\frac{1}{2} \int_{0}^{1} d x(1-x)(2 x-1)\left\{(D(2 x-1)+6 x+1)\left(J_{2}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{2}^{\prime \prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right. \\
& \left.-(2 x-1) x^{2} \mathbf{q}^{2}\left(J_{0}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{0}^{\prime \prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right\},  \tag{D.13}\\
h_{5}\left(q^{2}, q_{0}\right) & =\int_{0}^{1} d x(1-x)\left\{(-2 D x+D-2 x-1)\left(J_{4}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)-J_{4}^{\prime \prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right. \\
& +x(2 x-1)\left(x \mathbf{q}^{2}\left(J_{1}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)-J_{1}^{\prime \prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right. \\
& \left.\left.-2 q_{0}\left(J_{2}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{2}^{\prime \prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right)\right\},  \tag{D.14}\\
h_{6}\left(q^{2}, q_{0}\right) & =2 \int_{0}^{1} d x(1-x)\left\{(D-1)\left(J_{7}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{7}^{\prime \prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right. \\
& +x\left(-x \mathbf{q}^{2}\left(J_{3}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{3}^{\prime \prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)+4 q_{0}\left(J_{4}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)-J_{4}^{\prime \prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right) \\
& \left.-2\left(J_{6}^{\prime \prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{6}^{\prime \prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right\},  \tag{D.15}\\
h_{7}\left(q^{2}, q_{0}\right) & =-2 \int_{0}^{1} d x\left\{J_{2}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{2}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right\},  \tag{D.16}\\
h_{8}\left(q^{2}, q_{0}\right) & \left.=\int_{0}^{1} d x x(1-2 x)\left\{J_{0}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)\right)+J_{0}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right\},  \tag{D.17}\\
h_{9}\left(q^{2}, q_{0}\right) & =2 \int_{0}^{1} d x\left\{-q_{0} x\left(J_{1}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)-J_{1}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)+J_{2}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{2}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right\},
\end{align*}
$$

$$
\begin{equation*}
h_{10}\left(q^{2}, q_{0}\right)=\int_{0}^{1} d x x\left\{\frac{q_{0}}{2}(2 x-1)\left(J_{0}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{0}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right. \tag{D.18}
\end{equation*}
$$

$$
\begin{equation*}
\left.+J_{1}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)-J_{1}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right\} \tag{D.19}
\end{equation*}
$$

$$
\begin{equation*}
h_{11}\left(q^{2}, q_{0}\right)=4 \int_{0}^{1} d x\left\{J_{2}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)-J_{2}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right\} \tag{D.20}
\end{equation*}
$$

$h_{12}\left(q^{2}, q_{0}\right)=-\int_{0}^{1} d x x(1-2 x)\left\{J_{0}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)-J_{0}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right\}$,
$h_{13}\left(q^{2}, q_{0}\right)=-2 \int_{0}^{1} d x x\left\{J_{1}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{1}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right\}$,
$h_{14}\left(q^{2}, q_{0}\right)=\frac{2}{q_{0}} \int_{0}^{1} d x\left\{(D-1)\left(J_{4}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)-J_{4}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)+\mathbf{q}^{2}(1-x) x\left(J_{1}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)\right.\right.$

$$
\begin{equation*}
\left.\left.-J_{1}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)-q_{0}(1-2 x)\left(J_{2}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{2}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right\}, \tag{D.23}
\end{equation*}
$$

$h_{15}\left(q^{2}, q_{0}\right)=\frac{1}{2 q_{0}} \int_{0}^{1} d x(1-2 x)\left\{(D+1)\left(J_{2}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{2}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right.$

$$
\begin{align*}
& \left.+\mathbf{q}^{2} x(1-x)\left(J_{0}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)+J_{0}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right)\right\},  \tag{D.24}\\
h_{16}\left(q^{2}, q_{0}\right) & =-\frac{2}{q_{0}} \int_{0}^{1} d x\left\{J_{2}^{\prime}\left(q_{0} x, \tilde{m}^{2}\right)-J_{2}^{\prime}\left(-q_{0} x, \tilde{m}^{2}\right)\right\},  \tag{D.25}\\
h_{17}\left(q^{2}, q_{0}\right) & =-2 \frac{D-1}{4} \frac{1}{q_{0}^{2}}\left(-2 J_{2}\left(0, m_{\pi}^{2}\right)+J_{2}\left(-q_{0}, m_{\pi}^{2}\right)+J_{2}\left(q_{0}, m_{\pi}^{2}\right)\right),  \tag{D.26}\\
h_{18}\left(q^{2}, q_{0}\right) & =3 \frac{D-1}{4} \frac{1}{q_{0}^{2}}\left(J_{2}\left(q_{0}, m_{\pi}^{2}\right)+J_{2}\left(-q_{0}, m_{\pi}^{2}\right)-\left(J_{2}\left(0, m^{2}\right)+J_{2}\left(0, m_{\pi}^{2}\right)\right)\right),  \tag{D.27}\\
h_{19}\left(q^{2}, q_{0}\right) & =\frac{D-1}{4} \frac{1}{q_{0}}\left(\frac{1}{q_{0}}\left(J_{2}\left(q_{0}, m_{\pi}^{2}\right)+J_{2}\left(-q_{0}, m_{\pi}^{2}\right)-2 J_{2}\left(0, m_{\pi}^{2}\right)\right)\right) . \tag{D.28}
\end{align*}
$$

For $D=4+2 \epsilon$ dimensions we obtain:

$$
\begin{align*}
h_{0}\left(q^{2}, q_{0}\right) & =\frac{3 m_{\pi}}{16 \pi}+\mathcal{O}(\epsilon)  \tag{D.29}\\
h_{1}\left(q^{2}, q_{0}\right) & =-\frac{\sqrt{m_{\pi}^{2}-q_{0}^{2}}}{8 \pi}+\mathcal{O}(\epsilon),  \tag{D.30}\\
h_{2}\left(q^{2}, q_{0}\right) & =\frac{1}{4 \pi^{2}} q_{0} \tilde{L}+\frac{1}{4 \pi^{2}}\left(2 \sqrt{m_{\pi}^{2}-q_{0}^{2}} \sin ^{-1}\left(\frac{q_{0}}{m_{\pi}}\right)-q_{0}\right)+\mathcal{O}(\epsilon),  \tag{D.31}\\
h_{3}\left(q^{2}, q_{0}\right) & =\frac{1}{16 \pi}\left(\frac{\left(6 m_{\pi}^{2} q^{2}-8 m_{\pi}^{2} q_{0}^{2}-q^{4}\right)}{2 \mathbf{q}^{2} \sqrt{\mathbf{q}^{2}}} \mathcal{I}_{1}-\frac{m_{\pi}}{\mathbf{q}^{2}} \sqrt{1-\frac{q_{0}^{2}}{m_{\pi}^{2}}}\left(2 m_{\pi}^{2}-q^{2}+2 q_{0}^{2}\right)\right. \\
& \left.+\frac{m_{\pi}\left(2 m_{\pi}^{2}+q^{2}\right)}{\mathbf{q}^{2}}\right)+\mathcal{O}(\epsilon),  \tag{D.32}\\
h_{4}\left(q^{2}, q_{0}\right) & =\frac{-1}{16 \pi}\left(\frac{\left(-6 m_{\pi}^{2}\left(q^{2}-2 q_{0}^{2}\right)+q^{4}+2 q_{0}^{4}\right)\left(4 m_{\pi}^{2}\left(q_{0}^{2}-q^{2}\right)+q^{4}\right)}{2 \mathbf{q}^{4} \sqrt{\mathbf{q}^{2}}\left(4 m_{\pi}^{2} \mathbf{q}^{2}+q^{4}\right)}\right. \\
& +\frac{m_{\pi}\left(16 m_{\pi}^{4}\left(q^{2}-q_{0}^{2}\right)-2 m^{2}\left(6 q^{4}-16 q^{2} q_{0}^{2}+13 q_{0}^{4}\right)+q^{2}\left(2 q^{4}-6 q^{2} q_{0}^{2}+q_{0}^{4}\right)\right)}{\mathbf{q}^{4}\left(4 m_{\pi}^{2} \mathbf{q}^{2}+q^{4}\right)} \\
& \left.+\frac{\left(m_{\pi}\left(16 m_{\pi}^{4}\left(q_{0}^{2}-q^{2}\right)+m_{\pi}^{2}\left(10 q_{0}^{4}-4 q^{2} q_{0}^{2}\right)+q^{6}+2 q^{4} q_{0}^{2}\right)\right)}{\mathbf{q}^{4}\left(4 m_{\pi}^{2} \mathbf{q}^{2}+q^{4}\right)} \sqrt{1-\frac{q_{0}^{2}}{m_{\pi}^{2}}}\right)+\mathcal{O}(\epsilon), \tag{D.33}
\end{align*}
$$

$$
h_{5}\left(q^{2}, q_{0}\right)=\frac{1}{16 \pi}\left(-\frac{m_{\pi} q_{0}\left(16 m_{\pi}^{4} \mathbf{q}^{2}-6 m_{\pi}^{2} q_{0}^{2}\left(q^{2}-2 q_{0}^{2}\right)+q^{6}+2 q^{4} q_{0}^{2}\right)}{\mathbf{q}^{4}\left(4 m_{\pi}^{2} \mathbf{q}^{2}+q^{4}\right)}\right.
$$

$$
+\frac{q_{0}\left(m_{\pi}^{2}\left(10 q_{0}^{2}-4 q^{2}\right)+q^{4}+2 q^{2} q_{0}^{2}\right)}{2 \mathbf{q}^{4} \sqrt{\mathbf{q}^{2}}}
$$

$$
\begin{equation*}
\left.+\frac{\left(m_{\pi} q_{0}\left(16 m_{\pi}^{4} \mathbf{q}^{2}+m_{\pi}^{2}\left(14 q^{2} q_{0}^{2}-8 q^{4}\right)+3 q^{6}\right)\right)}{\mathbf{q}^{4}\left(4 m^{2} \mathbf{q}^{2}+q^{4}\right)} \sqrt{1-\frac{q_{0}^{2}}{m_{\pi}^{2}}}\right)+\mathcal{O}(\epsilon) \tag{D.34}
\end{equation*}
$$

$$
h_{6}\left(q^{2}, q_{0}\right)=\frac{1}{16 \pi}\left(-\frac{q^{2}\left(-6 m_{\pi}^{2}\left(q^{2}-2 q_{0}^{2}\right)+q^{4}+2 q^{2} q_{0}^{2}\right)}{2 \mathbf{q}^{4} \sqrt{\mathbf{q}^{2}}} \mathcal{I}_{1}\right.
$$

$$
+\frac{m_{\pi}\left(8 m_{\pi}^{4}\left(q_{0}^{4}-q^{4}\right)-2 m_{\pi}^{2}\left(q^{6}+2 q^{4} q_{0}^{2}-6 q^{2} q_{0}^{4}\right)+q^{8}+2 q^{6} q_{0}^{2}\right)}{\mathbf{q}^{4}\left(4 m_{\pi}^{2} \mathbf{q}^{2}+q^{4}\right)}
$$

$$
+\frac{\left(m_{\pi}\left(8 m_{\pi}^{4}\left(q^{4}-q_{0}^{4}\right)+m_{\pi}^{2}\left(-6 q^{6}+32 q^{4} q_{0}^{2}-48 q^{2} q_{0}^{4}+16 q_{0}^{6}\right)+q^{8}-8 q^{6} q_{0}^{2}+4 q^{4} q_{0}^{4}\right)\right)}{\mathbf{q}^{4}\left(4 m_{\pi}^{2} \mathbf{q}^{2}+q^{4}\right)}
$$

$$
\begin{align*}
& \left.\sqrt{1-\frac{q_{0}^{2}}{m_{\pi}^{2}}}\right)+\mathcal{O}(\epsilon),  \tag{D.35}\\
& h_{7}\left(q^{2}, q_{0}\right)=\frac{1}{16 \pi}\left(\frac{\left(4 m_{\pi}^{2} \mathbf{q}^{2}+q^{4}\right)}{2 \mathbf{q}^{2} \sqrt{\mathbf{q}^{2}}} \mathcal{I}_{1}-\frac{\sqrt{1-\frac{q_{0}^{2}}{m_{\pi}^{2}}}\left(m_{\pi}\left(q^{2}-2 q_{0}^{2}\right)\right)}{\mathbf{q}^{2}}-\frac{m_{\pi} q^{2}}{\mathbf{q}^{2}}\right)+\mathcal{O}(\epsilon),  \tag{D.36}\\
& h_{8}\left(q^{2}, q_{0}\right)=\frac{1}{16 \pi}\left(\frac{\left(4 m_{\pi}^{2} \mathbf{q}^{2}+q^{4}+2 q^{2} q_{0}^{2}\right)}{2 \mathbf{q}^{4} \sqrt{\mathbf{q}^{2}}}+\frac{3 m_{\pi} q^{2} \sqrt{1-\frac{q_{0}^{2}}{m_{\pi}^{2}}}}{\mathbf{q}^{4}}-\frac{m_{\pi}\left(q^{2}+2 q_{0}^{2}\right)}{\mathbf{q}^{4}}\right)+\mathcal{O}(\epsilon),  \tag{D.37}\\
& h_{9}\left(q^{2}, q_{0}\right)=\frac{1}{16 \pi}\left(\frac{\left(4 m_{\pi}^{2} q^{2} \mathbf{q}^{2}+q^{6}+2 q^{4} q_{0}^{2}\right)}{2 \mathbf{q}^{4} \sqrt{\mathbf{q}^{2}}} \mathcal{I}_{1}-\frac{m_{\pi}\left(q^{4}-8 q^{2} q_{0}^{2}+4 q_{0}^{4}\right)}{\mathbf{q}^{4}} \sqrt{1-\frac{q_{0}^{2}}{m^{2}}}\right. \\
& \left.-\frac{m_{\pi} q^{2}\left(q^{2}+2 q_{0}^{2}\right)}{\mathbf{q}^{4}}\right)+\mathcal{O}(\epsilon),  \tag{D.38}\\
& h_{10}\left(q^{2}, q_{0}\right)=\frac{1}{16 \pi}\left(-\frac{q_{0}\left(4 m_{\pi}^{2} \mathbf{q}^{2}+q^{2}\left(2 q^{2}+q_{0}^{2}\right)\right)}{2 \mathbf{q}^{4} \sqrt{\mathbf{q}^{2}}} \mathcal{I}_{1}\right. \\
& \left.+\frac{\sqrt{1-\frac{q_{0}^{2}}{m_{\pi}^{2}}}\left(m_{\pi} q_{0}\left(q_{0}^{2}-4 q^{2}\right)\right)}{\mathbf{q}^{4}}+\frac{m_{\pi} q_{0}\left(2 q^{2}+q_{0}^{2}\right)}{\mathbf{q}^{4}}\right)+\mathcal{O}(\epsilon),  \tag{D.39}\\
& h_{11}\left(q^{2}, q_{0}\right)=-\frac{1}{4 \pi^{2}} q_{0} \tilde{L}+\frac{q_{0}}{4 \pi^{2}}+\frac{-1}{2 \pi^{2}}\left(2 \sqrt{\tilde{m}^{2}-q_{0}^{2} x^{2}} \sin ^{-1}\left(\frac{q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)+q_{0} x \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)\right. \\
& +\mathcal{O}(\epsilon),  \tag{D.40}\\
& h_{12}\left(q^{2}, q_{0}\right)=\frac{1}{4 \pi^{2}} \int_{0}^{1} d x x(1-2 x) \frac{\sin ^{-1}\left(\frac{q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\sqrt{\tilde{m}^{2}-q_{0}^{2} x^{2}}}+\mathcal{O}(\epsilon),  \tag{D.41}\\
& h_{13}\left(q^{2}, q_{0}\right)=\frac{-1}{8 \pi^{2}} \tilde{L}-\frac{1}{8 \pi^{2}}-\frac{1}{4 \pi^{2}} \int_{0}^{1} d x x\left\{\ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)-\frac{2 q_{0} x \sin ^{-1}\left(\frac{q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\sqrt{\tilde{m}^{2}-q_{0}^{2} x^{2}}}\right\}+\mathcal{O}(\epsilon),  \tag{D.42}\\
& h_{14}\left(q^{2}, q_{0}\right)=\frac{1}{16 \pi} \frac{q^{2}}{\left(\mathbf{q}^{2}\right)^{3 / 2}}\left(2 m_{\pi}^{2}-q^{2}\right) \mathcal{I}_{1}-\frac{1}{8 \pi} \frac{m_{\pi}}{\mathbf{q}^{2}}\left(2 m_{\pi}^{2}-q^{2}\right) \\
& +\frac{1}{8 \pi} \frac{m_{\pi}}{\mathbf{q}^{2}}\left(2 m_{\pi}^{2}+q^{2}-2 q_{0}^{2}\right) \sqrt{1-\frac{q_{0}^{2}}{m_{\pi}^{2}}}+\mathcal{O}(\epsilon),  \tag{D.43}\\
& h_{15}\left(q^{2}, q_{0}\right)=-\frac{1}{32 \pi} \frac{2 m_{\pi}^{2}-q^{2}}{\mathbf{q}^{2} \sqrt{\mathbf{q}^{2}}} q_{0} \mathcal{I}_{1}-\frac{1}{16 \pi} \frac{m_{\pi}}{q_{0} \mathbf{q}^{2}}\left(2 m_{\pi}^{2}-q_{0}^{2}\right)\left(\sqrt{1-\frac{q_{0}^{2}}{m_{\pi}^{2}}}-1\right)+\mathcal{O}(\epsilon),  \tag{D.44}\\
& h_{16}\left(q^{2}, q_{0}\right)=\frac{1}{8 \pi^{2}} \tilde{L}-\frac{1}{8 \pi^{2}}+\frac{1}{4 \pi^{2}} \int_{0}^{1} d x\left\{x \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)+\frac{2}{q_{0}} \sqrt{\tilde{m}^{2}-q_{0}^{2} x^{2}} \sin ^{-1}\left(\frac{q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right\} \\
& +\mathcal{O}(\epsilon), \tag{D.45}
\end{align*}
$$

$$
\begin{align*}
& h_{17}\left(q^{2}, q_{0}\right)=-\frac{1}{8 \pi} \frac{m_{\pi}^{3}}{q_{0}^{2}}\left(1-\left(1-\frac{q_{0}^{2}}{m_{\pi}^{2}}\right)^{3 / 2}\right)+\mathcal{O}(\epsilon)  \tag{D.46}\\
& h_{18}\left(q^{2}, q_{0}\right)=\frac{3}{16 \pi} \frac{m_{\pi}^{3}}{q_{0}^{2}}\left(1-\left(1-\frac{q_{0}^{2}}{m_{\pi}^{2}}\right)^{3 / 2}\right)+\mathcal{O}(\epsilon)  \tag{D.47}\\
& h_{19}\left(q^{2}, q_{0}\right)=\frac{1}{16 \pi} \frac{m_{\pi}^{3}}{q_{0}^{2}}\left(1-\left(1-\frac{q_{0}^{2}}{m_{\pi}^{2}}\right)^{3 / 2}\right)+\mathcal{O}(\epsilon) \tag{D.48}
\end{align*}
$$

These expressions agree with Eqs. (81)-(84) of Ref. [65] when $q_{0}=0$ and $\epsilon \cdot v=0$.
We have explicitly checked that our result is gauge invariant through the following relations between the $h$ 's:

$$
\begin{align*}
& h_{2}\left(q^{2}, q_{0}\right)+h_{11}\left(q^{2}, q_{0}\right)+q^{2} h_{12}\left(q^{2}, q_{0}\right)+q_{0}\left(h_{13}\left(q^{2}, q_{0}\right)+h_{16}\left(q^{2}, q_{0}\right)\right)=0,  \tag{D.49}\\
& h_{0}\left(q^{2}, q_{0}\right)+h_{1}\left(q^{2}, q_{0}\right)+h_{3}\left(q^{2}, q_{0}\right)+h_{7}\left(q^{2}, q_{0}\right)+q_{0}\left(h_{10}\left(q^{2}, q_{0}\right)+h_{15}\left(q^{2}, q_{0}\right)\right) \\
&  \tag{D.50}\\
& \quad+q^{2}\left(h_{4}\left(q^{2}, q_{0}\right)+h_{8}\left(q^{2}, q_{0}\right)\right)=0, \\
& -\frac{q_{0}^{2}}{q^{2}}\left(-h_{1}\left(q^{2}, q_{0}\right)+h_{6}\left(q^{2}, q_{0}\right)+h_{9}\left(q^{2}, q_{0}\right)+h_{14}\left(q^{2}, q_{0}\right)+h_{17}\left(q^{2}, q_{0}\right)+h_{18}\left(q^{2}, q_{0}\right)+h_{19}\left(q^{2}, q_{0}\right)\right)  \tag{D.51}\\
& +h_{0}\left(q^{2}, q_{0}\right)+h_{1}\left(q^{2}, q_{0}\right)+h_{3}\left(q^{2}, q_{0}\right)+h_{7}\left(q^{2}, q_{0}\right)+q^{2}\left(h_{4}\left(q^{2}, q_{0}\right)+h_{8}\left(q^{2}, q_{0}\right)\right)=0 .
\end{align*}
$$

## D. 2 Pion loops which include a $\Delta$ excitation

Here we collect the amplitudes of all the diagrams contributing to the proton polarizability with a $\Delta$ particle and through a loop of pions, represented in Fig. 3.3, plus the ones with a crossed photon lines or permutations, which are assumed to be implicit in the representation. For all the diagrams here we consider the overall factor $\mathcal{A}=-\frac{8}{3} M_{p} \frac{g_{\pi N \Delta}^{2}}{F_{\pi}^{2}}$. We take a positive infinitesimal imaginary part for the propagators of $h_{14}^{\Delta}-h_{19}^{\Delta}$.

$$
\begin{align*}
\mathcal{M}_{\Delta \pi 1}^{\mu \nu} & =\mathcal{A} g^{\mu \nu} h_{0}^{\Delta}\left(q^{2}, q_{0}\right)  \tag{D.52}\\
\mathcal{M}_{\Delta \pi 2}^{\mu \nu} & =\mathcal{A}\left\{\left(g^{\mu \nu}-v^{\mu} v^{\nu}\right) h_{1}^{\Delta}\left(q^{2}, q_{0}\right)+i \epsilon^{\mu \nu \alpha \beta} v_{\alpha} S_{\beta} h_{2}^{\Delta}\left(q^{2}, q_{0}\right)\right\}  \tag{D.53}\\
\mathcal{M}_{\Delta \pi 3}^{\mu \nu} & =\mathcal{A}\left\{g^{\mu \nu} h_{3}^{\Delta}\left(q^{2}, q_{0}\right)+q^{\mu} q^{\nu} h_{4}^{\Delta}\left(q^{2}, q_{0}\right)+\left(q^{\mu} v^{\nu}+v^{\mu} q^{\nu}\right) h_{5}^{\Delta}\left(q^{2}, q_{0}\right)+v^{\mu} v^{\nu} h_{6}^{\Delta}\left(q^{2}, q_{0}\right)\right\} \\
\mathcal{M}_{\Delta \pi 4}^{\mu \nu} & =\mathcal{A}\left\{g^{\mu \nu} h_{7}^{\Delta}\left(q^{2}, q_{0}\right)+q^{\mu} q^{\nu} h_{8}^{\Delta}\left(q^{2}, q_{0}\right)+\left(q^{\mu} v^{\nu}+v^{\mu} q^{\nu}\right) h_{10}^{\Delta}\left(q^{2}, q_{0}\right)+v^{\mu} v^{\nu} h_{9}^{\Delta}\left(q^{2}, q_{0}\right)\right.  \tag{D.54}\\
& +i \epsilon^{\mu \nu \alpha \beta} v_{\alpha} S_{\beta} h_{11}^{\Delta}\left(q^{2}, q_{0}\right)+i v_{\alpha} S_{\beta} q_{\lambda}\left(\epsilon^{\mu \lambda \alpha \beta} q^{\nu}-\epsilon^{\nu \lambda \alpha \beta} q^{\mu}\right) h_{12}^{\Delta}\left(q^{2}, q_{0}\right) \\
& \left.+i v_{\alpha} S_{\beta} q_{\lambda}\left(\epsilon^{\mu \lambda \alpha \beta} v^{\nu}-\epsilon^{\nu \lambda \alpha \beta} v^{\mu}\right) h_{13}^{\Delta}\left(q^{2}, q_{0}\right)\right\}  \tag{D.55}\\
\mathcal{M}_{\Delta \pi 5}^{\mu \nu} & =\mathcal{A}\left\{v^{\mu} v^{\nu} h_{14}^{\Delta}\left(q^{2}, q_{0}\right)+\left(q^{\mu} v^{\nu}+v^{\mu} q^{\nu}\right) h_{15}^{\Delta}\left(q^{2}, q_{0}\right)\right. \\
& \left.+i v_{\alpha} S_{\beta} q_{\lambda}\left(\epsilon^{\mu \lambda \alpha \beta} v^{\nu}-\epsilon^{\nu \lambda \alpha \beta} v^{\mu}\right) h_{16}^{\Delta}\left(q^{2}, q_{0}\right)\right\}  \tag{D.56}\\
\mathcal{M}_{\Delta \pi 6}^{\mu \nu} & =\mathcal{A}\left\{v^{\mu} v^{\nu} h_{17}^{\Delta}\left(q^{2}, q_{0}\right)\right\} \tag{D.57}
\end{align*}
$$

$$
\begin{align*}
& \mathcal{M}_{\Delta \pi 7}^{\mu \nu}=\mathcal{A}\left\{v^{\mu} v^{\nu} h_{18}^{\Delta}\left(q^{2}, q_{0}\right)\right\},  \tag{D.58}\\
& \mathcal{M}_{\Delta \pi 8}^{\mu \nu}=\mathcal{A}\left\{v^{\mu} v^{\nu} h_{19}^{\Delta}\left(q^{2}, q_{0}\right)\right\}, \tag{D.59}
\end{align*}
$$

where in terms of the master integrals:

$$
\begin{align*}
& h_{0}^{\Delta}\left(q^{2}, q_{0}\right)=-2(D-2) J_{2}^{\prime}\left(-\Delta, m_{\pi}^{2}\right) \text {, }  \tag{D.60}\\
& h_{1}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{D-2}{D-1}\left(J_{0}\left(q_{0}-\Delta, m_{\pi}^{2}\right)+J_{0}\left(-q_{0}-\Delta, m_{\pi}^{2}\right)\right) \text {, }  \tag{D.61}\\
& h_{2}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{-2}{D-1}\left(J_{0}\left(q_{0}-\Delta, m_{\pi}^{2}\right)-J_{0}\left(-q_{0}-\Delta, m_{\pi}^{2}\right)\right) \text {, }  \tag{D.62}\\
& h_{3}^{\Delta}\left(q^{2}, q_{0}\right)=4 \frac{D-2}{D-1} \int_{0}^{1} d x(1-x)\left\{-\mathbf{q}^{2} x^{2}\left(J_{2}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{2}^{\prime \prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right. \\
& \left.+(D+1)\left(J_{6}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{6}^{\prime \prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right\},  \tag{D.63}\\
& h_{4}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{D-2}{D-1} \int_{0}^{1} d x(1-x)(2 x-1) \\
& \times\left\{-\mathbf{q}^{2} x^{2}(2 x-1)\left(J_{0}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{0}^{\prime \prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right. \\
& \left.+(4 x(D+1)-(1+2 x)(D-1))\left(J_{2}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{2}^{\prime \prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right\},  \tag{D.64}\\
& h_{5}^{\Delta}\left(q^{2}, q_{0}\right)=2 \frac{D-2}{D-1} \int_{0}^{1} d x\left\{\left(-\mathbf{q}^{2} x^{2}(1-2 x)\left(J_{1}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)-J_{1}^{\prime \prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right.\right. \\
& +2 q_{0} x(1-2 x)\left(J_{2}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}\right)+J_{2}^{\prime \prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right) \\
& \left.+(D-1-2(D+1) x)\left(J_{4}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)-J_{4}^{\prime \prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right\}, \\
& h_{6}^{\Delta}\left(q^{2}, q_{0}\right)=4 \frac{D-2}{D-1} \int_{0}^{1} d x(1-x)\left\{x \left(-\mathbf{q}^{2} x\left(J_{3}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{3}^{\prime \prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right.\right. \\
& \left.+4 q_{0}\left(J_{4}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)-J_{4}^{\prime \prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right) \\
& \left.-2\left(J_{6}^{\prime \prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{6}^{\prime \prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right\},  \tag{D.66}\\
& h_{7}^{\Delta}\left(q^{2}, q_{0}\right)=-4 \frac{D-2}{D-1} \int_{0}^{1} d x\left\{J_{2}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{2}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right\},  \tag{D.67}\\
& h_{8}^{\Delta}\left(q^{2}, q_{0}\right)=2 \frac{D-2}{D-1} \int_{0}^{1} d x(1-2 x) x\left\{J_{0}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{0}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right\},  \tag{D.68}\\
& h_{9}^{\Delta}\left(q^{2}, q_{0}\right)=4 \frac{D-2}{D-1} \int_{0}^{1} d x\left\{J_{2}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{2}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right. \\
& \left.-q_{0} x\left(J_{1}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)-J_{1}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right\},  \tag{D.69}\\
& h_{10}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{D-2}{D-1} \int_{0}^{1} d x x\left\{2\left(J_{1}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)-J_{1}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right. \\
& \left.-(1-2 x) q_{0}\left(J_{0}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{0}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right\},  \tag{D.70}\\
& h_{11}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{8}{D-1} \int_{0}^{1} d x\left\{J_{2}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)-J_{2}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right\},  \tag{D.71}\\
& h_{12}^{\Delta}\left(q^{2}, q_{0}\right)=-\frac{2}{D-1} \int_{0}^{1} d x x(1-2 x)\left\{J_{0}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)-J_{0}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right\}, \tag{D.72}
\end{align*}
$$

$$
\begin{align*}
h_{13}^{\Delta}\left(q^{2}, q_{0}\right) & =-\frac{4}{D-1} \int_{0}^{1} d x x\left\{J_{1}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{1}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right\},  \tag{D.73}\\
h_{14}^{\Delta}\left(q^{2}, q_{0}\right) & =4 \frac{D-2}{D-1} \frac{1}{q_{0}} \int_{0}^{1} d x\left\{(D-1)\left(J_{4}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)-J_{4}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right. \\
& -(1-2 x) q_{0}\left(J_{2}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{2}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right) \\
& \left.+(1-x) x \mathbf{q}^{2}\left(J_{1}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)-J_{1}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right\},  \tag{D.74}\\
h_{15}^{\Delta}\left(q^{2}, q_{0}\right) & =\frac{D-2}{D-1} \frac{1}{q_{0}} \int_{0}^{1} d x(1-2 x)\left\{(D+1)\left(J_{2}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{2}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right. \\
& \left.+\mathbf{q}^{2}(1-x) x\left(J_{0}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)+J_{0}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right)\right\},  \tag{D.75}\\
h_{16}^{\Delta}\left(q^{2}, q_{0}\right) & =-\frac{2}{D-1} \frac{2}{q_{0}} \int_{0}^{1} d x\left\{J_{2}^{\prime}\left(q_{0} x-\Delta, \tilde{m}^{2}\right)-J_{2}^{\prime}\left(-q_{0} x-\Delta, \tilde{m}^{2}\right)\right\},  \tag{D.76}\\
h_{17}\left(q^{2}, q_{0}\right) & =-2 \frac{D-1}{4} \frac{1}{q_{0}^{2}}\left(-2 J_{2}\left(0, m_{\pi}^{2}\right)+J_{2}\left(-q_{0}, m_{\pi}^{2}\right)+J_{2}\left(q_{0}, m_{\pi}^{2}\right)\right),  \tag{D.77}\\
h_{17}^{\Delta}\left(q^{2}, q_{0}\right) & =2 \frac{D-2}{D-1}\left(\frac{1-D}{2} \frac{1}{q_{0}^{2}}\left(-2 J_{2}\left(-\Delta, m_{\pi}^{2}\right)+J_{2}\left(-q_{0}-\Delta, m_{\pi}^{2}\right)+J_{2}\left(q_{0}-\Delta, m_{\pi}^{2}\right)\right)\right),  \tag{D.78}\\
h_{18}^{\Delta}\left(q^{2}, q_{0}\right) & =2 \frac{D-2}{D-1} \frac{D-1}{4} \frac{3}{q_{0}^{2}}\left(J_{2}\left(q_{0}-\Delta, m_{\pi}^{2}\right)+J_{2}\left(-q_{0}-\Delta, m_{\pi}^{2}\right)-2 J_{2}\left(-\Delta, m_{\pi}^{2}\right)\right),  \tag{D.79}\\
h_{19}^{\Delta}\left(q^{2}, q_{0}\right) & =2 \frac{D-2}{D-1} \frac{D-1}{4} \frac{1}{q_{0}^{2}}\left(J_{2}\left(q_{0}-\Delta, m_{\pi}^{2}\right)+J_{2}\left(-q_{0}-\Delta, m_{\pi}^{2}\right)-2 J_{2}\left(-\Delta, m_{\pi}^{2}\right)\right) . \tag{D.80}
\end{align*}
$$

These results, in the limit $q^{2}=0$ and in the gauge where $\epsilon \cdot v=0$, agree with Eqs. (89)-(92) of Ref. 65.

Now, expanding in $D=4+2 \epsilon$ we get

$$
\begin{align*}
h_{0}^{\Delta}\left(q^{2}, q_{0}\right) & =-\frac{1}{4 \pi^{2}} \Delta \tilde{L}-\frac{1}{2 \pi^{2}} m_{\pi} \mathcal{Z}\left(\frac{\Delta}{m_{\pi}}\right),  \tag{D.81}\\
h_{1}^{\Delta}\left(q^{2}, q_{0}\right) & =\frac{1}{6 \pi^{2}} \Delta \tilde{L}+\frac{1}{18 \pi^{2}}\left(3 m_{\pi}\left(\mathcal{Z}\left(\frac{\Delta-q_{0}}{m_{\pi}}\right)+\mathcal{Z}\left(\frac{\Delta+q_{0}}{m_{\pi}}\right)\right)-2 \Delta\right)+\mathcal{O}(\epsilon),  \tag{D.82}\\
h_{2}^{\Delta}\left(q^{2}, q_{0}\right) & =\frac{1}{6 \pi^{2}} q_{0} \tilde{L}+\frac{1}{6 \pi^{2}}\left(m_{\pi}\left(\mathcal{Z}\left(\frac{\Delta+q_{0}}{m_{\pi}}\right)-\mathcal{Z}\left(\frac{\Delta-q_{0}}{m_{\pi}}\right)\right)-\frac{5 q_{0}}{3}\right)+\mathcal{O}(\epsilon),  \tag{D.83}\\
h_{3}^{\Delta}\left(q^{2}, q_{0}\right) & =\frac{5 \Delta \tilde{L}}{12 \pi^{2}}-\frac{\Delta}{9 \pi^{2}}+\frac{1}{6 \pi^{2}} \int_{0}^{1} d x(1-x) \\
& \times\left\{5 \Delta \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)+\sqrt{\tilde{m}^{2}}\left(\left(5-\frac{\mathbf{q}^{2} x^{2}}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}\right)\right.\right. \\
& \left.\left.\mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)+\left(5-\frac{\mathbf{q}^{2} x^{2}}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\right) \mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right)\right\}+\mathcal{O}(\epsilon),  \tag{D.84}\\
h_{4}^{\Delta}\left(q^{2}, q_{0}\right) & =\frac{1}{24 \pi^{2}} \int_{0}^{1} d x(1-x)(2 x-1) \\
& \times\left\{x^{2}(2 x-1) \frac{\mathbf{q}^{2}}{\tilde{m}^{2}}\left(\frac{\Delta+q_{0} x}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}+\frac{\Delta-q_{0} x}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\right)\right. \\
& -\frac{\sqrt{\tilde{m}^{2}}}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}\left(3\left(1-\frac{14 x}{3}\right)-\frac{\mathbf{q}^{2} x^{2}(2 x-1)}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}\right) \mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)
\end{align*}
$$

$$
\begin{align*}
& \left.-\frac{\sqrt{\tilde{m}^{2}}}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\left(3\left(1-\frac{14 x}{3}\right)-\frac{\mathbf{q}^{2} x^{2}(2 x-1)}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\right) \mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right\}+\mathcal{O}(\epsilon), \\
& h_{5}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{1}{12 \pi^{2}} \int_{0}^{1} d x\left\{(2 x-1) x^{2}\left(\frac{\mathbf{q}^{2}}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}-\frac{\mathbf{q}^{2}}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}\right)\right. \\
& -\frac{\sqrt{\tilde{m}^{2}}}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}\left(\frac{x^{2}(2 x-1) \mathbf{q}^{2}\left(\Delta+q_{0} x\right)}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}-q_{0} x(5(1-2 x)-4 x)\right. \\
& +\Delta(4 x+3(2 x-1))) \mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)+\frac{\sqrt{\tilde{m}^{2}}}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\left(\frac{x^{2}(2 x-1) \mathbf{q}^{2}\left(\Delta-q_{0} x\right)}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\right. \\
& \left.\left.+q_{0} x(5(1-2 x)-4 x)+\Delta(4 x+3(2 x-1))\right) \mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right\}+\mathcal{O}(\epsilon) \text {, }  \tag{D.86}\\
& h_{6}^{\Delta}\left(q^{2}, q_{0}\right)=-\frac{1}{6 \pi^{2}} \Delta \tilde{L}+\frac{\Delta}{9 \pi^{2}}+\frac{1}{6 \pi^{2}} \int_{0}^{1} d x(1-x)\left\{-2 \Delta \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)\right. \\
& +\mathbf{q}^{2} x^{2}\left(\frac{\Delta+q_{0} x}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}+\frac{\Delta-q_{0} x}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\right)+\sqrt{\tilde{m}^{2}}\left(\frac{\mathbf{q}^{2} x^{2}\left(\Delta+q_{0} x\right)^{2}}{\left(\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}\right)^{2}}\right. \\
& \left.+\frac{4 q_{0} x\left(\Delta+q_{0} x\right)+\mathbf{q}^{2} x^{2}}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}-2\right) \mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)+\sqrt{\tilde{m}^{2}}\left(\frac{\mathbf{q}^{2} x^{2}\left(\Delta-q_{0} x\right)^{2}}{\left(\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}\right)^{2}}\right. \\
& \left.\left.+\frac{\mathbf{q}^{2} x^{2}-4 q_{0} x\left(\Delta-q_{0} x\right)}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}-2\right) \mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right\}+\mathcal{O}(\epsilon),  \tag{D.87}\\
& h_{7}^{\Delta}\left(q^{2}, q_{0}\right)=-\frac{1}{3 \pi^{2}} \Delta \tilde{L}+\frac{2 \Delta}{9 \pi^{2}} \\
& -\frac{1}{3 \pi^{2}} \int_{0}^{1} d x\left\{\Delta \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)+\sqrt{\tilde{m}^{2}}\left(\mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)+\mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right)\right\}+\mathcal{O}(\epsilon),  \tag{D.88}\\
& h_{8}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{1}{6 \pi^{2}} \int_{0}^{1} d x(1-2 x) x \sqrt{\tilde{m}^{2}}\left\{\frac{\mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}+\frac{\mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\right\}+\mathcal{O}(\epsilon),  \tag{D.89}\\
& h_{9}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{1}{3 \pi^{2}} \Delta \tilde{L}-\frac{2 \Delta}{9 \pi^{2}}+\frac{1}{3 \pi^{2}} \int_{0}^{1} d x\left\{\Delta \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)+\sqrt{\tilde{m}^{2}}\left(\left(1-\frac{x\left(q_{0}\left(\Delta+q_{0} x\right)\right)}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}\right)\right.\right. \\
& \left.\left.\mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)+\left(\frac{x\left(q_{0}\left(\Delta-q_{0} x\right)\right)}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}+1\right) \mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right)\right\}+\mathcal{O}(\epsilon),  \tag{D.90}\\
& h_{10}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{1}{12 \pi^{2}} \int_{0}^{1} d x \sqrt{\tilde{m}^{2}} x\left\{\frac{\left(2 \Delta+q_{0}(4 x-1)\right) \mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}\right. \\
& \left.+\frac{\left(q_{0}(4 x-1)-2 \Delta\right) \mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\right\}+\mathcal{O}(\epsilon),  \tag{D.91}\\
& h_{11}^{\Delta}\left(q^{2}, q_{0}\right)=-\frac{q_{0} \tilde{L}}{6 \pi^{2}}+\frac{5 q_{0}}{18 \pi^{2}}-\frac{1}{3 \pi^{2}} \int_{0}^{1} d x\left\{q_{0} x \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)-\sqrt{\tilde{m}^{2}}\left(\mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right.\right.
\end{align*}
$$

$$
\begin{align*}
& \left.\left.-\mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right)\right\}+\mathcal{O}(\epsilon),  \tag{D.92}\\
& h_{12}^{\Delta}\left(q^{2}, q_{0}\right)=-\frac{1}{12 \pi^{2}} \int_{0}^{1} d x(1-2 x) x \sqrt{\tilde{m}^{2}}\left\{\frac{\mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}-\frac{\mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}\right\}+\mathcal{O}(\epsilon),  \tag{D.93}\\
& h_{13}^{\Delta}\left(q^{2}, q_{0}\right)=-\frac{\tilde{L}}{12 \pi^{2}}-\frac{1}{36 \pi^{2}}-\frac{1}{6 \pi^{2}} \int_{0}^{1} d x x\left\{\ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)\right. \\
& \left.-\sqrt{\tilde{m}^{2}}\left(\frac{\left(\Delta+q_{0} x\right) \mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}+\frac{\left(\Delta-q_{0} x\right) \mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}\right)\right\}+\mathcal{O}(\epsilon),  \tag{D.94}\\
& h_{14}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{\Delta \tilde{L}}{\pi^{2}}+\frac{1}{3 \pi^{2}} \int_{0}^{1} d x\left\{(-1+8 x) \Delta \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)\right. \\
& +\frac{\sqrt{\tilde{m}^{2}}}{q_{0}}\left(\left(3 \Delta-q_{0}(1-5 x)-\frac{\mathbf{q}^{2}(1-x) x\left(q_{0} x+\Delta\right)}{\left(\Delta+q_{0} x\right)^{2}-\tilde{m}^{2}}\right) \mathcal{Z}\left(\frac{-q_{0} x-\Delta}{\sqrt{\tilde{m}^{2}}}\right)\right. \\
& \left.\left.-\left(3 \Delta+q_{0}(1-5 x)-\frac{\mathbf{q}^{2}(1-x) x\left(-q_{0} x+\Delta\right)}{\left(\Delta-q_{0} x\right)^{2}-\tilde{m}^{2}}\right) \mathcal{Z}\left(\frac{q_{0} x-\Delta}{\sqrt{\tilde{m}^{2}}}\right)\right)\right\}+\mathcal{O}(\epsilon),  \tag{D.95}\\
& h_{15}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{1}{24 \pi^{2} q_{0}} \int_{0}^{1} d x(1-2 x)\left\{10 \Delta \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)+2 \sqrt{\tilde{m}^{2}}\left(\left(\frac{\mathbf{q}^{2}(1-x) x}{\tilde{m}^{2}-\left(\Delta+q_{0} x\right)^{2}}+5\right)\right.\right. \\
& \left.\left.\mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)+\left(\frac{\mathbf{q}^{2}(1-x) x}{\tilde{m}^{2}-\left(\Delta-q_{0} x\right)^{2}}+5\right) \mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right)\right\}+\mathcal{O}(\epsilon),  \tag{D.96}\\
& h_{16}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{\tilde{L}}{12 \pi^{2}}-\frac{5}{36 \pi^{2}}+\frac{1}{6 \pi^{2}} \int_{0}^{1} d x\left\{x \ln \left(\frac{\tilde{m}^{2}}{m_{\pi}^{2}}\right)\right. \\
& \left.+\frac{\sqrt{\tilde{m}^{2}}}{q_{0}}\left(\mathcal{Z}\left(\frac{\Delta+q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)-\mathcal{Z}\left(\frac{\Delta-q_{0} x}{\sqrt{\tilde{m}^{2}}}\right)\right)\right\}+\mathcal{O}(\epsilon),  \tag{D.97}\\
& h_{17}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{-1}{6 \pi^{2}}\left(-3 \tilde{L} \Delta+2 \Delta-\frac{m_{\pi}}{q_{0}^{2}}\left(\left(\left(q_{0}+\Delta\right)^{2}-m_{\pi}^{2}\right) \mathcal{Z}\left(\frac{\Delta+q_{0}}{m_{\pi}}\right)\right.\right. \\
& \left.\left.+\left(\left(q_{0}-\Delta\right)^{2}-m_{\pi}^{2}\right) \mathcal{Z}\left(\frac{-\Delta+q_{0}}{m_{\pi}}\right)-2\left(-m_{\pi}^{2}+\Delta^{2}\right) \mathcal{Z}\left(-\frac{\Delta}{m_{\pi}}\right)\right)\right)+\mathcal{O}(\epsilon),  \tag{D.98}\\
& h_{18}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{1}{4 \pi^{2}}\left(-3 \tilde{L} \Delta+2 \Delta-\frac{m_{\pi}}{q_{0}^{2}}\left(\left(\left(q_{0}+\Delta\right)^{2}-m_{\pi}^{2}\right) \mathcal{Z}\left(\frac{\Delta+q_{0}}{m_{\pi}}\right)\right.\right. \\
& \left.\left.+\left(\left(q_{0}-\Delta\right)^{2}-m_{\pi}^{2}\right) \mathcal{Z}\left(\frac{-\Delta+q_{0}}{m_{\pi}}\right)-2\left(-m_{\pi}^{2}+\Delta^{2}\right) \mathcal{Z}\left(-\frac{\Delta}{m_{\pi}}\right)\right)\right)+\mathcal{O}(\epsilon),  \tag{D.99}\\
& h_{19}^{\Delta}\left(q^{2}, q_{0}\right)=\frac{1}{12 \pi^{2}}\left(-3 \tilde{L} \Delta+2 \Delta-\frac{m_{\pi}}{q_{0}^{2}}\left(\left(\left(q_{0}+\Delta\right)^{2}-m_{\pi}^{2}\right) \mathcal{Z}\left(\frac{\Delta+q_{0}}{m_{\pi}}\right)\right.\right. \\
& \left.\left.+\left(\left(q_{0}-\Delta\right)^{2}-m_{\pi}^{2}\right) \mathcal{Z}\left(\frac{-\Delta+q_{0}}{m_{\pi}}\right)-2\left(-m_{\pi}^{2}+\Delta^{2}\right) \mathcal{Z}\left(\frac{\Delta}{m_{\pi}}\right)\right)\right)+\mathcal{O}(\epsilon) . \tag{D.100}
\end{align*}
$$

We have explicitly checked that our result is gauge invariant through the following relations between the $h^{\Delta}$ 's:

$$
\begin{align*}
& h_{2}^{\Delta}\left(q^{2}, q_{0}\right)+h_{11}^{\Delta}\left(q^{2}, q_{0}\right)+q^{2} h_{12}^{\Delta}\left(q^{2}, q_{0}\right)+q_{0}\left(h_{13}^{\Delta}\left(q^{2}, q_{0}\right)+h_{16}^{\Delta}\left(q^{2}, q_{0}\right)\right)=0  \tag{D.101}\\
& h_{0}^{\Delta}\left(q^{2}, q_{0}\right)+h_{1}^{\Delta}\left(q^{2}, q_{0}\right)+h_{3}^{\Delta}\left(q^{2}, q_{0}\right)+h_{7}^{\Delta}\left(q^{2}, q_{0}\right)+q_{0}\left(h_{10}^{\Delta}\left(q^{2}, q_{0}\right)+h_{15}^{\Delta}\left(q^{2}, q_{0}\right)\right)
\end{align*}
$$

$$
\begin{align*}
& \quad+q^{2}\left(h_{4}^{\Delta}\left(q^{2}, q_{0}\right)+h_{8}^{\Delta}\left(q^{2}, q_{0}\right)\right)=0 \\
& -\frac{q_{0}^{2}}{q^{2}}\left(-h_{1}^{\Delta}\left(q^{2}, q_{0}\right)+h_{6}^{\Delta}\left(q^{2}, q_{0}\right)+h_{9}^{\Delta}\left(q^{2}, q_{0}\right)+h_{14}^{\Delta}\left(q^{2}, q_{0}\right)+h_{17}^{\Delta}\left(q^{2}, q_{0}\right)\right.  \tag{D.102}\\
& \left.+h_{18}^{\Delta}\left(q^{2}, q_{0}\right)+h_{19}^{\Delta}\left(q^{2}, q_{0}\right)\right)+h_{0}^{\Delta}\left(q^{2}, q_{0}\right)+h_{1}^{\Delta}\left(q^{2}, q_{0}\right)+h_{3}^{\Delta}\left(q^{2}, q_{0}\right)+h_{7}^{\Delta}\left(q^{2}, q_{0}\right) \\
& +q^{2}\left(h_{4}^{\Delta}\left(q^{2}, q_{0}\right)+h_{8}^{\Delta}\left(q^{2}, q_{0}\right)\right)=0 . \tag{D.103}
\end{align*}
$$

These relations are equivalent to:

$$
\begin{align*}
& h_{2}\left(q^{2}, q_{0}-\Delta\right)+h_{11}\left(q^{2}, q_{0}-\Delta\right)+q^{2} h_{12}\left(q^{2}, q_{0}-\Delta\right)+q_{0}\left(h_{13}\left(q^{2}, q_{0}\right)+h_{16}\left(q^{2}, q_{0}-\Delta\right)\right)=0,  \tag{D.104}\\
& h_{0}\left(q^{2}, q_{0}-\Delta\right)+h_{1}\left(q^{2}, q_{0}-\Delta\right)+h_{3}\left(q^{2}, q_{0}-\Delta\right)+h_{7}\left(q^{2}, q_{0}-\Delta\right)+q_{0}\left(h_{10}\left(q^{2}, q_{0}-\Delta\right)\right. \\
& \left.\quad+h_{15}\left(q^{2}, q_{0}-\Delta\right)\right)+q^{2}\left(h_{4}\left(q^{2}, q_{0}-\Delta\right)+h_{8}\left(q^{2}, q_{0}-\Delta\right)\right)=0,  \tag{D.105}\\
& -\frac{q_{0}^{2}}{q^{2}}\left(-h_{1}\left(q^{2}, q_{0}-\Delta\right)+h_{6}\left(q^{2}, q_{0}-\Delta\right)+h_{9}\left(q^{2}, q_{0}-\Delta\right)+h_{14}\left(q^{2}, q_{0}-\Delta\right)+h_{17}\left(q^{2}, q_{0}-\Delta\right)\right. \\
& \left.+h_{18}\left(q^{2}, q_{0}-\Delta\right)+h_{19}\left(q^{2}, q_{0}-\Delta\right)\right)+h_{0}\left(q^{2}, q_{0}-\Delta\right)+h_{1}\left(q^{2}, q_{0}-\Delta\right) \\
& +h_{3}\left(q^{2}, q_{0}-\Delta\right)+h_{7}\left(q^{2}, q_{0}-\Delta\right)+q^{2}\left(h_{4}\left(q^{2}, q_{0}-\Delta\right)+h_{8}\left(q^{2}, q_{0}-\Delta\right)\right)=0, \tag{D.106}
\end{align*}
$$

which are also fulfilled.

## Appendix E

## Muonium spectrum

We profit from the results obtained in Part $\Pi$ of this work to give the spectrum for the muonium bound state ( $\mu e$ ) for general quantum numbers at $\mathcal{O}\left(m_{r} \alpha^{5}\right)$. We first exchange the proton by the muon and the muon by the electron. Then, the main difference with muonic hydrogen is the lack of hadronic contributions, as well as the fact that all electron VP effects can be eliminated, in particular this implies that the static potential becomes trivial. Thus, we are only left with the relativistic corrections to the potential which come from Eqs. (4.15) and (4.16) plus the energy coming from the kinetic term and the ultrasoft effect. The ultrasoft correction to the energy only depends on the reduced mass, and so it will be the same as the one for the muonic hydrogen in Eq. (5.28). Altogether, for a given energy level we get

$$
\begin{aligned}
E_{n l j j_{e}} & =-\frac{m_{r} \alpha^{2}}{2 n^{2}}+\left(\delta E_{n l j_{j}}^{V^{(2,1)}}+\delta E_{n l}^{V^{(3,0)}}\right)+\left(\delta E_{n l j_{j}}^{V_{\mathrm{n}}^{(2,2)}}+\delta E_{n l}^{\mathrm{US}}\right) \\
& =-\frac{m_{r} \alpha^{2}}{2 n^{2}} \\
& +\frac{m_{r} \alpha^{4}}{n^{3}}\left[\frac { m _ { r } ^ { 2 } } { 2 m _ { e } ^ { 2 } } \left\{\delta_{l 0}+\frac{3}{4 n}-\frac{2}{2 l+1}+\frac{\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1)} d_{j_{e}, l}+2 \frac{m_{e}}{m_{\mu}}\left(\frac{5}{8 n}-\frac{2+\delta_{l 0}}{2 l+1}\right.\right.\right. \\
& \left.+\frac{8}{3} \delta_{l 0} \delta_{s 1}+\frac{\left(1-\delta_{l 0}\right) \delta_{s 1}}{2 l(l+1)(2 l+1)}\left(c_{j, l}+4 h_{j, l}\right)\right) \\
& \left.+\frac{m_{e}^{2}}{m_{\mu}^{2}}\left(\delta_{l 0}+\frac{3}{4 n}-\frac{2}{2 l+1}+\frac{\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1)}\left(2 \delta_{s 1} h_{j, l}-d_{j_{e}, l}\right)\right)\right\} \\
& +\frac{\alpha}{\pi}\left\{\delta_{l, 0}\left(-\frac{4}{3}(\ln R(n, l)+2 \ln \alpha)+\frac{10}{9}\right)-\left(1-\delta_{l, 0}\right) \frac{4}{3} \ln R(n, l)\right. \\
& +\frac{m_{r}^{2}}{2 m_{e}^{2}}\left\{\frac{4}{3}\left(-\frac{2}{5}+\ln \left(\frac{m_{e}^{2}}{m_{r}^{2}}\right)\right) \delta_{l, 0}+\frac{1-\delta_{l, 0}}{l(l+1)(2 l+1)} d_{j_{e}, l}\right. \\
& +\frac{m_{e}^{2}}{m_{\mu}^{2}}\left(\frac{4}{3}\left(-\frac{2}{5}+\ln \left(\frac{m_{\mu}^{2}}{m_{r}^{2}}\right)\right) \delta_{l, 0}+\frac{1-\delta_{l, 0}}{l(l+1)(2 l+1)}\left(2 \delta_{s, 1} h_{j, l}-d_{j_{e}, l}\right)\right) \\
& +\frac{m_{e}}{m_{\mu}}\left(-\frac{10}{3} \delta_{l, 0}-\frac{14}{3} \frac{1-\delta_{l, 0}}{l(l+1)(2 l+1)}+\frac{14}{3} \delta_{l, 0}\left(1-\frac{1}{n}+2 k(n)+2 \ln \left(\frac{2 \alpha}{n}\right)\right)\right. \\
& \left.+\frac{16}{3} \delta_{s, 1} \delta_{l, 0}+\frac{1-\delta_{l, 0}}{l(l+1)(2 l+1)}\left(c_{j, l}+2 h_{j, l}\right)\right)+\frac{2 m_{e}^{2} \delta_{l, 0}}{m_{e}^{2}-m_{\mu}^{2}}\left(\frac{m_{\mu}}{m_{e}}\left(\frac{1}{3}+\ln \left(\frac{m_{e}^{2}}{m_{r}^{2}}\right)\right)\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.\left.\left.+\frac{m_{e}}{m_{\mu}}\left(\frac{1}{3}+\ln \left(\frac{m_{\mu}^{2}}{m_{r}^{2}}\right)\right)+\ln \left(\frac{m_{e}^{2}}{m_{\mu}^{2}}\right)\left(3-4 \delta_{s, 1}\right)\right)\right\}\right\}\right] \tag{E.1}
\end{equation*}
$$

where $c_{j, l}, h_{j, l}$ and $d_{j_{e}, l}$ have been defined in Eqs. 5.21$)-(5.23)$, and the first and second parenthesis in the right hand side of the first equality contain the $\mathcal{O}\left(m_{r} \alpha^{4}\right)$ and $\mathcal{O}\left(m_{r} \alpha^{5}\right)$ contributions respectively. In our notation, the ill-defined quantity $\left(1-\delta_{l 0}\right) / l \rightarrow 0$ when $l \rightarrow 0$. Note that the exact mass dependence has been kept in this expression to order $\alpha^{5}$.

The expressions for the potential of muonium can also be found in Ref. [171]. One could be worried that the potential is different to the one we use. The reason for this difference is that they obtain the potential by matching on-shell S-matrix elements (and by a change in the renormalization scheme of the ultrasoft computation), still their potential is equivalent to ours through field redefinitions, and yields the same physical results. In particular, for spinindependent states the result for the energy shift can already be found in Eqs. (2.12) and (2.13) of that reference.

## Appendix F

## Off-shell NRQCD amplitudes for the $\mathcal{O}\left(\alpha^{2} / m^{2}\right)$ potential

Computations in the CG are usually thought of as being somehow cumbersome. We have found that this is not the case for the computation at hand. In fact, the substantially smaller number of diagrams makes the computation quite light. The minor presence of CG computations in the literature makes us think that it would be interesting to present the results for each diagram, which we do in this appendix.

This is the result we find the following amplitudes $\Sigma^{(2)}$ for the off-shell matching of the spin-independent $\mathcal{O}\left(1 / m^{2}\right)$ potentials:



$$
=\frac{i g_{B}^{4}}{m_{1} m_{2}} \mathcal{G} C_{A} C_{F} \frac{\mathbf{k}^{2 \epsilon}}{2^{4 \epsilon+3} \pi^{\epsilon+\frac{3}{2}}} \frac{(\epsilon+1) \Gamma(-\epsilon) \Gamma(2 \epsilon+1)}{\Gamma\left(2 \epsilon+\frac{5}{2}\right)}
$$

$$
=-\frac{i g_{B}^{4}}{3 m_{1}^{2}} \frac{\mathbf{k}^{2 \epsilon} \csc (\pi \epsilon)(2 \epsilon+3)}{2^{4 \epsilon+6} \pi^{\epsilon+\frac{1}{2}} \Gamma\left(\epsilon+\frac{5}{2}\right)} C_{A} C_{F}\left[\mathcal{G}\left(-2(\epsilon(4 \epsilon+7)+4)+\frac{2^{2 \epsilon+3} \Gamma^{2}\left(\epsilon+\frac{3}{2}\right)}{\sqrt{\pi} \Gamma\left(2 \epsilon+\frac{5}{2}\right)}(2 \epsilon(\epsilon+2)+3)\right)\right.
$$

$$
\left.+\left(\frac{\mathbf{p}^{\prime 2}+\mathbf{p}^{2}}{\mathbf{k}^{2}}-1\right)\left((\epsilon+1)(4 \epsilon+5)-\frac{4^{\epsilon+1} \Gamma^{2}\left(\epsilon+\frac{3}{2}\right)}{\sqrt{\pi} \Gamma\left(2 \epsilon+\frac{5}{2}\right)}(\epsilon+1)(2 \epsilon+3)\right)\right]
$$

$$
=\frac{i g_{B}^{4} c_{D}^{(i)}}{m_{i}^{2}} \frac{\mathbf{k}^{2 \epsilon}(\epsilon+1) \csc (\pi \epsilon)}{2^{4 \epsilon+9} \pi^{\epsilon+\frac{1}{2}} \Gamma\left(\epsilon+\frac{5}{2}\right)}\left(C_{A} C_{F}(8 \epsilon+11)-4 C_{F} T_{F} n_{f}\right)
$$

$$
=\frac{i g_{B}^{4} c_{D}^{(i)}}{m_{i}^{2}} C_{A} C_{F} \frac{\mathbf{k}^{2 \epsilon}(\epsilon+1) \Gamma(-\epsilon) \Gamma(\epsilon+1) \Gamma\left(\epsilon+\frac{3}{2}\right)}{(4 \pi)^{\epsilon+2} \Gamma\left(2 \epsilon+\frac{5}{2}\right)}
$$


$=-\frac{i g_{B}^{4} c_{D}^{(i)}}{m_{i}^{2}} C_{A} C_{F} \frac{\mathbf{k}^{2 \epsilon} \csc (\pi \epsilon)}{2^{4 \epsilon+9} \pi^{\epsilon+\frac{1}{2}} \Gamma\left(\epsilon+\frac{5}{2}\right)}\left((\epsilon+1)(8 \epsilon+11)-\frac{2^{2 \epsilon+4} \Gamma^{2}\left(\epsilon+\frac{3}{2}\right)}{\sqrt{\pi} \Gamma\left(2 \epsilon+\frac{5}{2}\right)}(\epsilon+1)(2 \epsilon+3)\right)$


$$
=\frac{i g_{B}^{4} c_{F}^{(i) 2}}{m_{i}^{2}} C_{A} C_{F} \frac{\mathbf{k}^{2 \epsilon}(\epsilon+1)(4 \epsilon+5) \csc (\pi \epsilon)}{2^{4 \epsilon+9} \pi^{\epsilon+\frac{1}{2}} \Gamma\left(\epsilon+\frac{5}{2}\right)}
$$



$$
=-\frac{i g_{B}^{4} c_{1}^{h l(i)}}{m_{i}^{2}} C_{F} T_{F} n_{f} \frac{\mathbf{k}^{2 \epsilon}(\epsilon+1) \csc (\pi \epsilon)}{2^{4 \epsilon+7} \pi^{\epsilon+\frac{1}{2}} \Gamma\left(\epsilon+\frac{5}{2}\right)}
$$



$$
\begin{aligned}
= & -\frac{i g_{B}^{4}}{3} \frac{k_{0}^{2} \mathbf{k}^{2 \epsilon-4} \csc (\pi \epsilon)}{2^{4 \epsilon+4} \pi^{\epsilon+\frac{1}{2}} \Gamma\left(\epsilon+\frac{5}{2}\right)}\left[3 C_{F} T_{F} n_{f} \epsilon(1+\epsilon)\right. \\
& \left.-\frac{C_{A} C_{F}}{4}((\epsilon+1)(\epsilon(56 \epsilon+121)+60))-\frac{5 \Gamma\left(\epsilon+\frac{3}{2}\right)^{2}}{\sqrt{\pi} \Gamma\left(2 \epsilon+\frac{5}{2}\right)} 4^{\epsilon+1}(\epsilon+1)(2 \epsilon+3)(4 \epsilon+3)\right]
\end{aligned}
$$



$$
=-\frac{i g_{B}^{4}}{3 m_{i}} C_{A} C_{F} \frac{\mathbf{k}^{2 \epsilon-4}(\epsilon+1)(2 \epsilon+1) \Gamma(1-\epsilon) \Gamma(2 \epsilon)}{4^{2 \epsilon+1} \pi^{\epsilon+\frac{3}{2}} \Gamma\left(2 \epsilon+\frac{3}{2}\right)}
$$

$$
\left[E_{i}\left(\mathbf{k}^{2}-\left(\mathbf{p}^{\prime 2}-\mathbf{p}^{2}\right)^{2}\right)+E_{i}^{\prime}\left(\mathbf{k}^{2}+\left(\mathbf{p}^{\prime 2}-\mathbf{p}^{2}\right)^{2}\right)\right]
$$

where

$$
\begin{equation*}
\mathcal{G}=\frac{1}{4}\left(2 \frac{\mathbf{p}^{\prime 2}+\mathbf{p}^{2}}{\mathbf{k}^{2}}-2-\frac{\left(\mathbf{p}^{\prime 2}-\mathbf{p}^{2}\right)^{2}}{\mathbf{k}^{4}}\right) . \tag{F.1}
\end{equation*}
$$

In the above diagrams, the sum over crossed and mirrored diagrams is implicit. The black bubble represents the complete gluon self-energy correction $\Pi^{\mu \nu}$, which in FG also has non-zero off-diagonal elements $\Pi^{0 i}$. Note that only the last two diagrams depend on the energies. Here $E_{i}$ ( $E_{i}^{\prime}$ ) denote the incoming (outgoing) heavy quark/antiquark, respectively, $k_{0}=E_{1}^{\prime}-E_{1}=E_{2}-E_{2}^{\prime}$ is the total energy transfer from the antiquark to the quark and we have projected the quark pair onto the color singlet state.

Altogether, the sum of all the diagrams in CG is

$$
\begin{align*}
& \Sigma_{\mathrm{CG}}^{(2)}= \frac{i g_{B}^{4}}{3 m_{1} m_{2}} \frac{2^{-4(\epsilon+2)} \pi^{-\epsilon-\frac{1}{2}}|\mathbf{k}|^{2 \epsilon-4} \csc (\pi \epsilon)}{\Gamma\left(\epsilon+\frac{5}{2}\right)}\{ \\
&+C_{A} C_{F} {\left[\left(12 \epsilon^{2}+27 \epsilon+15\right) \mathbf{k}^{4} \frac{\left(c_{F}^{(2)}\right)^{2} m_{1}^{2}+\left(c_{F}^{(1)}\right)^{2} m_{2}^{2}}{2 m_{1} m_{2}}+\frac{2^{2 \epsilon+3}\left(2 \epsilon^{2}+5 \epsilon+3\right) \Gamma\left(\epsilon+\frac{3}{2}\right)^{2}}{\sqrt{\pi} \Gamma\left(2 \epsilon+\frac{3}{2}\right)} \times\right.} \\
& \times\left\{2 \left[\mathbf{k}^{2}+\left(\mathbf{p}^{2}-{\left.\left.\mathbf{p}^{\prime 2}\right)\right]\left(E_{1} m_{2}+E_{2} m_{1}\right)+2\left[\mathbf{k}^{2}-\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)\right]\left(E_{1}^{\prime} m_{2}+E_{2}^{\prime} m_{1}\right)}\right.\right.\right. \\
& \quad+\left[\left(\mathbf{p}^{2}-{\left.\left.\left.\mathbf{p}^{\prime 2}\right)^{2}-\mathbf{k}^{2}\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right)\right] \frac{m_{1}^{2}+m_{2}^{2}}{m_{1} m_{2}}-20 k_{0}^{2} m_{1} m_{2}-\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}\right\}}^{-2\left(8 \epsilon^{3}+26 \epsilon^{2}+29 \epsilon+12\right)\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2} \frac{m_{1}^{2}+m_{2}^{2}}{m_{1} m_{2}}+2\left(8 \epsilon^{3}+34 \epsilon^{2}+45 \epsilon+18\right) \mathbf{k}^{4} \frac{m_{1}^{2}+m_{2}^{2}}{m_{1} m_{2}}}\right.\right. \\
&-4\left(4 \epsilon^{2}+8 \epsilon+3\right) \mathbf{k}^{2}\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right) \frac{m_{1}^{2}+m_{2}^{2}}{m_{1} m_{2}}+4\left(56 \epsilon^{3}+177 \epsilon^{2}+181 \epsilon+60\right) k_{0}^{2} m_{1} m_{2} \\
&\left.-\left(40 \epsilon^{2}+89 \epsilon+45\right)\left[2 \mathbf{k}^{2}\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right)-\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}\right]+2\left(8 \epsilon^{3}+47 \epsilon^{2}+74 \epsilon+33\right) \mathbf{k}^{4}\right] \\
&+C_{F} n_{f} T_{F} 6(\epsilon+1)\left[-\mathbf{k}^{4} \frac{\left(c_{1}^{h l(1)}+c_{D}^{(1)}\right) m_{2}^{2}+\left(c_{1}^{h l(2)}+c_{D}^{(2)}\right) m_{1}^{2}}{m_{1} m_{2}}-8 k_{0}^{2} m_{1} m_{2} \epsilon\right. \\
&\left.\left.-2 \mathbf{k}^{4}+4 \mathbf{k}^{2}\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right)-2\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}\right]-C_{F}^{2} 4\left(16 \epsilon^{3}+54 \epsilon^{2}+59 \epsilon+21\right) \mathbf{k}^{4}\right\},
\end{align*}
$$

On top of the previous diagrams, in the FG the diagrams in Fig. F. 1 also contribute to the off-shell matching of the spin-independent $\mathcal{O}\left(1 / m^{2}\right)$ potentials. For the sum of these diagrams


Figure F.1: One-loop NRQCD diagrams contributing to the off-shell matching of the spinindependent $1 / m^{2}$ potentials in $F G$. The square, crossed-circle and triangular vertices denote the subleading NRQCD vertices with Wilson coefficients $c_{D}, c_{F}$ and $c_{1}^{h l}$, respectively. Mirror graphs, crossed graphs and all possible insertions of higher order kinetic corrections from quark and gluon propagators to reach the second order in the $1 / m$ expansion, e.g. in diagram a, are understood.
we obtain in FG

$$
\begin{aligned}
\Sigma_{\mathrm{FG}}^{(2)} & =\frac{i g_{B}^{4}}{3 m_{1} m_{2}} \frac{2^{-4(\epsilon+2)} \pi^{-\epsilon-\frac{1}{2}}|\mathbf{k}|^{2 \epsilon-4} \csc (\pi \epsilon)}{\Gamma\left(\epsilon+\frac{5}{2}\right)}\{ \\
+ & C_{A} C_{F}\left[3\left(4 \epsilon^{2}+9 \epsilon+5\right) \mathbf{k}^{4} \frac{\left(c_{F}^{(2)}\right)^{2} m_{1}^{2}+\left(c_{F}^{(1)}\right)^{2} m_{2}^{2}}{2 m_{1} m_{2}}-12\left(8 \epsilon^{3}+5 \epsilon^{2}-9 \epsilon+4\right) k_{0}^{2} m_{1} m_{2}\right. \\
& -2\left(16 \epsilon^{3}+76 \epsilon^{2}+109 \epsilon+48\right)\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right) \mathbf{k}^{2}+2\left(8 \epsilon^{3}+47 \epsilon^{2}+74 \epsilon+33\right) \mathbf{k}^{4} \\
& +\left(32 \epsilon^{3}+72 \epsilon^{2}+40 \epsilon+6\right) \mathbf{k}^{2}\left[m_{1}\left(E_{1}+E_{1}^{\prime}\right)+m_{2}\left(E_{2}+E_{2}^{\prime}\right)\right] \\
& +\left(64 \epsilon^{3}+168 \epsilon^{2}+122 \epsilon+21\right) \mathbf{k}^{2}\left[m_{1}\left(E_{2}+E_{2}^{\prime}\right)+m_{2}\left(E_{1}+E_{1}^{\prime}\right)\right] \\
& +4\left(8 \epsilon^{3}+12 \epsilon^{2}-2 \epsilon-3\right)\left(4 m_{1} m_{2}\left(E_{1}^{2}+E_{1} E_{2}^{\prime}+E_{2}^{2}+E_{2} E_{1}^{\prime}+E_{1}^{\prime 2}+E_{2}^{\prime 2}\right)\right. \\
& -\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right)\left[m_{1}\left(E_{1}+2 E_{2}+E_{1}^{\prime}+2 E_{2}^{\prime}\right)+m_{2}\left(2 E_{1}+E_{2}+2 E_{1}^{\prime}+E_{2}^{\prime}\right)\right] \\
& \left.+\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right)^{2} \frac{m_{1}^{2}+m_{1} m_{2}+m_{2}^{2}}{2 m_{1} m_{2}}\right)-\left(64 \epsilon^{3}+200 \epsilon^{2}+186 \epsilon+45\right)\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right) \mathbf{k}^{2} \frac{m_{1}^{2}+m_{2}^{2}}{2 m_{1} m_{2}} \\
& +2\left(8 \epsilon^{3}+34 \epsilon^{2}+45 \epsilon+18\right) \mathbf{k}^{4} \frac{m_{1}^{2}+m_{2}^{2}}{m_{1} m_{2}}+\left(8 \epsilon^{2}+10 \epsilon-3\right)\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2} \frac{m_{1}^{2}+m_{2}^{2}}{m_{1} m_{2}} \\
& \left.-\left(8 \epsilon^{2}+19 \epsilon+9\right)\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}-6\left(8 \epsilon^{2}+13 \epsilon+1\right) k_{0}\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)\left(m_{1}-m_{2}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
+ & C_{F} n_{f} T_{F} 6(\epsilon+1)\left[4 \mathbf{k}^{2}\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right)-2\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}-2 \mathbf{k}^{4}-8(\epsilon-2) k_{0}^{2} m_{1} m_{2}\right. \\
& \left.-\mathbf{k}^{4} \frac{\left(c_{1}^{h l(1)}+c_{D}^{(1)}\right) m_{2}^{2}+\left(c_{1}^{h l(2)}+c_{D}^{(2)}\right) m_{1}^{2}}{m_{1} m_{2}}-4 k_{0}\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)\left(m_{1}-m_{2}\right)\right] \\
+ & C_{F}^{2}\left[8\left(16 \epsilon^{3}+36 \epsilon^{2}+20 \epsilon+3\right) \mathbf{k}^{2}\left[\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right)-m_{1}\left(E_{1}+E_{1}^{\prime}\right)-m_{2}\left(E_{2}+E_{2}^{\prime}\right)\right]\right. \\
& +8\left(8 \epsilon^{3}+12 \epsilon^{2}-2 \epsilon-3\right)\left(2\left[m_{1}\left(E_{1}+E_{1}^{\prime}\right)+m_{2}\left(E_{2}+E_{2}^{\prime}\right)\right]\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right)-\left(\mathbf{p}^{2}+\mathbf{p}^{\prime 2}\right)^{2}\right. \\
& \left.\left.\left.-4 m_{1} m_{2}\left(E_{1}+E_{1}^{\prime}\right)\left(E_{2}+E_{2}^{\prime}\right)\right)-4\left(16 \epsilon^{3}+54 \epsilon^{2}+59 \epsilon+21\right) \mathbf{k}^{4}\right]\right\} . \tag{F.3}
\end{align*}
$$

In the off-shell matching procedure the sum of the soft NRQCD diagrams $\Sigma^{(2)}$ is directly identified with

$$
\begin{equation*}
-i\left[\frac{\tilde{V}_{S I}^{(1,1)}}{m_{1} m_{2}}+\frac{\tilde{V}_{S I}^{(2,0)}}{m_{1}^{2}}+\frac{\tilde{V}_{S I}^{(0,2)}}{m_{2}^{2}}\right] \tag{F.4}
\end{equation*}
$$

In order to obtain energy-independent potentials we have to express the energies $E_{i}, E_{i}^{\prime}$ and $k_{0}$ in $\Sigma^{(2)}$ in terms of three-momenta. We achieve this by redefining the heavy quark fields in the pNRQCD Lagrangian before projecting onto the quark-antiquark system, i.e. where the potentials are four-fermion operators (see, for instance, Eq. (42) in Ref. [103]). For an example of such a field redefinition see Eq. (B13) of Ref. [172]. At the order we are working, this can be approximated by applying the full heavy quark EOMs (and analogously for the antiquark) in the matrix elements. The EOMs read

$$
\begin{align*}
\partial_{t} \psi\left(t, \mathbf{x}_{\mathbf{1}}\right) & =i \frac{\nabla^{2}}{2 m_{1}} \psi\left(t, \mathbf{x}_{\mathbf{1}}\right)-i \int d^{d} \mathbf{x}_{\mathbf{2}} \psi\left(t, \mathbf{x}_{\mathbf{1}}\right) V^{(0)}\left(\left|\mathbf{x}_{\mathbf{1}}-\mathbf{x}_{\mathbf{2}}\right|\right) \chi_{c}^{\dagger} \chi_{c}\left(t, \mathbf{x}_{\mathbf{2}}\right)+\cdots \\
\partial_{t} \psi^{\dagger}\left(t, \mathbf{x}_{\mathbf{1}}\right) & =-i \frac{\nabla^{2}}{2 m_{1}} \psi^{\dagger}\left(t, \mathbf{x}_{\mathbf{1}}\right)+i \int d^{d} \mathbf{x}_{\mathbf{2}} \psi^{\dagger}\left(t, \mathbf{x}_{\mathbf{1}}\right) V^{(0)}\left(\left|\mathbf{x}_{\mathbf{1}}-\mathbf{x}_{\mathbf{2}}\right|\right) \chi_{c}^{\dagger} \chi_{c}\left(t, \mathbf{x}_{\mathbf{2}}\right)+\cdots \tag{F.5}
\end{align*}
$$

In addition to the free EOMs, they include the static potential. Higher order terms in the coupling constant $g$ and/or in $1 / m$ produce subleading effects, therefore we neglect them in Eq. (F.5) for the following discussion.

Eq. F.5) mixes different orders in $1 / m$ (and sectors with different number of heavy quarks), but still maintains the strict $1 / m$ expansion in the off-shell scheme.

Replacing the heavy quark energies by means of the EOMs introduces a potential ambiguity in the determination of the $1 / m^{2}$ potentials, since each energy $E_{i}, E_{i}^{\prime}$ can be written in terms of the others by the equality $E_{1}+E_{2}=E_{1}^{\prime}+E_{2}^{\prime}$ (energy conservation). This can lead to different results for the individual $1 / \mathrm{m}^{2}$ potentials.

Consider e.g. a term proportional to

$$
\begin{align*}
& \frac{\mathbf{p}^{2}-\mathbf{p}^{\prime 2}}{m_{1} m_{2}}\left[m_{1}\left(E_{1}^{\prime}-E_{1}\right)-m_{2}\left(E_{2}-E_{2}^{\prime}\right)-m_{1}\left(E_{2}-E_{2}^{\prime}\right)+m_{2}\left(E_{1}^{\prime}-E_{1}\right)\right] \\
& \quad \rightarrow \quad-\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}\left(\frac{1}{2 m_{1}^{2}}+\frac{1}{2 m_{2}^{2}}+\frac{1}{m_{1} m_{2}}\right)=-\frac{\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}}{2 m_{r}^{2}} \tag{F.6}
\end{align*}
$$

The first line in Eq. (F.6) is zero due to energy conservation. Therefore, we are free to add it to $\Sigma^{(2)}$. Transforming the energies $E_{i}$ using Eq. (F.5) generates non-zero contributions to the off-shell terms in $V^{(2,0)}, V^{(0,2)}$ and $V^{(1,1)}$, as indicated by the second line in Eq. F.6. However, using Eq. (F.5) in Eq. (F.6) also generates additional contributions to the $\alpha^{3} / m$ potentials such that physical observables, like the heavy quarkonium mass, remain unaffected by the apparent ambiguities.

In spite of this ambiguity, there are some choices that we consider more natural for the diagrams. For example, for the $k_{0}^{2}$-dependent terms we use the prescription

$$
\begin{equation*}
\frac{k_{0}^{2}}{\mathbf{k}^{4}} \rightarrow-\frac{1}{4 m_{1} m_{2}} \frac{\left(\mathbf{p}^{\prime 2}-\mathbf{p}^{2}\right)^{2}}{\mathbf{k}^{4}} \tag{F.7}
\end{equation*}
$$

As shown in Appendix B of Ref. [58], this transformation does not affect the $1 / m$ potential, because it is based on the continuity equation, which does not contain potential terms. It also maintains invariance under $m_{1} \leftrightarrow m_{2}$ exchange. In CG only the last diagram contains also a dependence on the energy. In this case the energies are introduced by the gluons attached to the top line, thus we consider it more natural to remain as they are written than to use any other energy conservation on them. Applying Eq. (F.5) on this amplitude gives rise to the $1 / m^{2}$ CG potential in Sec. 9.1. It is remarkable that this convention has exactly the same divergence scheme as the on-shell potential. It also produces an $\mathcal{O}\left(\alpha^{3} / m\right)$ potential coming from this diagram. Its contributions reads

$$
\begin{equation*}
\tilde{V}_{E}^{(1)}=\frac{g_{B}^{6}}{3 m_{r}} \frac{C_{F}^{2} C_{A}}{\mathbf{k}^{1-4 \epsilon}} \frac{(\epsilon+1)(2 \epsilon+1)(8 \epsilon+1) \sin (\pi \epsilon) \Gamma\left(\frac{1}{2}-2 \epsilon\right) \Gamma(1-\epsilon) \Gamma(2 \epsilon) \Gamma(4 \epsilon)}{16^{3 \epsilon+1} \pi^{2 \epsilon+3}(1-\epsilon) \Gamma\left(2 \epsilon+\frac{3}{2}\right) \Gamma(3 \epsilon+1)} . \tag{F.8}
\end{equation*}
$$

We do not compute the $1 / m$ potential explicitly in this work, but this computation would be useful for future work on this.

The energy dependence of the FG computation is more complicated. In addition to the use of Eqs. (F.5) and (F.7) we have chosen the prescriptions

$$
\begin{align*}
n_{f} T_{F} k_{0}\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)\left(m_{1}-m_{2}\right) & \rightarrow-n_{f} T_{F}\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}, \\
C_{A} k_{0}\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)\left(m_{1}-m_{2}\right) & \rightarrow C_{A} \frac{3 m_{1}^{2}+2 m_{1} m_{2}+3 m_{2}^{2}}{4 m_{1} m_{2}}\left(\mathbf{p}^{2}-\mathbf{p}^{\prime 2}\right)^{2}, \tag{F.9}
\end{align*}
$$

for the energy dependent terms in $\Sigma_{\mathrm{FG}}^{(2)}$ in order to obtain the concrete off-shell matching results in Eqs. 9.15)-9.16]. These prescriptions are motivated by simplicity, and the fact that the resulting off-shell potentials are finite and, therefore, do not require renormalization, see Sec. 9.4.

Finally, note that the on-shell $1 / m^{2}$ potentials resulting from the calculation above are gauge invariant and independent of the conventions for the field redefinitions we performed.

## Appendix G

## The NRQCD potenital

In this appendix we give some interesting expressions related to the NRQCD potential, which have been relegated from the main body of the text for reasons of compactness.

## G. 1 The NRQCD potential in position space

From our momentum space results we obtain the potentials in position space using Eqs. (8.59)(8.64). For conciseness we write the coefficients in terms of the ones found in momentum space. For a given matching scheme $X$ we have

$$
\begin{align*}
D_{r, 0, X}^{(1,1)}(\epsilon) & =\tilde{D}_{r, 0}^{(1,1)}(\epsilon)=d_{s s}+C_{F} d_{v s}  \tag{G.1}\\
D_{\mathbf{p}^{2}, 1, X}^{(2,0)}(\epsilon) & =4 \pi\left(\tilde{D}_{\mathbf{p}^{2}, 1}^{(2,0)}-4 \epsilon \tilde{D}_{\mathrm{off}, 1, \mathrm{X}}^{(2,0)}\right),  \tag{G.2}\\
D_{\mathbf{L}^{2}, 1, \mathrm{X}}^{(2,0)}(\epsilon) & =8 \pi(1+2 \epsilon) \tilde{D}_{\mathrm{off}, 1, \mathrm{X}}^{(2,0)}  \tag{G.3}\\
D_{r, 1, X}^{(2,0)}(\epsilon) & =4 \pi\left(\tilde{D}_{r, 1}^{(2,0)}+(1+2 \epsilon) \tilde{D}_{\mathrm{off}, 1, \mathrm{X}}^{(2,0)}\right),  \tag{G.4}\\
D_{\mathbf{p}^{2}, 1, X}^{(1,1)}(\epsilon) & =4 \pi\left(\tilde{D}_{\mathbf{p}^{2}, 1}^{(1,1)}-4 \epsilon \tilde{D}_{\mathrm{off}, 1, \mathrm{X}}^{(1,1)}\right),  \tag{G.5}\\
D_{\mathbf{L}^{2}, 1, \mathrm{X}}^{(1,1)}(\epsilon) & =8 \pi(1+2 \epsilon) \tilde{D}_{\mathrm{off}, 1, \mathrm{X}}^{(1,1)}  \tag{G.6}\\
D_{r, 1, X}^{(1,1)}(\epsilon) & =4 \pi\left(\tilde{D}_{r, 1}^{(1,1)}+(1+2 \epsilon) \tilde{D}_{\mathrm{off}, 1, \mathrm{X}}^{(1,1)}\right),  \tag{G.7}\\
D_{\mathbf{L}^{2}, 2, X}^{(2,0)}(\epsilon) & =8 \pi \frac{1+4 \epsilon}{1-\epsilon} \tilde{D}_{\mathrm{off}, 2, \mathrm{X}}^{(2,0)},  \tag{G.8}\\
D_{\mathbf{p}^{2}, 2, X}^{(2,0)}(\epsilon) & =4 \pi\left(\tilde{D}_{\mathbf{p}^{2}, 2}^{(2,0)}-\frac{8 \epsilon}{1-\epsilon} \tilde{D}_{\mathrm{off}, 2, \mathrm{X}}^{(2,0)}\right)  \tag{G.9}\\
D_{r, 2, X}^{(2,0)}(\epsilon) & =4 \pi\left(\tilde{D}_{r, 2}^{(2,0)}+\frac{1+3 \epsilon}{1-\epsilon} \tilde{D}_{\mathrm{off}, 2, \mathrm{X}}^{(2,0)}\right)  \tag{G.10}\\
D_{\mathbf{L}^{2}, 2, X}^{(1,1)}(\epsilon) & =8 \pi \frac{1+4 \epsilon}{1-\epsilon} \tilde{D}_{\mathrm{off}, 2, \mathrm{X}}^{(1,1)},  \tag{G.11}\\
D_{\mathbf{p}^{2}, 2, X}^{(1,1)}(\epsilon) & =4 \pi\left(\tilde{D}_{\mathbf{p}^{2}, 2}^{(1,1)}-\frac{8 \epsilon}{1-\epsilon} \tilde{D}_{\mathrm{off}, 2, \mathrm{X}}^{(1,1)}\right)  \tag{G.12}\\
D_{r, 2, X}^{(1,1)}(\epsilon) & =4 \pi\left(\tilde{D}_{r, 2}^{(1,1)}+\frac{1+3 \epsilon}{1-\epsilon} \tilde{D}_{\mathrm{off}, 2, \mathrm{X}}^{(1,1)}\right) \tag{G.13}
\end{align*}
$$

where $X$ is "CG"/"FG" for the CG/FG off-shell matching scheme, " $W$ " for the Wilson-loop scheme to be introduced in the next section, and "on-shell" for the on-shell scheme.

## G. 2 The static potential in momentum space

In this section we quote the values of $\tilde{D}_{i}^{(0)}(\epsilon)$ up to $i=3$ in Eq. 8.35) from Ref. 37:

$$
\begin{align*}
& \tilde{D}_{1}^{(0)}(\epsilon)=1,  \tag{G.14}\\
& \tilde{D}_{2}^{(0)}(\epsilon)=(4 \pi)^{2}\left(c_{11} C_{A}+c_{12} T_{f} n_{f}\right),  \tag{G.15}\\
& \tilde{D}_{3}^{(0)}(\epsilon)=(4 \pi)^{4}\left(c_{21} C_{A}^{2}+c_{22} C_{A} T_{f} n_{f}+c_{23} C_{f} T_{f} n_{f}+c_{24} T_{f}^{2} n_{f}^{2}\right), \tag{G.16}
\end{align*}
$$

where

$$
\begin{aligned}
c_{11} & =-\frac{4^{-2 \epsilon-3} \pi^{-\epsilon-\frac{1}{2}}(\epsilon+1)(8 \epsilon+11) \csc (\pi \epsilon)}{\Gamma\left(\epsilon+\frac{5}{2}\right)}, \\
c_{12} & =\frac{2^{-4(\epsilon+1)} \pi^{-\epsilon-\frac{1}{2}}(\epsilon+1) \csc (\pi \epsilon)}{\Gamma\left(\epsilon+\frac{5}{2}\right)}, \\
c_{21} & =\frac{4^{-4 \epsilon-7} \pi^{-2 \epsilon}}{(1-2 \epsilon)^{2} \Gamma(\epsilon+2)^{4}}\left(-\frac{16^{\epsilon+2}(2 \epsilon-1)\left(14 \epsilon^{4}+93 \epsilon^{3}+144 \epsilon^{2}+93 \epsilon+33\right) \Gamma^{2}(1-\epsilon) \Gamma^{8}(\epsilon+2)}{\pi^{4} \epsilon^{3}(\epsilon+1)^{2} \Gamma^{2}(2 \epsilon+4)}\right. \\
& -\frac{16^{\epsilon+2}(4 \epsilon+3)(4 \epsilon+5)(4 \epsilon+7) \Gamma(1-2 \epsilon) \Gamma(1-\epsilon) \Gamma^{2}(2 \epsilon+4) \Gamma^{5}(\epsilon+2)}{\pi^{4} \epsilon^{3}(\epsilon+1)^{2}(2 \epsilon+1)^{2}(2 \epsilon+3)^{2} \Gamma(4 \epsilon+8)} \\
& \times\left(16 \epsilon^{5}+72 \epsilon^{4}+172 \epsilon^{3}+138 \epsilon^{2}-4 \epsilon-11\right) \\
& +\frac{32^{4 \epsilon+7} \Gamma(1-2 \epsilon) \Gamma^{7}(\epsilon+2)}{\pi^{4} \epsilon^{3}(\epsilon+1)^{2}(2 \epsilon+1)^{2}(2 \epsilon+3)^{2} \Gamma(3 \epsilon+4)} \\
& \times\left(864 \epsilon^{9}+4272 \epsilon^{8}+8032 \epsilon^{7}+7128 \epsilon^{6}+3374 \epsilon^{5}+1899 \epsilon^{4}+1549 \epsilon^{3}+405 \epsilon^{2}-171 \epsilon-66\right) \\
& +\frac{34^{2 \epsilon+5}(6 \epsilon+1)(6 \epsilon+5)(6 \epsilon+7)(6 \epsilon+11) \Gamma^{3}(2 \epsilon+4) \Gamma(3 \epsilon+6) \Gamma(1-2 \epsilon) \Gamma(\epsilon+2)}{(2 \epsilon+3)(2 \pi \epsilon+\pi)^{2} \Gamma(6(\epsilon+2))} \\
& \left.+\frac{4(\epsilon+1)^{2}(2 \epsilon-1)(6 \epsilon+1) \Gamma^{2}(2 \epsilon+4) \Gamma^{2}(1-2 \epsilon)}{(2 \epsilon+1)^{2}(2 \epsilon+3)^{2} \Gamma(1-\epsilon)^{2}}\right), \\
c_{22} & =\frac{(4 \pi)^{-2(\epsilon+2) \Gamma(\epsilon+2)}}{\epsilon^{3}(\epsilon+1)^{2}}\left(\frac{8\left(4 \epsilon^{4}+12 \epsilon^{3}+9 \epsilon^{2}+13 \epsilon+6\right) \Gamma^{2}(1-\epsilon) \Gamma^{3}(\epsilon+2)}{\Gamma(2 \epsilon+4)^{2}}\right. \\
& -\frac{8(4 \epsilon+3)(4 \epsilon+5)(4 \epsilon+7)\left(2 \epsilon^{2}+7 \epsilon+2\right) \Gamma(1-2 \epsilon) \Gamma(1-\epsilon) \Gamma^{2}(2 \epsilon+4)}{\left(4 \epsilon^{2}+8 \epsilon+3\right)^{2} \Gamma(4 \epsilon+8)} \\
& \left.-\frac{12 \epsilon\left(112 \epsilon^{5}+500 \epsilon^{4}+864 \epsilon^{3}+729 \epsilon^{2}+294 \epsilon+44\right) \Gamma(1-2 \epsilon) \Gamma^{2}(\epsilon+2)}{\left(4 \epsilon^{2}+8 \epsilon+3\right)^{2} \Gamma(3 \epsilon+4)}\right), \\
c_{23} & =\frac{32^{-4(\epsilon+1)} \pi^{-2 \epsilon-3} \Gamma^{2}(2 \epsilon+4)^{2} \Gamma(3 \epsilon+4)}{}\left(2(2 \epsilon+1)(\epsilon(\epsilon+2)+2) \csc (2 \pi \epsilon) \Gamma^{3}(\epsilon+2) \Gamma(2 \epsilon+4)\right. \\
& \left.-\pi \epsilon(\epsilon+1)^{4}(2 \epsilon+3)\left(2 \epsilon^{2}+\epsilon+2\right) \csc ^{2}(\pi \epsilon) \Gamma^{2}(\epsilon+1) \Gamma(3 \epsilon+3)\right), \\
c_{24}^{2} & =\frac{2^{-8(\epsilon+1)} \pi^{-2 \epsilon-1}(\epsilon+1)^{2} \csc ^{2}(\pi \epsilon)}{\Gamma\left(\epsilon+\frac{5}{2}\right)^{2}} .
\end{aligned}
$$

## G. 3 The renormalized potential in momentum space

We can transform the expressions in Eqs. (9.77)-(9.98), back to momentum space. With the definitions in Eqs. 8.38) and 8.39) we then obtain

$$
\begin{align*}
\tilde{D}_{r}^{(2,0), \overline{\mathrm{MS}}}(\mathbf{k})= & \frac{C_{F} \pi \alpha_{\mathrm{s}}(\mathbf{k})}{2}\left\{c_{D}^{(1)}+\frac{\alpha_{\mathrm{s}}}{\pi}\left[\left(\frac{1}{3}+\frac{13}{36} c_{F}^{(1) 2}\right) C_{A}-\frac{5}{9}\left(c_{1}^{h l(1)}+c_{D}^{(1)}\right) T_{F} n_{f}\right.\right. \\
& \left.\left.+\left(-C_{A}\left(2+\frac{5}{12} c_{F}^{(1) 2}-\frac{11}{12} c_{D}^{(1)}\right)+\frac{1}{3} c_{1}^{h l(1)} T_{F} n_{f}\right) \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right]\right\},  \tag{G.18}\\
\tilde{D}_{\mathbf{p}^{2}}^{(2,0), \overline{\mathrm{MS}}}(\mathbf{k})= & \frac{2 C_{F} C_{A} \alpha_{\mathrm{s}}^{2}}{3} \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right),  \tag{G.19}\\
\tilde{D}_{r}^{(1,1), \overline{\mathrm{MS}}}(\mathbf{k})= & \pi C_{F} \alpha_{\mathrm{s}}(\mathbf{k})\left(1+\frac{\alpha_{\mathrm{s}}}{4 \pi}\left\{a_{1}-\frac{1}{3} C_{A}+\frac{4}{3} C_{F}+\left(-\frac{11}{3} C_{A}+\frac{28}{3} C_{F}\right) \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right\}\right) \\
& +C_{F} d_{v s}+d_{s s},  \tag{G.20}\\
\tilde{D}_{\mathbf{p}^{2}}^{(1,1), \overline{\mathrm{MS}}}(\mathbf{k})= & -4 \pi C_{F} \alpha_{\mathbf{s}}(\mathbf{k})\left(1+\frac{\alpha_{\mathrm{s}}}{4 \pi}\left\{a_{1}-\frac{4}{3} C_{A} \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right\}\right) . \tag{G.21}
\end{align*}
$$

The coefficients $\tilde{D}_{\text {off }}$ and $\tilde{D}^{(1,0)}$ depend on the matching scheme. For the cases we consider we find

$$
\begin{align*}
& \tilde{D}_{\mathrm{off}, \mathrm{CG}}^{(2,0), \overline{\mathrm{MS}}}(\mathbf{k})= C_{F} C_{A} \alpha_{\mathrm{s}}^{2}\left(\frac{1}{2}-\frac{4}{3} \ln 2\right),  \tag{G.22}\\
& \tilde{D}_{\mathrm{off}, \mathrm{CG}}^{(1,1), \overline{\mathrm{MS}}}(\mathbf{k})= C_{F} \pi \alpha_{\mathrm{s}}(\mathbf{k})\left(1+\frac{\alpha_{\mathrm{s}}}{4 \pi}\left\{a_{1}+4 C_{A}+\beta_{0}-\frac{32}{3} C_{A} \ln 2\right\}\right),  \tag{G.23}\\
& \tilde{D}_{\mathrm{CG}}^{(1,0), \overline{\mathrm{MS}}}(\mathbf{k})=-\frac{C_{F} C_{A} \alpha_{\mathrm{s}}^{2}(\mathbf{k}) \pi^{2}}{2}\left\{1+\frac{\alpha_{\mathrm{s}}}{\pi}\left[\frac{89}{36} C_{A}-\frac{49}{36} T_{F} n_{f}-\frac{8}{3} \ln 2\right.\right. \\
&\left.\left.\quad-\frac{2}{3}\left(C_{A}+2 C_{F}\right) \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right]\right\},  \tag{G.24}\\
& \tilde{D}_{\mathrm{off}, \mathrm{FG}}^{(2,0), \overline{\mathrm{MS}}}(\mathbf{k})= \tilde{D}_{\mathrm{off}, \mathrm{CG}}^{(2,0, \overline{\mathrm{MS}}}(\mathbf{k})+\alpha_{\mathrm{s}}^{2} \frac{2}{3} C_{F} C_{A}\left(2 \ln 2+\frac{35}{16}\right),  \tag{G.25}\\
& \tilde{D}_{\mathrm{off}, \mathrm{FG}}^{(1,1), \overline{\mathrm{MS}}}(\mathbf{k})=\tilde{D}_{\mathrm{off}, \mathrm{CG}}^{(1,1) \overline{\mathrm{MS}}}(\mathbf{k})+\alpha_{\mathrm{s}}^{2} \frac{4}{3} C_{F} C_{A}\left(2 \ln 2+\frac{35}{16}\right),  \tag{G.26}\\
& \tilde{D}_{\mathrm{FG}}^{(1,0), \overline{\mathrm{MS}}}(\mathbf{k})= \tilde{D}_{\mathrm{CG}}^{(1,0), \overline{\mathrm{MS}}}(\mathbf{k})-\pi \alpha_{\mathrm{s}}^{3} \frac{2}{3} C_{F}^{2} C_{A}\left(2 \ln 2+\frac{35}{16}\right),  \tag{G.27}\\
& \tilde{D}_{\mathrm{off}, W}^{(2,0), \overline{\mathrm{MS}}}(\mathbf{k})=-\frac{1}{6} C_{F} C_{A} \alpha_{\mathrm{s}}^{2}\left(1-4 \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right),  \tag{G.28}\\
& \tilde{D}_{\mathrm{off}, W}^{(1,1), \overline{\mathrm{MS}}}(\mathbf{k})= C_{F} \alpha_{\mathrm{s}}(\mathbf{k}) \pi\left\{1+\frac{\alpha_{\mathrm{s}}}{\pi}\left[\frac{13 C_{A}}{9}-\frac{8 T_{F} n_{f}}{9}+\frac{4}{3} C_{A} \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right]\right\},  \tag{G.29}\\
& \tilde{D}_{W}^{(1,0), \overline{\mathrm{MS}}}(\mathbf{k})=-\frac{C_{F} C_{A} \alpha_{\mathrm{s}}^{2}(\mathbf{k}) \pi^{2}}{2}\left\{1+\frac{\alpha_{\mathrm{s}}}{\pi}\left[\frac{89}{36} C_{A}-\frac{49}{36} T_{F} n_{f}-\frac{2}{3} C_{A} \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right]\right\} . \tag{G.30}
\end{align*}
$$

Finally, in the on-shell scheme (where obviously $\tilde{D}_{\text {off,on-shell }}^{(2,0)}(\mathbf{k})=0$ ), we have

$$
\begin{align*}
& \frac{\tilde{D}_{\text {on-shell }}^{(1,0), \overline{\mathrm{MS}}}(\mathbf{k})}{m_{1}}+\frac{\tilde{D}_{\text {on-shell }}^{(0,1), \overline{\mathrm{MS}}}(\mathbf{k})}{m_{2}}=C_{F}^{2} \pi^{2} \alpha_{\mathrm{s}}^{2}(\mathbf{k}) \frac{m_{r}}{m_{1} m_{2}}\left(1+\frac{\alpha_{\mathrm{s}}}{2 \pi}\left(a_{1}-\beta_{0}\right)\right)  \tag{G.31}\\
& \quad-\frac{C_{F} C_{A} \pi^{2} \alpha_{\mathrm{s}}^{2}(\mathbf{k})}{2 m_{r}}\left\{1+\frac{\alpha_{\mathrm{s}}}{\pi}\left(\frac{89}{36} C_{A}-\frac{49}{36} T_{F} n_{f}-C_{F}-\frac{2}{3}\left(C_{A}+2 C_{F}\right) \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right)\right\}
\end{align*}
$$

Note that this is not the result one obtains by just subtracting the $1 / \epsilon$ poles in momentum space (which is what it is usually named $\overline{\mathrm{MS}}$ scheme). This renormalization scheme would complicate the (ultrasoft part of the) bound state calculation for the spectrum. For our purposes, it is more convenient to do the subtraction in position space, and the prescription we have proposed here is particularly useful, because it avoids spurious logarithms of $\mathbf{k}^{2}$. We will refer to it as $\overline{\mathrm{MS}}$ scheme here. In this way we can efficiently carry out the bound state computations in four dimensions.

For completeness of the momentum space representation we quote here the results for the spin-dependent potential, which in momentum space we write as:

$$
\begin{align*}
& \tilde{V}_{S D}^{(2,0)}=\tilde{D}_{\Lambda_{11}}^{(2,0)} \Lambda_{11}(\mathbf{k})  \tag{G.32}\\
& \tilde{V}_{S D}^{(0,2)}=-\tilde{D}_{\Lambda_{22}(0,2)}^{(0,22}(\mathbf{k})  \tag{G.33}\\
& \tilde{V}_{S D}^{(1,1)}=-\tilde{D}_{\Lambda_{12}}^{(1,1)} \Lambda_{12}(\mathbf{k})+\tilde{D}_{\Lambda_{21}}^{(1,1)} \Lambda_{21}(\mathbf{k})+\tilde{D}_{T}^{(1,1)} T(\mathbf{k})+\tilde{D}_{S 1 S 2}^{(1,1)} \mathbf{S}_{\mathbf{1}} \cdot \mathbf{S}_{\mathbf{2}} \tag{G.34}
\end{align*}
$$

where $\Lambda_{i j}(\mathbf{k}) \equiv-i \mathbf{S}_{\mathbf{i}} \cdot \frac{\mathbf{k} \times \mathbf{p}_{j}}{\mathbf{k}^{2}}, T \equiv 4 \frac{\mathbf{S}_{\mathbf{1}} \cdot \mathbf{S}_{\mathbf{2}} \mathbf{k}^{2}-3\left(\mathbf{S}_{\mathbf{1}} \cdot \mathbf{k}\right)\left(\mathbf{S}_{\mathbf{2}} \cdot \mathbf{k}\right)}{\mathbf{k}^{2}}$ and the renormalized potentials read:

$$
\begin{align*}
\tilde{D}_{\Lambda_{11}}^{(2,0), \overline{\mathrm{MS}}}=-2 \pi \alpha_{\mathrm{s}}(\mathbf{k}) C_{F}\left\{c_{S}^{(1)}-\frac{\alpha_{\mathrm{s}}}{2 \pi}\left(C_{A}\left(\frac{5}{18}-\ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right)+\frac{10 T_{F} n_{f}}{9}\right)\right\}  \tag{G.35}\\
\tilde{D}_{\Lambda_{22}}^{(0,2), \overline{\mathrm{MS}}}=\tilde{D}_{\Lambda_{11}}^{(2,0)}((1) \rightarrow(2)),  \tag{G.36}\\
\tilde{D}_{\Lambda_{12}}^{(1,1), \overline{\mathrm{MS}}}=-4 \pi \alpha_{\mathrm{s}}(\mathbf{k}) C_{F}\left\{c_{F}^{(1)}+\frac{\alpha_{\mathrm{s}}}{4 \pi}\left(C_{A}\left(\ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)+\frac{13}{9}\right)-\frac{20 T_{F} n_{f}}{9}\right)\right\},  \tag{G.37}\\
\tilde{D}_{\Lambda_{21}}^{(1,1), \overline{\mathrm{MS}}}=\tilde{D}_{\Lambda_{12}}^{(1,1)}((1) \rightarrow(2)),  \tag{G.38}\\
\tilde{D}_{T}^{(1,1), \overline{\mathrm{MS}}}=\frac{\pi C_{F} \alpha_{\mathrm{s}}(\mathbf{k})}{3}\left\{c_{F}^{(1)} c_{F}^{(2)}+\frac{\alpha_{\mathrm{s}}}{2 \pi}\left(C_{A}\left(\ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)+\frac{13}{18}\right)-\frac{10 T_{F} n_{f}}{9}\right)\right\}  \tag{G.39}\\
\tilde{D}_{S 1 S 2}^{(1,1), \overline{\mathrm{MS}}}=-4\left(C_{F} d_{v v}+d_{s v}\right) \\
+\frac{8 \pi C_{F} \alpha_{\mathrm{s}}(\mathbf{k})}{3}\left\{c_{F}^{(1)} c_{F}^{(2)}+\frac{\alpha_{\mathrm{s}}}{2 \pi}\left(\frac{7}{4} C_{A}\left(\ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)-\frac{4}{9}\right)-\frac{10 T_{F} n_{f}}{9}\right)\right\} . \tag{G.40}
\end{align*}
$$

Finally, the renormalized static potential is known up to three loops and, as defined in Eq. 8.35, reads:
$\tilde{D}^{(0)}(\mathbf{k})=4 \pi C_{f} \alpha_{\mathrm{S}}(\mathbf{k})\left\{1+\frac{\alpha_{\mathrm{s}}(\mathbf{k})}{4 \pi} a_{1}+\left(\frac{\alpha_{\mathrm{s}}(\mathbf{k})}{4 \pi}\right)^{2} a_{2}+\left(\frac{\alpha_{\mathrm{s}}(\mathbf{k})}{4 \pi}\right)^{3}\left(a_{3}-8 \pi^{2} C_{A}^{3} \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right)+\ldots\right\}$,
where (from RG arguments),

$$
\begin{align*}
\alpha_{\mathrm{s}}(\mathbf{k}) & =\alpha_{\mathrm{s}}\left\{1-\frac{\alpha_{\mathrm{s}}}{4 \pi} \beta_{0} \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)-\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{2}\left(\beta_{1}-\beta_{0}^{2} \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right) \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right. \\
& \left.-\left(\frac{\alpha_{\mathrm{s}}}{4 \pi}\right)^{3}\left(\beta_{2}-\frac{5}{2} \beta_{0} \beta_{1} \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)+\beta_{0}^{3} \ln ^{2}\left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)\right) \ln \left(\frac{\mathbf{k}^{2}}{\nu^{2}}\right)+\ldots\right\} . \tag{G.42}
\end{align*}
$$

## Appendix H

## Expectation values

## H. 1 List of expectation values of single potential insertions

Throughout this chapter we display the results for a system bounded by QCD. In order to obtain the equivalent QED results one should exchange $\alpha_{\mathrm{s}} \rightarrow \alpha$ and set $C_{F}=1$. For the computation of the spectrum we have used the following expectation values of the relevant operators:

$$
\begin{align*}
&\langle n l| \mathbf{p}^{4}|n l\rangle=\frac{\left(m_{r} C_{F} \alpha_{\mathrm{S}}\right)^{4}}{n^{4}}\left(\frac{8 n}{2 l+1}-3\right),  \tag{H.1}\\
&\langle n l|\left\{\frac{1}{2 r}, \mathbf{p}^{2}\right\}|n l\rangle=-\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}\left(\frac{1}{n^{4}}-\frac{4}{(2 l+1) n^{3}}\right),  \tag{H.2}\\
&\langle n l|\left\{\frac{\ln \left(r e^{\gamma_{E}}\right)}{2 r}, \mathbf{p}^{2}\right\}|n l\rangle=-\frac{\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{n^{4}(2 l+1)}\left[(2 l+1-4 n) \ln \frac{n a}{2}\right. \\
&\left.+(2 l+1+4 n) S_{1}(n+l)-4 n\left(S_{1}(2 l+1)+S_{1}(2 l)\right)\right]  \tag{H.3}\\
&\langle n l| \frac{1}{r^{3}} \mathbf{L}^{2}|n l\rangle=\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3} \frac{2}{(2 l+1) n^{3}}\left(1-\delta_{l 0}\right),  \tag{H.4}\\
&\langle n l| \frac{\ln \left(r e^{\gamma_{E}}\right)}{r^{3}} \mathbf{L}^{2}|n l\rangle=\frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{n^{3}(2 l+1)}\left(1-\delta_{l 0}\right)\left[\ln \frac{n a}{2}\right. \\
&\left.\langle n l| \delta^{(3)}(\mathbf{r})|n l\rangle+S_{1}(2 l+2)+S_{1}(2 l-1)-\frac{n-l-1 / 2}{n}\right],  \tag{H.5}\\
&\langle n l| \mathrm{reg} \frac{1}{r^{3}}|n l\rangle=\frac{\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{\pi n^{3}} \delta_{l 0},  \tag{H.6}\\
&+\frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{n^{3}}\left[\left(\ln \frac{n a}{2}-S_{1}(n)-\frac{n-1}{2 n}\right) 2 \delta_{l 0}\right. \\
&\left.\langle n l| \frac{1}{r}|n l\rangle\right)=\frac{m_{r} C_{F} \alpha_{\mathrm{s}}}{n^{2}},  \tag{H.7}\\
&\langle n l| \frac{\ln \left(r e^{\gamma_{E}}\right)}{r}|n l\rangle=\frac{m_{r} C_{F} \alpha_{\mathrm{s}}}{n^{2}}\left(\ln \frac{n a}{2}+S_{1}(n+l)\right)  \tag{H.8}\\
&\langle n l| \frac{1}{r^{2}}|n l\rangle=\frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{2}}{n^{3}(2 l+1)} \tag{H.9}
\end{align*}
$$

$$
\begin{align*}
& \langle n l| \frac{\ln \left(r e^{\gamma_{E}}\right)}{r^{2}}|n l\rangle=\frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{2}}{n^{3}(2 l+1)}\left[\ln \frac{n a}{2}-S_{1}(n+l)+S_{1}(2 l+1)+S_{1}(2 l)\right],  \tag{H.11}\\
& \langle n l| \frac{1}{r^{3}}|n l\rangle=\frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{n^{3} l(2 l+1)(l+1)}\left(1-\delta_{l 0}\right),  \tag{H.12}\\
& \langle n l| \frac{\ln \left(r e^{\gamma_{E}}\right)}{r^{3}}|n l\rangle=\frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}\left(1-\delta_{l 0}\right)}{n^{3} l(2 l+1)(l+1)}\left[\ln \frac{n a}{2}\right. \\
& \left.-S_{1}(n+l)+S_{1}(2 l+2)+S_{1}(2 l-1)-\frac{n-l-1 / 2}{n}\right],  \tag{H.13}\\
& \langle n l| \delta^{(3)}(\mathbf{r}) \mathbf{S}^{2}|n l\rangle=s(s+1) \frac{\left(m_{r} C_{F} \alpha_{\mathbf{s}}{ }^{3}\right.}{\pi n^{3}} \delta_{l 0},  \tag{H.14}\\
& \langle n l| \operatorname{reg} \frac{1}{r^{3}} \mathbf{S}^{2}|n l\rangle= \\
& s(s+1) \frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{n^{3}}\left[\left(\ln \frac{n a}{2}-S_{1}(n)-\frac{n-1}{2 n}\right) 2 \delta_{l 0}+\frac{\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1)}\right],  \tag{H.15}\\
& \langle n l| \delta^{(3)}(\mathbf{r}) \mathbf{S}_{\mathbf{1}} \cdot \mathbf{S}_{\mathbf{2}}|n l\rangle=\mathcal{S}_{12} \frac{\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{\pi n^{3}} \delta_{l 0},  \tag{H.16}\\
& \langle n l| \operatorname{reg} \frac{1}{r^{3}} \mathbf{S}_{\mathbf{1}} \cdot \mathbf{S}_{\mathbf{2}}|n l\rangle= \\
& \mathcal{S}_{12} \frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{n^{3}}\left[\left(\ln \frac{n a}{2}-S_{1}(n)-\frac{n-1}{2 n}\right) 2 \delta_{l 0}+\frac{\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1)}\right],  \tag{H.17}\\
& \langle n l| \frac{1}{r^{3}} \mathbf{L} \cdot \mathbf{S}|n l\rangle=X_{L S} \frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{l(l+1)(2 l+1) n^{3}}\left(1-\delta_{l 0}\right),  \tag{H.18}\\
& \langle n l| \frac{1}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{\mathbf{1}}|n l\rangle=X_{L S_{1}} \frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{l(l+1)(2 l+1) n^{3}}\left(1-\delta_{l 0}\right),  \tag{H.19}\\
& \langle n l| \frac{1}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{\mathbf{2}}|n l\rangle=X_{L S_{2}} \frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{l(l+1)(2 l+1) n^{3}}\left(1-\delta_{l 0}\right),  \tag{H.20}\\
& \langle n l| \frac{\ln \left(r e^{\gamma_{E}}\right)}{r^{3}} \mathbf{L} \cdot \mathbf{S}|n l\rangle=X_{L S} \frac{2\left(m_{r} C_{F} \alpha_{s}\right)^{3}\left(1-\delta_{l 0}\right)}{n^{3} l(2 l+1)(l+1)} \\
& \times\left(\ln \frac{n a}{2}-S_{1}(n+l)+S_{1}(2 l+2)+S_{1}(2 l-1)-\frac{n-l-1 / 2}{n}\right),  \tag{H.21}\\
& \langle n l| \frac{\ln \left(r e^{\gamma_{E}}\right)}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{\mathbf{1}}|n l\rangle=X_{L S_{1}} \frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}\left(1-\delta_{l 0}\right)}{n^{3} l(2 l+1)(l+1)} \\
& \times\left(\ln \frac{n a}{2}-S_{1}(n+l)+S_{1}(2 l+2)+S_{1}(2 l-1)-\frac{n-l-1 / 2}{n}\right),  \tag{H.22}\\
& \langle n l| \frac{\ln \left(r e^{\gamma_{E}}\right)}{r^{3}} \mathbf{L} \cdot \mathbf{S}_{\mathbf{2}}|n l\rangle=X_{L S_{2}} \frac{2\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}\left(1-\delta_{l 0}\right)}{n^{3} l(2 l+1)(l+1)} \\
& \times\left(\ln \frac{n a}{2}-S_{1}(n+l)+S_{1}(2 l+2)+S_{1}(2 l-1)-\frac{n-l-1 / 2}{n}\right),  \tag{H.23}\\
& \langle n l| \frac{S_{12}(\mathbf{r})}{r^{3}}|n l\rangle=D_{S} \frac{4\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right)^{3}}{n^{3} l(2 l+1)(l+1)}\left(1-\delta_{l 0}\right),  \tag{H.24}\\
& \langle n l| \frac{S_{12}(\mathbf{r}) \ln \left(r e^{\gamma_{E}}\right)}{r^{3}}|n l\rangle=D_{S} \frac{4\left(m_{r} C_{F} \alpha_{\mathrm{S}}\right)^{3}\left(1-\delta_{l 0}\right)}{n^{3} l(2 l+1)(l+1)} \\
& \times\left(\ln \frac{n a}{2}-S_{1}(n+l)+S_{1}(2 l+2)+S_{1}(2 l-1)-\frac{n-l-1 / 2}{n}\right), \tag{H.25}
\end{align*}
$$

with

$$
\begin{align*}
\mathcal{S}_{12} & \equiv\left\langle\mathbf{S}_{\mathbf{1}} \cdot \mathbf{S}_{2}\right\rangle=\frac{1}{2}\left(s(s+1)-s_{1}\left(s_{1}+1\right)-s_{2}\left(s_{2}+1\right)\right),  \tag{H.26}\\
D_{S} & \equiv \frac{1}{2}\left\langle S_{12}(\mathbf{r})\right\rangle=\frac{2 l(l+1) s(s+1)-3 X_{L S}-6 X_{L S}^{2}}{(2 l-1)(2 l+3)},  \tag{H.27}\\
X_{L S} & \equiv\langle\mathbf{L} \cdot \mathbf{S}\rangle=\frac{1}{2}[j(j+1)-l(l+1)-s(s+1)]  \tag{H.28}\\
X_{L S_{i}} & \equiv\left\langle\mathbf{L} \cdot \mathbf{S}_{\mathbf{i}}\right\rangle=\frac{1}{2}\left[j_{i}\left(j_{i}+1\right)-l(l+1)-s_{i}\left(s_{i}+1\right)\right], \tag{H.29}
\end{align*}
$$

and where $a=1 /\left(m_{r} C_{F} \alpha_{\mathrm{s}}\right), \mathbf{S}=\mathbf{S}_{\mathbf{1}}+\mathbf{S}_{\mathbf{2}}, \mathbf{J}=\mathbf{L}+\mathbf{S}, \mathbf{J}_{\mathbf{i}}=\mathbf{L}+\mathbf{S}_{\mathbf{i}}$. In our notation, the ill-defined quantity $\left(1-\delta_{l 0}\right) / l \rightarrow 0$ when $l \rightarrow 0$.

## H. 2 List of expectation values of double potential insertions

Here we list the expectation values of the double potential insertions relevant for our computation:

$$
\begin{array}{rlrl}
\langle n l| \frac{1}{r} \frac{1}{\left(E_{n}^{C}-\right)^{\prime}} \frac{1}{r}|n l\rangle & =-\frac{m_{r}}{2 n^{2}}, \\
\langle n l| \frac{1}{r} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \frac{1}{r^{2}}|n l\rangle & =-\frac{2 \alpha_{\mathrm{s}} C_{F} m_{r}^{2}}{(2 l+1) n^{3}}, \\
\langle n l| \frac{1}{r} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \frac{1}{r^{3}}|n l\rangle & =-\frac{3 \alpha_{\mathrm{s}}^{2} C_{F}^{2} m_{r}^{3}\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1) n^{3}}, \\
\langle n l| \frac{1}{r} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \delta^{3}(\mathbf{r})|n l\rangle & =-\frac{3 \alpha_{\mathrm{s}}^{2} C_{F}^{2} m_{r}^{3}}{2 \pi n^{3}} \delta_{l 0}, \\
\langle n l| \frac{\ln \left(r e^{\gamma_{E}}\right)}{r} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \frac{1}{r}|n l\rangle & =-\frac{m_{r}}{2 n^{2}}\left(\ln \frac{n a}{2}+S_{1}(n+l)-1\right), \\
\langle n l| \frac{\ln \left(r e^{\gamma_{E}}\right)}{r} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \frac{1}{r^{2}}|n l\rangle & =\frac{2 \alpha_{\mathrm{s}} C_{F} m_{r}^{2}}{(2 l+1) n^{3}}\left[\frac{1}{2}+n\left(\frac{\pi^{2}}{6}-\Sigma_{2}^{(k)}(n, l)-\Sigma_{2}^{(m)}(n, l)\right)\right. \\
& \left.-\ln \frac{n a}{2}-S_{1}(n+l)\right], \\
\langle n l| \frac{\ln \left(r e^{\gamma_{E}}\right)}{r} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \frac{1}{r^{3}}|n l\rangle & =\frac{2 \alpha_{\mathrm{s}}^{2} C_{F}^{2} m_{r}^{3}\left(1-\delta_{l 0}\right)}{l(l+1)(2 l+1) n^{3}}\left[\frac{1}{2}-\frac{3}{2} \ln \frac{n a}{2}-\frac{3}{2} S_{1}(n+l)\right. \\
\left.+\Sigma_{1}^{(m)}(n, l)+l\left(\Sigma_{1}^{(m)}(n, l)+\Sigma_{1}^{(k)}(n, l)\right)+\frac{n \pi^{2}}{6}-n\left(\Sigma_{2}^{(m)}(n, l)+\Sigma_{2}^{(k)}(n, l)\right)\right], \\
(\mathrm{H} . \\
\langle n l| \frac{\ln \left(r e^{\gamma_{E}}\right)}{r} \frac{1}{\left(E_{n}^{C}-h\right)^{\prime}} \delta^{3}(\mathbf{r})|n l\rangle & =  \tag{H.37}\\
\frac{\alpha_{\mathrm{s}}^{2} C_{F}^{2} m_{r}^{3} \delta_{l 0}}{\pi n^{3}}\left[\frac{1}{2}+\frac{n \pi^{2}}{6}-n \Sigma_{2}^{(k)}(n, 0)-\frac{3}{2} \ln \frac{n a}{2}-\frac{3}{2} S_{1}(n)\right] . & (\mathrm{H} .
\end{array}
$$
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[^0]:    ${ }^{1}$ However, confinement has not yet been analytically proven. This is the challenge of the problem "Yang-Mills existence and mass gap". Solving it will earn the fortunate researcher one of the Millennium prizes.

[^1]:    ${ }^{2}$ In fact, the name HBET is sometimes used to refer to HBChPT. We will use them indistinctly throughout this text.

[^2]:    ${ }^{1}$ The determination from ep scattering data, however, has been challenged in Refs. 50,51, and its exclusion would certainly diminish this tension. Further experiments and theoretical analyses of the ep scattering are being carried out in order to clarify this issue. See Refs. $52-56$.

[^3]:    ${ }^{1}$ In NRQED $(\mu p)$, the electron has not been integrated out, therefore Eq. 2.19 is not the $c_{D}^{(\mu)}$ Wilson coefficient of NRQED $(\mu p)$. It is the $c_{D}^{(\mu)}$ that will show up after lowering the muon energy cut-off below the electron mass in pNRQED. Still we choose to present it here as otherwise we would be forced to do an extra intermediate matching computation that is unnecessary to obtain the final result. Since we have integrated out the electron, note also that $\alpha=1 / 137.14 \ldots$ in this equation, i.e. any running associated to the electron is written explicitly in Eq. 2.19 .

[^4]:    ${ }^{2}$ Note that we have renamed $c_{3 / 4}^{p l_{\mu}} \rightarrow c_{3 / 4}$ here and throughout the text for muonic hydrogen. Furthermore, in Ref. 59 $c_{3 / 4} \rightarrow c_{3 / 4, \mathrm{NR}}^{p l_{\mu}}$. We eliminate some indices to lighten the notation.

[^5]:    ${ }^{3}$ In this expression we have computed the loop with the proton being relativistic to follow common practice. Nevertheless, this assumes that one can consider the proton to be point-like at the scales of the proton mass. To stick to an standard EFT approach one should consider the proton to be NR. Then one would obtain

    $$
    \begin{align*}
    c_{3, \text { point-like }}^{p l_{i}} & =Z^{2} \alpha^{2} \frac{m_{p}}{m_{l_{i}}}\left(\ln \frac{m_{l_{i}}^{2}}{\nu^{2}}+\frac{1}{3}\right)  \tag{2.28}\\
    c_{4, \text { point-like }}^{p l_{i}} & =\left(1-\frac{\kappa_{p}^{2}}{4}\right) Z^{2} \alpha^{2} \ln \frac{m_{l_{i}}^{2}}{\nu^{2}} \tag{2.29}
    \end{align*}
    $$

    The difference between both results is of the order of $c_{3 / 4, \mathrm{R}}$, and gets absorbed into this coefficient (which we do not know anyhow). Therefore, the value of $c_{3 / 4}^{p l_{i}}$, will be the same no matter the prescription used. In practice there could be some difference due to truncation, but always of the order of the error of our computation.

[^6]:    ${ }^{1}$ In Ref. 60 this object is named $c_{3, \text { Zemach }}^{p l_{i}}$.

[^7]:    ${ }^{2}$ Note that comparison with Eq. 3.18 gives algebraic relations between the even charge, $\left\langle r^{2 n}\right\rangle$, and Zemach, $\left\langle r^{2 n}\right\rangle_{(2)}$, moments.

[^8]:    ${ }^{3}$ Note that $\left\langle r^{2 k+1}\right\rangle_{(2)} \simeq 2\left\langle r^{2 k+1}\right\rangle$ with the precision of our computation.
    ${ }^{4}$ The agreement with Ref. 80] for $n=7$ is accidental. We have checked that the growth with $n$ is different with respect the chiral prediction.

[^9]:    ${ }^{5}$ In Ref. $59 c_{4, \text { Born }}^{p l_{i}}$ was named $\delta c_{4, Z \text { Zemach }}^{p l_{i}}$, as Eq. 3.72p corresponds to the Zemach expression Ref. 92, the leading order in the NR expansion of the Born term. The point-like contribution diverges irrespectively of doing the computation in a relativistic or NR way (see the discussion in Ref. [59]). Here we only quote the NR expression, which is more natural from the EFT point of view, as it avoids any assumption about the behavior of the theory at the proton mass scale.
    ${ }^{6}$ Remember that, analogously to $c_{3}$, within the EFT framework the contribution from energies of $\mathcal{O}\left(m_{\rho}\right)$ or higher in Eq. 2.27) are encoded in $c_{4, \mathrm{R}}^{p l_{i}} \simeq c_{4, \mathrm{R}}^{p}$.

[^10]:    ${ }^{2}$ Strictly speaking there could still be some $\mathcal{O}(\alpha)$ included in $\kappa_{p}^{\text {had }}$ with the definition we are using, similarly as what happens with the proton radius.

[^11]:    ${ }^{1}$ Equivalently, at the order at which we are woking, one can use the complete EOMs at the appropriate order.

[^12]:    ${ }^{1}$ We also include the $\mathbf{D}^{4} /\left(8 m^{3}\right)$ terms since they will be necessary later on.

[^13]:    ${ }^{2}$ Except for

    $$
    \begin{equation*}
    c_{1}^{g(1)}=\frac{\alpha_{\mathrm{s}}(m)}{90 \pi} T_{F} \tag{8.10}
    \end{equation*}
    $$

[^14]:    ${ }^{3}$ Therefore, in a more mathematical notation: $h \rightarrow \hat{h}, V_{s}(\mathbf{r}, \mathbf{p}) \rightarrow \hat{V}_{s}(\hat{\mathbf{r}}, \hat{\mathbf{p}})$. We will however avoid this notation in order to facilitate the reading.

[^15]:    ${ }^{4}$ Recall that in coordinate space $p^{i}=-i \partial / \partial r^{i}$ and $\left[p^{i},\left[p^{i}, f(r)\right]\right]=-\left(\nabla^{2} f(r)\right)$ for an arbitrary function $f(r)$.

[^16]:    ${ }^{1}$ Fortunately, for our purposes it is enough to use the free EOMs while still keeping $\mathbf{p}^{2} \neq \mathbf{p}^{\prime 2}$ (unlike in the on-shell matching), as we are not interested in performing the full computation of the $1 / m$ potential. However, for completeness we give the contribution of the computed diagrams to the $1 / m$ potential in Eq. (F.8).

[^17]:    ${ }^{2}$ At higher orders in $\alpha_{\text {s }}$ potential loop contributions to $V_{r}$ are possible.

[^18]:    ${ }^{3}$ The first term of this equation corrects a sign error in the first term of Eqs. (48) and (54) in Ref. 43. Note that its spectral decomposition in Eq. (23) of that reference is nevertheless correct.

[^19]:    ${ }^{4}$ Obviously, this is not the kinematic situation we face in the bound state, where $\Delta V \sim \mathbf{p}^{2} / m$.

[^20]:    ${ }^{5}$ In CG it coincides exactly, in FG only after using the EOMs as discussed before.

[^21]:    ${ }^{6}$ For brevity, we avoid writing out the argument, i.e. $g \equiv g(\nu)$ is understood in the following.

[^22]:    ${ }^{7}$ We give here the result in position space. Note however that through the relations in Sec. A. 4 it is straightforward to translate this into momentum space.

[^23]:    ${ }^{8}$ Nevertheless, one should be careful with other observables such as decays. The Wilson coefficients of the corresponding operators will potentially depend on the basis of potentials used.

[^24]:    ${ }^{9}$ See also the discussion in Ref. 154 .

[^25]:    ${ }^{1}$ The term in $c_{D}$ proportional to $T_{F}$ does not appear in the result quoted in Ref. 67 . It is generated by the field redefinition that eliminates the operator $G D^{2} G$ from the NRQCD Lagrangian, see the discussion in Ref. 43 .

[^26]:    ${ }^{1}$ Note that, in contrast to the notation of the coupling $b_{1}$ in Ref. 64, we use the notation $b_{1 F}=2 b_{1}$.

