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Abstract
Using a deterministic backoff after successful transmissions as a distributed
contention mechanism for access to the channel can draw benefits from
scheduled operation, like the elimination of simultaneous transmissions,
and Quality of Service (QoS). Carrier Sense Multiple Access with En-
hanced Collision Avoidance (CSMA/ECA) is a compatible protocol that
implements such technique, outperforming the current Medium Access
Control (MAC) protocol in WiFi. This work describes several exten-
sions to CSMA/ECA that allows it to support many more contenders
in a collision-free schedule in very diverse scenarios, while evenly dis-
tributing the available throughput among users. Further, it introduces
CSMA/ECA with multiple queues for providing traffic differentiation.
Lastly, it presents progressive evolutions of an off-the-shelf hardware im-
plementation of CSMA/ECA using open source tools.

Resum
L’ús d’un backoff determinista després de transmissions exitoses com a
mecanisme de contenció distribuı̈t per l’accés al canal pot extreure be-
neficis de l’operació planificada, com l’eliminació de les transmissions
simultànies, i Qualitat de Servei (QoS). Carrier Sense Multiple Access
with Enhanced Collision Avoidance (CSMA/ECA) és un protocol com-
patible que implementa aquesta tècnica, superant l’actual protocol Me-
dium Access Control (MAC) en Wi-Fi. Aquest treball descriu diverses
extensions de CSMA/CA que li permet suportar molts més contendents
sense col·lisions en molt diversos escenaris, mentre distribueix equitati-
vament el throughput entre els usuaris. A més, s’introdueix CSMA / ECA
amb múltiples cues per proporcionar diferenciació de trànsit. Finalment,
es presenten evolucions progressives d’una implementació de maquinari
off-the-shelf de CSMA / ECA utilitzant eines de codi obert.

vii



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page viii — #8



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page ix — #9

Contents

Index of Figures xv

Index of Tables xvii

1 INTRODUCTION 1

2 RELATED WORK 9
2.1 Distributed channel access through contention . . . . . . 9
2.2 Fine tuning contention parameters . . . . . . . . . . . . 12

2.2.1 Enhanced Distributed Channel Access . . . . . . 12
2.2.2 EDCA enhanced . . . . . . . . . . . . . . . . . 15

2.3 Avoiding collisions . . . . . . . . . . . . . . . . . . . . 18
2.3.1 Zero Collision MAC . . . . . . . . . . . . . . . 18
2.3.2 Learning-MAC . . . . . . . . . . . . . . . . . . 19

2.4 The issues with ubiquity . . . . . . . . . . . . . . . . . 20
2.4.1 Very crowded scenarios . . . . . . . . . . . . . 21
2.4.2 Carrier sensing thresholds . . . . . . . . . . . . 21

3 PART I: CARRIER SENSE MULTIPLE ACCESS WITH
ENHANCED COLLISION AVOIDANCE 27
3.1 Supporting many more contenders . . . . . . . . . . . . 30

3.1.1 The effects of aggregation . . . . . . . . . . . . 34
3.1.2 Throughput bounds of CSMA/ECAHys+FS . . . . 36
3.1.3 Clock drift issue in descentralized collision-free

MAC protocols . . . . . . . . . . . . . . . . . . 38

ix



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page x — #10

3.1.4 Channel errors . . . . . . . . . . . . . . . . . . 39
3.1.5 Hidden terminals . . . . . . . . . . . . . . . . . 39
3.1.6 Schedule Reset mechanism . . . . . . . . . . . . 40
3.1.7 Backwards compatibilty and coexistence . . . . 44

3.2 Simulation setup description . . . . . . . . . . . . . . . 44
3.2.1 Scenario details . . . . . . . . . . . . . . . . . . 44
3.2.2 Saturated and Non-saturated stations . . . . . . . 45
3.2.3 Performance under clock drift . . . . . . . . . . 46
3.2.4 Channel errors . . . . . . . . . . . . . . . . . . 46
3.2.5 Coexistence with CSMA/CA . . . . . . . . . . . 47
3.2.6 Applying Schedule Reset . . . . . . . . . . . . . 47

3.3 Simulation results . . . . . . . . . . . . . . . . . . . . . 47
3.3.1 Saturated nodes . . . . . . . . . . . . . . . . . . 47
3.3.2 Non-saturated nodes . . . . . . . . . . . . . . . 50

4 PART II: COEXISTENCE AND OVERLAPPING BASIC
SERVICE SETS 53
4.1 Getting along with the old . . . . . . . . . . . . . . . . 53
4.2 Channel errors and Schedule Reset . . . . . . . . . . . . 55
4.3 Very crowded environments . . . . . . . . . . . . . . . 57
4.4 Leveraging NS-3 to simulate reality . . . . . . . . . . . 60

4.4.1 Single AP . . . . . . . . . . . . . . . . . . . . . 61
4.4.2 OBSS simulation results . . . . . . . . . . . . . 62
4.4.3 Scenario HEW: residential building . . . . . . . 66
4.4.4 Softening the conditions using different channels 69

5 TRAFFIC DIFFERENTIATION USING CSMA/ECA 75
5.1 CSMA/ECAQoS . . . . . . . . . . . . . . . . . . . . . . 75
5.2 Collisions and Virtual Collisions-free operation using Smart

Backoff . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3 Simulation setup description . . . . . . . . . . . . . . . 79

5.3.1 Updated traffic sources . . . . . . . . . . . . . . 80
5.3.2 Channel errors . . . . . . . . . . . . . . . . . . 83

5.4 Simulation results . . . . . . . . . . . . . . . . . . . . . 84

x



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page xi — #11

5.4.1 CSMA/ECAQoS+FS . . . . . . . . . . . . . . . . 84
5.4.2 EDCA comparison and coexistence . . . . . . . 87
5.4.3 CSMA/ECAQoS+TXOP . . . . . . . . . . . . . . . 94
5.4.4 Discussion . . . . . . . . . . . . . . . . . . . . 97

6 FROM CONCEPTS TO WORKING PROTOCOLS 99
6.1 Departing from DCF . . . . . . . . . . . . . . . . . . . 100
6.2 Scheduling transmissions very precisely with Collision-

Free MAC (CF-MAC) . . . . . . . . . . . . . . . . . . 102
6.2.1 Implications of using the Txnow instruction . . . 105
6.2.2 Checking the precision . . . . . . . . . . . . . . 106

6.3 Implementing CSMA/ECAHys and Schedule Reset in real
hardware . . . . . . . . . . . . . . . . . . . . . . . . . 112

7 CONCLUSIONS 117

xi



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page xii — #12



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page xiii — #13

List of Figures

2.1 Graphic representation of an Overlapping Basic Service
Set (OBSS) . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2 Scenario HEW: a typical dense residential building . . . 25

3.1 An example of the temporal evolution of CSMA/ECA in
saturation . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.2 CSMA/ECA example in saturation: throughput . . . . . 30
3.3 An example of the temporal evolution of CSMA/ECAHys+FS

in saturation . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Throughput comparison with CSMA/CAMaxAg . . . . . . 35
3.5 Upper and Lower throughput bounds for CSMA/ECAHys+FS 38
3.6 Example of the Schedule Reset mechanism . . . . . . . 41
3.7 Simulation results under saturated traffic . . . . . . . . . 48
3.8 Simulation results under non-saturated traffic . . . . . . 50
3.9 Average fraction of blocked packets . . . . . . . . . . . 52

4.1 Coexistence results . . . . . . . . . . . . . . . . . . . . 54
4.2 Performance results with Schedule Reset . . . . . . . . . 56
4.3 Scenario A example . . . . . . . . . . . . . . . . . . . . 58
4.4 Single AP performance using NS-3 . . . . . . . . . . . . 62
4.5 Control Scenario A, and Scenario A . . . . . . . . . . . 63
4.6 Throughput per station for the control Scenario A . . . . 64
4.7 Throughput per station for Scenario A . . . . . . . . . . 64
4.8 Scenario B detailed simulation results . . . . . . . . . . 66
4.9 Overall results for Scenario B . . . . . . . . . . . . . . . 66

xiii



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page xiv — #14

4.10 Aggregate results for the Scenario HEW simulations . . 67
4.11 Overall metrics for Scenario HEW . . . . . . . . . . . . 68
4.12 Comparison among different CSMA/ECAHyst+SR configu-

rations . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.13 Non-overlapping WiFi channel allocations for a Scenario

HEW test, C = 8 channels . . . . . . . . . . . . . . . . 69
4.14 Non-overlapping WiFi channel allocations for a Scenario

HEW test, C = 20 channels . . . . . . . . . . . . . . . 69
4.15 Scenario HEW with efficient channel allocation results,

C = 8 channels . . . . . . . . . . . . . . . . . . . . . . 70
4.16 Scenario HEW with efficient channel allocation results,

C = 20 channels . . . . . . . . . . . . . . . . . . . . . 71
4.17 Scenario HEW with random channel allocation results,

C = 20 channels . . . . . . . . . . . . . . . . . . . . . 72

5.1 Example temporal evolution of CSMA/ECA with two ACs
using AIFS resulting in a virtual collision . . . . . . . . 76

5.2 An example of the temporal evolution of CSMA/ECAQoS

in saturation . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3 Combined results for CSMA/ECAQoS+FS . . . . . . . . . 85
5.4 Different Schedule Reset configurations . . . . . . . . . 86
5.5 Average throughput and Failed transmissions for different

levels of pe in non-saturation. . . . . . . . . . . . . . . . 87
5.6 Average aggregate Throughput and Collisions for a) EDCA,

and b) CSMA/ECAQoS+FS in saturation . . . . . . . . . . 88
5.7 Fraction of slots during a saturated simulation with a grow-

ing number of contenders . . . . . . . . . . . . . . . . . 89
5.8 Comparison among protocols per AC in the non-saturation

scenario . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.9 Comparison among protocols per AC in the Mixed Sce-

nario in non-saturation . . . . . . . . . . . . . . . . . . 92
5.10 Comparison using saturated and non-saturated sources:

EDCA, CSMA/ECAQoS+TXOP, and CSMA/ECAQoS+FS . . 93

xiv



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page xv — #15

5.11 Comparison using CSMA/ECAQoS+TXOP in the Mixed Sce-
nario in non-saturation . . . . . . . . . . . . . . . . . . 95

5.12 Comparison between using TXOP and Fair Share with
CSMA/ECAQoS . . . . . . . . . . . . . . . . . . . . . . 96

6.1 Initial testing scenario setup . . . . . . . . . . . . . . . 100
6.2 a) CSMA/CA and b) CSMA/ECA transmission turns be-

tween STA1 and STA2 . . . . . . . . . . . . . . . . . . 101
6.3 CF-MAC testbed . . . . . . . . . . . . . . . . . . . . . 106
6.4 Throughput for different data rates using CF-MAC . . . 108
6.5 Min/Max throughput ratio using CF-MAC . . . . . . . . 109
6.6 Inter-arrival Times (normalized to the average of CF-MAC)110
6.7 Fraction of losses of CF-MAC . . . . . . . . . . . . . . 111
6.8 Implementation results . . . . . . . . . . . . . . . . . . 114

xv



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page xvi — #16



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page xvii — #17

List of Tables

2.1 AC relative priorities and mapping from 802.1D user pri-
orities . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2 Deafult EDCA parameters . . . . . . . . . . . . . . . . 14

3.1 CSMA/ECA Notation . . . . . . . . . . . . . . . . . . . 32
3.2 PHY and MAC parameters for the simulations . . . . . . 45

4.1 PHY, MAC, CCA, and ED parameters used in the simu-
lations . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.1 CSMA/ECAQoS contention parameters . . . . . . . . . . 76
5.2 PHY and MAC parameters for CSMA/ECAQoS simulations 81
5.3 Traffic sources detail . . . . . . . . . . . . . . . . . . . 82

6.1 PHY and MAC parameters for the CF-MAC testbed . . . 107
6.2 PHY, MAC and other parameters for the CSMA/ECAHys

implementation . . . . . . . . . . . . . . . . . . . . . . 113

xvii



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page xviii — #18



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page 1 — #19

Chapter 1

INTRODUCTION

Wireless Local Area Networks (WLANs and/or WiFi) are almost ubiqui-
tous. Many things can be said about the reasons of its popularity, but few
arguments can undermine the incredible impact standardisation has had
on its success.

The evolution of the WiFi standard, commonly referred to as the IEEE
802.11 set of protocols, responds to numerous requirements. Some are
needed to ensure backwards compatibility, like employing the same, com-
pletely decentralised channel access mechanism. Others are feature de-
mands from applications, like increased throughput, or traffic differentia-
tion for time sensitive flows (e.g., video streaming). Furthermore, given
its widespread adoption and increasing popularity, crowded WLANs are
now much more common. Therefore, the ability to handle many clients
in crowded scenarios is expected to be a key feature of future WiFi.

IEEE 802.11 defines modulation/coding schemes, time spacing be-
tween transmissions, channel frequency and bandwidth, frame format,
channel access, backwards compatibility, and many more details needed
to effectively function as a WLAN. The last approved amendment to the
Physical (PHY) and Medium Access Control (MAC) protocols, called
IEEE 802.11ac operates exclusively at the 5 GHz band. It proposes higher
modulation and coding schemes, frame aggregation, better spectrum effi-
ciency, and wider WiFi channels to achieve linear increases in throughput.
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Furthermore, 802.11ac inherits some of the technologies introduced in the
previous amendment, 802.11n, like Quality of Service (QoS) mechanisms
for prioritising access using queues or Access Categories (AC).

The first wave of 802.11ac products was released in early 2013, and
by the end of 2014 an IEEE Task Group (TG) was formed to draft a
next amendment to the WiFi standard, called 802.11ax [32]. Dubbed
Higher Efficiency WLAN (HEW), this new version of the standard in-
troduces transmission techniques to increase the spectrum efficiency, like
uplink/downlink transmission to multiple clients at the same time using
Orthogonal Frequency-Division Multiple Access (OFDMA), and mul-
tiple antenna data transmissions techniques, and dynamic adjustments
of the Clear Channel Assessment (CCA) detection thresholds to min-
imise the effects of interfering networks. HEW also aims at incorporating
some of 802.11ac features into the 2.4 GHz band, like higher modula-
tion/coding schemes. These new technologies propose improvements in
real world performance as experienced by the user, targeting the chal-
lenges of crowded WLAN scenarios [20].

Moving at a faster pace, the research community has noticed that de-
spite all the proposed enhancements, every standard amendment keeps in-
heriting the same Distributed Coordination Function (DCF) to orchestrate
transmissions, mostly for backwards compatibility reasons. DCF uses
a Binary Exponential Backoff (BEB) algorithm to randomise a client’s
transmission attempt, and is part of the Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) protocol defined by IEEE 802.11.
Although praised for its simplicity, adaptability to different scenarios and
widespread adoption, DCF is not capable of completely avoiding collision
events, which significantly degrade performance.

Recent analysis for 802.11ac shows how the throughput decreases as
the number of active clients in the WLAN grows [16]. The impact of
collisions is specially relevant in WiFi scenarios with a large number of
clients, where a significant percentage of the channel time is wasted as
a consequence. This, not just negatively affects performance, but also
misuses the available spectrum, undermining the potential of the afore-
mentioned technologies incorporated into the amendment.

2
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Collisions are mostly a consequence of the random channel access or-
chestrated at the MAC layer by DCF. It instructs clients willing to transmit
to pick a random backoff counter between zero and a Contention Window
(CW) minus one i.e., [0,CW − 1]. Consequently, each node decrements
its own backoff counter by one if the channel is observed free for a pre-
defined period of time. Once the backoff expires (reaches zero) the client
will attempt transmission. A transmission is considered successful upon
the reception of an Acknowledgement (Ack) frame from the receiver. If
so, the current CW is reset to its minimum value, CWmin. If no Ack is
received a collision is assumed. A retransmission is scheduled after dou-
bling the current CW and drawing a new random backoff. Doubling the
CW is part of the BEB algorithm, and it effectively reduces the collision
probability of the retransmission attempt by decreasing the likelihood of
two or more clients drawing the same random backoff counter.

It might be evident that granting access to the channel using a random
backoff produces collision events. This is because there is nothing pre-
venting two or more clients from drawing the same random backoff and
attempting a transmission at the same time. Furthermore, as the CW is re-
set after a successful transmission, a successful client’s next transmission
attempt is more likely to suffer a collision.

Despite the many enhancements, WiFi still employs a random back-
off to orchestrate channel access. This caps the maximum performance
of the network by wasting network resources recovering from collisions,
contributing to the MAC bottleneck issue [51].

Motivated by the growing use of time sensitive applications, a polling-
based channel access mechanism was integrated into the 802.11 standard.
This extension to DCF is called the Point Coordination Function (PCF).
PCF uses the Access Point (AP) as a centralised coordinator to poll clients
for transmissions using a Round-Robin scheduler. Although contention-
free, PCF has not gotten widespread adoption nor is it available on most
of the current hardware.

Among many proposals to enhance or replace the MAC protocol,
some show that by obtaining additional information from the network,
like the number of active clients (or contenders) the CW values can be dy-

3
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namically adjusted, so the collision probability can be kept low [12, 45].
These approaches yield encouraging results, nevertheless the performance
evaluation under varying traffic conditions provides only an approxima-
tion to the average number of contenders, yielding sub-optimal results.
Furthermore, other means of obtaining the current number of contenders
may introduce a centralised entity to an otherwise completely decen-
tralised channel access protocol [8].

Other more disruptive proposals aim at using OFDMA to translate the
backoff procedure to the frequency domain [66]. Nevertheless, because
the choice of OFDM subcarriers is made using a random backoff, like in
DCF there is still the possibility of collisions. Furthermore, as OFDMA
is only supported by recent standard amendments, backwards compati-
bility is compromised. Transitioning to a Time Division Multiple Access
(TDMA)-like schedule by using a deterministic (instead of random) back-
off value after successful transmissions promises collision-free operation
without requiring a centralised entity, or compromising backwards com-
patibility [7, 19, 29, 42]. The idea is based on the fact that every client
successfully transmits at a different moment in time. In a network with
N clients in contention for the channel, a consecutive collision-free trans-
mission can be achieved if all successful transmitters pick the same back-
off value. A collision-free schedule is then achieved when no collisions
are observed between the clients’ transmissions.

Learning-BEB or Carrier Sense Multiple Access with Enhanced Col-
lision Avoidance (CSMA/ECA) [7] is a fully decentralised and collision-
free MAC for WLANs. It differs from CSMA/CA in that it uses a de-
terministic backoff, Bd = dCWmin/2e − 1 after successful transmis-
sions, where CWmin is the minimum contention window of typical value
CWmin = 16. By doing so, contenders that successfully transmitted on
schedule n, will transmit without colliding with other successful nodes in
future cycles. Even-though it does not require knowledge of the current
number of contenders (N ), when N > Bd collisions reappear and the
throughput approximates to CSMA/CA’s.

ZeroCollision MAC (ZCMAC) [42] builds collision-free schedules
by instructing clients to reserve a transmission slot from a predefined

4
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virtual schedule of M transmission-slots in length. Learning-MAC (L-
MAC) [19] defines a learning parameter that determines whether or not to
repeat the choice of backoff counter, only based on results from previous
transmission attempts. Both ZCMAC and L-MAC require the construc-
tion of a virtual schedule, which optimal length is equal to the number
of active clients in the WLAN. If said virtual schedule is shorter than the
number of active clients, collisions reappear. Conversely, an overestima-
tion will increase the time between successful transmissions of a client.
Nevertheless, obtaining the exact number of contenders might not be pos-
sible on a per-schedule basis. Consequently, an adaptive schedule length
mechanism is proposed [19].

Without requiring information about the number of contenders, [29]
proposes a mechanism for adjusting the value of the deterministic back-
off, and therefore changing the length of the collision-free schedule. Nev-
ertheless, because the decision making is not based on exactly what the
client observes from the channel, a schedule reduction may actually intro-
duce new collisions (the same happens to adaptive ZCMAC and L-MAC).
Moreover, in situations when clients have different schedule lengths, the
available throughput would not be evenly distributed among all the clients
(some clients having larger schedules than others), compromising what is
known to be WiFi’s throughput fairness.

Despite the limitations of the aforementioned proposals, all of them
provide better performance than DCF on specific simulation scenarios.
Nevertheless, incorporation into the standard is not easy task, requiring
many years for its validation. On top of this, experimental evaluation us-
ing real hardware prototypes may be challenging, mainly because imple-
mentations require expensive hardware and/or use complicated software
tools that lack appropriate MAC layer abstractions. Furthermore, despite
being equipped with a microprocessor capable of executing the set of in-
structions that drive the MAC operation, WiFi cards manufacturers close-
sourced the implementation code, preventing the experimental evaluation
of new MAC protocols, and consequently slowing down innovation [14].

This work introduces extensions to Carrier Sense Multiple Access
with Enhanced Collision Avoidance (CSMA/ECA) [7] that allows it to

5
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built and adapt collision-free schedules with many clients. A combination
of schedule length adaptation and a frame aggregation technique ensures
an even distribution of the available throughput among nodes, for single
queue and QoS scenarios with multiple CSMA/ECA queues. Further-
more, this work provides the first experimental results from a CSMA/ECA
implementation on commercial hardware using open-source tools on a
real testbed.

Objectives
The main objective of this thesis is to propose a set of mechanisms that
will allow CSMA/ECA to handle many contenders in a collision-free
schedule. In order to achieve this goal the following summarises the sec-
ondary objectives:

• Provide a clear overview of collision-free channel access protocols
in WLANs.

• Propose a mechanism to allow the construction of throughput-fair
collision-free schedules in a completely decentralised manner using
CSMA/ECA.

• Propose and evaluate a mechanism for adapting the schedule length
in CSMA/ECA.

• Evaluate the effects of different traffic sources, channel errors, and
crowded scenarios over CSMA/ECA with simulations.

• Provide collision-free traffic differentiation using multiple CSMA/ECA
queues.

• Prototype and evaluate CSMA/ECA experimentally using commer-
cial hardware.

• Serve as a base for supporting context-specific wireless MAC pro-
tocols for WLANs.

6
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Contributions

The contributions of this work cover different aspects. First, our proposal
uses the same contention parameters as the current standard implementa-
tion, so it is backwards compatible. Furthermore, CSMA/ECA does not
require a centralised entity in order to achieve collision-free schedules or
outperform DCF, specially in crowded WLANs.

Second, the mechanism that allows CSMA/ECA to adapt the schedule
length does not create additional collisions. Moreover, as the required
information is easily available to each client, it can be easily incorporated
on to other similar protocols, like [29].

Thirdly, experimental results from a commercial hardware implemen-
tation using open-source tools show that CSMA/ECA outperforms the
current MAC standard, specially in crowded scenarios. But more im-
portantly, it suggests that taylor-made MAC protocols may tackle spe-
cific problems derived from a dynamic network context, like changing
application-level requirements. In the end, it is argued that the ability
to dynamically change the MAC protocol can solve many compatibility
issues, make a more efficient use of the network resources, and provide
enhanced QoS mechanisms on future WLANs [14].

The following summarises the contributions of this thesis:

• Introduces Hysteresis and FairShare for the first time. Establishing
throughput fairness for even a large number of contenders.

• Shows first simulation results of CSMA/ECA with Hysteresis and
FairShare (CSMA/ECAHys+FS), under scenarios with different packet
error rate and traffic conditions.

• Introduces the Schedule Reset mechanism for reducing the periods
between successful transmissions during collision-free operation.

• Performs an evaluation of CSMA/ECAHys+FS with multiple EDCA-
like queues (called CSMA/ECAQoS) and introduces a mechanism to
eliminate virtual collisions.

7
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• Experimental evaluation of the first implementation on commercial
hardware of CSMA/ECA (with Hysteresis and the Schedule Reset
mechanism, too).

Beyond the encouraging results derived from this work, CSMA/ECA
with all of its extensions could be challenged by overlooked scenarios,
or may not satisfy requirements from specific applications. As mentioned
in [14], one protocol can hardly fit all uses. With this in mind, it is thought
the future of MAC protocol development is likely to be software-based.
WNICs manufacturers as well as other incumbents in the industry should
envision solutions in the form of platforms, where research can be made
and tested. Innovation in turn would come from the set of tools provided
to the MAC Protocol Designer to develop better solutions. Even-though
this work covers a single MAC protocol proposal (as well as several ex-
tensions to it), it also dwells into the process of commercial hardware
implementation using open source tools. Suggesting that solving WiFi’s
MAC issues related to compatibility, scalability and QoS, among others,
is possible, but only if all entities involved in the process are up for cus-
tomisation.

8
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Chapter 2

RELATED WORK

2.1 Distributed channel access through contention
Time in WLANs is divided into tiny empty slots of fixed length σe, col-
lisions, and successful slots of length σc and σs, respectively. Collision
and successful slots contain collisions or successful transmissions, mak-
ing them several orders of magnitude larger than empty slots (σe �
min(σs, σc)). One of the effects of collisions is the degradation of the
network performance by wasting channel time on collisions slots.

Recent advances in the WLANs Physical layer (PHY) [28, 51] push
the research community towards the development of MAC protocols able
to take advantage of a much faster PHY. By reducing the time spent in
collisions nodes are able to transmit more often, which in turn translates
to an increase in the network throughput. Further, the upcoming MAC
protocols for WLANs should lean towards a fully decentralised approach
in order to avoid injecting extra control traffic that may reduce the data
throughput.

The current MAC protocol for WiFi implements CSMA/CA. It does
so through DCF, deferring each user’s transmission for a random back-
off period when the channel is sensed idle and then for a fixed period
of DIFS1 before immediately accessing the channel. When a packet ar-

1The DCF Inter-Frame Space (DIFS) is defined in [3]. It is equal to 34µs for 802.11
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rives at the MAC queue, a contender generates a random backoff, B ←
U [0,CWmin − 1]. After listening to the channel for a duration of SIFS2,
each empty slot decrements B by one. Once the counter expires (B = 0)
the user listens the channel for an additional DIFS period, if detected free
the transmissions is performed. Otherwise, the contender keeps listening
to the channel until it is detected free for a period of DIFS.

A transmitter expects a confirmation from the receiver in the form
of Acknowledgement (ACK) frames. If an ACK is received for a given
transmission, it is considered a success. Consequently, the node resets its
Current Contention Window, CWcurr ← CWmin, before drawing another
random backoff counter3. On the other hand, the absence of an ACK
is treated as a collision. The node proceeds to double its current con-
tention window incrementing its backoff stage k ∈ [0, · · · ,m] by one,
CWcurr ← min(2kCWmin,CWmax), before drawing a random backoff
B ← U [0,CWcurr − 1] for the retransmission attempt. This process is
illustrated in Algorithm 1, where the node starts by setting the retrans-
missions counter and backoff stage to zero (r ∈ [0, R] and k ∈ [0,m]
respectively, with m the maximum backoff stage, and R = m + 1 the
retransmission limit. The typical value for m is 5). Lines 10 and 13 high-
light the handling of a collision.

n/ac/ax in the 5GHz band.
2The Short Inter-Frame Space (SIFS) [3] is equal to 16µs for 802.11 n/ac/ax in the

5GHz band.
3If the node has other packets to transmit in its MAC queue.
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1 while the device is on do
2 r ← 0; k ← 0;
3 B ← U [0, 2kCWmin − 1];
4 while there is a packet to transmit do
5 repeat
6 while B > 0 do
7 wait 1 slot;
8 B ← B − 1;

9 Attempt transmission of 1 packet;
10 if collision then
11 r ← r + 1;
12 k ← min(k + 1,m);
13 B ← U [0, 2kCWmin − 1];

14 until (r = R) or (success);
15 r ← 0;
16 k ← 0;
17 if success then
18 B ← U [0, 2kCWmin − 1];
19 else
20 Discard packet;
21 B ← U [0, 2kCWmin − 1];

22 Wait until there is a packet to transmit;

Algorithm 1: CSMA/CA. r indicates the number of retransmission attempts,
while R is the maximum retransmission attempts limit. When R retransmis-
sions are reached, the packet waiting for transmission is dropped.

Collisions keep degrading the overall throughput of a WLAN as the
number of contenders increases [16]. This is mainly due to channel time
wasted in the failed transmission. The RTS/CTS message exchange be-
tween transmitter/received was originally intended to solve the hidden
node problem in WLANs [50]. However, it also provides advantages for
a large number of contenders as it reduces the collision duration, which
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compensates for the RTS/CTS overhead. Initially, a transmitter enters in
contention in order to send a short Request to Send (RTS) message to the
receiver. Consequently, the receiver performs contention to respond with
a Clear to Send (CTS) message (which is received by all contenders), allo-
cating the channel to the transmitter. Upon reception of the CTS message,
the transmitter is granted contention free access to the channel. Collisions
using the RTS/CTS mechanism are shorter that using Basic Access (BA)
(in which collisions are normally assumed to occupy as much channel
time as a successful transmission), given the short size of RTS and CTS
packets.

2.2 Fine tuning contention parameters

WiFi’s increasing adoption coupled with the envisioned multi-media, real-
time, and bandwidth-hungry future use cases push the need for mech-
anisms to prioritise traffic in order to ensure Quality of Service (QoS)
in dense scenarios with many nodes [9, 32]; i.e., to provide advanta-
geous conditions for throughput or delay sensitive applications like video
calls, streaming, or gaming. The Enhanced Distributed Channel Access
(EDCA) (specified in IEEE 802.11e protocol [2]), builds over DCF for
providing this kind of traffic differentiation.

2.2.1 Enhanced Distributed Channel Access

EDCA proposes up to four queues or Access Categories (ACs), each one
working as an instance of the DCF with different contention parameters
that allow a statistical prioritisation among them [50]. Traffic types, de-
clared by the IEEE 802.1D standard [1] are then mapped to the four ACs
in EDCA (MAC bridging). The mapping is shown in Table 2.1. Es-
sentially, at the Medium Access Control (MAC) layer EDCA allows the
higher priority ACs to access the channel more often.

It provides traffic differentiation by defining three parameters for each
of the four ACs. First, by adjusting the Transmission Opportunity (TXOP)

12
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an AC may transmit several packets without repeating the contention for
the channel, thus achieving greater throughput than other ACs. The other
two parameters are related to the contention process, namely the Con-
tention Window (CWmin and CWmax, for minimum and maximum respec-
tively) and the Arbitration Inter-Frame Spacing (AIFS). The contention
windows limit the random backoff period, while the AIFS defines the
fixed waiting period when the channel is idle. ACs with low contention
windows and short AIFS will access the channel quicker, that is, have
higher priority.

Every backlogged AC joins the contention for the channel by drawing
a random backoff, B[AC] ← U [0,CWmin[AC] − 1]; where CWmin[AC]
is the minimum contention window for said AC. Each AC waits for a
fixed AIFS[AC] = SIFS + σe(AIFSN[AC]− 1) period of inactivity in the
channel and then starts decrementing its random backoff. Each passing
empty slot decrements B[AC] in one. When the backoff counter expires
(B[AC] = 0), the AC will attempt transmission. A successful transmis-
sion is declared upon the reception of an Acknowledgement (ACK) frame
from the receiver, a collision is assumed otherwise.

EDCA instructs the successful AC to reset its current contention win-
dow (CWcurr[AC]) to CWmin[AC], while failed transmissions force a re-
transmission attempt after doubling the current contention window, that
is, CWcurr[AC]← min(2∗CWcurr[AC],CWmax[AC]). Table 2.2 shows the
default CW, AIFSN and TXOP values specified for EDCA.

As it can be observed in Table 2.2, ACs BK and BE may only send
one MAC Service Data Unit (MSDU) upon each attempt. Whereas VI
and VO can allocate the channel for longer periods. The TXOP parame-
ter offers resource fairness rather than throughput fairness, that is, all ACs
of the same category will receive close to the same average channel time
regardless of its data rate. Furthermore, because the CW and AIFSN val-
ues for VI and VO are smaller than the others, on average these ACs will
access the channel quicker; thus providing priority in the contention.

While being effective in providing traffic differentiation and priority,
in principle EDCA is unable to eliminate collisions. For instance, two
ACs from different contenders may draw the same random backoff and
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consequently attempt transmission in the same time slot, causing a colli-
sion. Furthermore, if two or more ACs within a node experience a backoff
expiration at the same instant, a Virtual Collision (VC) will occur. VC are
resolved by granting the channel to the highest priority AC, while dou-
bling the CWcurr[AC] for the lower priority ACs; just as it is done in the
event of a real collision.

Table 2.1: AC relative priorities and mapping from 802.1D user priorities

Priority 802.1D User priority AC Designation

Lowest
1

BK Background
2
0

BE Best Effort
3
4

VI Video
5

Highest
6

VO Voice
7

Table 2.2: Deafult EDCA parameters

AC CWmin CWmax m AIFSN TXOP limit
BK 32 1024 5 8 0 (only one MSDU)
BE 32 1024 5 4 0 (only one MSDU)
VI 16 32 1 3 3.008 ms
VO 8 16 1 3 1.504 ms

Legacy 16 1024 5 3 0 (only one MSDU)

It follows directly from above that collisions waste channel time and
thus contribute to the throughput degradation in WLANs. Moreover, the
probability of collision increases as more contenders join the network,
each one having four ACs attempting to gain access to the channel.
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2.2.2 EDCA enhanced

Because ACs in EDCA perform contention independently of the others,
each AC mimics a DCF station. This explains why the collision proba-
bility in EDCA is higher than in DCF networks with the same number of
saturated nodes. Furthermore, the contention parameters in EDCA work
better in scenarios with low number of contenders, but often cause star-
vation of low priority ACs in crowded scenarios (see [43]).

Great efforts have been directed towards parameter adjustments in
EDCA, mostly to ensure QoS for high priority ACs while maintaining
low delay and losses [33, 48, 69]. For example, by dynamically adjust-
ing the AIFS for each AC it is possible to maintain traffic differentiation
while avoiding the starvation of low priority ACs. This is especially rele-
vant in WLANs where all ACs are required to have effective throughput,
like in [69]. Further, by randomising the AIFS values it is possible to
increase the channel utilisation in EDCA [48].

MAC parameter adjustment algorithms work as functions that select
future values for contention or transmission parameters in each AC. Most
consider changing the contention windows, mainly because these were
the only contention parameters in DCF. Nevertheless, adjustment of AIFS,
and/or TXOP are also possible. These can be classified as [15]:

• Static or Adaptive: static algorithms define contention parameters
for all ACs, which remain unchanged throughout the operation. An
adaptive algorithm selects the best contention parameters for each
AC depending on the detected flows. They also react to network
congestion variations.

• Measurement or Model based: measurement-based algorithms di-
vide time in periods, say ∆t. By observing different metrics, e.g.:
AC queue size, or collision rate during ∆t seconds, the algorithm
estimates better MAC parameters to increase QoS in high priority
ACs. On the other hand, model-based algorithms update MAC pa-
rameters every time a new flow is observed. These approaches can
be combined, for instance, using Call Admission Control (CAC)
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coupled with a monitoring period of ∆t. Such combination may
accept or reject flows, and announce new MAC parameters accord-
ing to the measured metrics, like [10].

• Centralised or Distributed: a key characteristic of EDCA, and DCF
before it, is its distributed nature. That is, EDCA defines a static,
measurement-based algorithm that reacts to network conditions. MAC
parameter computation in distributed algorithms is performed at
each node, independently. Centralised algorithms, additionally, make
use of information obtained by a centralised entity, like the Ac-
cess Point (AP). Distributed algorithms do not need additional con-
trol messages to adjust MAC parameters, as opposed to centralised
ones.

Another example of adaptive, distributed and measurement-based al-
gorithms for WLANs is proposed in [53]. It follows EDCA rules for up-
dating the CW after failed transmissions. Nevertheless, after a successful
transmission the CWcurr[AC] is slowly reset to CWmin[AC] by computing
a Multiplication Factor (MF), which itself depends on the ratio between
failed transmissions and transmission attempts. This Slow Reset of the
CWcurr[AC] reduces the collision probability of the immediate attempt
after a successful transmission. In [39], distributed TXOP adaptation is
combined with a CAC. Called Enhanced TXOP (ETXOP), this algorithm
estimates the network congestion using the number of times a station’s
backoff counter is frozen, and then adjusts TXOP sizes so the applica-
tion’s requirements for each AC are met. Combined with a distributed
model-based algorithm, namely a CAC which handles flows coming from
applications at each node, EXTOP ensures that only flows with a guaran-
teed QoS are accepted for contention.

Centralised algorithms may take advantage of an AP’s point of view of
the network and of its ability to transmit MAC parameter updates in bea-
con frames. In [10], a centralised CAC algorithm distinguishes between
VoIP and TCP flows, and at the same time between uplink and downlink
traffic. Measuring each flow type, required bandwidth, and average frame
length the CAC reacts to each new flow request, adjusting CW, AIFS or
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TXOP values to comply with defined VoIP requirements, like delay and
frame loss. The CAC handles the flows differently depending on its char-
acteristics:

• Downlink TCP flow: if the number of existing downlink TCP flows
is below an estimated threshold, the flow is admitted.

• Uplink TCP flow: if the number of existing uplink TCP flows is be-
low an estimated threshold, the flow is admitted. Otherwise, other
CWmin values are proposed via a Beacon frame so the newly arrived
flow can be admitted.

• Downlink VoIP flow: if the number of packets in the queue for other
downlink VoIP flows is below a threshold, the new flow is accepted
and the threshold updated.

• Uplink VoIP flow: the flow is admitted if the grade of service of
existing flows is not affected. On the positive case, other CWmin

and AIFS values are proposed to admit the newly arrived flow.

• If no other parameter update is feasible, the flow is rejected.

Algorithms may be combined, or focus on iteration in order to provide
advantageous conditions for high priority traffic. Nevertheless, as propos-
als deviate too much from the IEEE 802.11 MAC standard, the chances
of being accepted as an amendment decreases [51, 73]. Moreover, per-
formance evaluations should implement updated audio and video source
models, using specifications of widely-used codecs in order to mimic re-
alistic scenarios [46, 75].

The way traffic differentiation is defined in IEEE 802.11e is through a
static, completely distributed, and measurement-based algorithm, that is,
EDCA. As its goal is to provide QoS to high priority ACs, low priority
traffic is often deferred to the point of throughput starvation. Additionally,
EDCA’s random backoff mechanism is prone to an elevated number of
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real and virtual collisions, widening the effects of throughput starvation
to higher priority ACs4.

2.3 Avoiding collisions

Performing time slot reservation for each transmission is a well known
technique for achieving a high throughput and maintaining Quality of
Service (QoS) in TDMA-like schemes [22]. Trying to achieve a TDMA-
like operation in WLANs by modifying DCF’s random backoff proce-
dure has been shown to provide similar benefits [29]. The following
are MAC protocols for WLANs, decentralised and capable of attaining
greater throughput than DCF by constructing collision-free schedules us-
ing reservation techniques. A survey of collision-free MAC protocols for
WLANs is presented in [19].

2.3.1 Zero Collision MAC

Zero Collision MAC (ZCMAC) [42] achieves a zero collision schedule
for WLANs in a fully decentralised way. It does so by allowing con-
tenders to reserve one empty slot from a predefined virtual schedule of
M -slots in length. Backlogged stations pick a slot in the virtual cycle to
attempt transmission. If two or more stations picked the same slot in the
cycle, their transmissions will eventually collide. This forces the involved
contenders to randomly and uniformly select other empty slot from those
detected empty in the previous cycle plus the slot where they collided.
When all N stations reserve a different slot, a collision-free schedule is
achieved.

ZCMAC is able to outperform CSMA/CA under different scenarios.
Nevertheless, given that the length of ZCMAC’s virtual cycle has to be
predefined without actual knowledge of the real number of contenders in

4Throughput starvation is first observed in AC[BK], and then in AC[BE] as the num-
ber of contenders increases.
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the deployment, the protocol is unable to provide a collision-free sched-
ule when N > M . Furthermore, if M is overestimated (M � N ), the
fixed-width empty slots between each contender’s successful transmis-
sion are no longer negligible and contribute to the degradation of the net-
work performance. Additionally, ZCMAC nodes require common knowl-
edge of where the virtual schedule starts/ends. This is not considered in
CSMA/CA and constitutes an obstacle towards standardisation.

2.3.2 Learning-MAC
Learning-MAC (L-MAC) [19] is another MAC protocol able to build a
collision-free schedule for many contenders. It does so defining a learn-
ing strength parameter, β ∈ (0, 1). Each contender starts by picking a slot
s for transmission of the schedule n of length C at random with uniform
probability. After a contender picks slot s(n), its selection in the next
schedule, s(n + 1), will be conditioned by the result of the current at-
tempt. Equations (2.1) and (2.2) extracted from [19] show the probability
of selecting the same slot s(n) in cycle n+ 1.

ps(n)(n+ 1) = 1,

pj(n+ 1) = 0,

}
Success (2.1)

ps(n)(n+ 1) = βps(n)(n),

pj(n+ 1) = βpj(n) +
1− β
C − 1

,

 Collision (2.2)

for all j 6= s(n), j ∈ {1, . . . , C}. That is, if a station successfully trans-
mitted in s(n), it will pick the same slot on the next schedule with proba-
bility one. Otherwise, it follows Equation (2.2).

The selection of β implies a compromise between fairness and con-
vergence speed, which the authors determined β = 0.95 to provide satis-
factory results.

L-MAC is able to achieve higher throughput than CSMA/CA with a
very fast convergence speed. Nevertheless, the choice of β suppose a
previous knowledge of the number of empty slots (C − N , where N is
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the number of contenders), which is not easily available to CSMA/CA. It
may require a centralised entity [8], or provide only approximate values
depending on the traffic conditions [12, 45].

Further extensions to L-MAC introduced an Adaptive schedule length
in order to increase the number of supported contenders in a collision-free
schedule. This adaptive schedule length is doubled or halved depending
on the presence of collisions or many empty slots per schedule, respec-
tively. The effects of reducing the schedule length may provoke a re-
convergence phase which can result in short-term fairness issues. More-
over, L-MAC nodes also require common knowledge of the start/end of
the schedule.

The aforementioned reservation-like protocols, namely, L-MAC and
ZCMAC could be adapted to support traffic differentiation by using multi-
ple schedules. Semi-Random Backoff (SRB) [29] is able to build collision-
free schedules using a deterministic backoff after successful transmis-
sions. Further, SRB proposes traffic differentiation using different de-
terministic backoffs for each AC. Nevertheless, frame aggregation tech-
niques are not considered, leading to throughput unfairness issues. More-
over, results for non-saturated scenarios do not follow realistic traffic
sources for voice and video, providing inaccurate modelling of nodes’ be-
haviour regarding the arrival or withdrawal from contention. Finally, as
backwards compatibility is considered a key aspect of WiFi’s popularity,
evaluations should include evaluations of mixed scenarios using accurate
models for traffic sources.

2.4 The issues with ubiquity
WLAN’s channel is shared, so in order to maximise the available through-
put there has to be as much concurrent transmissions as possible.

As IEEE 802.11 amendments5 propose new functionalities, backwards
compatibility mechanisms are enforced to support legacy stations6. For

5IEEE 802.11 n/ac/ax.
6Stations using IEEE 802.11g or older specifications a refered to as legacy.
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instance, all stations in the Basic Service Set (BSS) need to agree which
primary channel number they use, bandwidth to operate, as well as be-
ing informed about the capabilities supported by the BSS, like frame ag-
gregation or protection mechanisms for ensuring the correct operation of
legacy stations. Similarly, Clear Channel Assessment (CCA) carrier sens-
ing threshold values are defined by the standard. These are usually adver-
tised by the Access Point (AP).

2.4.1 Very crowded scenarios
The IEEE 802.11ax High Efficiency WLAN (HEW) Task Group (TGax) [32]
envisions what can now be considered typical crowded scenarios, like
dense residential buildings, offices, or open places like stadiums [31].
There are three possible conditions in these scenarios:

• Many nodes associated with a single AP: where the high number of
nodes increases the probability of collisions.

• Overlapping Basic Service Sets (OBSS): when multiple BSSs op-
erate in the same WiFi channel.

• A combination of the above.

OBSS imply that transmissions from neighbouring WLANs affect the
local contention for the channel. That is, if a node associated with AP
i, ni, is in contention for transmission, it should determine the state of
the channel. If sensed idle, the node will continue the contention process
and eventually attempt transmission. Evidently if other node, associated
with neighbouring AP j, say nj , is transmitting and in communication
range, ni will sense the channel as busy, even though it is associated to a
different AP. ni will then defer its transmission.

2.4.2 Carrier sensing thresholds
CSMA/CA performs two types of carrier sensing for attempting trans-
missions: Physical Carrier Sensing (PCS), and Virtual Carrier Sensing
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(VCS). The PCS is done at the Physical Layer (PHY) via the CCA, that
is, if after the backoff period the channel energy during a period of DIFS
is observed below an Energy Detection (ED), the node will attempt trans-
mission immediately, considering the channel as empty. On the other
hand, if the channel is busy the node will keep listening to the channel
until it is sensed free for DIFS and then transmits. The other carrier sens-
ing mechanism, VCS, uses control frames to broadcast information about
the transmission duration (RTS/CTS mechanism frames [50]). This way
other listening stations are aware of ongoing transmissions.

There are several works studying the effects of physical carrier sense
sensitivity over the throughput [72]. Further, it is posible to achieve op-
timal adjustment of the ED threshold so the throughput is maximised in
WLANs [4].

The TGax, in charge of pushing the 802.11 ax amendment has pro-
posed several scenarios and functionalities to be considered for simula-
tion purposes [31]. Furthermore, it focuses on PCS and dynamic ED
threshold adaptation to increase spacial reuse [32], specifically the Dy-
namic Sensitivity Control (DSC) [4, 5, 23]. Several studies show that by
dynamically adjusting the ED threshold it is possible to reduce the effects
of neighbouring WLANs that produce throughput degradation in crowded
scenarios.

Dynamic Sensitivity Control (DSC)

Dynamically fine tuning the CCA thresholds can leverage the effects of
neighbouring transmissions. Figure 2.1 shows what is defined as a node’s
Interference Range (IR) and Communication Range (CR). CR is shorter
than IR. This is because the threshold associated to CR, referred to as
CT, is purposefully higher than the ED threshold7, this means that signals
detected above ED will trigger the CCA mechanism, forcing the receiver
to stop the backoff process (if any). Nevertheless, only received signals
whose energy is greater than CS are successfully decoded.

7CT has a typical value of −62dB in 802.11ax for transmissions without OFDM
hearders, while the ED threshold is set to −82dB.
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Figure 2.1: Graphic representation of an Overlapping Basic Service Set
(OBSS)

The well studied exposed and hidden node problems [50] are closely
related to the ability of a node to correctly determine the state of the chan-
nel. The former is produced when a node is starved due to neighbouring
transmissions. This can be exemplified using Figure 2.1. In the figure,
node na is associated with AP a8 of BSSa. As it is located within nodes
nb1 and nb2’s IR, transmissions from any node belonging to BSSb will
trigger na’s CCA mechanism unnecessarily. The hidden node problem
is related to disruptions of ongoing transmissions caused by nodes of the
same BSS or other OBSS, producing failures. These interruptions are
often the result of a node’s inability to detect ongoing transmissions9.

DSC is a proposed algorithm for 802.11ax that seeks to reduce the im-
8Represented with a triangle in the figure.
9Caused by distance or obstacles among transmitters. In sum, the hidden node does

not sense any active signal within its IR.
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pact of neighbouring transmissions in OBSSs by dynamically adjusting
the ED threshold. Again, Figure 2.1 can be used to exemplify DSC’s mo-
tivation. For instance, na and any node from BSSb can actually perform
transmissions at the same, given that their respective IR do not include any
node from a different BSS.

To achieve a dynamic adaptation of the sensitivity10, DSC measures
the signal strength of received AP Beacons (R dBm), and defines a margin
M dBm and an Upper Limit L dBm. The ED threshold is then updated
after every received Beacon following Equations 2.3 and 2.4. [23] uses
L = −40 and M = 20 as an example, showing that is possible to confine
the IR only to direct neighbours. Furthermore, DSC achieves a consid-
erable reduction on the number OBSS in the TGax residential building
scenario (as the Scenario HEW shown in figure 2.2), a priority use case
for HEW. In the figure, the Scenario HEW represents a common resi-
dential building following TGax scenarios [31]. The height from floor to
ceiling is F = 3 meters, and L = 10 meters. APs (represented by the
triangle) are randomly placed inside each apartment q ∈ [1, · · · , A] (of
area equals to L2) and fixed at z = 1.5 meters from the floor.

i = min(ED, L) (2.3)

ED = i−M (2.4)

Alternatives

There seems to be consensus among the research community about the
benefits of DSC. Nevertheless, when and how the threshold is to adapted
is still an open issue. For instance, which initial values of ED, L andM to
use, or when to apply Equations 2.3 and 2.4. In [24] it is shown that fine
calibration at the edges of each BSS is needed in order to maximise the
throughput. Similarly, [40] argue that there are still opportunities to find

10In this case, of the ED threshold.
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Figure 2.2: Scenario HEW: a typical dense residential building

better sensitivity adjustment mechanisms, such as coordination among
neighbouring APs.

Transmit Power Control (TPC), efficient channel allocation, and DSC
are combined in order to confine each nodes’ IR more efficiently, increas-
ing spatial reuse [26]. Nevertheless, results do not encourage or reveal
any incentive for using TPC in stations. Other techniques use bits in the
PHY header to identify each BSS, this is called Colouring. Results from
tests of TPC, DSC and Color [25] reveal that:

• As the BSS ID is injected into the PHY header, colouring allows
nodes to abort the reception procedure of a frame from a different
BSS. Falling back to an idle state.

• Colouring does not show better performance than DCS in the resi-
dential building scenario [34].

• As AP transmissions must be detected by all nodes in the BSS,
specific considerations are required for a TPC method for the AP.
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• There are compatibility issues with Colouring and TPC, meaning
that all STAs and APs should be compatible. Otherwise may be
negatively affected.

This is a hot research topic for HEWs. Fortunately, TGax has pro-
vided all the necessary guidelines and suggestions to the research com-
munity, so it may propose new mechanisms over an agreed upon frame of
reference [31, 32].
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Chapter 3

PART I: CARRIER SENSE
MULTIPLE ACCESS WITH
ENHANCED COLLISION
AVOIDANCE

CSMA/ECA [7] is a fully decentralised and collision-free MAC for WLANs.
It differs from CSMA/CA in that it uses a deterministic backoff, Bd =
dCWmin/2e− 1 after successful transmissions, where CWmin is the mini-
mum contention window of typical value CWmin = 16. By doing so, con-
tenders that successfully transmitted on schedule n, will transmit without
colliding with other successful nodes in future cycles [29].

Collisions are handled as in CSMA/CA, which is described in Al-
gorithm 1. Algorithm 2 provides an explanation of CSMA/ECA’s deter-
ministic backoff mechanism, which main difference with CSMA/CA (and
therefore with Algorithm 1) relies on the selection of a deterministic back-
off after a successful transmission (compare Line 18 in Algorithm 1 with
Line 18 in Algorithm 2). Figure 3.1 shows an example of CSMA/ECA
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dynamics with four contenders.

1 while the device is on do
2 r ← 0 ; k ← 0;
3 B ← U [0, 2kCWmin − 1];
4 while there is a packet to transmit do
5 repeat
6 while B > 0 do
7 wait 1 slot;
8 B ← B − 1;

9 Attempt transmission of 1 packet;
10 if collision then
11 r ← r + 1;
12 k ← min(k + 1,m);
13 B ← U [0, 2kCWmin − 1];

14 until (r = R) or (success);
15 r ← 0;
16 k ← 0;
17 if success then
18 Bd ← d2kCWmin/2e − 1;

19 B ← Bd;
20 else
21 Discard packet;
22 B ← U [0, 2kCWmin − 1];

23 Wait until there is a packet to transmit;

Algorithm 2: CSMA/ECA

In Figure 3.1, the STA-# labels represent stations willing to transmit.
The horizontal lines represent a time axis with each number indicating the
amount of empty slots left for the backoff to expire. Stations willing to
transmit begin the contention for the channel by waiting a random back-
off, B. The first outline highlights the fact that stations STA-3 and STA-
4 will eventually collide because they have selected the same B. After
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Figure 3.1: An example of the temporal evolution of CSMA/ECA in sat-
uration

recomputing the random backoff, STA-4’s attempt results in a success-
ful transmission, which instructs the node to use a deterministic backoff,
Bd = 7 in this case. By doing so, all successful STAs will not collide
among each other in future cycles.

Collision slots being orders of magnitude larger than empty slots de-
grade the network performance. When CSMA/ECA builds the collision-
free schedule all contenders are able to successfully transmit more of-
ten, increasing the aggregate throughput beyond CSMA/CA’s. Figure 3.2,
shows the average aggregate throughput of CSMA/ECA, CSMA/CA and
collision-free protocolos presented in Chapter 2.3, namely ZCMAC and
L-MAC [19].

Referring to Figure 3.2, CSMA/ECA is able to achieve an aggregate
throughput that goes beyond CSMA/CA up until the number of con-
tenders is greater than Bd + 1 (N = 8 in the case of the figure). Be-
yond this point, the network will have a mixed behaviour relating to back-
off mechanisms: some nodes will successfully transmit and use a deter-
ministic backoff while others will collide due to the lack of empty slots
and return to a random backoff. As more contenders join the network,
CSMA/ECA performance will approximate to CSMA/CA’s. This effect
is also observed in ZCMAC and L-MAC. It happens because the virtual
cycle used by these protocols (M for ZCMAC andC for L-MAC) is lower
than the number of contenders, N 1.

1L-MAC and ZCMAC curves in Figure 3.2 appear to yield the same aggregate
throughput. This is because these protocols do not consider an increase in the back-
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Figure 3.2: CSMA/ECA example in saturation: throughput

The JFI curves in Figure 3.2 show the Jain’s Fairness Index [36] for
all tested protocols. Showing a JFI equal to one suggests that the available
throughput is shared evenly among all stations.

3.1 Supporting many more contenders

As was mentioned before, CSMA/ECA is only able to build a collision-
free schedule if the number of contenders N , is less or equal to Bd + 1.
When N > Bd + 1, collisions reappear.

To be able to attain a collision-free schedule even when the number

off stage after a failed transmission, augmenting the collision probability beyond
CSMA/CA’s. An adaptation of the schedule length leverages this issue, which is pre-
seted in [19] as Adaptive L-MAC and L-ZC.
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of contenders exceeds Bd + 1, we introduce Hysteresis. Hysteresis is
a property of the protocol that instructs nodes not to reset their backoff
stage (k) after successful transmissions, but to use a deterministic backoff
Bd = dCW(k)/2e − 1, where CW(k) = 2kCWmin. This measure allows
the adaptation of the schedule length, admitting many more contenders in
a collision-free schedule. This idea of a schedule is significantly different
from the virtual schedule required by the protocols described in Chap-
ter 2.3, that is, CSMA/ECA with Hysteresis does not require a previous
knowledge of the number of contenders, the result of previous transmis-
sions or the start/end of the schedule, easing its implementation in real
hardware.

Hysteresis enables CSMA/ECA nodes to have different schedules (Bd),
carrying the undesired effect of unevenly dividing the channel time among
contenders (i.e., some nodes will have to wait more in order to attempt
transmissions).

This unfairness issue is solved by instructing nodes at backoff stage
k to transmit 2k packets on each attempt, thus proportionally compen-
sating those nodes at higher backoff stages. This additional extension to
CSMA/ECA is called Fair Share. CSMA/ECA with Hysteresis and Fair
Share will now be referred to as CSMA/ECAHys+FS in order to distinguish
it from what was described until this point.

The idea of allowing the transmission of more packets to stations that
transmit less often was initially proposed by Fang et al. in [19]. It was
later adapted to CSMA/ECAHys and named Fair Share in [60]. Figure 3.2
shows the JFI for CSMA/CA as well as for CSMA/ECAHys+FS.

In Figure 3.2, the only curve deviating from JFI = 1 is CSMA/ECAHys,
suggesting an uneven partition of the channel access time among con-
tenders (which is fixed with Fair Share).

Algorithm 3 describes CSMA/ECAHys+FS, additionally Table 3.1 pro-
vides a short list of notations used throughout the text, while a short ex-
ample of CSMA/ECAHys+FS with four contenders is shown in Figure 3.3.
In the figure the first outline indicates a collision between STA-3 and
STA-4, which will provoke an increment on both stations’ backoff stage
(k ← k + 1). Once STA-4’s random backoff expires, CSMA/ECAHys+FS
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Figure 3.3: An example of the temporal evolution of CSMA/ECAHys+FS

in saturation

Table 3.1: CSMA/ECA Notation

Notation Description
k Backoff stage
m Maximum backoff stage
B Random backoff
Bd Deterministic backoff
CWmin Minimum Contention Window
CSMA/ECAHys CSMA/ECA with Hysteresis
CSMA/ECAHys+FS CSMA/ECA with Hysteresis and Fair Share
CSMA/ECAHys+MaxAg CSMA/ECA with Hysteresis and Maximum

Aggregation
CSMA/CAFS CSMA/CA with Fair Share
CSMA/ECAMaxAg CSMA/CA with Maximum Aggregation

instructs the station to transmit 2k packets, and then use a deterministic
backoff, Bd = dCW(k)/2e− 1. The same procedure is followed by STA-
3.
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1 while the device is on do
2 r ← 0 ; k ← 0 ; kc ← k;
3 b← U [0, 2kCWmin − 1];
4 while there is a packet to transmit do
5 repeat
6 while B > 0 do
7 wait 1 slot;
8 B ← B − 1;

9 Attempt transmission of 2k packets;
10 if collision then
11 r ← r + 1;
12 k ← min(k + 1,m);
13 B ← U [0, 2kCWmin − 1];

14 until (r = R) or (success);
15 r ← 0;
16 if success then
17 Bd ← d2kCWmin/2e − 1;
18 B ← Bd;
19 else
20 Discard 2kc packets;
21 B ← U [0, 2kCWmin − 1];

22 kc ← k;

23 Wait until there is a packet to transmit;

Algorithm 3: CSMA/ECAHys+FS: kc refers to the contention backoff
stage, that is, the backoff stage with which a contention for transmission
is started. AfterR retransmission attempts, Fair Share instructs the node
to drop 2kc packets

With Hysteresis and Fair Share, CSMA/ECAHys+FS is able to achieve
greater throughput than CSMA/CA and for many more contenders, as
shown also in Figure 3.2. In the figure, the CSMA/ECAHys+FS curve shows
a greater throughput because collisions are eliminated and Fair Share al-
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lows nodes to send 2k packets upon each transmission. This throughput
increase is the result of aggregation via Fair Share. It carries the nega-
tive effect of raising the average time between successful transmissions,
which may affect delay-sensitive traffic, like gaming or live video/voice/tv
streaming.

Channel errors, hidden nodes, or unsaturated traffic conditions will
disrupt any collision-free schedule, generate collisions and push all sta-
tions’ backoff stages to the maximum value very quickly (contributing
to the delay increase). This issue is leveraged with the Schedule Reset
mechanism, introduced in Chapter 3.1.6.

3.1.1 The effects of aggregation

Fair Share is an A-MPDU aggregation mechanism [68] that coupled with
the collision-free schedule built by CSMA/ECAHys is able to provide short-
term fairness. However, it also improves the throughput since the aggre-
gation process makes the packet transmission more efficient by reducing
overheads. Furthermore, besides the current backoff stage k, the level of
aggregation provided by Fair Share depends also on the buffer occupancy.

The downside of Fair Share is that it may increase the time between
two consecutive transmissions from the same node, which may affect
negatively delay-sensitive applications such as gaming or high definition
real-time video. An example of the duration of a transmission, T (lk), is
provided by Equation (3.3) in the following Section 3.1.2.

In scenarios where short-term fairness and the time between consec-
utive transmissions are not relevant, Fair Share can be replaced by Maxi-
mum Aggregation (MaxAg), which will significantly improve the system
throughput. In Maximum Aggregation all nodes aggregate as many pack-
ets as possible at every transmission, i.e., they send 2m packets in each
attempt.

Figure 3.4 shows the aggregate throughput for CSMA/CA using the
Fair Share mechanism (CSMA/CAFS), CSMA/CAMaxAg, CSMA/ECAHys+FS,
and CSMA/ECAHys+MaxAg. JFIs are shown in the bottom half of Fig-
ure 3.4. Although CSMA/CAFS and CSMA/CAMaxAg perform aggrega-
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Figure 3.4: Throughput comparison with CSMA/CAMaxAg

tion, collisions degrade the aggregate throughput as more contenders at-
tempt transmission. On the other hand, CSMA/ECAHys+FS is able to build
a collision-free schedule and takes advantage of the aggregation provided
by Fair Share, which opposed to just using CSMA/ECAHys+MaxAg, it is fair.

To summarise the effects of using aggregation:

• It increases the aggregate throughput: because nodes are able to
send multiple packets in each attempt, the system throughput is in-
creased. Moreover, Fair Share compensates those nodes at higher
backoff stages to ensure throughput fairness.

• Maximum aggregation supposes the deactivation of the Fair Share
mechanism: performing maximum aggregation upon each trans-
mission attempt is equivalent to having different schedule lengths
and not compensating nodes at higher backoff stages. Although the
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aggregate throughput increases, this results in an uneven distribu-
tion of the channel time among contenders, which renders it unfair.

• Longer periods between transmission attempts: given that each trans-
mission takes longer, the time between transmission attempts also
increases. This may specially affect delay-sensitive applications.

Since we consider that fairness and a short inter-transmission time
are even more important than raw throughput for the next generation of
WLANs, we keep CSMA/ECAHys+FS as the reference protocol.

3.1.2 Throughput bounds of CSMA/ECAHys+FS

They correspond to the maximum and minimum achievable throughput
without the possibility of collisions using Hysteresis and Fair Share. The
ideal network using CSMA/ECAHys+FS employs the minimum schedule
length that guarantees a collision-free operation. That is, with a schedule
length of C = 2kBd + 1, where k = dlog2(N/(Bd + 1))e. Using this
minimum schedule length, N nodes will be at the same backoff stage if
N ≤ Bd + 1. Otherwise, h = N − (C −N) nodes would occupy the k-th
backoff stage and the other N − h nodes the (k − 1)-th one. The system
throughput is computed as follows:

S =

{
hsk(lk) + (N − h)sk−1(lk−1), if N > Bd + 1

Nsk(lk), otherwise
(3.1)

where sk(lk) and sk−1(lk−1) are the throughput achieved by the nodes
at the k-th and (k − 1)-th backoff stages sending lk and lk−1 packets re-
spectively. These are given by:

sk(lk) =
lkL

hT (lk) + 2(N − h)T (lk−1) + σe(C −N)
(3.2a)

sk−1(lk−1) =
lk−1L

(N − h)T (lk−1) + k T (lk)
2

(3.2b)
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where L is the data payload, T (lk) and T (lk−1) are the duration of the
transmission of lk and lk−1 packets, respectively; σe is the duration of an
empty slot. Additionally, T (lk) derives from Equation (3.3):

T (lk) =

(
TPHY +

⌈
SF + lk(MD + MH + L) + TB

LDBPS

⌉
Tsym

)
+ SIFS +

(
TPHY +

⌈
SF + LBA + TB

LDBPS

⌉
Tsym

)
+ DIFS + σe (3.3)

where TPHY = 32 µs is the duration of the PHY-layer preamble and
headers, Tsym = 4 µs is the duration of an OFDM (Orthogonal Frequency
Division Multiplexing) symbol. SF is the Service Field (16 bits), MD is
the MPDU Delimiter (32 bits), MH is the MAC header (288 bits), TB is
the number of Tail Bits (6 bits), LBA is the Block-ACK length (256 bits)
and LDBPS = 256 is the number of bits in each OFDM symbol.

The Lower-bound is then derived from considering the operation of
an ideal CSMA/ECAHys+FS network. Nodes use the minimum backoff
stage possible and aggregate proportionally, thus yielding the minimum
throughput achievable by a CSMA/ECAHys+FS network. It is computed
following Equation (3.1) with lk = 2k and lk−1 = 2k−1.

The Upper-bound is obtained from considering the operation of a net-
work using CSMA/ECAHys+FS, but forcing nodes to use the maximum
backoff stage for determining the cycle length and the level of aggrega-
tion. It is also computed using Equation (3.1) but considering that all
nodes are in the maximum backoff stage (k = m) and therefore lk = 2m.

The maximum throughput achievable is the result of deactivating the
Fair Share rules by forcing nodes to use maximum aggregation regardless
of their backoff stage. This is called Maximum Aggregation (Hys+MaxAg)
in Figure 3.5. It can be derived from Equation (3.1) considering lk = 2m

and lk−1 = 2m.
It is interesting to see in Figure 3.5 how collisions force colliding con-

tenders using CSMA/ECAHys+FS to increase their backoff stage and ag-
gregate more with Fair Share. This explains why the CSMA/ECAHys+FS
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curve separates itself from the Lower-bound at a very low number of con-
tenders.

Although using maximum aggregation in Figure 3.5 increases the
throughput, it carries the effect of unevenly distributing the available band-
width among contenders, as mentioned in Chapter 3.1.1.

The tools for deriving these bounds are available as MATLAB func-
tions in [62].

3.1.3 Clock drift issue in descentralized collision-free MAC
protocols

CSMA/ECA relies on stations being able to correctly count empty slots
and consequently attempt transmissions in the appropriate slot according
to the backoff timer. Failure to do so may be caused by clock imper-
fections inside the Wireless Network Interface Cards (WNIC), which is
commonly referred to as clock drift. As pointed out in [21], clock drift is
a common issue that degrades the throughput in distributed collision-free
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MAC protocols like the ones reviewed in Chapter 2.3.
While miscounting empty slots has no significant effect on CSMA/CA’s

throughput [21], it has a direct impact on CSMA/ECA. In a collision-
free schedule with saturated CSMA/ECA contenders, a station miscount-
ing empty slots will drift to a possibly busy slot, collide and force a re-
convergence (if possible) to a collision-free schedule.

3.1.4 Channel errors
Failed transmissions due to channel errors are handled as collisions. There-
fore, collision-free periods under this type of channel model are frequently
interrupted. In order to accelerate the convergence to collision-free sched-
ules in presence of channel errors CSMA/ECAHys+FS instructs nodes to
stick to the current deterministic backoff even after stickiness number of
consecutive failed transmissions. Stickiness was introduced to CSMA/ECA
in [8], where it is described and evaluated. It allows for a faster con-
vergence towards a collision-free schedule, especially when performing
under heavy channel errors.

Failed transmissions due to channel errors also means that a few mo-
ments of operation under a noisy channel can increase the contenders’
deterministic backoff to its maximum value. Such event carries the unde-
sired effects of increasing the time between successful transmissions and
reducing the overall system throughput due to fewer collision-free periods
of operation.

3.1.5 Hidden terminals
One key characteristic of IEEE 802.11 devices is that their carrier sense
range is at least two times greater than their data range [18]. In this sit-
uation, the impact of hidden nodes can be considered to be low. This
is because a given transmission could only be interfered by other trans-
missions from very distant nodes with energy levels not higher than the
noise floor, which using modern radios can be easily solved by the cap-
ture effect. However, in specific deployments, where obstacles also play
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an important role on the propagation effects, hidden nodes may appear,
causing asynchronous packet collisions [38].

In the case of CSMA/ECAHys+FS WLANs, the same negative effects
as in IEEE 802.11 WLANs are expected. In addition, collisions with
hidden terminals will cause nodes to leave any collision-free schedule, as
channel errors do, thus continuously disrupting any attempt of collision-
free operation.

3.1.6 Schedule Reset mechanism

CSMA/ECAHys+FS instructs nodes to keep their current backoff stage after
a successful transmission (resetting it to zero only if the node empties
its MAC queue, see Line 2 in Algorithm 3). This is done in order to
increase the cycle length and provide a collision-free schedule for many
contenders, which is desirable in dense scenarios.

Nevertheless, having a big deterministic backoff increases the time
between successful transmissions. If not operating in a scenario with
many nodes, the empty slots between transmissions are no longer neg-
ligible and degrade the overall throughput of the system. For instance,
if nodes withdraw from the contention (i.e.: empty their MAC queue, or
move to other network) their previously used slots will now be empty. On
the other hand, in scenarios with channel errors contenders rapidly end
up with the largest deterministic backoff, remaining there until the MAC
queue empties. Nodes should be aware of this issue and pursue oppor-
tunities to reduce their deterministic backoff, Bd without sacrificing too
much in collisions.

The Schedule Reset mechanism for CSMA/ECAHys+FS consists on find-
ing the smallest collision-free schedule (if any) between a contender’s
transmissions and then change the node’s deterministic backoff to fit in
that schedule. Take a contender with Bd = 31 as an example. By listen-
ing to the slots between its transmissions, it is possible to determine the
availability of smaller (and possibly) collision-free schedules.

Figure 3.6 shows the slots between the transmissions of a contender
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Figure 3.6: Example of the Schedule Reset mechanism

with Bd = 31 and CWmin = 162. Starting from the left, the current
Bd = 0 means that the first slot will be filled with the contender’s own
transmission. Each following slot containing either a transmission or a
collision is identified with the number one, while empty slots are marked
with a zero. Notice that the highlighted empty slots appear every eight
slots, suggesting that a schedule reduction from Bd = 31 to B∗d = 7 is
possible; where B∗d is the new deterministic backoff assigned by Sched-
ule Reset3. The schedule change is performed after the contender’s next
successful transmission.

A conservative schedule reduction

Schedule Reset is described in Algorithm 4. Each contender starts filling
a bitmap b of size Bd + 1 with the information observed in each passing
slot during γ = dC/Bde consecutive successful transmissions (sxTx in
Algorithm 4); where C = d2mCWmin/2e − 1 is the biggest deterministic
backoff, and γ is referred to as the Schedule Reset threshold from this
point forward.

2The lower row shows values of t for a bitmap b[t] of size |b[t]| = Bd + 1 = 32.
3Bd = 20CWmin/2 − 1 = 7. So the change is made to the backoff stage, k. In this

case from 2, to k = 0. This means that any new schedule must also be a power of two
minus one.
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1 if sxTx == 1 then
2 Initialising;
3 if B == 0 then
4 b[Bd + 1] = {0};
5 t = 0;

6 if (sxTx > 0) && (sxTx ≤ γ) then
7 Filling the bitmap;
8 b[t]‖σi(t);
9 t+ +;

10 if t == Bd then
11 t = 0;

12 if sxTx == γ then
13 Analising;
14 sxTx = 0;
15 for (j = 0; j < k; j + +) do
16 y = d2jCWmin/2e;
17 isItPossible = 0;
18 for (m = y; m < Bd + 1; m+ = y) do
19 isItPossible + = b[m];

20 if isItPossible == 0 then
21 change = 1;
22 newStage = m;
23 break;

24 if change == 1 then
25 Making the change;
26 k = newStage;
27 change = 0;

Algorithm 4: Schedule Reset Mechanism for CSMA/ECAHys+FS. Every
consecutive successful transmission increases the variable SxTx by one,
while a collision resets it to zero. The algorithm is called a reset when
all smaller deterministic backoff are tested. On the other hand, when j
in Line 15 is initialised to j = k − 1, it is called a schedule halving42
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Each bit t, t ∈ {0, . . . , Bd} in the bitmap is the result of a bitwise
OR operation between its current value and the state of the corresponding
slot. This is shown in Line 8 in Algorithm 4, where σi(t) is a function
that evaluates to 0 if the slot corresponding to b[t] is empty in iteration i,
i ∈ {1, . . . , γ}; or 1 otherwise. After γ iterations, the bitmap is evaluated
(Line 12 in Algorithm 4).

Schedule Reset tests all possible deterministic backoffs that are smaller
than the current Bd (Lines 15-19 in Algorithm 4), starting with the small-
est one. If the corresponding bits in the bitmap are registered as empty,
the process is stopped and the change to the new deterministic backoff is
made (Lines 20-27 in Algorithm 4). Otherwise, the process is restarted
after the next successful transmission.

Using Figure 3.6 as an example, we can see that
∑
t

b[t] = 0, for

t ∈ {8, 16, 24}. This means that the transmission slots corresponding to
a deterministic backoff, B∗d = 7 are free, therefore a change of schedule
is possible. In case of suffering a collision immediately after applying
the schedule reduction, the node reverses the changes made by Schedule
Reset before handling the collision.

Aggressive approach to face channel errors

The default γ ensures that the bitmap registers all the transmission slots
in the network (assuming saturated traffic and a perfect channel), provid-
ing enough information for performing the schedule reduction without
disrupting collision-free schedules.

Nevertheless, this γ can be rendered too conservative and unneces-
sary because nodes may randomly leave the collision-free schedule due
to channel errors, or when their queues are emptied. Therefore, this con-
dition produces Schedule Reset bitmaps that do not contain enough infor-
mation for successfully avoiding collisions after the schedule reduction.
This is also true for any γ∗ > γ.

This effect is leveraged by setting γ = 1, meaning that the bitmap is
filled with the information of slots between only two consecutive trans-
missions. This measure increases the frequency of schedule reset at-
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tempts. Furthermore, incrementing the node’s stickiness after a success-
ful reduction of the schedule allows for a faster convergence towards a
collision-free schedule, especially when performing under heavy channel
errors.

3.1.7 Backwards compatibilty and coexistence
CSMA/ECAHys+FS springs from a modification to CSMA/CA’s backoff
mechanism. It uses CSMA/CA’s contention parameters (i.e., use the same
CWmin and CWmax), allowing CSMA/ECAHys+FS contenders to coexist
with CSMA/CA nodes in the same network. Further, the selection of
CSMA/ECAHys+FS’s deterministic backoff, Bd, is the expected value for
the current backoff stage k (Bd := dE[0, CW (k)− 1]e) [60], which en-
sures fairness among contenders.

3.2 Simulation setup description
This section provides a description of the simulation parameters for test-
ing CSMA/ECAHys+FS under two different traffic conditions, namely sat-
urated and non-saturated. We also provide details on how channel errors
are modelled and what are its effects over the transmissions. Further, the
simulation of the clock drift effect, Schedule Reset parameters, and the
coexistence with CSMA/CA are also subjects to be addressed in this sec-
tion.

3.2.1 Scenario details
Results are obtained by executing a simulator developed from scratch us-
ing the COST simulation libraries [76], available at [54]. PHY and MAC
parameters are detailed in Table 3.2. Some assumptions were made in
order to test the performance at the MAC layer:

• Unspecified parameters follow the IEEE 802.11n (2.4 GHz) amend-
ment.

44



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page 45 — #63

Table 3.2: PHY and MAC parameters for the simulations

PHY
Parameter Value
PHY rate 65 Mbps

Empty slot 9 µs
DIFS 28 µs
SIFS 10 µs

MAC
Parameter Value

Maximum backoff stage (m) 5
Minimum Contention Window (CWmin) 16

Maximum retransmission attempts 6
Data payload (Bytes) 1024

MAC queue size (Packets) 1000

• All nodes are in communication range.

• No Request-to-Send (RTS) or Clear-to-Send (CTS) messages are
used.

• Collisions take as much channel time as successful transmissions.

The aforementioned assumptions ensure that the simulation results are
just effects of the MAC behaviour. If not mentioned otherwise, results are
derived from 20 simulations of 100 seconds in length, each one with a
different seed. Figures also show the standard deviation.

3.2.2 Saturated and Non-saturated stations
A saturated station always has packets in its MAC queue. This is mod-
elled by setting the packet arrival rate to the MAC queue (∆PAR) to a value
greater than the achievable throughput. To ensure saturation, stations are
set to fill their MAC queue at ∆PAR = 65 Mbps, which is purposefully
greater than the effective capacity of the channel.
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To evaluate the performance under non-saturated conditions, stations
need to be able to empty their MAC queues. To do so, the packet arrival
rate to the MAC queue is set to ∆PAR = 1 Mbps. These values of ∆PAR

have proven to produce the desired effects.

3.2.3 Performance under clock drift

Clock drift is simulated by setting a drift probability, pcd. Each station
has a probability of pcd/2 of miscounting one slot more, and pcd/2 of
miscounting one slot less. This approach follows the one proposed by
Gong et. al in [21].

3.2.4 Channel errors

Channel errors are modelled by assigning a probability of a packet being
corrupted by the channel, pe > 0. That is, in a single packet transmission
there is probability pe that the transmission will not be acknowledged. If
the transmission is an A-MPDU (like in the case of CSMA/ECAHys+FS),
pe will affect each MPDU individually and independently. Therefore, an
A-MPDU transmission will be considered a complete failure only if all
frames in the aggregation are affected by the channel error probability.

All results are shown with stickiness equal to one. That is, after a
collision, CSMA/ECAHys+FS nodes will use a random backoff. Neverthe-
less, in the following section curves described as dynStick correspond to
contenders using an aggressive configuration of Schedule Reset with dy-
namic stickiness, temporarily increasing the stickiness value to two after
a successful reduction of the schedule4. This increase is done in order to
converge faster to collision-free schedules when operating with channel
errors.

4Therefore using a random backoff after two consecutive collisions.
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3.2.5 Coexistence with CSMA/CA

To test the performance of CSMA/CA and CSMA/ECAHys+FS stations in
the same network, simulations are set with a CSMA/CA node density of
1/4, 1/2 and 3/4 of the total.

3.2.6 Applying Schedule Reset

A set of results under saturated conditions and channel errors applying
Schedule Reset are provided. Some of the results are generated with a
γ = 1, or aggressive Schedule Reset (indicated as aggr. in the figures).
These settings provide the highest throughput under the tested conditions,
and also in the real hardware implementations such as the one shown in
Chapter 6.

3.3 Simulation results

3.3.1 Saturated nodes

In CSMA/CA, a large number of saturated nodes will normally be related
to a high collision probability. This effect is in part the result of resetting
the backoff stage after a successful transmission and the generation of a
new random backoff. However, this scenario provides an advantageous
condition to CSMA/ECAHys+FS nodes. In saturation, CSMA/ECAHys+FS

nodes build a collision-free schedule and stick to their deterministic back-
off as long as they transmit successfully, effectively eliminating colli-
sions.

The following overview the throughput in saturation of CSMA/CA
and CSMA/ECAHys+FS, as well as the collision probability, the average
time between successful transmissions, and the effect of clock drift over
the throughput.
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Figure 3.7: Simulation results under saturated traffic

Throughput

CSMA/ECAHys+FS nodes are able to build a collision-free schedule, use
the channel more efficiently, and experience a throughput increase. Fig-
ure 3.7 shows: a) Throughput under saturated conditions; b) Evolution
of the fraction of collision slots in a scenario with 50 saturated stations;
c) Average percentage of collision slots: fraction of time slots containing
collisions; d) Average time between successful transmissions (sx tx), e)
Throughput when increasing the clock drift probability.

In Figure 3.7a, hysteresis allows the allocation of more contenders by
increasing the length of the collision-free schedule, while Fair Share en-
sures an even distribution of the available throughput. This is reflected
by the average backoff stage, which value increases with the number of
contenders. In contrast, CSMA/CA throughput keeps decreasing due to
an augmented number of collisions as the number of nodes increases (see
Figure 3.7c). Further, Figure 3.7b shows the fraction of collision slots
for CSMA/ECAHys+FS and CSMA/CA as simulation time passes. In the
figure, it is possible to see how the fraction of collision slots keeps de-
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creasing once CSMA/ECAHys+FS reaches collision-free operation.

Effect of clock drift over the achieved throughput in saturation

Figure 3.7e shows the network aggregate throughput with 16 saturated
stations and an increasing clock drift probability.

In Figure 3.7e, a station has a clock drift probability equal to pcd. Each
station has a probability of pcd/2 of miscounting one slot more, and pcd/2
of miscounting one slot less. Because CSMA/CA is based on a random
backoff, miscounting slots has no significant effect on the throughput. For
the CSMA/ECA curve, it is possible to observe a slight decrease of the
throughput as pcd increases, caused by collisions due to the drift.

The CSMA/ECAHys+FS curve in Figure 3.7e shows an increase of the
aggregate throughput as pcd grows. Collisions make CSMA/ECAHys+FS

contenders to increment their backoff stage and aggregate packets for
transmissions according to Fair Share, effectively increasing the through-
put.

As it also can be seen in the figure, the average backoff stage for
CSMA/ECAHys+FS contenders increases rapidly to its maximum value (m =
5), reducing the effect of clock drift over CSMA/ECAHys+FS nodes given
that their transmissions would now be separated by more slots.

Time between successful transmissions

It is related to the elapsed time between the contention for transmission
and the reception of an ACK.

In Figure 3.7d, we see an increased average time between successful
transmissions in all tests with maximum aggregation, like, CSMA/CAMaxAg

and CSMA/ECAHys+MaxAg. This is due to the multiple packets that are sent
in each attempt. CSMA/CAMaxAg, though, has an increased value due to
collisions also taking longer channel time.

Although CSMA/ECAHys+FS periods between successful transmissions
are large due to Fair Share, it has a lower metric when compared with the
maximum aggregation curves in Figure 3.7d.
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Figure 3.8: Simulation results under non-saturated traffic

3.3.2 Non-saturated nodes

Emptying the MAC queue in CSMA/ECAHys+FS means that nodes will
reset their backoff stage to zero and use a random backoff when a new
packet arrives at the queue, breaking any collision-free operation. The
following shows the impact over throughput, delay and time between
successful transmissions when using CSMA/CA and CSMA/ECAHys+FS

in non-saturated conditions.

Throughput

Figure 3.8 shows simulation results under non-saturated traffic: a) Through-
put; b) Average percentage of collision slots: the fraction of time slots
containing collisions; c) Average time between successful transmissions;
d) Average fraction of dropped packets; e) Average system delay; f) Av-
erage number of packets in the MAC queue of a node.

In Figure 3.8a, the aggregate throughput increases linearly for the
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CSMA/CA curve until saturation is reached at around 22 nodes, where
the throughput begins to degrade. The CSMA/ECAHys+FS curve has a
similar behaviour, entering saturation at around 60 nodes. Further, at
around 30 nodes we see an increase in the average backoff stage for
CSMA/ECAHys+FS contenders which suggests an increment in collisions.
This effect is shown in Figure 3.8b and Figure 3.8d, where at around 35
nodes CSMA/ECAHys+FS contenders start colliding and dropping packets.

As indicated by Figure 3.8b, when 20 < N ≤ 35 CSMA/ECAHys+FS

nodes suffer from an increasing number of collisions. This is due to nodes
emptying their MAC queue quicker due to Fair Share, as shown in Fig-
ure 3.8f and re-entering the contention with a random backoff every time
a new packet arrives.

This increase in collisions may also cause the dropping of packets
due to reaching the maximum retransmission limit. As CSMA/ECAHys+FS

drops more packets after reaching such limit (see Line 20 in Algorithm 3),
it shows a higher fraction of dropped packets in Figure 3.8d.

Beyond 35 contenders, the MAC queue of CSMA/ECAHys+FS nodes
starts to fill up, gradually allowing longer periods of collision-free op-
eration due to CSMA/ECAHys+FS nodes getting saturated. This allows
CSMA/ECAHys+FS to outperform CSMA/CA.

Delay

This metric refers to the elapsed time between the injection of a packet
into the station’s MAC queue and the reception of an ACK for such
packet.

In Figure 3.8e, a rapid increase in the delay for CSMA/CA nodes is
observed at the saturation point (around 20 contenders), whereas delay is
still low for CSMA/ECAHys+FS.

Further, with CSMA/ECAHys+FS the percentage of blocked packets
from the MAC queue5 is lower than CSMA/CA or CSMA/CAMaxAg (see

5When the MAC queue is full, packets comming from the uppers are discarded (or
blocked) at the entrance of the buffer.
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Figure 3.9). This is due to the construction of collision-free schedules
which ensure that large A-MPDU transmissions do not suffer from colli-
sions.

As CSMA/ECAHys+FS nodes get saturated, the delay increases due to
longer queueing and contention time (see the number of packets in the
MAC queue for CSMA/ECAHys+FS nodes in Figure 3.8f and how it is re-
lated to the increase in delay shown in Figure 3.8e).

Figure 3.8c shows the average time between successful transmissions.
It is possible to see from the figure that when CSMA/ECAHys+FS ap-
proaches the saturation point the average time between successful trans-
missions increases, resembling Figure 3.7d.
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Chapter 4

PART II: COEXISTENCE AND
OVERLAPPING BASIC
SERVICE SETS

CSMA/ECA is thought to be an evolution of CSMA/CA given its similar-
ities and the ability to coexist with the latter. This chapter provides sim-
ulations results for a setup of different proportions of CSMA/CA nodes
in a network where there are also CSMA/ECAHys+FS contenders, that is:
1/4, 1/2 and 3/4 of the total nodes run CSMA/CA, while the rest uses
CSMA/ECAHys+FS. This network configuration will be referred to as mixed
network setup from here on. Later, we provide simulation results for dif-
ferent configurations of CSMA/ECA under Overlapping Basic Service
Sets (OBSS) scenarios, including the typical residential building scenario
proposed by the IEEE 802.11ax High Efficiency WLANs (HEW) Task
Group (TGax) [31, 32].

4.1 Getting along with the old
Figure 4.1 gathers the coexistence scenario results, showing: a) Network
throughput when composed by various proportions of CSMA/CA and
CSMA/ECAHys+FS nodes in saturation; b) Average percentage of collision
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Figure 4.1: Coexistence results

slots for the tested saturated mixed network setups proportions; c) Net-
work throughput when composed by various proportions of non-saturated
CSMA/CA and CSMA/ECAHys+FS nodes; d) Average percentage of colli-
sion slots for the tested mixed network setups proportions in non-saturated
conditions; e) Average station throughput per MAC protocol in a saturated
mixed network

Figure 4.1a shows the aggregate network throughput for different pro-
portions of CSMA/CA nodes in a mixed network setup. In the figure it is
observed how the mixed network setup curves lay between the CSMA/CA
and CSMA/ECAHys+FS curves. As the proportion of CSMA/CA nodes de-
creases, the throughput increases as the result of a lower probability of
collision, as can be seen in Figure 4.1b. A similar behaviour is observed
when testing the same proportion of nodes under non-saturated condi-
tions. Figure 4.1c and Figure 4.1d show the average aggregate throughput
and fraction of collisions slots in a non-saturated mixed network setup.

As shown in Figure 4.1a and Figure 4.1c, at a lower proportion of
CSMA/CA nodes (1/4) the average aggregate throughput is the great-
est among the tested mixed network setups. This is because collisions
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trigger Hysteresis and Fair Share in CSMA/ECAHys+FS nodes, lowering
the number of times these nodes enter in a contention and reducing the
overall collision probability when compared to an only CSMA/CA net-
work (see Figure 4.1b, Figure 4.1d and Figure 4.1e). As the proportion
of CSMA/CA nodes increases, the network throughput approximates to
CSMA/CA.

Finally, Figure 4.1e shows the average throughput for both kind of sta-
tions in a saturated mixed setup (half the contenders using CSMA/CA).
It is possible to see that for a low total number contenders (N∗ ≤ 12)
CSMA/CA stations attain greater throughput than in a CSMA/CA-only
network. Again, this is because in the mixed network setup the other
N∗/2 contenders with CSMA/ECAHys+FS use a deterministic backoff, leav-
ing many empty slots between transmissions.

Still referring to Figure 4.1e, for N∗ > 12 periods of collision-free
operation and Fair Share aggregation allows CSMA/ECAHys+FS to allocate
the channel for longer periods than CSMA/CA nodes, which throughput
degrades even more than in CSMA/CA-only. These results suggest that
a switch to CSMA/ECAHys+FS can be beneficial for networks with high
number of contenders.

4.2 Channel errors and Schedule Reset

Figure 4.2 gathers the simulation results using the Schedule Reset Mech-
anism (see Chapter 3.1.6). Curves called ”aggr” refer to values of γ = 1,
while ”halv” refers to a schedule halving (see Algorithm 4). dynStick
refers to curves where the node’s stickiness is temporarily increased to
two after a successful reduction of the schedule. It shows: a) Average
throughput for a saturated network; b) Average throughput for a non-
saturated network; c) Time between successful transmissions for a sat-
urated network; d) Time between successful transmissions for a non-
saturated network.

Figure 4.2a shows the average aggregate throughput of a saturated
network with a channel error probability, pe = 0.1. We can see that

55



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page 56 — #74

 10

 20

 30

 40

 50

 60

 0  5  10  15  20  25  30  35  40  45

A
g

g
re

g
a

te
d

 T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Contenders (N)

a)

CSMA/ECAHys+FS 

CSMA/ECAHys+FS w/ SR halv. aggr. dynStick

CSMA/ECAHys+FS w/ SR aggr. 

CSMA/ECAHys+FS w/ SR 

CSMA/ECAHys w SR halv. aggr. dynStick

CSMA/ECAHys

CSMA/CA 

 0.0001

 0.001

 0.01

 0.1

 1

 10

 100

 1000

 5  10  15  20  25  30  35  40  45

A
v
g

. 
ti
m

e
 b

e
t.

 s
x
 t

x
 (

s
e

c
s
)

Contenders (N)

c)

CSMA/ECAHys+FS 

CSMA/ECAHys+FS w/ SR 

CSMA/ECAHys+FS w/ SR aggr. 

CSMA/ECAHys+FS w/ SR halv. aggr. dynStick

CSMA/CA 

CSMA/ECAHys

CSMA/ECAHys w SR halv. aggr. dynStick

 10

 20

 30

 40

 50

 60

 10  20  30  40  50  60  70

A
g

g
re

g
a

te
d

 T
h

ro
u

g
h

p
u

t 
(M

b
p

s
)

Contenders (N)

b)

CSMA/ECAHys+FS 

CSMA/ECAHys+FS w/ SR halv. aggr. dynStick

CSMA/ECAHys+FS w/ SR aggr. 

CSMA/ECAHys+FS w/ SR 

CSMA/ECAHys w SR halv. aggr. dynStick

CSMA/ECAHys

CSMA/CA 

 0.0001

 0.001

 0.01

 0.1

 1

 10

 100

 1000

 10  20  30  40  50  60  70

A
v
g

. 
ti
m

e
 b

e
t.

 s
x
 t

x
 (

s
e

c
s
)

Contenders (N)

d)

CSMA/ECAHys+FS 

CSMA/ECAHys+FS w/ SR 

CSMA/ECAHys+FS w/ SR aggr. 

CSMA/ECAHys+FS w/ SR halv. aggr. dynStick

CSMA/CA 

CSMA/ECAHys

CSMA/ECAHys w SR halv. aggr. dynStick

Figure 4.2: Performance results with Schedule Reset

the highest throughput, corresponding to CSMA/ECAHys+FS is lower than
the one observed in a perfect channel (Figure 3.7a). Furthermore, curves
with Schedule Reset (SR) seem to have lower aggregate throughput. This
is because the backoff stage, and therefore the level of aggregation done
by Fair Share, is repeatedly reduced.

Still assessing Figure 4.2a and focusing on the SR curves, we can
see that both aggressive schedule halving with dynamic stickiness (SR
aggr. halv. dynStick) curves (with and without Fair Share) have higher
aggregate throughput than the rest. This Schedule Reset configuration
reduces the time between successful transmissions (see Figure 4.2c) and
maintains collision-free operation for longer periods of time thanks to the
increase in the node’s stickiness.

Figure 4.2c shows the average time between successful transmissions
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for the same network setup. Even-though CSMA/ECAHys+FS still has a
higher metric than CSMA/CA due to the aggregation done by Fair Share,
Schedule Reset is able of reducing this metric by almost 43%.

Figure 4.2b and Figure 4.2d show the aggregate throughput and time
between successful transmissions, respectively for a non-saturated net-
work with the same pe = 0.1. Since under non-saturated conditions
CSMA/ECAHys+FS nodes reset their schedule every time they empty their
MAC queues, Schedule Reset’s benefits are not relevant. Nevertheless,
a reduction in the time between successful transmissions is observed for
Schedule Reset curves in Figure 4.2d.

4.3 Very crowded environments
First, we do a performance evaluation of CSMA/CA, CSMA/ECA and
CSMA/ECAHyst+SR in a single AP scenario using NS-3 for the first time
(the implementation of CSMA/ECA is described in Section 4.4 below).
Then, to test the effects of neighbouring WLANs, we define three differ-
ent scenarios:

• Scenario A: a linear array ofA number of APs, withN nodes form-
ing a circle around each AP i ∈ [1, · · · , A]. APs are separated by
∆x metres, and each node j ∈ [0, · · · , 2π] associated with AP i,
that is, node ni,j , is at δ meters from i. Neighbouring nodes1 are
separated by δn. Each node has a Communication Range CR, and
an Interference Range IR. Transmissions from nodes within IR will
trigger the carrier sense mechanism, freezing the backoff counter.
Nevertheless, only received frames from nodes within CR are effec-
tively decoded. Figure 4.3 shows and example Scenario A.
We also test a control Scenario A, with no losses suffered inside
IR = CR = 2δ. Otherwise, Scenario A uses a Log-distance prop-
agation loss model with loss-exponent (details provided below), as

1In the Scenario A case with N = 4 nodes, only ni,0 and nk,π are considered neigh-
bouring nodes, where |i− k| = 1; (i, k) ∈ [1, . . . , A].
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Figure 4.3: Scenario A example

proposed by IEEE 802.11ax High Efficiency WLAN (HEW) Task
Group (TGax) [31].

• Scenario B: AP i ∈ [1, · · · , A] is arranged as in Scenario A, but
each node j ∈ [0, · · · , N ] is randomly placed at pij(x, y), where
x, y ∈ [−δ, δ] are plane2 coordinates, which is centered in the AP i.

• Scenario HEW: follows the simulation scenario 1 suggested by
TGax [31], also called the residential building scenario. Figure 2.2
provides details regarding the dimensions and placement of APs.

Regarding Scenario HEW, the TGax proposes different criteria for
evaluating IEEE 802.11ax WLAN. Scenario HEW follows TGax’s guide-
lines in the sense that:

• L = 10 and F = 3 are the side of a square room q ∈ [1, · · · , A]
and its height in meters, respectively (see Figure 2.2).

2It is possible to simulate 3D scenarios by adding an additional coordinate.
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• The AP i ∈ [1, · · · , A] is randomly placed inside room q at a fixed
heigh of z = 1.5m.

• Nodes also are randomly placed inside room q at a fixed heigh
of z = 1.5m, and associated with AP i. We identify a node j ∈
[0, . . . , N − 1] as nij . N = 10 per AP.

• Walls and floors impose propagation losses to the signal. Our model
uses the same propagation loss model and loss-exponents. (4.1)
(based on the one proposed in [31]) shows the path loss pl(x) (dB),
where x is the known distance to the transmitter, fc is the oper-
ating frequency (see Table 4.1), (x > 5) evaluates to 1 when the
condition is met or returns 0 otherwise. Finally, W represent the
aggregate number of walls traversed to reach the receiver, while Z
is the number of floors traversed until the signal arrives at the re-
ceiver. All the multi-AP scenarios use this same propagation loss
model (only Scenario HEW considers a building, Z and W in (4.1)
are set to zero otherwise).

pl(x) = 40.05 + 20 Log10

(
fc

5(109)

)
+ 20 Log10(min(x, 5))

+ (x > 5)35 Log10

(x
5

)
+ 17Z + 12W (4.1)

Test are performed using saturated sources at each node, keeping the
MAC queue filled at all times. This means that nodes always have a packet
to transmit. Additionally, simulations follow MAC and PHY specifica-
tions from the IEEE 802.11n standard, using a 20 MHz channel in the 5
GHz band. The rate of the stations is fixed. Details about the CCA and
Energy Detection (ED) thresholds, as well as other MAC and PHY details
are shown in Table 4.1.
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Table 4.1: PHY, MAC, CCA, and ED parameters used in the simulations

PHY
Parameter Value
PHY rate 72.2 Mbps

MCS HtMcs7
Channel Width 20 MHz

Operating Frequency fc 5.24 GHz
Channel Number 48

Empty slot 9 µs
DIFS 34 µs
SIFS 16 µs

MAC
CWmin 16
CWmax 1024

Maximum retransmission attempts 7
Default Packet size (Bytes) 1470

Channel and Tx/Rx properties
cca1Threshold (CCA) −62 dBm

edThreshold (ED) −82 dBm
Tx power 15 dBm

Per wall losses 12 dB
Per floor losses 17 dB

4.4 Leveraging NS-3 to simulate reality

The backoff mechanism controlled by the EdcaTxopN class is modified
to react differently to the effective reception of an ACK. That is, instead
of following CSMA/CA backoff mechanism, nodes are reconfigured to
follow CSMA/ECAHyst+SR upon the call to the EdcaTxopN::GotAck
method3.

The Schedule Reset mechanism required simple modifications to the

3Which happens everytime a successful transmission is acknoledged by the receiver.
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DcfManager class. It creates a bitmap according to the current deter-
ministic backoff, and updates it following the channel conditions at each
decrementing slot.

Position of the nodes

The scenarios defined in Section 4.3 are implemented using different mo-
bility and propagation loss models provided by NS-3. Specifically, each
node’s position is fixed during simulation time, and the signal is attenu-
ated according to (4.1) with the help of piggybacked Log-Distance prop-
agation models [67, 70].

The design and configuration of a building is made simple by the
Building class in NS-3 [49]. It provides several sub-classes and meth-
ods for specifying size, materials and attenuation properties using the
HybridBuildingsPropagationLossModel class on top of the
ThreeLogDistancePropagationLossModel.

Our implementation was made using the NS-3 [52] network simulator,
and can be accessed via [65]. A tutorial on how to use CSMA/ECA MAC
for WiFi in NS-3 is provided by [64].

We proceed to do a series of performance evaluations using the afore-
mentioned scenarios, modifying its characteristics in order to understand
the behaviour of each MAC protocol under different conditions. If not
specified otherwise, results are derived from five iterations of a twenty
five second NS-3 simulation with different seeds.

4.4.1 Single AP

Figure 4.4 shows: a) average aggregate throughput and b) average fraction
of failed transmissions under saturated traffic conditions. The scenario
of this test supposes perfect communication among all nodes. Results
for DCF, CSMA/ECA, and an implementation of CSMA/ECA with Hys-
teresis and conservative Schedule Reset with dynamic stickiness, namely
CSMA/ECAHyst+SR, are presented.
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Figure 4.4: Single AP performance using NS-3

Results show how DCF’s throughput degrades as the number of con-
tenders increases. This is due to the channel time wasted recovering
from collisions. On the other hand, when N ≤ Bd, CSMA/ECA is
able to reach collision-free operation. Further, applying Hysteresis al-
lows CSMA/ECAHyst+SR to increase the size of the collision-free schedule
augmenting the overall throughput for a greater number of contenders.
Schedule Resets seeks opportunities to reduce the size of the determinis-
tic backoff to prevent large periods between successful transmissions.

4.4.2 OBSS simulation results

A control Scenario A is shown on the left of Figure 4.5, where the legend
is located at the bottom right corner of the figure. Here, CR = IR = 2δ m,
so the effect of neighbouring nodes’ transmissions can be delimited with
precision. This Scenario A configuration implies that the transmissions
from a border node na,0 will trigger neighbouring node nb,π and AP b’s
CCA mechanism, deferring their transmissions. This effect is caused by
all neighbouring nodes.

On the other side, at the right of Figure 4.5 CR and IR ranges depend
on the received signal power, that is, are subject to the CCA and ED
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Figure 4.5: Control Scenario A, and Scenario A

thresholds, thus affected by propagation losses. Results in the figure are
derived with N = 4, ∆x = 15 m, δ = 1

3
∆x m, and δn = δ.

Figure 4.5 (left) shows how the throughput is degraded in the middle
WLAN-1. This is caused by the transmissions of nodes from adjacent
networks. For instance, when a neighbouring node from WLAN-0, n0,0

transmits, n1,π and AP-1 detect the channel as busy. Now, suppose that
n0,0 and n2,π transmit at the same time. This condition will completely
prevent WLAN-1 nodes from transmitting successfully during the afore-
mentioned nodes’ transmissions, bringing periods of inactivity that con-
tribute to the observed throughput degradation. Figure 4.6 clearly shows
that neighbouring nodes are the most negatively affected, supporting our
assumptions over the control Scenario A.

Still focusing on Figure 4.5 (left), CSMA/ECA shows higher frac-
tion of failures than CSMA/ECAHys+SR. This is because Hysteresis allows
larger schedules, avoiding collisions more efficiently. DCF nodes on the
other hand waste channel time recovering from collisions.
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Figure 4.7: Throughput per station for Scenario A

Using the default CCA and ED thresholds increases TR and Cs when
compared to the control Scenario A. Therefore, for an example node
nij there will be more transmissions affecting the CCA and contention
mechanisms. As mentioned in [37], there are now more nodes in the
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contention domain, increasing the collision probability. Looking at the
right side of Figure 4.5, it shows a higher number of failed transmis-
sions in DCF, coupled with a considerable overall throughput degrada-
tion. CSMA/ECAHyst+SR on the other hand, shows less failures, mainly
due to a better collision avoidance mechanism.

As CSMA/ECAHyst+SR nodes rapidly reach large deterministic back-
offs, they are able to produce collision-free schedules with enough empty
slots, leveraging the effects of neighbouring nodes’ transmissions. On the
other hand, CSMA/ECA still shows higher fraction of losses, but the peri-
ods of scheduled collision-free operation prevent further increase. Finally,
DCF is gravely affected by the higher collision probability.

Figure 4.7 shows the throughput per station. Results from both Fig-
ure 4.5 (right) and Figure 4.7 suggest this is a very collision-prone sce-
nario, and CSMA/ECAHyst+SR is able to avoid starvation, distributing the
available throughput of each WLAN more efficiently than DCF, or for
that matter CSMA/ECA, too.

Scenario B and many more users

This section presents results for Scenario B with N = 20 and A =
10. That is, node i ∈ [1, · · · , N ] are randomly placed around AP i ∈
[1, · · · , A] at pij(x, y), where x, y ∈ [−δ, δ], and elevated z = 1.5m from
the floor. As before, ∆x = 15 m, and δ = 1

3
∆x m.

Figure 4.8 shows that CSMA/ECAHyst+SR is more efficient at reducing
the fraction of failed transmissions. Additionally, Figures 4.9a-c show
the JFI [36] for all WLANs using one of the three tested protocols: DCF,
CSMA/ECA and CSMA/ECAHyst+SR.

Results indicate that CSMA/ECAHyst+SR not only is able to increase
the fairness among contenders of the same WLAN, but also provides an
aggregate throughput increase as a consequence. This can be observed in
Figure 4.9d.
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Figure 4.8: Scenario B detailed simulation results
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Figure 4.9: Overall results for Scenario B

4.4.3 Scenario HEW: residential building
Figure 4.10 gathers the aggregate results for the Scenario HEW or resi-
dential building simulations, with N = 10 nodes per WiFi. Figure 4.10a
shows the aggregate throughput per floor in the example building of Fig-
ure 2.2. As expected, the bottom and top floors have a smaller contention
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Figure 4.10: Aggregate results for the Scenario HEW simulations

domain, showing higher throughput due to a lower fraction of losses in
Figure 4.10b. CSMA/ECAHyst+SR (ECAHyst+SR in Figure 4.10) stations
are unable to reduce the deterministic backoff, ending with a big pe-
riod between successful transmissions which translates in a lower overall
throughput. Nevertheless, Figure 4.10b shows that it is very effective at
reducing failures.

Figure 4.11 shows overall metrics of throughput (S), JFI, failures, and
transmission attempts. Results show higher throughput for CSMA/ECA
over DCF, despite having around 50% of transmissions resulting in fail-
ure. The use of a deterministic backoff after successful transmissions
creates periods of schedule-like transmissions (as in [41, 61]), increasing
the number of successful transmissions.

Attempting to increase the aggressiveness of CSMA/ECAHyst+SR may
enhance the aggregate throughput for this protocol. In Figure 4.12 we
show different configurations of CSMA/ECAHyst+SR, namely: Hysteresis
only (Hyst), Schedule Reset as in previous tests (Hyst+SR), SR with a
reduced CWmax ← 255 (Hyst+SRR), and a configuration of SR denoted
as aggressive4 (Hyst+SR aggr.). Even-though Hyst+SRR shows higher
throughput, it increases the fraction of failed transmissions. The aggres-

4It simply means γ = 1 and a halving of the schedule.
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Figure 4.11: Overall metrics for Scenario HEW

sive schedule halving represented by Hyst+SR aggr. in Figure 4.12 is
not able to reduce the schedule to lower values, despite just analysing the
bitmap after 2 consecutive transmissions (γ = 1). We select Hyst+SR
as the reference protocol because is the configuration that provides better
tradeoff between overall aggregate throughput and fraction of failures.
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Figure 4.12: Comparison among different CSMA/ECAHyst+SR configura-
tions
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Figure 4.14: Non-overlapping WiFi channel allocations for a Scenario
HEW test, C = 20 channels

4.4.4 Softening the conditions using different channels

Having a very big contention domain increases the percentage of failed
transmissions, nevertheless, CSMA/ECAHyst+SR is able to leverage this
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Figure 4.15: Scenario HEW with efficient channel allocation results, C =
8 channels

issue using a deterministic backoff and Hysteresis. Despite being out-
performed by CSMA/ECA in the residential building scenario, results
from Scenario B in Section 4.4.2 show that CSMA/ECAHyst+SR provides
a considerable reduction of failures while increasing the overall through-
put and fairness. This can be beneficial for applications where low losses
and fairness are preferred. Furthermore, as less transmission attempts
are performed CSMA/ECAHyst+SR may constitute an advantage for energy
constrained applications.

The following presents simulation results using Scenario HEW in sat-
uration with a different WiFi channel for each room of the building. First,
a distribution using only C = 8 non-overlapping WiFi channels in the
IEEE 802.11n 5GHz band (shown in Figure 4.13), and then a more effi-
cient distribution using C = 20 (see Figure 4.14).

1. Figure 4.13 shows the two types of WiFi channel assignments for
each floor of the building in Figure 2.2 usingC = 8 non-overlapping
channels. Floors 0, 2 and 4 use TypeA, while floors 1 and 3 use
TypeB.

Figure 4.15, shows the results obtained when allocating different
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Figure 4.16: Scenario HEW with efficient channel allocation results, C =
20 channels

channels for each WLAN. Interestingly, the effect over the mid-
dle floor is easily observed, revealing higher failures and lower
throughput than the rest. CSMA/ECA and DCF show similar per-
formance, as N > Bd this is expected. On the other hand, nodes
using CSMA/ECAHyst+SR are unable to reduce the schedule length
any further, ending with big periods between successful transmis-
sions that translate into lower throughput. Nevertheless, the effi-
cient collision avoidance mechanisms use by this protocol reduces
the fraction of failures and transmissions attempts considerably.

2. Then, we proceed to an even more efficient allocation of the avail-
able non-overlapping channels using C = 20. The channel dis-
tribution is shown in Figure 4.14, while results are presented in
Figure 4.16.

As each WLAN contention domain is effectively reduced by a more
efficient distribution of the non-overlapping channels, a fairness in-
crease is evidenced. Further, the middle floor (Floor 2) is not spe-
cially affected.

In this scenario CSMA/ECAHyst+SR is still unable to outperform
CSMA/ECA. Nevertheless, the same benefits in terms of failed

71



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page 72 — #90

 200

 400

 600

 800

 1000

 1200

 1400

DCF ECAECAHyst+SR

S
 (

M
b
p
s
)

Protocol

a) Throughput

Floor 0
Floor 1
Floor 2
Floor 3

Top floor

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

DCF ECAECAHyst+SR

F
ra

c
ti
o
n
 o

f 
fa

ilu
re

s

Protocol

b) Failures

Floor 0
Floor 1
Floor 2
Floor 3

Top floor

100x10
3

200x10
3

300x10
3

400x10
3

500x10
3

600x10
3

700x10
3

800x10
3

DCF ECAECAHyst+SR

T
X

 a
tt
e
m

p
ts

Protocol

c) Tx. attempts

Floor 0
Floor 1
Floor 2
Floor 3

Top floor

Figure 4.17: Scenario HEW with random channel allocation results, C =
20 channels

transmissions and transmission attempts are observed.

3. Figure 4.17 shows simulation results for C = 20, but the allocation
is made at random.

This scenario, al-though not ideal, can be considered closer to real-
ity. Figure 4.17 shows higher throughput for CSMA/ECA, but the
difference with CSMA/ECAHyst+SR is very small. As the latter still
shows lower failures and transmission attempts, it is considered as
the overall best in this scenario.

Overview

As scenarios become more crowded, the interaction among Overlapping
BSS (OBSS) becomes of significant importance for optimising the MAC
throughput. The Clear Channel Assessment (CCA) mechanism for deter-
mining the state of the channel (busy or empty) relies of MAC-specific5

thresholds, which can change considerably the size of the contention do-
main of a node.

DCF, as it is based on a random backoff technique, is gravely affected
by dense scenarios. Degrading the overall throughput as the number of

5That is, IEEE 802.11-specific
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contenders increases. CSMA/ECA on the other hand, uses a determinis-
tic backoff after successful transmissions technique, which coupled with
extensions like Hysteresis and Schedule Reset allows CSMA/ECAHyst+SR

to construct collision-free schedules for more contenders.
We tested these three protocols under different scenarios, ranging from

single AP, to a complex residential building following TGax specifica-
tions for IEEE 802.11ax. Overall, the deterministic backoff technique
increases the number of successful transmissions in all of the tested sce-
narios, outperforming DCF. Furthermore, Hysteresis and Schedule Reset
keep CSMA/ECAHyst+SR’s failures way lower than the other tested proto-
cols. As this is achieved using longer collision-free schedules, less trans-
missions attempts are performed, consequently providing a potential re-
duction in the overall energy consumption.

It is observed that some attributes are beneficial in certain scenarios.
For instance, low contention scenarios can draw benefit from the aggres-
siveness provided by DCF’s random backoff mechanism, which leverages
the time wasted recovering from failed transmissions. Whereas high con-
tention conditions, like crowded single-AP or multi-AP scenarios may
benefit from a deterministic backoff after successful transmissions tech-
nique, such as the used by CSMA/ECA and CSMA/ECAHyst+SR. Results
from this work evidence the importance of being able to determine the
network conditions, and calls for mechanisms able to adapt the MAC pro-
tocol accordingly in order to draw benefits.

Different research directions could be derived from this work:

• Multi-rate scenarios, which are affected by propagation loss mod-
els.

• Dynamic ED and CCA threshold adaptation using Dynamic Sensi-
tivity Control [72].

• Schedule Reset and its relation to the sensitivity thresholds, as SR’s
decisions are based on what is observed in the channel.

• Big data analytics. As scenarios get bigger and complex, better data
manipulation techniques should be used to interpret what is really
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happening in the scenario.

As all our implementation is open source and freely available at [64,
65], we encourage other researchers to learn from our experience and start
developing tests using complex mobility and propagation models as the
ones used in Scenario HEW.
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Chapter 5

TRAFFIC DIFFERENTIATION
USING CSMA/ECA

5.1 CSMA/ECAQoS

CSMA/ECA and its extensions are able to construct collision-free sched-
ules under saturated conditions, outperforming CSMA/CA. Furthermore,
CSMA/ECA uses the same default contention parameters as CSMA/CA,
so the compatibility is maintained [57].

Providing priority is to ensure a more frequent access to some ACs
over others. In CSMA/ECA this is only subject to the deterministic back-
off. That is, an AC using a shorter Bd would in turn access the channel
more often than those using a larger one. To maintain compatibility with
EDCA, CSMA/ECA considers the same four ACs.

Nevertheless, AIFS and TXOP are not fit for multiple CSMA/ECA
queues. For instance, AIFS values are not required since differentiation is
only provided by the deterministic backoff. The incorporation of different
AIFS for each category would trigger Virtual Collisions that in turn may
disrupt an existent collision-free schedule with real collisions. Figure 5.1
shows a VC in CSMA/ECA with two queues1 (indicated by the outline)

1Only considering AIFSN values of 2 and 4, Bd of 4 and 8 for AC1 and AC2 respec-
tively
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Figure 5.1: Example temporal evolution of CSMA/ECA with two ACs
using AIFS resulting in a virtual collision

Table 5.1: CSMA/ECAQoS contention parameters

AC CWmin CWmax m lowest Bd highest Bd

BK 32 1024 5 15 511
BE 32 1024 5 15 511
VI 16 512 5 7 255
VO 8 256 5 3 127

Legacy 32 1024 5 15 511

consequence of using AIFS during a collision-free schedule. As the lower
priority AC proceeds to select a random backoff, its next transmission
may disrupt any ongoing collision-free operation.

TXOP in EDCA ensures that all traffic from the same category re-
ceives on average the same channel time. In contrast, CSMA/ECA’s goal
through Fair Share is to provide close to equal average throughput to
same-priority ACs. The combination of Fair Share and Schedule Reset
provides throughput fairness through aggregation. Further, it attempts to
evenly distribute the channel time among AC increasing the frequency of
transmissions, permanently seeking opportunities to reduce the schedule.

As EDCA extends DCF into four ACs, similarly we define an instance
of CSMA/ECA for each AC. We will refer to CSMA/ECA with multiple
ACs as CSMA/ECAQoS from here forward. Table 5.1 shows the CW,
lowest and largest Bd, and maximum backoff stage m.

Figure 5.2 shows an example of CSMA/ECAQoS with two contenders
and two ACs; where AC1 has higher priority than AC22. In the figure, the

2CWmin[AC1,AC2] = [8, 16]; m[AC1,AC2] = [5, 5]
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Figure 5.2: An example of the temporal evolution of CSMA/ECAQoS in
saturation

first outline indicates a VC between AC1 and AC2 from STA-2. VC in
CSMA/ECAQoS are handled just as in EDCA, that is, the AC with the
highest priority is granted access to the channel, while the other ACs
involved in the VC double their contention windows and use a random
backoff for the next transmission. Consequently, AC1 from STA-2 suc-
cessfully transmits and then uses Bd = 20CWmin[AC1]

2
− 1 = 3.

Still on Figure 5.2, the second outline indicates a collision between
STA-2’s AC2 and AC1 from STA-1. At this moment in time STA-2 AC2’s
backoff stage has been increased in two occasions (k[AC2] = 2). When
said AC2 is able to transmit, it sends 2k[AC2] packets according to Fair
Share. Then, it uses a deterministic backoff, Bd = 2k[AC2]CWmin[AC2]

2
− 1 =

31. The third outline in Figure 5.2 indicates an VC in STA-1, which is
resolved allowing AC1 and deferring AC2’s transmission using a random
backoff with a doubled CW. A future collision between STA-2’s AC1 and
AC2 from STA-1 is highlighted by the last outline.

5.2 Collisions and Virtual Collisions-free oper-
ation using Smart Backoff

Consider a complete schedule of length C = 2mCWmin, and m = 5.
With CSMA/ECA and a single AC is possible to allocate a collision-free
transmission slot for up to C/2 = 512 contenders (the highest Bd + 1
for AC Legacy in Table 5.1). Nevertheless, with CSMA/ECAQoS and all
ACs in saturation i.e., have a packet to transmit, each contender mimics
the behaviour of four saturated CSMA/ECA nodes (one for each AC).
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This means that the total number of supported collision-free contenders
will be reduced in order to provide a transmission slot for all the ACs in
the network. If all the ACs are in saturation, CSMA/ECAQoS can provide
collision-free operation for up to 2(m[VO]−3)CWmin[V O] = 32 contenders,
where m[VO] is the maximum backoff stage of the AC with the smallest
CWmax, that is AC[VO] in Table 5.13.

VCs in CSMA/ECAQoS force lower priority ACs to defer their trans-
missions using a random backoff. Therefore, VCs can disrupt any existent
collision-free schedule in CSMA/ECAQoS, wasting channel time recover-
ing from collisions and degrading the overall throughput. Given that all
AC’s backoff counters are known to the contender, there is nothing pre-
venting it from using this information to avoid future VCs.

CSMA/ECAQoS eliminates VCs by picking a B[AC] that is not equal
to any of the other AC’s counters. This is achieved by selecting a num-
ber whose absolute difference with each of the other AC’s counters is not
a multiple of each comparison’s smallest deterministic backoff. Algo-
rithm 5 decribes the process of selecting what is referred to as a Smart
Backoff in CSMA/ECAQoS. It shows four ACs, although it can used to
eliminate VCs with as many ACs as needed. Smart Backoff is used in-
stead of a random backoff in CSMA/ECAQoS, regardless of the aggrega-
tion mechanism used.

What results from Algorithm 5 is a Smart Backoff counter that will
not cause a VC on the next transmission attempts.

3The maximum number of collision-free contenders in saturation is reduced when
using the Schedule Reset Mechanism. This is due to the reduction of the average backoff
stage of AC[VO], k[V O] ≤ m[V O].
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1 AC := 4; // number of Access Categories
2 CWmin[AC]; // CWmin for all ACs
3 Bd[AC]; // Bd for all ACs
4 B[AC]; // current B from all ACs
5 k[AC]; // current backoff stage
6 F [AC] := {0};
7 Cb[AC] := {0};
//
// looking for a suitable B[i]; i ∈ [1, AC]
//

8 while (F 6= 1) or (Cb 6= 1) do
9 B[i]← U [0, 2k[i]CWmin[i]];

10 for (j = 1; j ≤ AC; j + +) do
11 if (j 6= i) then
12 F [j]← |B[i]−B[j]| mod [min(Bd[i], Bd[j])];
13 if (F [j] 6= 0) then
14 F [j]← 1;

15 if (B[i] 6= B[j]) then
16 Cb[j]← 1;
17 else
18 Cb[j]← 0;

19 return (B[i]);

Algorithm 5: Smart Backoff: eliminating Virtual Collisions in
CSMA/ECAQoS

5.3 Simulation setup description
In order to test the traffic differentiation in CSMA/ECAQoS and its capabil-
ity of outperform EDCA in terms of number of supported delay-sensitive
flows and aggregate throughput, we have used a customised version of
the COST simulator [76], which is available via [63]. If not expressed
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otherwise, each point in the presented figures is obtained from averaging
twenty executions of duration equal to forty seconds. Further considera-
tions:

• PHY/MAC headers, and other unspecified parameters follow the
IEEE 802.11ax (5 GHz) standard [30].

• All nodes can be assumed to be in communication range with each
other.

• Transmission of several frames per attempt supposes AMPDU ag-
gregation with compressed Block ACK [50].

• RTS/CTS mechanism is used, as transmitting multiple frames in a
TXOP requires a protection mechanism in EDCA [2].

• Smart Backoff is used in CSMA/ECAQoS.

• Aggressive Schedule Reset is used, with γ = 1.

• Dynamic Stickiness defines a maximum stickiness = 2.

• CSMA/ECAQoS AC[BK] does not use Schedule Reset in order to
provide differentiation with AC[BE].

Additionally, Table 5.2 provides information about relevant PHY and
MAC parameters used in the simulator.

Apart from the assumptions presented above, the following provide
details about the traffic source generators, channel conditions and overall
scenarios to be evaluated. Then, simulation results for achieved through-
put, number of collisions and time between successful transmissions are
presented.

5.3.1 Updated traffic sources
There are two main scenarios regarding traffic generation in a node. The
saturated traffic condition refers to a node that always has a packet for
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Table 5.2: PHY and MAC parameters for CSMA/ECAQoS simulations

PHY
Parameter Value
PHY rate 65 Mbps

Channel Width 20 MHz
Number of Streams 1
OFDM bits/symbol 6

Coding rate 3/4
Empty slot 9 µs

DIFS 34 µs
SIFS 16 µs

MAC
Parameter Value

Maximum retransmission attempts 7
MAC queue size (Packets) 1000

CSMA/ECAQoS

Parameter Value
Schedule Reset mode aggressive (γ = 1)
Dynamic stickiness on

Smart Backoff on

transmission in its MAC queue. On the other hand, a non-saturated node
empties its MAC queue and withdraw from the channel contention. These
states do not fall far from reality, for instance, a node might be in satura-
tion while it is performing a file transfer. But if instead the node is only
performing a VoIP call, its MAC queue will be empty while silence is
detected by the codec.

Non-saturation scenarios play an important part on the performance
evaluation, specially because both EDCA and CSMA/ECAQoS reset their
respective CWcurr[AC] ← CWmin[AC] when the queue for an specific
AC is detected empty, which continuously resets collision-free schedules.
Details of the traffic sources for the non-saturated scenario are provided
below as well as in Table 5.3.
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Table 5.3: Traffic sources detail

1) AC[VO]
Parameter Value
On duration 3.110 s
Off duration 3.2727 s

Rate 15.2 kbps
Payload 38 B

2) AC[VI]
PSNR 43.5 dB, best

GOP size 16
GOP IBBBPBBBPBBBPBBB

Average I size 5658 B
Average P size 1634 B
Average B size 348 B

Frame size standard deviation 2 times the average
Average Rate 300 kbps

3) AC[BE] and AC[BK]
Rate 65 Mbps

Payload 1470 B

• AC[VO] source: we emulate a voice codec with silence detection.
That is, when the energy of a voice signal is below a threshold
during a determined number of sampled packets, the source stops
injecting voice packets into the MAC queue. The Internet Low
Bit Rate Codec (iLBC) [6] is a robust codec designed for IP net-
works. It features smooth speech quality degradation in case of
frame losses, making it suitable for VoIP. It is modelled as an On/Off
source, other parameters are shown in Table 5.3. A Constant Bit
Rate (CBR) traffic source is active during the On phase. It follows
a geometric distribution of talkspurts and silence intervals. Dura-
tions follow Geom-APD-W0 settings in [46].

• AC[VI] source: follows the characteristics of the H.264/Advanced
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Video Coding (or H.264/AVC) [75]. Its improved compression
tools makes it ideal for high quality video streaming. Video source
modelling greatly depends on the video source, that is, action films
after packetised produce very different frames than a static inter-
view. This results in rate variability. As also tested in [75], an
example Group of Images (GOP) representative of an action movie
source is selected4. A GOP is composed of I, P and B frames,
used to represent past, present and future in a video stream. For a
given image quality (PSNR) and size (in pixels by pixels), Table 5.3
shows the average and standard deviation of the I, P and B frame
sizes, alongside other video source characteristics.

• AC[BE] and AC[BK] sources: queues are saturated in all scenarios.

As the goal of the saturated scenario evaluation is to compare the effi-
ciency of the contention mechanisms used by EDCA and CSMA/ECAQoS,
all ACs use circular MAC queues, which are filled at startup with 1470B
frames.

5.3.2 Channel errors
The inability to receive an ACK frame is handled as a collision, both in
EDCA and CSMA/ECAQoS. This could happen due to channel imperfec-
tions preventing the receiver from decoding the transmissions. In order to
simulate the effects of channel errors over the MAC protocol, we define
the likelihood of a MPDU not being acknowledged, pe. It affects every
MPDU independently. That is, for every transmission we draw a number
from a random variable X ∼ U [0, 1], if the number drawn is lower than
pe the frame will not be acknowledged. In the case of MDPU aggregation
(AMPDU), it is considered a failed transmission only if all MPDUs in the
AMPDU are independently affected by pe. A value of pe = 0.1 has been
selected for the simulation of the non-saturated scenario, but a compari-
son with different values for pe is also provided. The saturation scenario
is tested with a perfect channel.

4Due to its higher rate variability.
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5.4 Simulation results
This section presents results using both aggregation strategies, that is, Fair
Share and TXOP[AC]. These are referred to as CSMA/ECAQoS+FS and
CSMA/ECAQoS+TXOP, respectively. The latter means that upon wining
access to the channel an ACs will transmit without contention for as long
as indicated by TXOP[AC] in Table 2.2. Any kind of frame aggregation
is only performed on high priority ACs, that is, AC[VO] and AC[VI].
Furthermore, to provide differentiation between AC[BE] and AC[BK],
Schedule Reset is turned off for AC[BK]. This means that CWcurr[BK] is
only reduced when reaching the retransmission limit or when the queue
for this AC is detected empty. In both cases it is reset to CWmin[BK].

We first evaluate the performance of CSMA/ECAQoS+FS, taking spe-
cial interest to the throughput, failures, fairness and average delay in both
traffic conditions. Table 5.2 shows the default CSMA/ECAQoS settings
regarding Schedule Reset, Smart Backoff, and stickiness. Then, we study
EDCA and compare the results against CSMA/ECAQoS+FS, including a
mixed network scenario. Next, we replace Fair Share in CSMA/ECAQoS

with TXOP rules to provide a just comparison with EDCA. We identify
this case as CSMA/ECAQoS+TXOP. Finally, we propose a discussion about
the results.

5.4.1 CSMA/ECAQoS+FS

Figure 5.3 shows as columns : a) Average aggregate throughput, b) failed
transmissions, and c) Jain’s Fairness Index [36]5 for CSMA/ECAQoS+FS

in saturation. All frame sizes are equal to 1470B. The bottom row focus
on the non-saturation scenario. It shows the same metrics except for the
latter, which shows d) the average queueing delay (queue + contention).

As shown in the figure, CSMA/ECAQoS+FS is able to keep a steady
overall throughput for a large number of contenders in saturated condi-

5The JFI is an indicator of fairness regarding the ditribution of the available through-
put in a system. As the throughput in WLANs is to be equally distributed among con-
tenders, a JFI= 1 is expected.
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Figure 5.3: Combined results for CSMA/ECAQoS+FS

tions. Moreover, as ACs aggregate frames proportionally to its current
schedule length, throughput fairness is achieved for high priority ACs.
Collision-free operation is reached for N ≤ 12, as shown in Figure 5.3-b.
This is lower than the maximum of N = 32 mentioned in Chapter 5.2
and is a consequence of Schedule Reset’s γ = 1. For N ≤ 12, SR often
fails to encounter further reduction opportunities, often succeeding keep-
ing ACs with shorter schedules than the maximum. At higher N > 12,
the aggressiveness of SR due to γ = 1 leads to schedule reductions that
cause collisions.

Figure 5.4 provides a set of comparisons for: a) different configu-
rations of Schedule Reset fixing the number of contenders to N = 8.
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Figure 5.4: Different Schedule Reset configurations

These are: Half : SR only attempts to halve the current deterministic
backoff; Smaller: changes to smaller backoffs are allowed; no SR: not
using Schedule Reset. Then: b) the effect of Smart Backoff over the
convergence time of CSMA/ECAQoS+FS, as well as the fraction of failed
transmissions in saturated conditions.

As shown in Figure 5.4-a, the difference between selecting Half the
current schedule and looking to reduce it to the Smaller available length
are not significant in terms of average final backoff stage. Nevertheless,
a reduction is observed when compared against not using SR. Looking at
the average time between successful transmissions, the Half configura-
tion provides better results given that a drastic reduction of the schedule
increases the collision probability when using γ = 1. As this value of
γ is required in order to increase the reduction attempts in non-saturated
conditions with pe > 0, the Half configuration is used. That is, Schedule
Reset will evaluate the bitmap and only perform a reduction to half the
current deterministic backoff.

Smart Backoff prevents virtual collisions and consequent disruption
of collision-free schedules. As shown in Figure 5.4-b, collision-free oper-
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Figure 5.5: Average throughput and Failed transmissions for different lev-
els of pe in non-saturation.

ation is only achieved with SB, and for N ≤ 14 during simulation time.6.
In non-saturation, CSMA/ECAQoS+FS in Figure 5.3 is able to construct

collision-free schedules for short periods of time that allow AC[VO] and
AC[VI] to saturate at a much higher number of contenders. Further, as
shown in Figure 5.3-d the queueing delay of the highest priority AC[VO]
is lower than other ACs. The value of pe = 0.1 is selected because it
produces a moderate increase in the total number of failures observed in
Figure 5.5, where a range of pe > 0 with a fixed N = 1 are tested. As
nodes are supposed to be in communication range among each other, we
avoid using higher pe values.

5.4.2 EDCA comparison and coexistence

Figure 5.6 gathers the simulation results in a saturated network using Ba-
sic Access (BA) and RTS/CTS. It shows the average aggregate Through-
put and Collisions for a) EDCA, and b) CSMA/ECAQoS+FS in saturation.
All frame sizes are equal to 1470B.

EDCA with RTS/CTS (Figure 5.6-a bottom) shows higher through-
put than using BA. This is an effect of wasting less time recovering from

6Being the average backoff stage for AC[VO], k[VO] = 4, as mentioned in Chap-
ter 5.2 collision free operation is possible for up to 2(k[VO]−3)CWmin = 16 nodes.
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Figure 5.6: Average aggregate Throughput and Collisions for a) EDCA,
and b) CSMA/ECAQoS+FS in saturation

collisions. Moreover, as more time is made available for transmission at-
tempts, RTS/CTS produces a higher total number of failed transmissions,
but keeps the same fraction of failures as in BA. RTS/CTS also loosens
the starvation of low priority ACs. As indicated by the fraction of fail-
ures, the starvation of EDCA AC[BE] occurs at a higher N = 42, against
N = 32 observed using BA. Given that RTS/CTS is required by the IEEE
802.11e standard when performing frame aggregation, further results do
not consider BA.

The efficiency of eliminating collisions with CSMA/ECAQoS+FS is clearly
evident at high number of contenders. Conversely, EDCA’s throughput
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Figure 5.7: Fraction of slots during a saturated simulation with a growing
number of contenders

decreases very rapidly, mostly because of an extremely high fraction of
failures. Figure 5.7 shows the percentage of empty, successful and failure
slots observed during a simulation in saturated conditions.

Even though it clearly outperforms EDCA for high number of con-
tenders, CSMA/ECAQoS+FS shows lower overall throughput for N ≤ 5 in
Figure 5.6-b. This is due to Fair Share, which aggregates according to the
current backoff stage7. As collisions are quickly eliminated with Smart
Backoff, the level of aggregation produced by Fair Share is often lower
than TXOP[AC], hence the lower throughput.

Turning to the non-saturation scenario, Figure 5.8 shows the average
aggregate throughput, fraction of failures, and time between successful
transmissions as rows i = (1, 2, 3), using labels j = (a, b, c, d) to identify
each AC as a column. Subfigures are referred as Figure 5.8.i.j. Legend
is located at the bottom right corner of the figure

In Figure 5.8.1.a and 5.8.1.b, EDCA AC[VO] and AC[VI] achieve less
throughput, mainly because they get saturated at lower N . On the other
hand, CSMA/ECAQoS+FS AC[VI] saturates with a considerable larger N 8.
On the other hand, AC[BE] in Figure 5.8.1.c shows a slightly higher

7That is, 2k[AC] frames in an AMPDU.
8The average number of aggregated frames using Fair Share is greater than

TXOP[VI], thus emptying AC[VI] queue quicker.
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Figure 5.8: Comparison among protocols per AC in the non-saturation
scenario

throughput in EDCA for 6 < N ≤ 16. This is attributed to the ag-
gressiveness of EDCA’s random backoff. Nevertheless, for N > 16
CSMA/ECAQoS+FS AC[BE] maintains a steady throughput for an increased
number of contenders. Further, CSMA/ECAQoS+FS AC[BK] outperforms
EDCA’s for N > 5 (big deterministic backoffs and the lack of Schedule
Reset in AC[BK] account for the lower throughput for N ≤ 5).

A big part of CSMA/ECAQoS+FS throughput enhancement is conse-
quence of a better collision avoidance. This is supported by the reduced
fraction of failures shown in Figure 5.8.2. Furthermore, the lower frac-
tion of failures observed are the result of the higher saturation point of
AC[VO] and AC[VI] due to Fair Share (see Figure 5.8.1.a and 5.8.1.b).

CSMA/ECAQoS+FS AC[VO] in Figure 5.8.3.a has a lower average time
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between successful transmission, and for a larger number of contenders
than EDCA. Looking at AC[VI] in Figure 5.8.3.b, CSMA/ECAQoS+FS

shows a higher metric when N > 16. This is partly due to the dura-
tion of successful transmissions of low priority ACs, which are brought
to starvation by EDCA as N increases.

Figure 5.8.3.c shows higher time between successful transmissions
for EDCA AC[BE]. Conversely, this same metric is slightly higher for
CSMA/ECAQoS+FS AC[BK] at N ≤ 5, as shown in Figure 5.8.3.d. As
AC[BK] does not use Schedule Reset, the big deterministic backoffs used
are responsible for longer periods between successful transmissions. Nev-
ertheless, this effect is reversed for higher N .

Mixed Scenario

The following results are extracted from simulations performed with a
network setup composed of two types of nodes: 50% EDCA and 50%
CSMA/ECAQoS+FS. It uses the non-saturation scenario settings with pe =
0.1. Figure 5.9 shows per node average aggregate throughput, fraction of
failed transmissions, and time between successful transmissions as rows
i = (1, 2, 3), using labels j = (a, b, c, d) to identify each AC as a column.
Subfigures are referred as Figure 5.9.i.j. Curves from pure EDCA and
CSMA/ECAQoS+FS networks are also presented. Legend is located at the
bottom right corner of the figure.

Figure 5.9.1.a shows EDCA AC[VO] getting saturated at around the
same number of contenders as in the non-saturated scenario of Figure 5.8.1.a
(N = 14). Similarly, as the total number of contenders (N ′) increases, the
throughput of EDCA AC[VO] is degraded even more. CSMA/ECAQoS+FS

nodes are able to avoid collisions more efficiently, resulting in an in-
creased number of successful transmissions for even more users. EDCA
AC[VI] in Figure 5.9.1.b shows the same saturation point as in Figure 5.8.1.b.

Still referring to the average throughput, CSMA/ECAQoS+FS nodes’s
AC[BE] and AC[BK] in Figure 5.9.1.c and 5.9.1.d show lower through-
put than EDCA’s for N ′be < 16 and N ′bk < 10, respectively. This is
also observed in Figures 5.8.1.c and 5.8.1.d. Again, this is because the
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Figure 5.9: Comparison among protocols per AC in the Mixed Scenario
in non-saturation

average deterministic backoff used by CSMA/ECAQoS+FS AC[BE] and
AC[BK] at this number of contenders increases the time between suc-
cessful transmissions beyond EDCA’s. This effect can be seen in Fig-
ure 5.9.3.c and 5.9.3.d.

Short periods of collision-free operation are achieved among success-
ful ACs using CSMA/ECAQoS+FS due to the deterministic backoff after
successful transmissions. This reservation-like9, instead of random con-
tention mechanism is less aggressive, reducing the number of transmis-
sion attempts. Nevertheless, it considerably increases efficiency by elim-
inating collisions.

9From the point of view of each AC.
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Figure 5.9.3 shows the average time between successful transmis-
sions. EDCA AC[VI] and AC[VO] are negatively affected by nodes using
CSMA/ECAQoS+FS. In fact, both ACs’s metrics are always higher than
CSMA/ECAQoS+FS’s (Figure 5.9.3.a and 5.9.3.b). This is mainly due to
CSMA/ECAQoS+FS AC[BE] and AC[BK] transmissions, which are nor-
mally starved in crowded EDCA networks.
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Figure 5.10: Comparison using saturated and non-saturated sources:
EDCA, CSMA/ECAQoS+TXOP, and CSMA/ECAQoS+FS
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5.4.3 CSMA/ECAQoS+TXOP

Fair Share aggregates up to 32 frames in an AMPDU, nevertheless, the
variable-size video frames proposed for the non-saturation scenario often
sum up to more than the maximum TXOP limit defined for EDCA (see
Table 2.2). Conversely, EDCA aggregates more packets at lower num-
ber of nodes. As Fair Share performs aggregation according to the AC’s
schedule length, at N ≤ 12 CSMA/ECAQoS+FS ACs reach collision-free
operation with short schedules.

To provide a just comparison with EDCA, Fair Share is adjusted.
That is, AC[VO] and AC[VI] are instructed to always transmit as long
as TXOP[AC], as in EDCA. Figure 5.10 shows the average aggregate
throughput (S) and failed transmissions for EDCA and CSMA/ECAQoS+TXOP

in saturation (top). The bottom of the figure shows the same metrics
and the average time between successful transmissions in non-saturation.
Columns show the different metrics per AC.

The elimination of collisions with CSMA/ECAQoS+TXOP in saturation
results in an uneven distribution of the channel resources among con-
tenders for N ≤ 10, showing high variability and throughput unfair-
ness. This was originally expected and solved with Fair Share (see Fig-
ure 5.3-c and [57]), but as transmissions are limited by TXOP[AC], ACs
with larger schedules are not compensated aggregating more. Instead,
CSMA/ECAQoS+TXOP ACs pursue opportunities to leverage this issue at-
tempting reductions of the deterministic backoff using Schedule Reset.
As the number of contender increases (N > 10), collisions push all
CSMA/ECAQoS+TXOP ACs to their largest deterministic backoff, establish-
ing throughput fairness among same category ACs.

CSMA/ECAQoS+TXOP ACs rapidly converge to a collision-free oper-
ation with Smart Backoff. Results suggest that most of the time high
priority ACs, like AC[VO] converge with larger schedules than other low
priority ACs. This constitutes a priority inversion in terms of throughput,
causing the high variability observed in the first row of Figure 5.10 for
N ≤ 10.

Looking at the bottom of Figure 5.10, CSMA/ECAQoS+TXOP clearly
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Figure 5.11: Comparison using CSMA/ECAQoS+TXOP in the Mixed Sce-
nario in non-saturation

outperforms EDCA in the non-saturation scenario, besides, its average
time between successful transmissions is practically equal to the one ob-
served in Figure 5.8.3.

As Figure 5.9 in Chapter 5.4.2, the new Figure 5.11 shows a Mixed
Scenario where 50% of nodes use EDCA, while the other 50% of nodes
use CSMA/ECAQoS+TXOP. The figure shows that the interaction among
nodes with different protocols is pretty much the same as when using
CSMA/ECAQoS+FS.

Figure 5.12 shows a comparison between Fair Share and TXOP in
CSMA/ECAQoS. Column a) shows the saturation scenario, presenting
throughput and JFI. b) presents the non-saturation scenario results, namely
throughput and average time between successful transmissions. Results
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Figure 5.12: Comparison between using TXOP and Fair Share with
CSMA/ECAQoS

are normalised to CSMA/ECAQoS+FS values.

The throughput unfairness resulting from using TXOP is clearly ap-
preciable in the saturated scenario for N ≤ 10. Nevertheless, higher
throughput is observed in CSMA/ECAQoS+TXOP AC[VI] due to the shorter
TXOP[VO]. Figure 5.12-a suggests that the TXOP[VO] limitation al-
lows low priority ACs to achieve higher throughput. This effect is also
observed in the non-saturation scenario, referred by Figure 5.12-b. As
nodes approach saturation, the shorter TXOP[VO] transmissions produce
an overall reduction in the time between successful transmissions of other
ACs.
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5.4.4 Discussion

After the analysis, it is clear that the number of contenders, channel and
traffic conditions play a main role in the performance of both MAC pro-
tocols.

A perfect channel, RTS/CTS, and low number of contenders are ideal
conditions for EDCA in saturation. Nevertheless, CSMA/ECAQoS+TXOP

ACs converge into collision-free schedules with different lengths. De-
spite Schedule Reset’s efforts to reduce the schedule length, ACs rapidly
reach collision-free operation and no further reduction is possible with-
out introducing new collisions, producing the throughput oscillations ob-
served in Figure 5.10 at N ≤ 10. This issue is normally solved with
Fair Share. Interestingly, using TXOP aggregation instead of Fair Share
produces higher throughput for low number of nodes (despite the irregu-
lar throughput distribution), and as TXOP[VO] transmissions are shorter
the overall delay of lower priority AC’s transmissions is reduced when
compared against Fair Share.

As scenarios become crowded, CSMA/ECAQoS+TXOP consistently out-
performs EDCA (see Figure 5.10). Further, it shows lower fraction of
failed transmissions for a considerably higher number of contenders. Failed
transmissions and non-saturated sources keep changing the structure of
Schedule Reset’s bitmap, providing more opportunities to reduce the de-
terministic backoff. Finally, a priority inversion is observed at the bottom
row of Figure 5.10, where EDCA AC[VI] shows lower average time be-
tween successful transmissions than AC[VO], which is almost starved due
to the tight contention parameters.

CSMA/ECAQoS+TXOP results suggest it is better than EDCA for crowded
scenarios, specially if:

• Traffic differentiation is to be ensured for high number of con-
tenders.

• Transmissions from low priority ACs are not to be starved.

• To prevent AC priority inversions.
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From the point of view of EDCA nodes in the mixed scenario, the
deterministic backoff used by the other 50% of CSMA/ECAQoS+FS nodes
during collision-free periods produce an increase in the number of empty
slots. More empty slots imply lower probability of collisions. This means
that sharing the network with CSMA/ECAQoS nodes reduces the colli-
sion probability for EDCA nodes. Therefore, the number of successful
transmissions from low priority ACs is expected to be higher than in the
EDCA-only scenario, increasing the time between successful transmis-
sions of high priority ACs (as shown in Figures 5.9.3.a, 5.9.3.b, and Fig-
ures 5.11.3.a, 5.11.3.b).

From the point of view of CSMA/ECAQoS+FS nodes, the saturation
point for AC[VO] and AC[VI] is moved to around N ′ = 18, match-
ing EDCA’s. Now being saturated, CSMA/ECAQoS+FS ACs are able to
operate without collisions for a number of consecutive transmissions be-
fore colliding. This results in a reduction of the time between successful
transmissions, coupled with a higher throughput when compared against
the non-saturated homogeneous network scenario. The latter still being
non-saturated at the same N = N ′.
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Chapter 6

FROM CONCEPTS TO
WORKING PROTOCOLS

Even-though the IEEE 802.11 set of WLAN standards define the proce-
dures to guarantee effective communication among hosts, the implemen-
tation part is the task of manufacturers. This means that how the standard
is implemented vary from vendor to vendor and explains why firmware is
closely related to the underlying hardware. Current efforts both from the
industry and the open source community (as in the case of MadWiFi [71]
driver and OpenFWWF [27,73] firmware), created the opportunity to pro-
totype and test new MAC protocols proposals on cheap commodity hard-
ware.

Several manufacturers embraced the Soft-MAC [47] approach for in-
terconnecting their WiFi Network Interface Cards (NICs) with general
purpose systems. A dedicated CPU on the NIC controls the radio cir-
cuitry and pulls complete 802.11 frames prepared by the main Operating
System (OS) kernel from an interconnecting bus, e.g., a PCI bus, and
schedules their transmission in real time. Thanks to this approach, the
NIC offloads the time-critical actions related to the channel access, while
the main kernel controls all other functionalities. The CPU on the NIC
runs the MAC algorithm by executing a software (the firmware from here
on) that reacts to transmission/reception history and drives the evolution
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AP

STA1 STA2

Server

Figure 6.1: Initial testing scenario setup

of the Contention Window and the Backoff Counter. By replacing the
firmware, one can deeply customise the MAC or even switch to a differ-
ent one, e.g., Time Division Multiple Access (TDMA) [73], instead of
CSMA/CA.

6.1 Departing from DCF
One of the main advantages of CSMA/ECA in terms of implementation is
that it does not deviate too much from the current MAC. This allows the
use of open firmware that already contains the base code for CSMA/CA
to be modified towards CSMA/ECA. This is achieved modifying some
functions of the open sourced OpenFWWF firmware.

An initial prototype of CSMA/ECA [7] instructs nodes to pick a de-
terministic backoff, Bd ← dCWmin/2e−1 after successful transmissions.
The firmware was modified to execute a procedure which is very similar
to the proposed protocol in saturated conditions. The open source Open-
FWWF firmware is used in combination with the b43 Linux wireless card
driver, which in turn is supported by a limited set of Broadcom cards [44].

A simple testing scenario was built in order to check whether the mod-
ifications performed matched the expected CSMA/ECA behaviour [41].
This was composed of two Ubuntu 8.10 PCs with Broadcom BCM4318
cards running OpenFWWF firmware as WLAN STAtions (STA): STA1
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Figure 6.2: a) CSMA/CA and b) CSMA/ECA transmission turns between
STA1 and STA2

with Intel Pentium 4 3 GHz and 768 MB of RAM; and STA2 with Intel
Core 2 Quad 2.66 GHz and 3 GB of RAM, both connected to a Linksys
WAG354G Access Point (AP). To make performance tests, Iperf [74] tool
generates 1470B UDP datagrams at 65 Mbps from both STAs to a Server
wired to the AP using Ethernet, effectively saturating each STA. At the
Server, Wireshark [17] captures all packets from the STAs. Figure 6.1
provides an overview of the testing scenario.

The aim of the initial test is to reveal evidence of the determinis-
tic backoff counter. Figure 6.2 show a random set of a hundred server-
received packets from STAs running a) CSMA/CA and b) CSMA/ECA.
CSMA/CA’s randomised backoff mechanism can be appreciated in Fig-
ure 6.2a, where the “Transmitters” line shows how the transmitter of
a given packet could be either of the contending stations. Whereas in
CSMA/ECA (Figure 6.2b), transmitters almost alternate transmissions.

From the “Time between packets” curve, we can see that the average
time between two consecutive packets (seen from the channel perspec-
tive) is greater for CSMA/CA nodes. This is due to the random backoff
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mechanism, which is prone to collisions and extends the period between
successful transmissions. CSMA/ECA nodes on the other hand are able
to construct collision-free schedules, lowering the average period between
successful transmissions.

6.2 Scheduling transmissions very precisely with
Collision-Free MAC (CF-MAC)

Previous experimental studies, like [41, 56, 59], show that collision-free
operation with OpenFWWF and CSMA/ECA can be achieved only for
high values of the deterministic backoff. In particular, when using short
deterministic backoff values, like 8, 16 or 32 slots, stations fail to maintain
a collision-free operation for the length of the experiments, whether due
to lack of time precision or misinterpretation of the state of the channel
before transmission (caused by an imperfect Clear Channel Assessment
(CCA) mechanism).

In order to ensure precision in the scheduling mechanism a more ac-
curate set of instructions is implemented at firmware level [61]. These
modifications make use of a continuous timer to schedule transmissions
instead of a backoff based on discrete slots. Further, possible problems
with the CCA mechanism are avoided by sensing the channel for a period
equivalent to only two empty slots before the scheduled transmission.

OpenFWWF implements a simple State Machine (SM) for controlling
the hardware in real time. The SM evolution is driven by a main loop that
reacts to events by executing specific handlers1. When a packet, origi-
nally prepared by the Linux kernel, is ready in the NIC memory, handler
packet ready sets up the radio hardware according to the packet meta
data (e.g., it fixes rate, modulation format, and power level), schedules
the transmission and jumps back to the main loop. Then, the Transmis-
sion Engine (TXE) takes care of accessing the channel, i.e., it decrements
the Backoff Counter (B) according to the Distributed Channel Function

1In the following we consider only the limited subset of events that were changed for
the implementation.
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(DCF) rules and it eventually starts the actual transmission. This triggers
the execution of the tx frame now event that prepares the ACK time-
out clock and finalises the MAC header2. If the ACK-frame is received
or if the ACK time-out expires and the maximum number of attempts for
this packet is reached, handler update params resets the Contention
Window to the minimum (CWmin), otherwise it doubles the current CW;
finally loading the B counter with a fresh value.

Our implementation could not exploit the TXE engine, i.e., by loading
a timer which value is proportional to a precomputed delay time (dura-
tion of a transmission plus the effective reception of the ACK). All busy
channel episodes, in fact, would temporary stop the timer countdown and
nodes would quickly go out-of-sync, as experimented in [41, 56, 59]. To
avoid these unpredictable backoff inaccuracies we exploited another fea-
ture as in [11] that allows the firmware to start the immediate transmission
of a frame, independently of the channel conditions (we call this feature
the Txnow instruction from this point onwards). We hence added to the
main loop a single compare and jump instruction that checks if the in-
ternal clock exceeded a precomputed instant; however, instead of starting
the transmission unconditionally, we check the busy channel indicator, in
particular we defer until the channel has been idle for at least two slots to
avoid collisions with ongoing transmissions.

2As transmission has already started, these actions must be completed before the
physical preamble end.
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1 while the device is on do
2 ret← 0 ; k ← 0;
3 B ← U [0, 2kCWmin − 1];
4 while there is a packet to transmit do
5 repeat
6 while B > 0 do
7 wait 1 slot;
8 B ← B − 1;

9 Attempt transmission of 1 packet;
10 if collision then
11 ret← ret+ 1;
12 k ← min(k + 1,m);
13 B ← U [0, 2kCWmin − 1];

14 until (ret = R) or (success);
15 r ← 0;
16 k ← 0;
17 if ret = R then
18 Discard packet;
19 else
20 repeat
21 wait Tc(N, r) µs;
22 Attempt transmission of 1 packet;
23 until (collision);

24 B ← U [0, 2kCWmin − 1];

25 Wait until there is a packet to transmit;

Algorithm 6: Overview of the precise transmission packet scheduling mech-
anism, CF-MAC

104



“TSWLatexianTemp˙000002” — 2016/7/11 — 19:28 — page 105 — #123

6.2.1 Implications of using the Txnow instruction
The modifications required to make use of the Txnow instruction have the
following effects:

• It supposes a modified use of the carrier sense algorithm. That is,
the node only listens to the channel for a short period of at least two
empty slots before attempting the transmission.

• For using the Txnow instruction, the slotted-time backoff approach
could not be used. Therefore, we create a timer based on real time
(measured in µs).

• The use of a timer (Tc(N, r)) is subject to the number of contenders
(N ) and the minimum data transmission rate in the network (r, in
bps). The proposed definition of Tc(N, r) is shown in (6.1), where
P is the number of bits sent for each transmission attempt, SIFS
is the 802.11g Short Inter-Frame Spacing and ACKrx(r) is the du-
ration of an ACK reception.

Tc(N, r) = N

(
P

r
+ SIFS + ACKrx(r) + ε

)
(6.1)

So, Tc(N, r) basically is the duration of a transmission at a certain
rate (r) and the reception of an ACK plus a guard interval (ε), mul-
tiplied by the number of contenders in the network (N ). Notice
that Tc(N, r) supposes a previous knowledge of the number of con-
tenders, making the obtained results useful for research purposes
but with little practical use in real world WLANs.

Algorithm 6 shows an example of the proposed implementation, re-
ferred to as Collision-Free MAC (CF-MAC) from hereon. Basically, sta-
tions substitute the random backoff B by the Tc(N, r) timer after a suc-
cessful transmission. Successful nodes will continue to attempt transmis-
sion after Tc(N, r) µs until a collision is detected (this process is detailed
at Line 21), after which a random backoff is drawn and the node goes
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Figure 6.3: CF-MAC testbed

back to CSMA/CA operation.

6.2.2 Checking the precision

Each node used for the testing of CF-MAC is equipped with a commer-
cial WiFi card compatible with both OpenFWWF and the b43 driver.
The modified firmware was loaded into the testing nodes which were ar-
ranged mimicking a conventional workspace environment: placed at dif-
ferent distances from an AP and using a free WiFi channel in order to
avoid external interferences from other networks. Figure 6.3 is a graphic
representation of the nodes’ layout, while Table 6.1 gathers the PHY and
MAC settings used.

Upon each test, the rate of each station is fixed and an iPerf [74] ses-
sion is stablished with the Server/Sniffer (S/S). Each node then is satu-
rated (is always attempting to transmit) for a period of ninety seconds.
Transmissions are then captured by the S/S using TCPdump [35]. S/S is
represented in Figure 6.3 as a single station, connected via Ethernet to the
Access Point (AP).
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Table 6.1: PHY and MAC parameters for the CF-MAC testbed

PHY
Parameter Value

PHY rate (Mbps) 6, 11, 12, 24, 48
Empty slot (µs) 9

DIFS (µs) 28
SIFS (µs) 10

MAC
Parameter Value

Maximum backoff stage (m) 5
Minimum Contention Window (CWmin) 16

Maximum retransmission attempts 6
Packet size (Bytes) 1470

Duration of each test (s) 90

It is possible to derive several metrics by analysing the captured trans-
missions files and reading different counters setup at the firmware, like:

• Throughput per station: by looking at the log of each iPerf session,
it is possible to obtain an estimation of the achieved throughput of
each station. Further, by looking at the number of successfully sent
packets (counted by the firmware) a measure of throughput can also
be derived.

• Inter-arrival time: is the time between the transmission of two frames
by the same station. This metric reflects the time invested in the
contention mechanism.

• Fraction of lost frames: each time a station attempts a retransmis-
sion, the result of the previous transmission is counted as a failure.
Knowing the number of failures and the total number of transmis-
sion attempts, a fraction of lost frames can be computed.

When comparing both protocols it is useful to look at the achieved
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Figure 6.4: Throughput for different data rates using CF-MAC

throughput, but also at how the available bandwidth is distributed among
the contenders.

Throughput

Figure 6.4 shows ten independent experiments with increasing data rates
and twelve nodes each. For each x-point, two separate experiments are
shown, one for a network composed of only CSMA/CA nodes (right bar)
and one for nodes loaded with our prototype (left bar). Each bar is divided
in boxes which represent the throughput share of a station.

Given that stations using our prototype are able to construct a collision-
free schedule using the Tc(N, r) timer after a successful transmission, the
channel is used more efficiently. Whereas CSMA/CA stations waste time
recovering from collisions and contenting for the channel.

We can see that the CSMA/CA network achieves less cumulative through-
put. Further, the throughput is not evenly distributed among the con-
tenders, as shown in Figure 6.5. The figure shows the min/max through-
put ratio for network setups with increasing number of nodes and differ-
ent rates. CSMA/CA is referenced in the legend as /CA, followed by the
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Figure 6.5: Min/Max throughput ratio using CF-MAC

rate at which the experiment was performed. With any number of nodes
and all tested rates, our prototype shows that the throughput is efficiently
shared among contenders, whereas different CSMA/CA network setups
show an uneven distribution of the available throughput.

Inter-arrival Times

CSMA/CA nodes pick B randomly and freeze it when a transmission
is being performed in the channel, which translates in a variable inter-
arrival time; while CF-MAC stations schedule transmissions according to
the predefined timer (Tc(N, r)). This is made evident by Fig. 6.6. For
each X-axis point in the figure the left boxes represent CF-MAC stations,
while the right circles are CSMA/CA’s; the hovering numbers represent
the CF-MAC average in milliseconds. Middle points represent the aver-
age among all CSMA/CA nodes, while higher and lower circles represent
the maximum and minimum respectively.

In the figure, the time between consecutive transmissions varies con-
siderably more for CSMA/CA than for CF-MAC. This suggests that CSMA/CA
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Figure 6.6: Inter-arrival Times (normalized to the average of CF-MAC)

nodes on average spend more time in contention and recovering from col-
lisions, also contributing to the throughput degradation.

Lost Frames

The modifications made to the firmware also included the incorporation of
counters, which were allocated in free segments in the card’s memory. To
derive a measure of the average losses per node we counted the number
of failed transmissions (indicated by the lack of reception of an ACK),
successful transmissions (when an ACK is received) and the number of
transmission attempts. Figure 6.7 shows the average losses for CSMA/CA
and CF-MAC alongside a reference curve derived from the model in [13].

CSMA/CA stations suffer from a increased number of collisions, mostly
due to the randomness of the backoff mechanism; whereas CF-MAC en-
joys a much more reduced number of collisions due to the implementation
of the deterministic timer, Tc(N, r) after successful transmissions.

In Figure 6.7, at higher rates (24, 48 Mb/s) the average losses seem to
be reduced. This effect can be caused by a defective CCA mechanism on
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Figure 6.7: Fraction of losses of CF-MAC

the cards. Transmissions at these rates are shorter, so transmitters are less
prone to make erroneous inferences about the channel state. On the other
hand, stations at lower rates should listen to the channel for longer periods
of time before attempting transmission, thus increasing the probability of
a misinterpretation of the channel state.

Not suitable for real world implementations

CF-MAC is able to construct Collision-Free schedules by means of using
a deterministic timer after successful transmissions, which allows a better
use of the available channel time in WLANs.

Using a precise schedule for transmissions allows CF-MAC to greatly
reduce the fraction of collisions in comparison with CSMA/CA. Further,
this reduction of wasted channel time recovering from collisions or spent
in contention is reflected in a better distribution of the available band-
width among contenders. Moreover, by using a deterministic timer af-
ter successful transmissions stations greatly reduce the variability of time
between transmissions attempts, making it a suitable technique for delay-
sensitive communications.
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CF-MAC was tested in a real testbed, using off-the-shelf hardware
and a modified firmware for the wireless cards. Many real-world un-ideal
conditions, like the performance of the CCA implementation or impracti-
cal assumptions like previous knowledge of the number of contenders for
setting the deterministic timer prevent this specific implementation from
being an adequate MAC protocol for WLANs.

Despite the above, CF-MAC shows that it is possible to reduce the
number of collisions and increase the channel efficiency by attempting to
construct collision-free schedules.

6.3 Implementing CSMA/ECAHys and Sched-
ule Reset in real hardware

We built on the DCF protocol implemented in OpenFWWF and adapted
the firmware to create collision-free schedules as described in Algorithm
2.

The modification was straightforward: for every transmitted data frame
the firmware sets an ACK-time-out alarm. Later, either at the expiration
of the timer or when the acknowledgment frame is received, it executes
a handler labelled tx contention params update. It updates the
contention window value STATE CW and backoff counter according to
the success/failure of the previous transmission attempt, just as in Algo-
rithm 2. Implementing CSMA/ECAHys required just a modification spec-
ifying that a reset of the backoff stage (or STATE CW in this case) is
performed only when a packet is dropped or when the MAC queue emp-
ties. Contrary to CF-MAC, CSMA/ECAHys implementations do not use a
predefined timer.

To incorporate stickiness into the prototype we added a STATE to the
system that can be either STATE DETERMINISTIC or STATE RANDOM
(related to the type of backoff being used), and a STICKINESS counter
that we reset each time we have a success and decrement when failing.
When the counter gets to zero we enter the random state. Upon a success-
ful transmission we unconditionally enter the deterministic state and reset
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Table 6.2: PHY, MAC and other parameters for the CSMA/ECAHys im-
plementation

PHY
Parameter Value
PHY rate 48 Mbps

Empty slot 9 µs
DIFS 28 µs
SIFS 10 µs

IEEE 802.11g WiFi channel 14
MAC

Parameter Value
Maximum backoff stage (m) 5

Minium Contention Window (CWmin) 16
Maximum retransmission attempts 6

Data payload (Bytes) 1470
Schedule Reset γ 1

Schedule Reset mode halving, dynStick
Default stickiness 1

TESTBED
N 25

Distance between nodes and AP 8 m
Arrangement of nodes Semicircle

the stickiness counter to DEFAULT STICKINESS.

For the Schedule Reset mechanism, we added a bitmap for monitor-
ing the state of every single slot after a successful transmission. To in-
dex the current slot in the bitmap we used the hardware register called
SPR IFS BKOFFDELAY, which counts how many slots have still to come
before the next transmission. The value of the register is decremented
once per idle slot.
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Figure 6.8: Implementation results

To avoid spurious detection, instead of continuously checking the state
of the channel, we rely on the execution of the rx plcp handler, which
is called each time a valid PLCP is detected. When this happens, we
implicitly know that the backoff counter has been frozen at least 20µs
ago, which is the time between the detection of the first short trailing
sequence and the complete decoding of the PLCP signal data. In any
case, the slot is marked as busy.
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We have the option to keep filling the bitmap for up to a defined num-
ber of consecutive successful transmissions, BITMAP ROUND BUILD (γ
in Chapter 3.1.6) before checking if the central slot in the bitmap is avail-
able. If that is the case, the node’s current schedule is halved (a sched-
ule halving, following Algorithm 4) and its stickiness is incremented to
DEFAULT STICKINESS+1.

We performed four experiments for each tested number of contenders,
starting from 1 and up to 25. For every experiment, each station estab-
lishes an iPerf [74] session and transmits saturated UDP traffic towards a
central AP, which also functions as iPerf server for each flow. We used
WiFi channel 14 in order to avoid interference from other networks. The
aggregate throughput is derived from the iPerf logs, while the percent-
age of lost frames is reported by the firmware. This is known to be
(tx − sx)/tx; where tx are the number of transmission attempts, and sx
are the number of acknowledged frames.

Figure 6.8a shows the average aggregate throughput, while Figure 6.8b
presents the average percentage of lost frames. Details of the testbed are
shown in Table 6.2.

CSMA/ECAHys has greater throughput due to its ability to avoid col-
lisions more efficiently than CSMA/CA. Further, the Schedule Reset ag-
gressiveness prevents CSMA/ECAHys nodes from increasing too much the
time between successful transmissions.

Nevertheless, the implementation results reveal that there are other
underlying factors that disrupt collision-free schedules. This is evidenced
by the increasing percentage of lost frames followed by a throughput
degradation in CSMA/ECAHys. As mentioned before, these factors in-
clude CCA imperfections that mistakenly interpret the channel as empty,
allowing the node to transmit while other transmissions may be on course.
Causing a collision.
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Chapter 7

CONCLUSIONS

Coordinating access to the channel in every-day WiFi is done in a com-
pletely decentralised manner. That is, techniques to avoid errors count
on local information only. Using a random backoff technique following
CSMA/CA has been the de facto MAC protocol for WiFi, being rela-
tively easy to implement by manufacturers, as well as up to the firmware
and driver level in open source systems.

This decentralised nature and backwards compatibility has champi-
oned the spread of CSMA/CA. With time IEEE 802.11 amendments pro-
posed mechanisms to circumvent the performance degradation produced
by collision events. For instance, a consequence of using the RTS/CTS
mechanism is a reduction in the amount of time wasted recovering from
collisions, so the overall throughput can be increased in spite of larger
overheads (particularly in presence of few users).

Similarly, a great amount of research work can be found regarding
parameter adjustments in CSMA/CA, and distributed estimation of cur-
rent number of contenders in the same WLAN. Despite the insight and
improvements derived from such amendments, the core channel access
procedure is still based on a random backoff. That is, even with the very
high throughput provided at the PHY layer, collision events render the
MAC as a bottleneck in terms of throughput, especially at high number
of users per WLAN.
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We have shown that using a deterministic backoff after successful
transmissions is a better collision avoidance technique for WiFi. Fur-
thermore, the resulting collision-free schedules can be adjusted so more
nodes can take advantage of it. Throughput fairness issues arising from
the uneven distribution of periods between transmissions are solved with
an AMPDU aggregation technique.

The resulting protocol, CSMA/ECA, as it provides important improve-
ments with high number of contenders is then tested under overlapping
BSS scenarios. Where contention for the channel spans several neigh-
bouring WLANs. Again, results show that the deterministic backoff after
successful transmissions technique is better for all the tested scenarios,
even those considered for the upcoming IEEE 802.11ax.

Traffic differentiation in WLANs using multiple CSMA/ECA queues
provides considerable advantages in crowded scenarios, like outperform-
ing EDCA. As the latter struggles with collisions at high number of con-
tenders, multiple CSMA/ECA queues are specially beneficial. Never-
theless, we encountered that imposing limitations, like TXOP alters the
throughput fairness of CSMA/ECA.

We identified that in order to extract a good estimate of the perfor-
mance of a protocol is required to use realistic traffic source models, es-
pecially to simulate non-saturated traffic, and/or video and audio.

Simulation environments can only take us so far. With the aim of
pushing CSMA/ECA virtues to the test many real hardware implemen-
tations were built. First, the plausibility of changing the time-sensitive
backoff procedure in an off-the-shelf WiFi card was confirmed using open
source firmware. Then, the transmission instructions were directly mod-
ified in order to accurately mimic CSMA/ECA behaviour. Again, real
hardware implementations results using a 25 node testbed showed higher
throughput for CSMA/ECA.

At this point, CSMA/ECA represents a completely decentralised and
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backwards compatible alternative to CSMA/CA. Able to provide perfor-
mance improvements in very crowded scenarios.

Nevertheless, the efforts made towards maintaining compatibility and
dealing with realistic traffic sources revealed the unsuitability of the one-
fits-all approach of MAC protocols for WiFi.

The ever increasing requirements from applications, as well as the
crowded scenarios envisioned for the future of WiFi challenge the very
foundations of the MAC, suggesting a more flexible and reconfigurable
approach to leverage current problems. This way MAC protocol design-
ers can direct attention to specific requirements, like QoS, user load bal-
ancing, fairness or crowded scenarios.

We have noticed that many problems such as backwards compatibility
and QoS can be leveraged by over-the-air MAC protocol reconfigurabil-
ity.

Allowing more efficient MAC protocol design by means of open hard-
ware, Software Defined strategies for WiFi, and Wireless MAC Processors
has the potential to change the perspective from which current amend-
ments are proposed. Promoting innovation and a more systemic view of
the MAC resources, problems, requirements and limitations.

It is thought that the evolution of MAC protocols for WiFi should no
longer focus of compatibility issues, nor on the principle of being com-
pletely distributed. Current demands and envisioned scenarios call for
MAC protocols capable of having a systemic view of the network, being
able to adapt to changing conditions and requirements. Therefore it is
thought that allowing over-the-air MAC protocol reconfiguration, as well
as supporting development of WiFi-specific Software Defined Network
abstractions can serve as a better platform for the discovery of solutions
to current challenges. Making it even easier to come up with a concept
and turn it into a working protocol.
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