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Abstract

This thesis sheds light on several macroeconomic aspects of international
and domestic goods trade during the last three decades. The first chapter
investigates the nature of the growth of world trade during this period and
shows that it is best understood from a factor-proportions perspective. The
second chapter analyses the decline in trade experienced by countries in the
wake of sovereign debt crises. Empirical evidence suggests that it is due
to a reduction in exporters’ access to foreign credit. The third and final
chapter provides an explanation for the procyclicality of input trade among
domestic firms. I argue that periods of economic expansion affect vertically
integrated producers asymmetrically, providing incentives for intermediate-
goods trade between fast-growing and slow-growing firms.

Keywords: international trade, international capital flows, China, factor
proportions, sovereign debt crises, input trade, business cycles

Resumen

Aquesta tesis posa en relleu varis aspectes macroeconomics del comerg inter-
nacional i domeéstic en les tltimes tres décades. El primer capitol investiga
les causes del creixement del comer¢ mundial en aquest periode i demostra
que s’entén millor des de la perspectiva dels proporcions dels factors. El
segon capitol analitza la caiguda del comerg experimentada per paisos ar-
ran de crisis del deute sobira. L’evidencia empirica suggereix que aquest
declivi es deu a la reducci6 en 'accés dels exportadors al crédit extern. Kl
tercer i ultim capitol ofereix una explicacié per la prociclicitat del comerg
d’inputs entre empreses doméstiques. En periodes d’expansié econdmica els
productors integrats verticalment es veuen afectats d’una forma asimétrica,
proporcionant aixi incentius pel comer¢ de bens intermedis entre empreses
que creixen a diferent ritme.

Conceptes clau: comerg internacional, fluxos de capital internacional, Xina,
proporcions dels factors, crisis del deute sobira, comerc d’inputs, cicles
economics

vii



Viil



Foreword

What are the gains motivating trade between different economic ac-
tors, and why may trade occasionally break down? These are two
fundamental questions of economic analysis, and they form the uni-
fying theme of the present thesis. In three self-contained chapters,
I study several aspects of the patterns of international and domestic
trade during the last 30 years from a macroeconomic perspective. For
the first two chapters, I focus on trade between countries. The third
chapter turns to the issue of trade between firms.

Chapter 1 investigates the nature of the growth in world trade dur-
ing the last three decades. Most of the recent expansion of global trade
has been of the North-South kind — between capital-abundant devel-
oped and labour-abundant developing countries. Based on this obser-
vation, I argue that it is best understood from a factor-proportions
perspective. The argument is underpinned by novel evidence docu-
menting that differences in capital-labour ratios across countries have
increased in the wake of two shocks to the global economy: i) the
opening up of China and ii) financial globalisation and the resulting
capital flows towards capital-abundant regions, sometimes referred to
as “South-North capital flows”.

The chapter analyses the impact of these shocks on the volume
of trade in a dynamic model which combines factor-proportions trade
in goods with international trade in financial assets. “South-North”
capital flows arise endogenously in this setting: since goods trade
equalises factor returns but different regions of the world face idiosyn-
cratic technology shocks, agents’ optimal portfolio choices channel in-
vestment towards safe regions which increases factor-proportions dif-
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ferences, specialisation and trade. Calibrating my model, I find that
it can account for more than 50% of world trade growth between 1980
and 2007, most of which reflects the emergence of labour-abundant
China. Furthermore, the model is capable of predicting international
investment patterns which are consistent with the data.

Chapter 2 sheds new light on the decline in trade following sovereign
debt crises. It asks whether these “trade costs” of sovereign default
documented in earlier studies are the result of a reduction in exporters’
access to foreign credit. Using an annual panel of 28 industries in 95
countries between 1980 and 2007, I provide evidence that default leads
to a stronger contraction in the exports of sectors which are more de-
pendent on external financing, consistent with this hypothesis. This
finding is robust across different econometric specifications, and of
economically significant magnitude.

Much of the recent literature on sovereign borrowing treats the
threat of capital-market exclusion and the risk of a punishment through
trade flows as substitutable explanations for why countries choose to
honour their obligations to foreign creditors. Based on my empirical
analysis, this notion is is mistaken: if default does not reduce the de-
faulting country’s access to international lending, the “trade costs” of
default may also fail to materialise.

The final chapter documents that input trade has been strongly
procyclical in the major economies during the last 30 years. I pro-
pose an explanation for this phenomenon based on the notion that
periods of economic expansion generate differences between ex-ante
similar sectors, providing an impetus for trade in inputs between fast-
growing and slow-growing firms. The broad predictions of this theory



are consistent with two further aspects of the observed cyclical pat-
tern of trade in intermediate goods: that it is mainly driven by input
trade across industries, rather than within-industry trade, and that
there appears to be no long-run trend in the ratio of input purchases
to total output.

Taken together, the chapters highlight two important recent fea-
tures of international and domestic trade: the growing heterogeneity
of the group of trading economies and the cyclical volatility of trade
in intermediate goods. The former breathes new life into a classical
theory of comparative advantage. The latter calls for new models of
input trade over the business cycle. At the same time, Chapter 1
and Chapter 2 showcase that the increasing interplay between inter-
national trade in goods and in financial assets opens up exciting new
avenues for research to international economists.
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1 FACTOR PROPORTIONS AND THE GROWTH
OF WORLD TRADE

1.1 Introduction

The rapid growth of world trade has been one of the most striking
developments in the global economy over the last three decades. Figure
1 shows that the traded share of world output rose by 8 percentage
points between 1980 and 2007, from 14% to 22%. This surge follows a
period from the mid-1970s to the late 1980s during which the growth in
global trade appeared to have levelled off, and it exceeds the increase
which accompanied the GATT rounds of the 1960s and 1970s. Most of
the recent rise in world trade has taken place between capital-abundant
countries — the “North” — and capital-scarce countries — the “South”
—, as Figure 2 illustrates.! Starting from this observation, this paper
puts forward the view that factor-proportions differences are the key
to explaining the expansion of global trade since 1980.

Earlier attempts to explain world trade growth in the post-War
era have focused on the impact of tariff declines among a relatively
homogenous group of countries. Yet in this context, as extensively
documented by Yi (2003), the modest decline in average tariff rates
among the largest economies implies that trade models cannot match
the nature and extent of the growth in world trade during the last 30
years, which poses a “quantitative and qualitative puzzle” for inter-
national trade theory. Subsequent attempts to determine why world
trade has increased have struggled to account for the sheer magnitude

'Figure 2 is based on the regional trading patterns between 1980 and 2007
among 27 large economies, accounting for 85% of global output during this period.
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of the phenomenon.

In this paper I argue that world trade has grown because the group
of open economies has become less homogenous. In particular, I doc-
ument that differences between the capital-labour ratios of the largest
trading countries have increased due to the opening up of China — a
large and very labour-abundant economy — and the pattern of net fi-
nancial flows from capital-scarce to capital-abundant countries, some-
times referred to as “global imbalances” or “South-North capital flows”.
Classical trade models predict that countries specialise in industries
which best suit their relative endowments of production factors, and
that this specialisation gives rise to gains from international commod-
ity trade. I calibrate such a model using estimates of countries’ endow-
ments of human and physical capital and show that it can explain 80%
of the growth in North-South trade between 1980 and 2007, amounting
to more than half of the overall growth in world trade.

Figure 3 depicts the evolution of the world distribution of capital
stocks per effective worker, henceforth referred to as “capital-labour
ratios” or “K/H-ratios” for brevity, by plotting the trade-weighted
average factor abundance — a measure of the dispersion of capital-
labour ratios among open economies.? The figure highlights that the
dispersion of factor proportions has increased steadily (solid line), but
that this increase would not have occurred if China’s share of global
trade had remained unchanged since 1980 (dotted line). It also shows
that the increase would have been significantly smaller in financial

2The trade-weighted average factor abundance is calculated as
Do II%: — f}f: ’ )ggzi%:t, where K. is country c’s stock of physical capital,
H_; its stock of human capital and X, and M, represent the value of its exports
and imports, respectively. I drop the subscript ¢ for world variables. Details on
data sources and construction are provided in Appendix Al.
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autarky (dashed line).? Correspondingly, my calibration suggests that
60% of the growth in North-South trade can be explained as a result
of the opening up of labour-abundant China, while a further 10%
are due to financial globalisation and the resulting flow of capital to
capital-abundant regions.

The emergence of China as a large trading economy is generally
recognised as the result of an exogenous policy shock — the pro-
gram of “reform and opening up” initiated by the Communist Party
of China under Deng Xiaoping in 1978. Its significance for any factor-
proportions-based view of international goods trade derives from the
country’s size and labour-abundance. Although China’s comparative
advantage in labour-intensive industries is widely acknowledged,* to
the best of my knowledge this paper provides the first quantitative
assessment of China’s contribution to the growth in world trade from
a factor-proportions perspective.

While my main objective is to provide an explanation for the
growth in world trade during the last three decades, the prominent
role of China in my calibrations implies that this paper also touches
on the issue of China’s economic transition. Song, Storesletten and
Zilibotti (2011) document that China’s economic transformation in
the last 30 years has been characterised by high output growth, real-
location within the manufacturing sector, sustained returns to capi-
tal, and a large trade surplus. They construct a one-good model with
heterogeneous firms and credit market frictions to account for these

31 estimate counterfactual “financial autarky” capital stocks by cumulating
countries’ gross domestic savings, rather than the usual investments, since do-
mestic investment equals saving in financially closed economies. The assumptions
underlying the construction of this data are discussed in greater detail in Appendix
Al.

4See, for example, Rodrik (2006) and Amiti and Freund (2010).



stylised facts. My model predicts China’s transition to proceed in a
similar manner, albeit for different reasons: factor-proportions trade
in goods delivers output growth, manufacturing reallocation and sus-
tained capital returns, while a large trade surplus emerges on account
of agents’ desire to mitigate domestic investment risk through foreign
asset purchases.

The pattern of South-North capital lows — and the resulting in-
crease in factor-proportions differences — constitutes a well-established
puzzle for the theory of international finance.® Traditional one-good
models of international investment have tended to emphasise locally
diminishing returns to capital as the main motive for international
financial flows. Barring a strong positive correlation between savings
rates and total factor productivities, such models would predict capi-
tal to flow from capital-abundant to capital-scarce regions in search of
higher returns, thereby reducing factor-proportions differences. I allow
for international asset trade in my model and demonstrate that the in-
creased prevalence of factor-proportions trade may explain why it has
increased factor-proportions differences, contrary to the conventional
view.

Trade theory has established that, under well-defined conditions,
trade in goods with different factor intensities may eliminate local di-
minishing returns to production factors, and thus the main theoretical
reason for capital to flow from North to South. Suppose therefore that
instead of return differentials, diversification and risk sharing are the
dominant motives for international asset trade. In that case, barring
a strong negative correlation between savings rates and country risk,
capital should flow from risky to safe regions which may exacerbate

°See, among others, Prasad, Rajan, and Subramanian (2006), Gourinchas and
Jeanne (2006) and Caballero, Farhi and Gourinchas (2008)



factor-proportions differences, raising specialisation and trade.

Empirical tests verify that country-specific investment risk has
been an important determinant of international investment patterns
over the last three decades. In a panel of the 27 large economies, a
measure of country risk — based on historical country risk scores from
the Political Risk Services Group (PRSG) — is strongly and nega-
tively correlated with the GDP-share of investment after controlling
for domestic savings and country and time fixed effects (see Figure 4
and the formal regressions in Appendix A2). As part of my calibra-
tion exercise, I show that a model in which factor-proportions trade
eliminates local diminishing returns and financial globalisation allows
agents to hedge idiosyncratic investment risk can match the patterns
of international asset trade remarkably well.6

My paper adds to a long literature on the quantitative implica-
tions of international trade models for the level and growth of world
trade. The development of the so-called “new” trade theory by Krug-
man (1979), Lancaster (1980) and Helpman (1981) was motivated in
part by the failure of traditional, comparative-advantage-based mod-
els to explain the volume of world trade and its concentration among
a small group of industrialised nations. Helpman (1987) demonstrates
that, beyond this, new trade theory has implications for trade growth,
linking it to the similarity of countries’ incomes. However, subse-
quent work by Hummels and Levinsohn (1995), Baier and Bergstrand

6 Antras and Caballero (2009) and Jin (2009) are two recent attempts to explain
South-North capital flows in the context of a Heckscher-Ohlin model. My model
relates more closely to the “portfolio approach” to the current account — pioneered
by Kraay and Ventura (2003), Ventura (2003) and Kraay et al. (2005). I expand on
their partial-equilibrium international portfolio model by embedding it in a many-
good general-equilibrium framework in which local diminishing returns disappear
endogenously as a result of factor-proportions trade in commodities.
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(2001) and Bergoeing and Kehoe (2003) has uncovered little evidence
that this channel has played a quantitatively important role in the re-
cent growth of world trade, shifting attention towards declining trade
frictions.

Yi (2003) shows that the decline in world tariffs in the last decades
of the 20th century has been too small to match the observed growth
in trade using a Ricardian or new trade model with plausible assump-
tions about the elasticity of substitution between goods. He attempts
to explain this puzzle as the result of an increase in vertical specialisa-
tion, whereby goods cross borders several times during the production
process, but his model leaves at least half of world trade growth un-
accounted for. My paper is complementary with Yi’s insofar as he
assumes the pattern of vertical specialisation to be determined by
classical comparative advantage due to productivity differences. My
calibrations also assume a comparative-advantage motive for trade but
show that horizontal specialisation alone, driven by factor-proportions
differences, can explain a substantial part of the recent growth in world
trade.

A recent paper by Cunat and Maffezzoli (2007) is most closely re-
lated to the present work. The authors study the growth of U.S. trade
from a dynamic factor-proportions perspective. In their setting trade
integration raises the return to capital in capital-abundant countries
and lowers it in capital-scarce countries, thus eliciting more capital
accumulation in the former, and reducing it in the latter. They sug-
gest that this dynamic implication of tariff reductions can explain why
small tariff reductions have had a large impact on U.S. trade with the
rest of the world. Unlike Cunat and Maffezzoli (2007), I study the
growth in global rather than U.S. trade and analyse the impact of an
asymmetric increase in the trade openness of capital-scarce regions.

11



Moreover, I dispense with their assumption of financial autarky, show-
ing that international capital flows have played a significant part in
increasing specialisation and trade.”

The remainder of the paper is structured as follows. Section 2
describes the theoretical model and shows how it can be applied to
study the impact on factor-proportions trade of i) the arrival of a new,
labour-abundant country and ii) the occurrence of financial globalisa-
tion. Section 3 calibrates the model to real-world data in order assess
how much of the growth in North-South trade over the last three
decades it can explain. It also considers the empirical realism of the
model-implied determinants of international capital flows. Section 4
concludes.

1.2 The Model

Below I outline a tractable general equilibrium model to illustrate the
relationship between capital-labour ratios, the patterns of specialisa-
tion and the volume of trade. The dynamic nature of the model allows
me to examine the determinants of capital accumulation under differ-
ent assumptions about the feasibility of cross-border asset trades.
Throughout, I emphasise the Heckscher-Ohlin view of interna-
tional commodity trade: differences in regional factor proportions are
a source of comparative advantage. Different regions of the world trade
in K-intensive and H-intensive intermediate goods, and regions spe-
cialise in the type of good which uses their abundant factor intensively.

"My estimates suggest that the U.S. capital stock in 2007 would have been 15%
lower in financial autarky. In fact, without capital inflows the U.S. investment rate

would have declined over the last 30 years — contrary to the prediction of Cunat
and Maffezzoli (2007).

12



I impose assumptions that guarantee that commodity trade equalises
factor prices and derive an expression which relates the traded share of
world output to the distribution of factor endowments. I then proceed
to analyse two cases of interest for my subsequent calibrations: the
arrival of a new country (in Section 2.b) and the impact of financial
globalisation, modelled as the removal of all barriers to international
asset trade (in Section 2.c).

The model highlights that the stylised facts described in the pre-
vious section can be understood from the perspective of a neoclassi-
cal, frictionless world hit by two exogenous shocks. First, a labour-
abundant country — China — has opened up to international goods
trade. Second, financial globalisation has occurred and asset trades be-
tween small (in terms of the size of their effective workforce) but safe
regions and large but risky regions have exacerbated factor-proportions
differences.

a Basic Setup

a.l Endowments and Preferences

Consider a world consisting of large regions, ¢ = 1,...,C, and inhab-
ited by two overlapping generations, the young and the old. Gener-
ations in region ¢ have a constant size L.. In youth, agents in c are
endowed with A, units of human capital which they supply inelasti-
cally in their regional labour market, at the given wage rate wy. A
fraction 1— .S, of these agents is impatient and derives utility only from
consumption in youth. A fraction S. is patient and derives utility only
from consumption in old age. At ¢, the region’s aggregate savings, B,

13



and consumption, C, are thus given by:
Bct = wctSch > (11)

Cct = U)ct(1 - SC)HC + Tcthtfl 5 (12>

where r is the rate of return to savings in ¢ at t and H, = h.L..

a.2 Production

Final consumption and investment are identical Cobb-Douglas com-
posites of two intermediate goods:

Cu + Iy = Qo = Q% Q10 with 0 € [0, 1], (1.3)

where [, denotes aggregate investment in ¢ at ¢, ).; represents ag-
gregate industrial output and @).j; is the input of intermediate good
Jj € {K, H} used in aggregate production. Intermediate goods are as-
sembled using two factors of production — physical capital, K., and
human capital, H.;, — according to

Quje = K4 H, ™ with o € [0,1], j € {K, H}. (1.4)
In the following, I will assume that ax > ay. Put plainly, production
of the intermediate good of the K-type uses physical capital relatively
intensively, while production of the intermediate good of the H-type
uses human capital relatively intensively. I also assume that final-
good, intermediate-good and factor markets are perfectly competitive
and that final-good and intermediate-good firms choose their inputs
to maximise profits.

14



a.3 Savings, Investment and Capital Formation

Agents in ¢ have exclusive access to an investment technology which
allows them to turn I, units of investment in ¢ into K., units of
capital in t + 1, according to

Kct+1 = Act+1[ct7 (15)

where A1 is stochastic with

By (Acs1) =1
Var (Ags1) = o2 : (1.6)
Cov (Aetr1, Aer1) =0V # ¢

Capital depreciates fully in one period.

Since the final consumption good is assumed to be perishable,
agents can only transfer consumption to the future by making risky
investments in physical capital stock. Investment risk is perfectly id-
iosyncratic.® I shall therefore refer to o, as a measure of ¢’s country
risk.

a.4 Goods Trade and Factor Price Equalisation

I introduce commodity trade between different regions by assuming
that intermediate goods are perfectly tradable, while factors and final
goods cannot be traded. For now — in common with most trade
models — I do not allow agents in ¢ to trade assets with residents of
other regions, so that domestic capital investments remain their only
means of transferring consumption to the future.

The source of gains from commodity trade in the present model are
differences in factor proportions. Given world prices, countries choose

8This assumption is not crucial but it greatly simplifies the subsequent analysis.
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the production vector {Qcx:, Qcm¢} which best suits their relative en-
dowment of production factors. By the force of the Heckscher-Ohlin
theorem, this leads K-abundant regions to specialise in, and export,
the K —intensive intermediate and import the H-intensive interme-
diate, while H-abundant regions will exhibit the reverse pattern of
specialisation.

Since intermediate goods can be traded freely,

cht:PjthandjE{K,H}.

Defining P, as region c¢’s the aggregate price level, synonymous with
the price of consumption and investment, intermediate goods trade

P. 0 P. 1-6
PctE( QKt) <1_Ht0> =P Ve

I impose the normalisation P, = 1 and drop the subscript ¢ for all
world variables.

implies

It is a well-established feature of models of factor-proportions trade
that trade in goods may also equalise the return to production factors
across regions even when factors themselves cannot move to exploit
potential return differentials. This is referred to as the Factor Price
Equalisation (FPE) theorem. In the present setting, FPE requires
that

g 1—aﬁ§KCt§ oK 1_a&‘v’c, (1.7)
l—ay o H,; H, l—ag o H;

where a = agf+ ay (1 — 0). Condition (7) states that, given ak, ag

and 6, FPE will arise as long as regions’ relative factor endowments
are not too extreme compared to the world ratio of physical to human
capital. I will assume, crucially, that (7) applies throughout.”

9See Ventura (2005) for a comprehensive discussion of the necessary conditions
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Assuming that (7) holds,

Qi = K{H'™, (1.8)
Tt =T = a% Ve, (1.9)
wct—wt—(l—a)%Vc, (1.10)
c C
K = ZActJrl[ct = ZActJrlSchta (1.11)
c=1 c=1

where s, = (1 — a) S.. The world economy behaves like a Solow model
while the output of each region c¢ is described by

Qet = { [[((tt (1-a) ]Qt (1.12)

a.b Specialisation

Define M.;; as the value of region ¢’s net imports of the j-intermediate.
Since trade is balanced

M = 2179 (K — ) Q1 = —M_x,. (1.13)

Qg — g K,

for FPE to arise as a result of trade in commodities. While the possibility of trade-
induced factor price equalisation is a feature of many trade models, the question
whether it is also a feature of reality has not yet been answered conclusively.
Trefler (1993) documents the empirical validity of a conditional version of the
FPE theorem. More recently, Caselli and Feyrer (2007) show that, despite large
differences in capital-labour ratios and the absence of large capital flows from
capital-abundant to capital-scarce regions, the marginal product of capital does
not appear to differ greatly across countries.

17



So long as K/ K;— H./H > 0, ¢ will be a net importer of the H-good
and a net exporter of the K-good. If K, /K; — H./H < 0, the reverse
will be the case. The larger is |K/K; — H./H|, the more ¢ will trade
with the rest of the world, and we may take this term as a measure of
c’s specialisation. It is easy to show that, while (7) remains satisfied,
regions with a larger |K./K; — H./H| produce proportionally more
of the intermediate good of which they are a net exporter, and less of
the other intermediate good. This is the classic Rybczynski theorem.

Traditional trade theory takes the distribution of K. and H. as
given and analyses the resulting patterns of specialisation. I shall go
one step further by analysing the deeper causes of specialisation which
underlie the observed distribution of factor endowments. Two extreme
cases are of particular interest.

Let s = )__s.H./H be the world savings rate. Assume s, ~ s and
o. is large for all ¢. Then,

Act o
Zc Act %

H.
I

S Tely 1
K, H

Ky H,
‘ ! (1.14)

Under this assumption, the pattern of specialisation is determined
purely by luck. Regions which receive large positive investment shocks
relative to the world average will be capital-abundant, while regions
which receive small shocks will be capital-scarce. Moreover, as the pat-
terns of specialisation are essentially random, regions which specialise
in capital-intensive exports in one generation may be specialised in
labour-intensive exports in the next. Clearly this view of the funda-
mental forces behind trade specialisation is of limited empirical appeal.
I shall therefore focus on an alternative case.
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Assume that s, differs across countries and o. &~ 0. Then,

Kct c

‘F' (1.15)

Under this assumption, the pattern of specialisation is determined by
savings behaviour. High-savings region will accumulate large capital
stocks relative to low-savings regions and specialise in capital-intensive
products. Low-savings regions will specialise in labour-intensive prod-
ucts. This is the view of the fundamental causes of differences in
capital-labour ratios implicit in most traditional models of factor-
proportions trade. In Section 2.c, I will show that it crucially depends
on the assumption of financial autarky. Once international asset trades
are feasible, the determinants of specialisation are fundamentally al-
tered.

a.6 The Traded Share of World Output

While the model predicts region ¢’s net imports and net exports, gross
trade flows are indeterminate. To pin down the latter, I assume that
positive but infinitesimal transport costs cause agents to minimise
gross trade flows — which are then equal to net flows — and I will
refer to “imports/exports” and “net imports/exports” interchangeably
from now on.

Based on (13), the traded share of world output is

(1.16)

Zc (|McKt| + |McHt|) 1 - 04 Z ‘Kct _ c

QQt g — g

Equation (16) will be crucial in the remainder of the paper. It shows
that the bigger the differences between regional shares in the world
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stocks of physical and human capital and, hence, the greater the extent
of countries’ specialisation in equilibrium, the larger will be the overall
volume of trade.

b Opening Up of a New Country
b.1 A Labour-Abundant Country Opens Up

Imagine there is a country called C'hina which remains closed off from
international goods markets. Normalising the final-good price level in
China to 1, its output at ¢ is given by

QC’hzna t — KChzna tHéhZOf,m (1 17)
While China remains in autarky, the traded share of world output is

Zc (|McKt| + |McHt|) _
2 (Qt + QC’hina,t)

a(l —a) Z'Kct__c

g — g

1

[ . (Kohm,ty (Hcm>1a]
K; H ’
(1.18)
where C' now denotes the set of open regions, and K; and H, represent

their aggregate stocks of physical and human capital at ¢. Suppose
further that China is a labour-abundant country, i.e.

KChina,t HChina
Kt + KChina,t H + HChina

(1.19)

In the remainder of this section, I will analyse the impact on the
patterns of specialisation and the traded share of world output if
China emerges from complete autarky at ¢ and begins to trade freely
in intermediate goods with other regions of the world.
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b.2 Impact on Specialisation

Clearly, the opening up of China has an impact on world trading
patterns. C'hina itself will be an importer of the K-intermediate and
an exporter of the H-intermediate, which follows directly from (13)
and (19).

Consider now the impact on specialisation in another country called
Germany, for which

KGermany t HGermany
= — > () 1.20
e i , (1.20)

i.e. Germany is capital-abundant. For Germany,

KGerman t HGerman
_ Y, _ Y > 07

Kt + KChina,t H + HChina

KGermany,t . HGermany
K, H

which is a direct consequence of (19) and (20): the opening of C'hina
makes Germany more capital-abundant relative to the group of trad-
ing countries, causing it to shift its production more towards the K-
intermediate, and to import more of the H-intermediate.

By contrast, consider what happens to specialisation in a third
country called Indonestia, for which

KIndonesia t Hlndonesia
— — <0 1.21
" tonsie g, (1.21)

i.e. Indonesia is labour-abundant. For this country,

N Klndonesia,t _ Hlndonesia
Kt H Kt + KChina,t H + HChina

The opening up of China makes Indonesia less labour-abundant rel-

Klndonesia,t Hlndonesia

<
0.

ative to all other trading countries, causing it to shift its produc-
tion more towards the K-intermediate, and to exports less of the H-
intermediate. If Indonesia remains labour-abundant despite C'hina’s
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arrival, the overall effect is a reduction in Indonesia’s trade with the
rest of the world. However, there may be another labour-abundant
country — call it Korea — which is similar to, but less labour-abundant
than, Indonesia and which may become capital-abundant as a result
of C'hina’s opening. This country may experience a fall, a rise or no
change in its trade with the rest of the world.

China’s integration into the global economy thus increases the
extent of specialisation among K-exporters, but has an ambiguous
impact on countries which used to export the H-good before C'hina’s
arrival.

b.3 Impact on World Trade

The change in the traded share of world output due to China’s opening

is given by
Aln Zc (|MCKt| + |MCHt|)

2Q
Z Kt o H. Kchina,t . Hconina
—ln c Kt+KChina,t H+HChina Kt+KChina,t Ht+HC'h7Lna
x5
c| K H

(Kt + KChina,t)a (H + HChina)lia
K H' + K Hopima

where the second term is unambiguously negative, due to Jensen’s

—In

(1.22)

hina,t

inequality, and the first term may be positive or negative.

For C'hina’s opening to increase the traded share of world out-
put, the first term of equation (22) needs to be positive and large,
which will be the case if the regions in C' have relatively similar factor
endowments and China is sufficiently labour-abundant. As the cali-
brations in Section 3 show, this description perfectly characterises the
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context in which China’s opening up did take place during the last
three decades.

¢ Financial Globalisation
c.1 International Asset Trade and Country Risk

Section 2.a.5 illustrates that, if investment risk is small, savings be-
haviour is the main determinant of capital accumulation and export
specialisation in financial autarky. Yet in the face of the large and ris-
ing volume of international capital flows observed during the last three
decades, this view of the causes of specialisation appears increasingly
dated. The panel regressions in Appendix A2 suggest that the sav-
ings retention coefficient among large economies was as low as 0.5 in
in the period 1980-2007, and that perceptions of country risk were a
potentially important source of countries’ ability to attract investment
finance in increasingly global capital markets. In the light of this, I
now analyse the determinants of capital-labour ratios — and the re-
sulting patterns of specialisation — when domestic savings no longer
need to be invested exclusively in domestic assets, and country-specific
investment risk provides a strong motive for international risk sharing.

The most widespread view of the motive for international capital
flows, based on macroeconomic models with a single tradable good,
emphasises diminishing returns to capital. In this view, the return
to capital investments is generally higher in regions with low capital-
labour ratios, and capital flows from capital-abundant to capital-scarce
regions in search of these higher returns. Unless regional factor produc-
tivities are strongly positively correlated with region’s autarky capital
stocks, the effect of international capital flows should be to reduce the
dispersion of world capital-labour ratios. While this explanation for
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cross-border capital movements has considerable theoretical appeal, it
has been known since at least Lucas (1990) that it is at odds with the
empirical pattern of international financial flows.

The model outlined above provides an explanation why local di-
minishing returns to capital may be weak in open economies, even if
the marginal product of capital in aggregate production is declining in
the installed capital stock: once capital is installed in a given location,
the possibility of trading commodities in international goods markets
may substitute for capital movements in equalising the marginal prod-
uct of capital across different regions. With local diminishing returns
thus out of the picture, the following will stress a different motive for
international asset trade: the desire to share country-specific risk.

So far, it has been assumed that domestic capital constitutes the
only store of value for the patient young in region ¢. This has made
it unnecessary to specify how such agents might allocate their funds
between competing investment opportunities. In this section I permit
agents to trade freely in state-contingent assets across borders which
allows them, indirectly, to access the investment technologies of dif-
ferent regions. In doing so, I assume that the patient young choose
mean-variance efficient asset portfolios,!’ maximising

1 .
E (Ci1) — i'chw" (Cyy1) with v > 0, (1.23)

where 7 is the parameter of relative risk aversion.

Suppose the number of countries, C, is large. Then, since country

10This behavioural assumption is common in modern finance, and provides a
good approximation to expected utility maximisation if the distribution of asset
returns is characterised well by its first two moments.
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risk is perfectly idiosyncratic,
Ky =1 = By = sQy,

i.e. the evolution of the world capital stock is deterministic. This

< H >1—O¢
T = | —— s
t+1 SQt

so that all uncertainty about the return to investment in a given c

implies that

arises from realisation of the local investment shock.

Young residents of region ¢ in period ¢ are willing to supply a state-
contingent asset that promises r;,1 A1 units of consumption in ¢+ 1
at price 1 perfectly elastically. The reason is that they can hedge
any amount of such claims by investing in a corresponding amount of
domestic capital, also at price 1. It is easy to show that the possibility
of buying and selling C' of these regional assets exhausts all desirable
asset trades in the world economy described here. Let ¢¢ denote the
share of savings of the patient young in ¢ invested in assets of region
¢’. The patient young solve:

1
{ m}&}x Ey (Tt+1Bct Z Avi10; ) - 57‘/@7” (Tt+1Bct Z Ac’t+1¢2/>
QSL =1 d

1

7 (resiBa)® Y (000%)°

= Tt+cht - B

c/

s.t.

> =1

Note that, while the final consumption good itself cannot be traded
across regions, residents of region ¢ can fulfil a promise to supply 1 unit
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of consumption to foreigners in a given state by supplying the neces-
sary quantities of perfectly tradable intermediate goods to assemble 1
unit of final good in that state. This may require within-period factor-
proportions trade with a third party before the required bundle of K-
and H-good can be shipped to the final claimant.

c.2 The Pattern of International Capital Flows

Since the patient young in all regions face the same optimisation prob-
lem, it follows that

I 1 1

Bii:gbc:cf_f 203—2 . (1.24)
Investment in region ¢ thus depends negatively on ¢’s country risk rel-
ative to a measure of world risk. This finding is more general than the
specific choice of objective function and the assumed return distribu-
tion would seem to suggest: given identical return expectations, any
risk-averse agent will favour safer over riskier assets in their portfolio,
but will invest in assets of different risk classes if this provides hedging
benefits.!!

1Tn the limiting case in which o, — 0V c investment patterns are indeterminate.
Mundell (1957) first showed that net financial flows across borders are indetermi-
nate if factor-proportions trade equalises factor returns and return differentials are
the only incentive for international asset trade. To my knowledge, Grossman and
Razin (1984) constitutes the only other paper to point out that the “substitutabil-
ity” between commodity trade and capital flows in Heckscher-Ohlin models may
break down if uncertainty is introduced into the model. However, their paper does
not explore the dynamic macroeconomic implications of this possibility.
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Region ¢ is a net recipient of international capital flows if

1 1 - sc%
= ZU% > =i (1.25)

c! C

Let us consider the example of a world in which factor-proportions
trade is prevalent, regional savings rates are similar but the safest
regions are small (in terms of H./H). In this world, financial glob-
alisation should be accompanied by capital flows from capital-scarce
to capital-abundant countries as well as large and persistent net for-
eign asset positions. As Caballero, Farhi and Gourinchas (2008) have
shown, among others, this is fairly accurate description of the re-
cent pattern of international capital flows. In Section 3.c I will assess
whether my model can deliver predictions about international invest-
ment patterns which are consistent with the data.

c.3 Impact on Specialisation

Consider now the following thought experiment. Suppose that for all
t < t regions had been able to trade in intermediate varieties but
not in final goods or factors, nor in financial assets. This is the world
described in Sections 2.a and 2.b. Assume now that in period ¢ all costs
and frictions impeding international financial transactions disappear
and global asset markets become fully integrated.

The feasibility of international asset trade implies that commodity
trade no longer needs to be balanced for any ¢ or ¢ > t. Defining

_NXct = McHt —+ McKt (126)
and noting that
Ttht + thc = Cct + [ct + NXcta (127)
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it can be shown that for all t > ¢

[ Mogce] + [Mere| _ 1] 01— ) (K_ _ E) 4N Xe
20, 2 lag —ag \ K, H Q
1 1 - Kc HC NXC
JLlet—o) (K He) _ (1—6) —<|, (1.28)
2 |lag —ag Kt H Qt

Equation (28) highlights that the presence of trade imbalances may
obscure or reinforce the relationship between a region’s true compar-
ative advantage and its export-import patterns, depending on the
values of § and NX,. By way of example, consider the case of a
capital-abundant region (K./K; > H./H) which is a large net im-
porter (NX, < 0) and let 6 be close to 1. While the region will be
specialised in producing the K-intermediate, its net imports — due,
for example, to net capital inflows — cause it to consume dispropor-
tionately more of the K-good. This reduces its exports in the K-sector
while leaving its H-imports almost unchanged, and it reduces the sum
of its exports and import overall.

The reverse would be true i) if ¢ were a net exporter (NX. > 0)
or i) if # were close to 0. In these cases, the presence of a trade
imbalance would increase the region’s trade with the rest of the world
by i) increasing the region’s exports of the good in which it has a
comparative advantage or ii) increasing the region’s imports of the
good in which it has a comparative disadvantage.

Irrespective of the impact of trade imbalances on export-import
patterns, capital-abundant regions will continue to be specialised in
the production of K-intermediates and labour-abundant regions in
the production of H-intermediates. Yet the determinants of capital-
abundance or -scarcity are changed by the nature of international asset
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trades: assuming, once again, that the absolute size of investment
shocks is small (0. = 0), then

-1
K, H. 1 1 H,
_ e L L 1.29
K, H o2 (Z 02,) H (1.29)

! C

With factor-price equalising commodity trade and fully integrated in-
ternational asset markets, savings rates are no longer the most relevant
underlying cause of specialisation. Instead, relatively safe regions re-
ceive the largest share of capital investments out of the sum of world
savings and, as a result, these regions will specialise in capital-intensive
products.

c.4 Impact on World Trade

Note that if # = 1/2 and

a(l—a)

O — opfg

Kct Hc

NX,4l <2
[N Xl K, H

Q. Ve, (1.30)

equation (28) reduces to (16), i.e. regardless of whether trade imbal-
ances are present or not, the traded share of world output is the same
as if trade were balanced. The reason is simple: as long as trade im-
balances are not so large as to turn a country into a net importer or
exporter of both intermediate goods — that is, as long as (30) is sat-
isfied — a trade surplus with = 1/2 increases a country’s exports by
the same amount by which it reduces its imports (and a trade deficit
reduces its exports by the same amount by which it increases its im-
ports), leaving the sum of its exports and imports unchanged. In the
aggregate, therefore, the traded share of world output is unaffected
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by trade imbalances. I will first analyse this special but familiar case,
then proceed to the more general case in which 6 # 1/2.

Assume 6 = 1/2 and (30) holds. It is now straightforward to
determine the conditions under which this sudden shift from financial
autarky to financial globalisation causes countries to become more
specialised overall, namely:

%— 1). (1.31)

c

Hoe 1)
>(FsE) 1T

Financial globalisation increases specialisation if capital flows exacer-
bate any mismatch between human and physical capital that existed
under autarky, i.e. if differences in regional savings rates are small
(s = s ¥V ¢), and country risk is positively correlated with country
size (Cov {crc, %} > 0). The result is an increase in world trade.

Suppose now that § # 1/2. The impact of financial globalisa-
tion on regions’ specialisation patterns will be as in the previous case.
Yet even if (31) is true, whether and by how much financial glob-
alisation increases world trade relative to financial autarky depends
on the value of 6§ and the incidence of trade surpluses and deficits.
Without loss of generality, consider the case in which 6 < 1/2. If
deficit countries are capital-abundant on average and surplus coun-
tries are labour-abundant, trade imbalances will cause financial glob-
alisation to increase global trade more than if 6 = 1/2. If deficit
countries are labour-abundant on average and surplus countries are
capital-abundant, financial globalisation increases global trade less.

30



1.3 Calibrations

In this section I assess the extent to which factor-proportions differ-
ences can explain the growth in world trade between 1980 and 2007 by
taking the model developed above to the data. Since the model only
captures trade due to factor-proportions differences — i.e. trade be-
tween capital-abundant and labour-abundant countries — I calibrate
it to capture the empirical patterns of North-South trade.

First, I let the model match the volume of North-South trade in
1980. I then assess how much of the growth in this type of trade during
the last 30 years it can explain, assuming that the world remains in
financial autarky but allowing for the opening up of China between
1980 an 2007. My calibration predicts 70% of the growth in North-
South trade between 1980 and 2007 — 50% of the overall growth in
world trade. The model also correctly identifies most of the countries
whose trade with the rest of the world was diminished by China’s entry
onto the world stage.

Second, I allow for financial globalisation and show that, under the
assumption of fully integrated international asset markets, the model
over-predicts the growth in North-South trade. The reason turns out
to be that countries’ capital stocks as predicted by the model under the
assumption of financial globalisation are a poor match for their “true”
capital stocks estimated from investment data. Introducing a country-
specific foreign investment friction allows me to reconcile the model’s
predictions with the data, while the implied size of investment frictions
is strongly correlated with de jure and de facto measures of countries’
financial openness. Under this assumption of partial financial globali-
sation, the model predicts 80-90% of the growth in North-South trade
— up to 62% of the overall growth in world trade.
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a Basic Data and Parameterisation

a.l Data

The model of Section 2 is characterised by an overlapping-generations
structure and assumes full depreciation of capital between periods. To
remain true to the spirit of the theory, I treat the years 1980 and 2007
as consecutive periods of my model. I use data for 27 large economies
between 1980 and 2007, accounting for 85% of world GDP in this
period. Their stocks of human and physical capital are estimated in
accordance with the methodology explained in Appendix Al, which
also provides a full list of countries’ estimated shares in the stocks of
world production factors. The main data sources for the construction
of human and physical capital stocks are Heston, Summers and Aten
(2010) and Barro and Lee (2010).

In the model, differences in factor-proportions are the only rea-
son for countries to trade goods internationally. Yet, it is clear that
factor-proportions trade can at best account for a fraction of global
trade: Figure 2 shows that bilateral trade between capital-abundant
countries — which is entirely absent from my model! — continues to
account for the largest share of international trade. Therefore, I assess
my model only against its ability to predict the growth in the subset of
international trade flows it was designed to capture: exports and im-
ports between the capital-abundant “North” and the labour-abundant
“South”.

The total volume of North-South trade is defined as one half times
the total volume of exports and imports between capital and labour-
abundant countries, based on the estimated human and physical cap-
ital stocks. Data on aggregate trade flows and country GDP is taken
from the IMF Direction of Trade Statistics and the World
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Development Indicators, respectively.

a.2 Parameters

I assume that the world was in financial autarky in 1980,'? and that
China was completely closed off from international goods markets.
Using (18), the traded share of world output in 1980 is given by

Y e (|Merr9so| + [Mcrriosol) _
2 (Q1980 + QChina,1980)

1+ <Kchina,1980)a (HChma,wso)la] R
Ki9s0 Hi9s0
(1.32)
To discipline the model, I would like to match the volume of North-
South trade relative to world GDP in 1980. Let a = 0.33, as per
convention, and suppose ax — ay = 1, the maximum feasible differ-

a(l —a) Z ‘ Kcigso  Hecigso
K980 Higs0

g —ofg

ence between these two parameters. In this case, given {K 1950}, and
{Hc980}, from the data described in Appendix Al, the model pre-
dicts North-South trade to be 6.4% world GDP. In the data, however,
North-South trade only amounted to 1.6% of world GDP in 1980. In
other words, even under the most conservative parameterisation, the
model overpredicts the volume of North-South trade in 1980.

To address this problem, I generalise the model in Section 2 by
introducing a nonhomotheticity in the consumption demand for the
H-good. A similar assumption is first introduced in Markusen (1986)
to explain the relatively low volume of North-South trade.!® The

12This assumption is highly realistic as the absolute magnitude of international
financial flows between 1950 and 1980 was sufficiently small to have had almost
no perceptible impact on the patterns of capital accumulation among my sample
countries.

13T provide the full details of this change to the model in Appendix A3.
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Parameter/ | Baseline Source
Data Value
a 0.33 -
a 0.50 Minimal impact of trade balance shocks on the global volume of trade, following Eaton, Kortum,
. Neiman and Romalis (2010).
T 0.88 Set to match the ratio of North-South trade to world GDP in 1980.
OZC - Average PRSG composite country risk score for 1980-2007. Listed in Appendix Al, Table Al.
1ze of the workforce tumes “quality adjustment™ for the average number of years of education i the
H _ S: f the kf “quality ady " for th ber of fed m the
ct population of working age. For details. see Appendix Al.
K _ 1980 capatal stock constructed using the perpetual inventory method (first year: 1950) and investment
<1980 data. For details. see Appendix Al.
K 2007 capital stock constructed using the perpetual inventory method (starting from K ;0s9) and investment
2007 - data. For details, see Appendix Al
KFA 2007 capital stock constructed using the perpetual inventory method (starting from K ;05p) and savings
c2007 - data year. For details, see Appendix Al.

Table 1.1: Parameter Values and Data Sources

presence of this nonhomotheticity does not fundamentally alter the
structure of my model, but it delivers a slightly different expression
for the traded share of world output in 1980:

> (IMercr9so| + [Memiosol)
2 (Q1980 + QChina,1980)

- (KChina,IQSO)a (HChina,198O)1_a
Kigs0 Higso
(1.33)
The new expression allows me to match the ratio of North-South
trade to world GDP in 1980 using 7, after selecting o = 0.33 and
6 = 0.50. The latter choice is motivated by the following considera-

1—7 Kci9go  Heiogo
-T2 | Koo — &
T 1980 1980

C

tion. As the only role of # in the model is to determine the impact
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of trade imbalances on the volume of trade, the value of # should re-
flect the empirical impact of shocks to trade balances on import and
export volumes. Evidence by Eaton, Kortum, Neiman and Romalis
(2010) from the recent financial crisis — which saw a large, temporary
contraction in global trade imbalances — suggests that the effect of
trade balance shocks on the global volume of trade is minimal. Set-
ting € = 0.50 ensures that my model is consistent with their finding.
Table 1 summarises the key parameter values and data sources.

b Opening Up of China
b.1 Calibration Results

Under the assumption of continued financial autarky, and without the
opening up of China, the model-predicted ratio of North-South trade
to world GDP in 2007 is given by

> e ([Mer007| + | Merr2o07]) _
2 (Q2007 + Qchina,2007)

e _a -1
14 Kg;?ina,2007 (HC'hina,2OO7>1
Kaoo7 Haoo7 7
(1.34)
where {K 2007} represent countries’ capital stocks in 2007 under the

1_T Z K o071 _ Heaoor
1 —ar Kaoor  Hago7

assumption of financial autarky. I construct these “financial autarky”
capital stocks using the perpetual inventory method but letting do-
mestic investment equal domestic savings between 1980 and 2007. A
more detailed description of the construction of { K 2007} is provided
in Appendix Al.

As can be seen from Figure 5, the model predicts a modest in-
crease North-South trade relative to world GDP in this case, from
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1.6% to 2.0%. Even in the absence of China’s rise to global prominence
and without international capital flows, growing differences between
the capital-labour ratios of my sample countries would have caused a
modest increase in global trade. This divergence of factor proportions
alone can account for 10% of the overall increase in North-South trade
relative to world GDP.

Retaining the assumption of financial autarky, but letting China
join international goods markets, the model-predicted ratio of North-
South trade to world GDP in 2007 is:

Zc(|McK2OO7| + |MCH2007D _ 0(170[) 1—7 Z Kc%éw i H o007 ) (1_35)
2Q2007 L—ar &= | Ksor  Hsoor

The predicted ratio of North-South trade to world GDP in 2007 jumps
to 4.1%, allowing the model to capture a full 70% of the expansion of
North-South trade (see Figure 5, dashed line). As the surge in North-
South trade since 1980 accounts for 70% of the rise in the traded share
of output overall, my factor-proportions model allows me to explain
roughly half of the total growth in world trade.

The exercise highlights the significance of China for any factor-
proportions-based view of international goods trade, which is due to
its size and labour-abundance: as Table Al shows, China accounted
for 36% of the human capital among my sample countries in 2007, but
only for 16% of their physical capital.

Aside from predicting a substantial share of the growth in North-
South trade since 1980, the model also accurately captures the pat-
terns of North-South trade for the largest economies: it predicts China’s
trade with the North in 2007 to be 1.4% of world GDP (Data: 1.3%),
and the United States’, Japan’s and Germany’s trade with the South
to be 0.6% (Data: 1.0%), 0.5% (Data: 0.4%) and 0.2% (Data: 0.2%).
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b.2 Impact on Other Labour-Abundant Countries

As discussed in Section 2.b, a model of factor-proportions trade would
predict the arrival of a labour-abundant country like China to reduce
the trade between other labour-abundant economies and the capital-
abundant North. Here, I explore the empirical validity of this predic-
tion at a macroeconomic level.

The top panel of Table 2 lists the countries whose trade is hurt in
the model calibration as a result of China’s opening, as well as the

Model-Predicted Impact of China’s Opening:

Country ‘ Chile Thailand  Argentina  Mexico Turkey Brazil Indonesia  S. Affica
ATrade./ GDP.; -1.39 -1.33 -1.22 -1.12 -0.83 -0.67 -0.51 -0.43
(% pts.)

Regressions:

Dep. Variable: 1) 2) 3) (4) (5) 6) @) 8)

North-Trade,,/

GDP,, Chile Thailand  Argentina ~ Mexico Turkey Brazil Indonesia  S. Africa

Tradechina,’ 1.75% S311¥*% -0.25 -4.03%* 0.98* -0.05 -4.94%%k ] To**

World Trade; (0.89) (0.88) (0.49) (1.52) (0.52) (0.45) (1.19) (0.64)

t 0.45% 0.35 -0.49%** 047 0.78%** -0.21%* -0.58% -1.02%**
(0.23) (0.22) (0.12) (0.38) (0.13) (0.11) (0.30) (0.16)

I -0.03*% 0.04%*x* 0.02%* 0.05% -0.03%*¥*  0.01 0.07%** 0.06%**
(0.02) (0.01) (0.01) (0.03) (0.01) (0.01) (0.02) (0.01)

Constant 9.08#** 14.81%%%  6.65%** 12.58%**  1.59 5.90%** 22.47%%% - ]18.16%*
(1.94) (1.92) (1.06) (3.30) (1.14) (0.98) (2.59) (1.39)

Observations 28 28 28 28 28 28 28 28

Adj. R’ 021 0.94 0.59 0.81 0.83 0.22 038 0.72

Standard errors in parentheses. Period: 1980-2007.
* significant at 10%; ** significant at 5%: *** significant at 1%

Table 1.2: Impact of China on Labour Abundant Countries

— Model and Regressions
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resulting fall in their trade relative to country GDP (in percentage
points). As the table shows, the model predicts the trade of Chile,
Thailand, Argentina and Mexico to be most severely affected.

The bottom panel of Table 2 regresses each country’s trade with
the North as a share of country GDP on a quadratic time trend and
China’s share of world trade for the period 1980-2007. The quadratic
time trend is intended to capture long-term changes in a country’s
comparative advantage due to, say, changes in its factor endowments
relative to the rest of the world, or country-specific changes in tariffs
or transportation costs, which my model does not account for. China’s
share of world trade captures the Chinese economy’s weight in global
goods markets.

As the table shows, the coefficient on China’s share of global trade
is negative for six out of the eight countries, and strongly statistically
significant for four of them. Moreover, neither of the two positive
coefficients in statistically significant at the 5% level. The coefficient
on China’s trade share is negative for three out of the four coun-
tries for which the model predicts the largest trade losses, and two of
these negative coefficients are large and strongly statistically signif-
icant. Overall, therefore, the empirical evidence appears to support
the prediction that there would have been more trade between this
group of countries and the global North if China had remained closed
off from international goods markets.

b.3 Evidence about Specialisation

A fundamental prediction of the model outlined in Section 2.a is that
differences in relative factor endowments should foster specialisation
in international goods markets: countries with a large stock of in-
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stalled physical capital relative to their endowment of human capital
will be exporters of relatively capital-intensive products. There is a
long literature which has attempted to verify this prediction of factor-
proportions models, with very mixed results.!*

Typically, studies of the factor content of trade proceed by careful
analysis of countries’ trade and production patterns, using detailed
data from economy-wide input-output tables.!> As they tend to be
extremely data intensive, there is as yet little evidence about the fac-
tor content of trade in the first decade of the 2000s, when China’s
transition had started to gather pace. However, basic evidence sug-
gests that relative factor endowments have become a more significant
determinant of the type of goods imported by the United States from
its major trading partners. I present this evidence in Appendix A2.

¢ Financial Globalisation

c.1 Calibration Results

Let us now relax the assumption that there is no international asset
trade between 1980 and 2007 and assume, instead, that financial glob-
alisation occurred some time inbetween these two years. As I have
set # = 0.50, the ratio of North-South trade to world GDP should
be unaffected by the presence of trade imbalances in 2007 as long as
equation (30) is satisfied in my sample countries. I take {N X207},
country-level imbalances in North-South trade for the year 2007, from
the IMF Direction of Trade Statistics and verify that this is the case.

14See Helpman (1999) for a comprehensive survey.

15See Davis and Weinstein (2001) for a recent, careful empirical analysis confirm-
ing the model’s prediction that countries export goods which use their abundant
factors intensively.
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Hence, the model-predicted ratio of North-South trade to world GDP
in 2007 under full financial globalisation is given by

—1

1 Z 1 _ Heaoo7

o2 o China 03/ Hago7 |
(1.36)

where I use the average PRSG composite country risk score for 1980-

> e (IMek2007] + [ Mem2007]) ) 1—7 Z

—0(1—
2Q2007 l-ar c,China

2007 as a proxy for idiosyncratic country risk, {o2}.. These averages
are reported in Table A1 of Appendix Al.

As illustrated in Figure 6, North-South trade rises to 6.5% of world
GDP in 2007 once fully integrated international asset market are as-
sumed (dashed line). In the light of the analysis of the model under
full financial globalisation in Section 2.c, the finding of a rise in trade
due to financial integration highlights an empirical mismatch between
idiosyncratic country risk and human capital stocks, which causes the
model to predict larger factor-endowment differences as a result of
international capital flows. This is consistent with the evidence on
South-North capital flows reported in the International Finance litera-
ture. However, the model now overpredicts the growth in North-South
trade in the last 30 years.

To determine why, I correlate country’s shares in the world cap-
ital stock as predicted by the model under full globalisation with
{Ke2007/ K2007} ., where { K007}, is constructed using investment data
between 1980 and 2007, and represents the standard estimate of a
country’s stock of physical capital.'® Figure 7 plots the results. As is
immediately evident, the fit is rather poor: the correlation between the

16Note that national accounting identities imply that investment equals savings
plus the current account — so that {Kc2007}c accounts for net international asset
trades in the patterns of capital accumulation.
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two variables is a mere 0.1. The model predicts a smaller dispersion of
capital stocks than is found in the data, and it assigns unrealistically
low shares in the global capital stock to the large economies of the
United States, China and Japan.

Upon second examination, this finding should come as no surprise.
The risk-investment regressions referred to in the Introduction (and
described in full in Appendix A2), highlight the continued importance
of domestic savings as a determinant of domestic investment. In accor-
dance with these findings, economies with a larger pool of domestic
savings would be expected to have larger capital stocks for a given
level of country risk. By contrast, in the benchmark model in Section
2.c domestic savings play no role at all in determining investment in
financially open economies. Thus, the model underpredicts the share
of the world capital stock located in the largest economies

c.2 Partial Financial Globalisation

The reason the model predicts countries’ shares in the global stock of
capital poorly — and the reason it overpredicts the growth of trade
under financial globalisation — is that I have taken an extreme view
of financial globalisation so far: trading in foreign assets is no more
costly than buying or selling domestic assets for agents in a given c.
Suppose, instead, that for each unit of spending by an agent in ¢ on
assets from region ¢ # ¢, the agent can only appropriate the returns to
1 — f. units of the foreign asset.!” This additional cost of foreign asset
purchases reduces the expected returns from, and hence the relative

170One could think of f. as a tax on foreign transactions by ¢’s government, or
an agency or information cost specific to ¢ which is higher for foreign than for
domestic investments.
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attractiveness of, foreign assets and causes a “home bias” in investment
portfolios. As a result, the optimal investment portfolio is no longer
universal, and it can be shown that for agents in ¢

-1
. 1 1 fe ,
¢% = max = (2; 0—2,> (1 — 702) 09 V' #oc, (1.37)

C

gr=1-> g5 (1.38)
/e

If f. > o2, agents in ¢ will choose not to purchase foreign assets
at all. If f. — 0, (37) and (38) approach the optimal frictionless world
portfolio described by equation (24). An immediate implication of (37)
and (38) is that the higher the average f. (and hence the average ¢¢),
the greater the role for domestic savings as a determinant of domestic
investments.

Introducing a set of financial frictions permits me to use {02}, from
the data and set {f.}, to match {Kc2007/K2007},. As agents now face
a risk-return trade-off, I need to specify a value for ~, the coefficient
of relative risk aversion. In line with the RBC literature, I let v = 2.
With the introduction of foreign investment frictions, the model no
longer overpredicts the rise in North-South trade relative to world
GDP. Nevertheless, allowing for partial financial globalisation means
the model can explain an additional 10% of the expansion in North-
South trade, and 80% overall (see Figure 6, dotted line). This suggests
that a significant portion of the expansion of trade between capital-
abundant and labour-abundant countries in the last three decades may
be the result of the observed net capital flows towards the global North.

This leaves the question whether the model’s new implications for
financial openness are more consistent with empirical reality than the
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Capital Account Restrictions, Avg. |CA/GDP{, GFA/GDP,;,
.]{;-' Schindler (2009) 1980-2007 2007

. 1.0000
e oy 0.4415 1.0000
Tt -0.2690 0.1418 1.0000
ke -0.5231 -0.5769 -0.1698 1.0000

Table 1.3: Model-Implied Investment Friction and Measures of Fin. Openness

capital stocks implied by the frictionless model. I turns out that the
system of 27 equations described by

02007 c
o Zd) ({f.}.)

has a unique interior solution in which f. > 0 for all c. The resulting

set of model-implied financial frictions provides an inverse measure of
financial openness for my sample countries: the smaller f., the more
open is ¢ to foreign asset trade.

Table 3 correlates the model-implied foreign investment frictions
with one de jure and two de facto measure of countries’ financial open-
ness. It shows that the set of implied frictions is strongly positively
correlated with the index of capital account restrictions by Schindler
(2009), negatively correlated with a countries’ average absolute cur-
rent account share in GDP and strongly negatively correlated with
their foreign asset holdings relative to GDP. All in all, assuming that
financial globalisation allows agents to hedge idiosyncratic investment
risk subject to country-specific foreign investment frictions allows me
to match the patterns of international financial integration remarkably
well.
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c.3 A Role for Trade Imbalances

So far I have set § = 0.50 to minimise the impact of trade imbalances
on the overall volume of trade, in line with empirical evidence. In this
section I analyse the effect of choosing # # 0.50. As I continue to
assume that the world was in financial autarky in 1980 and choose 7
to match the ratio of North-South trade to world GDP in 1980, this
only affects the extent of North-South trade in 2007.

As can be seen from Figure 8 (dotted line), setting § = 0.33 in-
creases the share of North-South trade growth explained by the cali-
brated model by a further 8 percentage points. The model now cap-
tures a full 88% of the expansion of North-South trade, amounting to
62% of the total growth in world trade.

The reason for this impact of trade imbalances is as follows. With
0 < 0.50, a trade deficit increases domestic demand for capital-intensive
products less than for labour-intensive products. Conversely, a trade
surplus decreases domestic demand for capital-intensive products less
than for labour-intensive products. Consequently, if deficit countries
are — on average — capital-abundant and surplus countries labour-
abundant, trade imbalances will increase global trade. The increase in
trade growth predicted by the model is thus largely due to the substan-
tial North-South trade deficit of the United States in 2007 (amounting
to 0.71% of world GDP) and the sizable North-South trade surplus of
China (about 0.78% of world GDP). If, on the other hand, § > 0.50
had been chosen, the pattern would be reversed: the model would
predict the observed pattern of trade surpluses and deficits to reduce
North-South trade, and it would predict a smaller portion of recent
trade growth.

46



1.4 Summary and Conclusion

In this paper I document that a classical model of comparative ad-
vantage due to differences in countries’ relative endowments of pro-
duction factors can explain most of the recent growth of world trade.
This largely reflects a rise in the volume of trade between countries
with very different capital-labour ratios but also, to a significant ex-
tent, a pattern of international capital flows which has exacerbated
factor-proportions differences, increasing the incentives for specialisa-
tion. My model and calibrations highlight that the growing prevalence
of factor-proportions trade may explain why financial globalisation has
taken this unexpected turn: if international commodity trade reduces
factor-return differentials — a well-established prediction of factor-
proportions models —, the importance of country risk as a determi-
nant of international investment patterns is enhanced. Net financial
flows to relatively safe countries may drive capital-labour ratios fur-
ther apart if these countries also account for a small portion of the
world’s effective workforce.

Throughout the paper I have focused exclusively on factor-proportions
differences as a motive for countries to engage in goods trade. Adopt-
ing this perspective has allowed me to highlight its relevance for un-
derstanding some important recent features of globalisation. Yet there
are others which it cannot capture adequately.

Figure 2 highlights the continued concentration of a large share
of international trade among a small group of relatively similar and
affluent countries. By most accounts, this portion of global trade is
better explained by the scale economies of new trade theory than by
differences in countries’ capital-labour ratios. My evidence on the im-
portance of factor-proportions differences for the growth of world trade
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since 1980 does not preclude any role for new trade motives in explain-
ing rises in the traded share of world output. Helpman’s (1987) origi-
nal argument that increased income similarity across countries should
cause greater volumes of trade has had little quantitative traction be-
cause the world income distribution has remained remarkably stable
during most of the post-War era.!® However, high growth rates in
China and other developing countries may yet cause the world income
distribution to narrow, opening the door to another channel through
which their transition should affect the expansion of global trade.

My paper investigates the growth of world trade over a thirty-
year period. Yet its unexpectedly large decline, and subsequent re-
covery, during the downturn of 2008-2009 has also renewed interest
in the causes of short-run fluctuations in global trade flows. A pure
factor-proportions model is unsuited to analysing this issue as factor
endowments evolve over the span of decades, rather than years. Ex-
plaining the responsiveness of trade flows to the global business cycle
requires a careful investigation of the transmission of real and finan-
cial shocks in the world economy for a given pattern of comparative
advantage. Nevertheless, it is noteworthy that the existing literature
on international business cycles has relied on a very specific set of as-
sumptions about the motives for trade.!® My findings suggest that
a more eclectic theoretical approach to international goods exchange
may well enhance the ability of international business cycle models
to predict the short-run patterns of trade and capital flows among an
increasingly heterogenous set of open economies.

18See, for example, Acemoglu and Ventura (2002).

YFollowing Backus, Kehoe and Kydland (1994), papers in this literature tend
to assume Armington trade in intermediate goods which are aggregated by means
of a CES production into a composite final good,
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I have attributed a large share of the recent growth of world trade
to the transition of China, and to financial globalisation which has
given rise to the observed pattern of capital flows towards capital-
abundant countries. As neither of these processes is concluded, this
paper is unlikely to prove the last word on their significance for the
patterns of specialisation and global trade flows. Both will continue
to shape the international economy for some time to come.
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2 SOVEREIGN DEFAULT, INTERNATIONAL
LENDING AND TRADE

2.1 Introduction

This paper sheds new light on the nature of the supposed “trade costs”
of sovereign default. I employ a large panel of developed and emerging
markets to analyse the impact of default episodes on countries’ sectoral
export behaviour. The key finding is that default leads to a stronger
reduction in the exports of sectors which are more dependent on ex-
ternal financing. I argue that this empirical pattern is consistent with
a decline in credit supply to domestic exporters. My estimates suggest
that most of the adverse impact of sovereign default on trade found
in earlier studies is explained by this credit channel. They contradict
the widespread notion that reduced access to international goods mar-
kets constitutes a cost of sovereign default. Instead, shifting trading
patterns may be a symptom of reduced access to international capital
markets.

Figure 1 plots the time-series pattern of a measure of the financial
dependence of exports for six countries which experienced at least one
sovereign default episode between 1980 and 2007.} Vertical lines indi-
cate the timing of these episodes. Sovereign defaults tend to coincide
with, or to be followed by, declines in the average financial dependence
of exports, indicating a shift in the composition of exports away from
highly financially dependent and towards less financially vulnerable

T calculate country c’s average financial dependence of exports in year ¢ as
Zi FinDep;Exp.;t/ Zl Expe;s where FExp.;; are sector-i exports by country c in
year t, and FinDep; is a measure of the financial dependence of production in
sector 7. Data sources and definitions are discussed in greater detail in Section 5.
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Figure 2.1: Default and the Average Financial Dependence of Exports,

Selected Countries

goods. The main contribution of this paper to establish the general-
ity of this observation econometrically, and to highlight that it may
be understood as a result of a temporary comparative disadvantage
inflicted upon exporters by a reduction in capital-market access.

The view that the economic costs of sovereign default manifest
themselves partly in the pattern of trade flows has a long tradition
in the literature on sovereign borrowing. For example, in their semi-
nal paper about sovereign lending in the presence of strategic default
Eaton and Gersovitz (1981) justify the assumption that defaulters in-
cur a direct output cost by appealing to “retaliatory interference by
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the creditors or their governments with commodity trade”. Similarly,
Bulow and Rogoff (1989) argue that foreign lenders’ ability to interfere
with debtor’s trade flows poses a credible threat, claiming that fear of
“trade sanctions can plausibly explain the actual repayments that do
occur”.

These examples reflect a wider, as yet unanswered, question about
the incentives for sovereign debtors to honour their obligations towards
foreign creditors. By definition, loan contracts with sovereign entities
suffer from limited legal enforceability. Yet for decades large volumes
of such international loans have been extended, and subsequently re-
paid. Much research has been dedicated to uncovering the economic
penalties for default which may sustain these cross-border financial
transactions, and “trade costs” are one among several explanations
which have been put forward. The threat of exclusion from interna-
tional capital markets is a prominent alternative explanation. While
there is extensive evidence that countries which default on their inter-
national debt obligations experience reduced access to international
capital markets,? the impact of sovereign default on the debtor econ-
omy’s trade with the rest of the world has only recently started to
receive formal empirical attention.

Rose (2005) is the first to document that debt renegotiations are
followed by a significant and sustained decline in trade between the
debtor country and its foreign creditor nations. Applying a gravity
regression to an unbalanced panel of over 150 countries in the period
1948-1997, he finds a significant 7% annual decline in exports and im-
ports between countries involved in debt renegotiation, lasting for 15
years. Although he remains agnostic about the precise explanation for

2See Gelos et al. (2003), Arteta and Hale (2008), Fuentes and Saravia (2010)
and Mendoza and Yue (2008) for recent examples.
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this observation, Rose interprets his findings as consistent with delib-
erate trade sanctions by creditor nations designed to punish obstinate
debtors. Subsequent work by Martinez and Sandleris (2008) casts
doubts on this interpretation: using the same methodology and data,
they cannot reject the hypothesis of an equal decline in the debtor
country’s trade with all its trading partners, whether sovereign cred-
itors or not. They also note the absence of a single known instance
in which sovereign default was punished with overt trade sanctions in
the last 30 years.?

Since Rose (2005) uses aggregate trade data and fails to pinpoint a
clear causal link between default and the decline in trade, his findings
are open to the criticism of reverse causality and omitted variable
bias. For this reason, Borensztein and Panizza (2010) take a different
approach to identifying the “trade costs” of default. The authors use a
panel of 28 industries in 24 countries for the period 1980-2000 and show
that sovereign default causes a larger decline in the value-added growth
of export-oriented sectors. Since their study exploits the differential
impact of default at the sector level it is less likely to suffer from
reverse causality and omitted variable bias, providing further evidence
that debt crises “hurt” exporters. However, just as its precursors, it
does not explain why this might be the case.

This paper is closely related to Borensztein and Panizza (2010).
Like them, I employ a difference-in-difference approach in the spirit of
Rajan and Zingales (1998) to study the impact of sovereign default at
the sector level.* Unlike them, I test directly for a particular causal

3By contrast, Mitchener and Weidenmier (2005) document that between 1870
and 1914, disgruntled creditors did resort to gunboat diplomacy to punish instances
of sovereign default, and that such “supersanctions” triggered a decline in trade.

4Following their seminal paper on financial development and growth, the Rajan-
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link between sovereign default and trading patters — namely that de-
fault reduces exporters’ access to external financing. My identification
strategy, which is firmly grounded in modern trade theory, predicts a
differential impact of default on the volume of exports. This allows
me to ascertain how much of the decline in trade flows attributed to
default in earlier studies can be explained as a result of the credit-
channel emphasised here. The present empirical analysis also benefits
from a significantly larger sample, covering 28 industries and 95 coun-
tries between 1980 and 2007.

My regressions show that default episodes result in the strongest
decline in the exports of those sectors which are most dependent on
external financing. This finding is robust to additional controls for
other financial crises and alternative industry characteristics, and in-
dependent of the precise sample composition and the lag structure
of the econometric model. It lends strong support to the hypothesis
that shocks to foreign credit supply can explain the “trade costs” of
sovereign default. Based on my estimates, this credit channel accounts
for most of the overall impact of sovereign default on trade.

From the vantage point of the empirical literature on financial de-
velopment and trade, this paper’s findings mirror the study by Manova
(2008). Her work examines the impact of financial liberalisation on
trade, and finds that it boosts the exports of the most financially vul-
nerable sectors. Treating default as “inverse” financial liberalisation,

Zingales methodology has been adopted by a number of authors for empirical
studies in a variety of contexts. Among others, it has been used to examine
the effect of financial development on growth and output volatility (Fisman and
Love, 2003; Braun, 2003; Raddatz, 2006), the impact of financial liberalisation on
exports and growth (Manova, 2008; Levchenko, Ranciére and Thoenig, 2009) and
the consequence of banking crises for value added and exports (Kroszner, Laeven
and Klingebiel, 2006; Iacovone and Zavacka, 2009).
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I find that it leads to the largest contraction in the exports of the
sectors which are most dependent on external financing.

The remainder of the paper is structured as follows. Section 2 mo-
tivates my identification strategy with a simple model of international
lending and trade in a small, open and capital-scarce economy. Sec-
tion 3 describes the data and presents the empirical results. Section 4
concludes.

2.2 The Model

In the following, I develop a standard model of intra-industry goods
trade between countries. I assume that capital is perfectly mobile
internationally and introduce the effect of sovereign default as a “black-
box” increase in international financial frictions which raises the cost of
borrowing in the defaulting economy. The model serves to highlight
the key identifying assumptions underlying the regression equations
estimated in Section 3.

a Assumptions and Derivations

a.l Demand

Let the world consist of C' countries, ¢ € {1,...,C}, and let there be
I industries, i € {1,...]}. Producers in each country have access to a
technology for manufacturing a unique, perfectly tradable variety ¢ in
each industry 7. As a result C' x I goods will be produced and traded
in equilibrium.

Denote nominal spending by country ¢ in industry ¢ at time ¢ as
E.;;. Suppose perfectly competitive producers in ¢ assemble a non-
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traded final good in industry ¢ from the set of tradable, country-specific
varieties using a production technology described by the minimum-cost
function

zt cht (chn> 7 Qcit7 (21)

where p.;; denotes the price at time t of the perfectly tradable product
variety produced by country ¢’ in industry i, Q. is the desired final-
good output of industry ¢ in country ¢ and € > 1. Final-good output in
each industry, therefore, is a CES aggregate of the C' country-specific
varieties. It is now straightforward to show that total nominal demand
for goods produced by country c in industry 7 is equal to

l1—¢
~ Deit
cit{cit — Ei7 2.2
Peitleit <Pit> t (2.2)

where P, = (Z pC it ) = and E;; = ). E.y. Demand for each variety
¢ in industry ¢ is directly proportional to world spending on industry-
1 goods, and inversely proportional to its share in a measure of the
industry price level, Pj;.

a.2 Supply

The unique, country-specific technology for producing variety c in in-
dustry ¢ is described by the minimum-cost function

1 Rct a; w 7ct 1—a;
) — , 2.
bczt (QCzt) lct ( ; ) ( 1 Z) Geit, ( 3)

where q.; is the output of good ¢ in industry 7, A, is a measure of

country ¢’s total factor productivity, and R.; and W, are, respectively,
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the cost of capital and the wage rate in ¢ at time ¢. The parameter
a; € [0,1] is a measure of industry i’s capital intensity. Since all
capital is assumed to be loaned, it is also a measure of the industry’s
credit dependence.

Capital is perfectly mobile across industries and borders. Mean-
while, labour is perfectly mobile across industries within countries, but
not across borders. To simplify matters I assume that there exists a
homogenous, perfectly tradable good which can be produced only from
labour at identical, constant unit cost by all countries. I normalise the
price of this good to 1, which implies W, =1V c.

Let product and factor markets be perfectly competitive. Then,

QG

A ct
cit — ) 24
Peit Acta?i (1 — Oél')l_uZ ( )
2 Qi Peiteit
fooyy = —tat 2.5
! Rct ( )

where l%m-t denotes the demand for capital at time ¢ by industry ¢ in
country c.

a.3 A Small, Capital-Scarce Economy

Suppose the ability of country ¢ to rent capital in international markets
is impaired by the presence of a borrowing friction. Specifically, letting
K. equal ¢’s own stock of capital,

R _ Rt lf Zz l%cit (Rct) S Kct
< e 1f Zz kcit (Rct) > Kct ’

1—met

(2.6)

where R; is the international rental rate and 7., represents the generic
friction. One way to interpret 7. is as the (perceived) risk that due
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payments on capital loans from foreigners at ¢ will be expropriated
by ¢’s government and redistributed among the residents of country c,
or diverted towards other projects. Risk neutral lenders will raise the
interest rate on capital loans in anticipation of such expropriation.

If >, Kot (Re) < K, the borrowing friction does not affect ¢’s
producers. I will make the assumption that c is capital-scarce, i.e.

Z ]%cit (Ret) > Ket- (2.7)

Clearly, if m,s = 0, country ¢ can borrow at the world rental rate while
if Ty > 0, the cost of capital in ¢ is higher than in world markets. My
empirical analysis in Section 3 tests the hypothesis that sovereign de-
fault raises m. without providing a microfoundation for this assertion.
Nevertheless, it would be possible to provide a number of theoretical
justifications from the recent literature.’

Define X.;; as the value of ¢’s exports in industry ¢ at time ¢. Using
equations (1) to (7),

e—1

1- c aiAc (1= iliaipi
Uoma) et Lm0 TPl gy (2)

o
R

Xcit -

I assume that ¢ is small, so that changes in ¢ do not affect R;, Py, F;
and Eit - Ecit ~ Eit-

For example, Sandleris (2008) shows that debt repayment may be used opti-
mally by governments to signal private information about their future stance to-
wards foreign creditors. In his model, default signals a hostile future environment
for foreign creditors, and thus reduces foreign investment. Similar informational
assumptions can also be used to motivate a rise in m; following sovereign default.
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b Empirical Implications

Under the assumption that country c is small, it is possible to re-write
equation (8) approximately as follows:

lIlXcit ~ — (8 — ].) QG Tt + Ait + Act, (29)

where Ay = (¢ — 1) In[a® (1 — a;)' ™™ PitE;ﬁ JRY] and Ay = (e — 1) In Ag.
According to equation (9), we should expect two effects of a rise in

T due to default: first, a decline in country c¢’s total exports and,
second, a reduction in the exports of sector ¢ which is larger the more
financially dependent i (i.e. the larger «;). In other words, we should
observe default as a country-industry-time-specific shock. The next
section outlines the paper’s empirical strategy which aims to capture

the effect of sovereign default on sectoral export patterns implied by
equation (9).

2.3 Data and Empirical Results

a Empirical Methodology and Data
a.l1 Empirical Methodology

The main empirical objective of this paper is to establish whether the
impact of sovereign default on sectoral export patterns is consistent
with the hypothesis that default reduces exporters’ access to credit.
As illustrated in the previous section, this would require us to observe
that sovereign default reduces sectoral exports in accordance with their
financial dependence. In order to establish whether this is the case, I
employ a difference-in-difference approach in the spirit of Rajan and
Zingales (1998) extended to an annual panel for the period 1980-2007.
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Ideally, one would like to estimate the regression

N N
In Expe = By + Z GinFinDep; x Defaulty_, + Z BopDe faulty;_,
n=0 n=0
+ﬁ3FmDepZ + ’chit + Ecits (210)

where In Fxp.; is the log of country ¢’s exports in sector ¢ and year ¢,
FinDep; is a measure of sector ¢’s financial dependence, De fault._,
is a dummy taking value 1 if country ¢ defaulted in ¢ — n and 0 oth-
erwise, and Z.; is a vector of control variables. However, as sovereign
debt crises tend to occur in economically tumultuous times any such
specification would be open to the criticism of omitted variable bias
in the set of key coefficients {31, B2,,},,. For this reason my baseline
regression equation takes the form

N
In Expes = Bo+ Z BinFinDep; x De fault o+ 0et 4 0it + YV Zecit + Ecits

n=0

(2.11)
where 6. and 0;; are, respectively, two sets of country-time and industry-
time dummies.

The advantage of the specification in equation (11) is that the
impact on exports of any time-specific country or industry shocks (such
as a decline in domestic GDP, or a fall in world demand for sector-:
output) should be controlled for by the large array of fixed effects —
insofar as their sectoral impact is not systematically correlated with
the industry’s financial dependence. As such, it allows for {f,}, to
be estimated consistently by exploiting cross-sectional and time-series
variation in the occurrence of default among the sample countries, and
the cross-industry variation in financial dependence. However, it does
not permit me to identify {f,},,.
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Irrespective of this shortcoming equation (11) can be used to test
the hypothesis that sovereign default leads to a temporary rise in
exporters’ cost of obtaining credit, thereby reducing the exports of
highly financially dependent industries relative to those which are less
financially vulnerable. If it is correct, we should observe 3y, < 0 for
n=0,...,N. Yet, without knowing {(32,},, this finding is in principle
consistent with sovereign default reducing or increasing exports over-
all. For the most part I will focus on the differential impact of default
across exporting sectors, but Section 3.c.2 provides two alternative
estimates of the overall impact of default on manufacturing exports,
discusses their plausibility and compares them to the findings of earlier
papers.

A practical difficulty in estimating equation (11) concerns the ap-
propriate number of lags, N, to incorporate in the estimation. It seems
reasonable to suppose that any default-induced rise in the economy’s
cost of foreign borrowing may persist for months or years after the
event. In the baseline estimation, I arbitrarily restrict my regression
equation to two lags of the default dummy to capture such persistence.
However, in Section 3.b.2 I analyse the robustness of my results to the
incorporation of additional lags of default.

a.2 Data

Data on the value of countries’ sector-level exports between 1980 and
2007 is taken from UN Comtrade, via the World Integrated Trade
Solution (WITS). WITS reports export flows annually in current U.S.
dollars and coded at the three-digit level of ISIC. I check the data for
errors, inconsistencies and changes in definitions and convert it into
constant 2000 U.S. dollars, using the U.S. GDP deflator.
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To ensure sufficiently long time series, and sufficient within-country
variation, I drop all country years in which fewer than fifteen export
flows are reported, all sectoral export series with fewer than fifteen
annual observations, and all countries with fewer than fifteen sec-
toral export series that satisfy this criterion. To minimise the number
of sectoral export series lost, I use mirrored export data wherever
the exporter-reported series is insufficiently complete or non-existent.
However, the use of mirrored data has little impact on the overall sam-
ple size and none of the paper’s main results are sensitive to using only
exporter-reported trade flows. Finally, in order to address potential
concerns about reverse causality, I exclude all exporting sectors whose
average exports during the sample period exceeded 1% of domestic
GDP. The cleaned export data comprises 28 industries for 95 coun-
tries, 35 of which experienced at least one sovereign default during the
sample period.

As in Rajan and Zingales (1998), financial dependence of sector-i
production is defined as the share of capital expenditure not financed
from cash flows by the median US firm in that sector, according to
Compustat. The measure is based on U.S. firm-level data for two
reasons. Firstly, similarly detailed financial data at the firm level is not
available for the majority of countries in the sample used here, most
notably the set of developing economies. Secondly, even if such data
were available, the observed use of finance would reflect an equilibrium
market outcome which, to the extent that financial-market frictions
are pervasive, may reflect domestic market distortions, rather than
the true "technological" financial dependence of a sector. Seeing as
U.S. financial markets can be viewed as the most frictionless in the
world, U.S. data on the use of external financing is likely to provide
the best indicator of the technological external financing requirement

63



Median
Defaulter Non-Defaulter

Avg. Financial Dependence of Exp.zgs7 0.22 0.26
Avg. CAC/GDPd in 2 Years Prior to Default -0.07 -

Table 2.1: Economic Characteristics of Sample Defaulters

of different sectors.® Table B2 in the Appendix lists this measure of
financial dependence for my 28 ISIC industries. The source is Braun
(2003).

The default dummy is based on the initial year of any govern-
ment default on private bank or bond debt, reconciling information
from Standard & Poor’s (2003), Moody’s (2011) and the financial cri-
sis database of Laeven and Valencia (2008). This yields 56 distinct
episodes of sovereign debt repudiation across 35 countries. Table Bl
in the Appendix provides a comprehensive list of all sample countries,
and their sovereign debt crises as covered by my data.

The main additional control variables are country GDP and private-
sector domestic credit. Both are taken from the World Development
Indicators in current U.S. dollars, and converted into constant 2000
U.S. dollars.

a.3 Economic Characteristics of Sample Defaulters

If default by country c in year t leads to a temporary rise in the interest
rate charged on foreign loans to ¢, the discussion in Section 2 suggests
that we should observe a decline in the relative competitiveness of

6For a more detailed discussion, see Rajan and Zingales (1998).
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c’s exporters in international goods markets in accordance with their
degree of dependence on external financing. A key identifying assump-
tion, set out in equation (7), is that default-prone economies rely on
the international capital market to finance some of their inputs and,
hence, that the foreign interest rate directly affects exporters’ produc-
tion costs. Table 1 documents that this is an appropriate description
of the median defaulter covered in my sample.

The table compares two characteristics of interest, the ratio of
private-sector domestic credit to GDP and the average financial de-
pendence of exports, for countries which did experience at least one
default in my sample with those which did not. It highlights that in
2007 the median defaulter’s ratio of domestic private credit to GDP —
a widely used measure of financial development — was less than half
that of the median non-defaulter. This reflects the fact that foreign-
debt defaults have predominantly occurred in countries with less de-
veloped domestic financial markets, and may imply significant benefits
for their exporters from borrowing internationally. In a similar vein, it
is noteworthy that the most countries experienced net capital inflows
on a large scale prior to debt crises, with the current account deficit
in the two years prior to the median default episode amounting to 7%
of the country’s GDP.

The table also shows that the average financial dependence of ex-
ports is somewhat lower in defaulter economies. This is no surprise
because, to the extent that sovereign default is correlated with weak
financial and legal institutions, domestic producers would be expected
to specialise in goods that are less reliant on both.”

"See Beck (2003) and Nunn (2007) for two papers which test this hypothesis
formally, and find it to be supported by the data.
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Dep. Variable: [€)) 2 3) “4)
InExper
Default.; -0.063
(0.048)
Default., -0.133%*
(0.055)
Defaulte > 0.007
(0.050)
FinDep;xDefault, -0.313*
(0.175)
FinDep,xDefault.. -0.430%*
(0.186)
FinDep;xDefault,, , -0.361%%*
(0.171)
InGDP,; 0.803%%** 0.000 -0.021
(0.053) (0.070) (0.072)
InDC,; 0.473%** 0.260%%** 0.265%**
(0.041) (0.038) (0.039)
FinDep;* nDC,, 0.075%%%*
(0.026)
Country F.E. No Yes No No
Industry F.E. Yes No No No
Year F.E. Yes No Yes No
Country-Year F.E. No No No Yes
Industry-Year F.E. No Yes No Yes
Country-Indust. F.E. No No Yes No
Observations 49,210 49,210 49,210 49,210
Adj. R’ 0.75 0.82 0.92 0.83

The dependent variable is the log of exports to the world by 3-digit ISIC industries, 1980-2007.
All regressions include a constant term and cluster errors at the country-industry level.
* significant at 10%; ** significant at 5%; *** significant at 1%

Table 2.2: Baseline Regression Results
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b Empirical Results
b.1 Baseline Specification

The results of the baseline regression are reported in Table 2. Column
4 lists the results from the full specification as set out in equation (11),
while columns 1 to 3 detail the outcome of three regressions with a
reduced number of explanatory variables.

Column 1 shows that sectoral exports are strongly positively cor-
related with GDP and domestic credit, after controlling for cross-
industry and -year variation using industry and year fixed effects.
However, the importance of both variables is drastically diminished
once country- and industry-year fixed effects are introduced (Column
2), with only domestic credit retaining a significant positive coefficient,
indicating a 0.3% increase in exports for a 1% increase in domestic
credit.

Column 3 introduces the default dummy with two lags, as well as
country-industry fixed effects. Introducing country-industry dummies
boosts the regression’s adjusted R? to .92 as, predictably, the varia-
tion in sectoral exports across countries is substantially larger than
the variation of countries’ exports within industries over time. The
new set of fixed effects alters the coefficient estimates of GDP and
domestic credit little. Meanwhile, the coefficient estimates for the de-
fault dummies suggest that debt crises are associated with a negative
but statistically insignificant contemporaneous decline in exports of
about 6% and a decline of 13% in the subsequent year, which is sta-
tistically significant at the 5% level. There is little evidence of an
impact on exports in the third year, but the hypothesis that the three
coefficients are jointly insignificant can be rejected at the 15% level of
statistical significance. Overall, this finding is suggestive of a decline in
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Dep. Variable: ) 2 3)
InExpeit
FinDep;xDefault,, -0.291* -0.315* -0.299%
(0.174) (0.174) (0.174)
FinDep;xDefault.., -0.405%* -0.437%* -0.416%*
(0.185) (0.185) (0.185)
FinDep;xDefault , -0.355%* -0.368%** -0.363%*
(0.172) 0.172) (0.173)
FinDep;xBank -0.210 -0.211
(0.134) (0.132)
FinDep;xBank, -0.257* -0.260*
(0.136) (0.136)
FinDep;xBank,,., -0.130 -0.148
(0.132) (0.130)
FinDep;xCurry; -0.061 -0.013
(0.120) (0.120)
FinDepixCurte. 0.058 0.090
(0.129) (0.130)
FinDepixCurte. 0.053 0.067
0.127) (0.125)
. Country-Year and Industry-Year F.E.,
Controls: FinDep;* nDCy,
Observations 49210 49210 49210
Adj. R 0.83 0.83 0.83

The dependent variable is the log of exports to the world by 3-digit ISIC industries, 1980-2007.
All regressions include a constant term as well as country-year and industry-year fixed effects,
and control for the impact of domestic credit conditions on financially dependent sectors.
Standard errors are clustered at the country-industry level.

* significant at 10%; ** significant at 5%; *** significant at 1%

Table 2.3: Baseline Regression Results, Controlling for Financial Crises
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manufacturing exports as a result of default but, owing to the omitted
variable problem discussed in Section 3.a.1 as well as the possibility
of reverse causality from exports to the likelihood of debt crises, it is
insufficient evidence to establish a causal link from default to declines
in exports.

To address these concerns, and to test a specific causal mechanism
by which a debt crisis may affect the defaulting economies’ exports,
[ estimate equation (11) and report the results in Column 4. The
estimated coefficients of the interaction between default and sectoral
financial dependence are large and statistically significant at the 5 or
10% level. This confirms the hypothesis developed in the previous sec-
tions and represents the main finding of the paper: there is robust ev-
idence that sovereign default reduces the exports of highly financially
dependent sectors relative to those which are less financially vulnera-
ble, consistent with a contraction in the supply of credit to exporters.
In terms of magnitudes, the coefficient estimates imply that default
should cause the exports in the “Textiles” industry — which is at the
75th percentile of industries ranked by their financial dependence —
to contract 12 percentage points more (or the expand 12 percentage
points less) than “Other non-metallic mineral products” — which is at
the 25th percentile.

My regression also finds that higher volumes of domestic credit
are associated with a relative expansion of the exports of financially
dependent industries: the coefficient of the interaction between the
log of domestic credit with financial dependence is positive and sig-
nificant at the 1% level. Yet the effect is small with a 1% increase in
domestic credit causing “Textiles” to expand by a mere .03 percentage
points more than “Other non-metallic mineral products”. This pro-
vides an intriguing contrast with Rajan and Zingales (1998). Their
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paper shows that deep domestic financial markets benefit the overall
growth of industries which are very financially dependent. Yet my
findings indicate that domestic financial development, represented by
the domestic supply of credit, has a minor impact on the exports of
financially dependent sectors. This lends support to the view that
domestic exporters are more reliant on international than on domes-
tic capital markets, and is in line with the findings of Manova (2008)
who shows that improved access to foreign credit strongly benefits
financially dependent exporters.

A possible objection to the specification in Column 4 of Table 2 is
that default may coincide with domestic bank or currency crises, and
that the coefficients of interest may capture the impact of these finan-
cial crises, rather than a default-specific effect. Banking and currency
crises are considerably more frequent in my sample than sovereign
debt crises, with a total of 66 episodes of banking sector distress and
86 currency crises covered.® Yet only 10 out of 56 sample defaults co-
incide with a banking or currency crisis in the same year. This makes
it implausible a prior: that my key coefficients capture the omitted
effect of the latter episodes.

In Table 3, T control for the effect of banking and currency dis-
tress directly. The size and statistical significance of the coefficients of
interest is virtually unchanged. Meanwhile, domestic banking crises
appear to have a similar effect on sectoral exports as sovereign de-
fault, albeit smaller and less statistically significant. This finding is
consistent with Iacovone and Zavacka (2009) who show that banking
crises have a stronger adverse impact on the exports of more financially

8The dates of banking and currency crises are based on Laeven and Valencia
(2008) and reported in Table B2 of the Appendix.
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Dep. Variable: (D) 2) 3)
lnExI)(ﬂ

FinDep;xDefauilt ., 0.067 0.069
(0.179) 0.177)
FinDep;xDefault, -0.296* -0.293% -0.290%
(0.179) (0.165) (0.171)
FinDep;xDefault -0.418%** -0.410%* -0.412%*
(0.180) (0.175) (0.171)
FinDep;xDefault, -0.371%** -0.362%* -0.371%*
(0.161) (0.172) (0.160)
FinDep;xDefault,, ; -0.054 -0.056
(0.167) (0.165)
FinDep;xDefault.. , -0.045 -0.045
(0.150) (0.150)

Country-Year and Industry-Year F.E.,
FinDep;ixBank., FinDep;xBank 1, FinDep;xBanlk,; »,

Controls: FinDep;xCurre, FinDep;xCurres ;, FinDepixCurre,. ,,
FinDep;* nDC,;

Observations 49,210 49,210 49,210

Adj. R 0.83 0.83 0.83

The dependent variable is the log of exports to the world by 3-digit ISIC industries, 1980-2007.
All regressions include a constant term as well as country-year and industry-year fixed effects,
and control for the impact of domestic credit conditions, banking crises and currency crises on
financially dependent sectors. Standard errors are clustered at the country-industry level.

* significant at 10%; ** significant at 5%; *** significant at 1%

Table 2.4: Additional Lead and Lags of Default

dependent sectors. At the same time, the modest effect of banking
crises compared to default underscores the potential importance of
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foreign credit relative to domestic financial conditions for exporters in
crisis-prone economies. Plausibly, I find little evidence that currency
crises impact on domestic exports through a financial-dependence chan-
nel.

This section has documented that, for the period 1980-2007, the
empirical specification derived in Sections 2 lends strong support to
the hypothesis default hurt domestic exporters via a reduction in the
supply of credit. Below, I explore the robustness of this finding. Unless
otherwise indicated, each subsequent regression uses country-year and
industry-year fixed effects and controls for the impact of banking and
currency crises as well as domestic credit conditions.

b.2 Robustness Checks

So far, I have arbitrarily estimated a model with two lags of the default
dummy, implying that the average effect of default on sectoral exports
persists for a total of three years. In principle, however, there is no
reason why the effect should not be more persistent. Table 4 presents
the estimation results when two additional lags (as well as a lead) of
the default dummy is included in the estimation.

Column 1 shows that a lead of default is positive and not sta-
tistically significant at any reasonable level. This is reassuring as it
indicates that there is no robust change in sectoral export patterns
prior to the default event, supporting the hypothesis of a causal rela-
tionship proposed here. Two additional lags of default return negative
but statistically insignificant coefficients, irrespective of whether the
lead is included or not (Columns 2 and 3). Throughout, the base-
line coefficients and standard errors remain unaltered. This evidence
seems to imply that the change in sectoral export patterns commences
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in the year of default and fades three years after the event.

With no more than two relevant lags of default, my model seems to
find a less persistent impact of default on trading patterns than pre-
vious studies. Rose’s (2005) baseline specification contains 15 lags of
default, and Martinez and Sandleris (2008) choose 5 lags in their most
preferred specification. Both admit, however, that problems of multi-
colinearity make the appropriate lag structure difficult to determine.?
Moreover, the finding that the average default episode affected export
patterns for three years is broadly consistent with the observation by
Gelos et al. (2003) that the average period of capital-market exclu-
sion suffered by defaulters between 1980 and 1999 was 4.5 years. Once
again, this suggests that capital-market access is crucial in explaining
the link between sovereign default and trading patterns.

Table 5 explores the effect of several sample restrictions. The es-
timated impact of sovereign default on sectoral export patterns is, if
anything, stronger and more significant if the estimation is restricted
to the second half of the sample period (Column 1), thereby excluding
the debt crises of the 1980s, and if countries which defaulted more
than once between 1980 and 2007 are excluded (Column 2). Exclud-
ing the two most financially dependent industries — “Plastic products”
and “Professional and scientific equipment” — and the two least finan-
cially dependent industries — "Tobacco” and “Pottery, china” — alters

9Note that Rose (2005) and Martinez and Sandleris (2008) use renegotiations
of publicly held debt through the Paris Club to construct their default dummy,
while I use records of defaults on private bank and bond debt. The Paris Club
data is useful to the particular question these studies attempt to address, but Paris
Club renegotiations are more frequent than the repudiation of privately held debt
— giving rise to multicolinearity problems in lagged models — and arguably less
representative of the non-cooperative nature of default commonly alleged in the
theoretical literature.
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Dep. Variable: €)) 2) 3)
lnExpm t=1994 Excluding serial defaulters ﬁn}i:::ﬁd; nii:;::l}: dl::ies
FinDep;xDefault.; -0.676%* -0.487* -0.738%%*
(0.293) (0.272) (0.282)
FinDep;xDefault. ; -0.809%#* -0.566%* -0.183
(0.289) (0.254) (0.307)
FinDep;xDefault.; » -0.592%%* -0.680%%** -0.279
(0.240) (0.251) (0.291)
FinDep;xBank,, -0.339%* -0.045 0.013
(0.167) (0.137) (0.234)
FinDep;xBank, -0.436%%* -0.097 -0.210
(0.183) (0.141) (0.250)
FinDep;xBanke: -0.350%* 0.034 0.111
(0.171) (0.138) (0.232)
FinDep;xCurry; 0.208 0.053 0.283
(0.188) (0.140) (0.215)
FinDep;xCurre; 0.544 %% 0.150 0.217
(0.198) (0.154) (0.222)
FinDep;xCurre; 0.302%* 0.150 0.420%*
(0.162) (0.142) 0.212)
FinDep;* nDC,; 0.063%** 0.096% %% 0.102%*
(0.027) (0.029) (0.050)
Controls: Country-Year and Industry-Year F.E.
Observations 28,647 40,611 41,688
Adj. R? 0.83 0.84 0.83

The dependent variable is the log of exports to the world by 3-digit ISIC industries, 1980-2007.
All regressions include a constant term as well as country-year and industry-year fixed effects,
and control for the impact of domestic credit conditions, banking crises and currency crises on
financially dependent sectors. Standard errors are clustered at the country-industry level.

* significant at 10%; ** significant at 5%; *** significant at 1%

Table 2.5: Sample Restrictions
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the relative size of the coefficients of the three default dummies, but
leaves their standard errors and the average effect unchanged, with
the coefficients remaining jointly different from zero at the 10% level
of statistical significance.

In Table 6, I allow for default to affect sectoral exports in ac-
cordance with two other industry characteristics, the industry’s asset
tangibility and its import penetration. Asset tangibility of industry 4
is defined as the share of net plant, property, and equipment in total
assets for the median U.S. firm in ¢. This measure is used in the litera-
ture to capture an industry’s ability to muster collateral and its source
is Braun (2003), who shows it to be uncorrelated with the Rajan-
Zingales measure of financial dependence. Import penetration is a
country-industry-specific indicator based on a sector’s average share in
total imports. It is defined as ImpPen, = %Zt (Impeie/ >, Impear),
where I'mp,; is the nominal value of imports by country ¢ in industry
1 and year t.

Columns 1 to 5 of Table 6 show that the additional interactions do
not alter the baseline result but that default does affect sectoral export
patterns along both new dimensions: there is significant evidence of a
shift in exports towards sectors with a large share of collateralisable
assets, and towards import-penetrated sectors. Both are consistent
with a decline in the supply of foreign credit in the wake of default.
A foreign credit shock should hurt industries with fewer collateralis-
able assets more. As foreign suppliers are often an important source
of trade credit, it may also have a larger impact on exporters which
purchase few inputs from foreign companies. The overall picture is
striking: sovereign default leads to the largest contraction in the ex-
ports of sectors which are highly financially dependent, do not possess
many tangible assets and do not import much from abroad.
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Dep. Variable: €)) 2) 3) €) 5
lnE,\pc,,
FinDep;xDefault -0.299%* -0.293* -0.325%
0.174) (0.173) (0.176)
FinDep;xDefault -0.416%* -0.466%* -0.497%**
(0.185) (0.183) (0.187)
FinDep;xDefault,; -0.363%* -0.449%%* -0.435%*
(0.173) (0.171) 0.176)
Tang;xDefault., 1.073%* 1.064%%*
(0.454) (0.453)
Tang;xDefault.; 1.602%** 1.665%**
(0.498) (0.496)
Tang;xDefault.; 1.599%:#* 1.687%#**
(0.424) (0.426)
ImPenixDefault.; 0910 1.158
(0.874) (0.878)
ImPen,; xDefault,,, 1.870%%* 2.380%%*
(0.940) (0.944)
ImPen,; xDefault, , 1.395 1.873%*
(0.909) 0.912)
ImPen,; 2.048%* 2.023%%
(0.966) (0.964)
Country-Year and Industry-Year F.E.,
Controls: FinDep;xBank,, FinDep;xBank; 1, FinDep;xBank; ,,
FinDep;xCurry, FinDep;xCurr.;, FinDep;xCurr.,, FinDep;* InDC,
Observations 49,210 49,210 49,210 49,158 49,158
Adj. R’ 0.83 0.83 0.83 0.83 0.83

The dependent variable is the log of exports to the world by 3-digit ISIC industries, 1980-2007.
All regressions include a constant term as well as country-year and industry-year fixed effects,
and control for the impact of domestic credit conditions, banking crises and currency crises on
financially dependent sectors. Standard errors are clustered at the country-industry level.

* significant at 10%; ** significant at 5%; *** significant at 1%

Table 2.6: Alternative Industry Characteristics
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Dep. Variable: ) 2) 3)
lnExP(’n

FinDep,xDefault,, -0.542%%* -0.554%*
(large CA reversal) (0.248) (0.249)
FinDep;xDefault..., -0.527%* -0.540%*
(large CA reversal) (0.259) (0.259)
FinDep;xDefault;. -0.484 %% -0.495%*
(large CA reversal) (0.235) (0.235)
FinDep;xDefault, -0.059 -0.071
(small CA reversal) (0.230) (0.230)
FinDep;xDefault,;.; -0.262 -0.294
(small CA reversal) (0.241) (0.242)
FinDep;xDefault; , -0.247 -0.276
(small CA reversal) (0.229) (0.231)

Country-Year and Industry-Year F.E.,

FinDep;xBank.., FinDep;xBank,: 1, FinDep;xBank. ,,

Controls: FinDep;xCurt e, FinDepixCuirt ey 1, FinDep;xCuit e 5,
FinDep;* InDC,;

Observations 49,210 49,210 49,210

Adj. R’ 0.83 0.83 0.83

The dependent variable is the log of exports to the world by 3-digit ISIC industries, 1980-2007.
All regressions include a constant term as well as country-year and industry-year fixed effects,
and control for the impact of domestic credit conditions, banking crises and currency crises on
financially dependent sectors. Standard errors are clustered at the country-industry level.

* significant at 10%; ** significant at 5%; *** significant at 1%

Table 2.7: Large and Small Current Account Reversals

Finally, I assess whether the differential impact of sovereign default

across sectors coincides with a change in the defaulting country’s pat-

tern of foreign borrowing. If default is associated with a loss of access
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to foreign credit markets which, in turn, hurts financially dependent
exporters, the latter effect should be stronger the larger the rever-
sal in foreign borrowing. Section 3.a.2 observes that most defaulters
were net recipients of foreign capital flows in the two years prior to
default. Comparing countries’ average current account balance in the
two years before and after default episodes, I find that the median
defaulter experienced a reversal in its current account deficit by 2 per-
centage points of GDP. I group default episodes into two categories,
depending on whether they coincided with a current account reversal
in excess of 2 percentage points of GDP (a “large” reversal) or not (a
“small” reversal). I then construct separate default dummies for each
category.

Table 7 presents the results of my estimations when default is
grouped according to the size of the accompanying current account re-
versal. The table documents that both categories are associated with
a decline in the exports of financially dependent sectors relative to less
financially vulnerable counterparts, but the effect is only statistically
significant — and considerably stronger — for default episodes associ-
ated with large current account reversals. Of course, this finding does
not imply a causal link between default and current account reversals,
but it provides further evidence that access to international capital
markets plays a crucial role for explaining changes in the patterns of
trade in the wake of sovereign debt crises.
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¢ Financial Dependence and the Decline in
Exports

c.1 Magnitude of the Financial-Dependence Channel

Following on from equation (10), the impact of sovereign default at ¢
on exports in sector ¢ is

Aijpcit

— B,FinDep; + Bs, 2.12
Eapa Ambepe 5 (242

ADefaultes=1

where I drop the lag-related subscripts for expositional convenience.
Equation (12) implies
> FinDep; Exp.;
=0 E
ADefaulter=1 Zz TPcit

+ B2, (2.13)

where Y. FinDep;Expeir/ Y ; Expey is the average financial depen-
dence of exports in country ¢ and year t. Equation (13) describes the
overall impact of sovereign default on a country’s manufacturing ex-
ports, which consists of the financial-dependence-related impact (1)
and a possible direct effect (). My estimates from Section 3.b only
allow me to identify the importance of the financial-dependence chan-
nel, which is conditional on a country’s export composition at the time
of default. Figure 2 plots the the impact from this channel for the 56
default episodes in my sample.'®

The figure documents that, by itself, the financial-dependence chan-
nel emphasised in this paper implied a reduction in country’s overall

00ne way to think about Figure 2 is as a plot of the distribution of (13) for the
56 debt crises assuming (2 = 0. To construct the figure, I use the average financial
dependence of exports for each defaulter in the three years prior to the debt crisis,

and let Bl :% (ﬁlo + 511 + ﬁlg)a\: —.359 from my baseline regression.
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Notes:
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is calculated based on the three years prior to the crisis. The vertical line marks the sample mean.

Figure 2.2: Distribution of 31 x ), FinDep; Expcir/ Y, Expeit
for Sample Defaults

exports following each of the 56 defaults. The median and mean of
the distribution are fairly close, at -7.3% and -7.7% respectively. This
number is clearly economically significant. Nevertheless, it would be
desirable to ascertain for how much of the overall change in manu-
facturing exports in the wake of the average default this channel can
account. To answer this question, the next section considers alterna-
tive estimates of the overall impact of default on exports.

c.2 Overall Impact of Default on Exports

As discussed in Section 3.a.1, the overall impact of default on sec-
toral exports is difficult to estimate consistently. Column 1 of Table 8
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Dep. Variable: @Y) 2
InExpe; Full Panel PSM Diff.-in-Diff.
Post, (.53
(0.070)
Default,, -0.077* -0.162%
(0.046) (0.096)
Bank,, -0.029 -0.155
(0.026) (0.122)
Curry -0.022 -0.235%%*
(0.026) (0.093)
InGDP,; -0.031 0.070
(0.074) (0.346)
InDC,, 0.267%%%* 0.049
(0.039) (0.195)
Year F.E. Yes No
Country-Indust. F.E. Yes Yes
Observations 49,210 2,469
Adj. R? 0.92 0.88

The dependent variable in regression (1) is the log of exports to the world by 3-digit ISIC
industries, 1980-2007. The crisis dummies in regression (1) take value 1 in the first three years
after a default, bank or currency crisis. The dependent variable in regression (2) is the log of
average industry exports in the three years before and after a default episode. Both regressions
include a constant term as well as country-industry fixed effects, and control for GDP and
domestic credit conditions. Standard errors are clustered at the country-industry level.

* significant at 10%; ** significant at 5%; *** significant at 1%

Table 2.8: Overall Impact of Default on Exports
provides the results from a panel regression, using my full sample and
year and country-industry fixed effects, where the effect of crises —

and specifically, default — is captured by dummies taking value 1 in
the first year of the episode and the two subsequent years. This is akin
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to the regression estimated in Column 3 of Table 2. The regression
suggests that default is associated with an average decline in exports
of 7% for three years. However, it is questionable whether default is
indeed the cause of this decline: my regressions may miss a crucial
country-time varying explanatory factor, or the true causality may be
reversed with default triggered by the incipient decline in exports.

To tackle this issue, I derive an alternative estimate of the overall
impact of default on sectoral exports using a propensity score matching
(PSM) approach.!! This approach is also used in Levchenko, Ranciére
and Thoenig (2009) to identify the impact of financial liberalisation
on sectoral output growth. Its basic premise is the identification of an
appropriate control group to estimate a classic difference-in-difference
model: for each country ¢ experiencing default in year ¢, a control
country is identified which displayed a similar propensity to default
at t but did not experience default. If the match between treatment
and control countries is appropriate, the PSM methodology simulates
a random experiment.!?

To determine a country’s propensity to default in year t, I estimate
a logistic regression of the form

Default.; = ag + oy Default Expectation + asANIn GD P,y + €4,
(2.14)
where De fault.; takes value 1 if default occurred in ¢ at t and 0 other-
wise, De fault Expectation is a measure of a country’s perceived de-

HThe use of instruments in the present context faces the insurmountable chal-
lenge of identifying a variable which is highly correlated with a country’s propensity
to default on foreign debt, but uncorrelated with the volume of its exports.

12My PSM approach in this section closely follows Levchenko, Ranciére ad
Thoenig (2009). The interested reader is referred to their paper for a more detailed
discussion of the PSM methodology.
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fault probability, and A In GDP,; captures contemporaneous deterio-
rations in economic conditions. De fault Expectation. is measured us-
ing historical “foreign debt risk” scores from the Political Risk Services
Group, while A ln GDP,; is based on GDP data from the World Devel-
opment Indicators.'®> The specification is designed to match countries
based on expectations of debt distress ahead of the default date as well
as short-term economic changes likely to trigger default. It passes the
Dehejia and Wahba (2002) test of equality of means within strata —
a key criterion for the PSM approach to be applicable in this context.

Using the propensity scores predicted by the logit model, I calcu-
late the proximity between countries ¢ and d based on their default
propensity as

te

. 1
Proximity.y = 3 Z (pSet — det)2 )

t=t.—2
where t. is the year in which ¢ defaulted and ps. is ¢’s propensity
score at t. I use the first neighbour matching method and define the
appropriate control country for defaulter ¢ as

CC.=arg min  Proximity.q,
deC,|te—tq|>3

where the restriction |t. —ty;| > 3 is imposed to prevent countries
which defaulted at nearby dates from being chosen as control. Table
B3 in the Appendix lists the control countries for each default episode.

Having chosen control countries, I estimate the following difference-
in-difference specification:

In Expey = OgPost, + 01 Defaultey + 0 + Y Zeir + Ecit, (2.15)

13As the “foreign debt risk” scores have only been calculated since 1985, I am
forced to restrict my PSM analysis to default episodes which occurred after this
date.
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(89) 2) (3) (C]
Martinez and
Source: Table 8 Table 8 . Rose (‘05
Sandleris (‘08) ('03)
AExp,,
——— due to default -0.08 -0.16 -0.06 -0.11
Exp,, ’ ) : ’
Persistence 3 years 3 years 5 years 5 years
Annual panel of
oo 1 A.mmzﬂ P a_nd of bilateral trade
Annual lof Diff -in-diff. on bilateral trade flows. with "
lm?lp mie ° sector-level flows, with country 0(;%' thf' cgun y
Identificati see 0111 eve_th exports, with and year fixed a?f };ealDu;e n
cntilication expot 5 W; " control countries effects. Default ; ects. e 1au‘ )
Cogn l'y-ul; ];1 sty based on dummy captures ﬂun.}my C?j[p ultes d
anc year £.L. propensity score. the impact on trade 1¢ mpact on frace
. with defaulted
will all partners. creditors

Columns (3) and (4) report comparable regression results from the two respective papers.
Persistence indicates the number of years default is assumed to affect trade flows in the given
empirical specification, including the year in which default took place.

Table 2.9: Overall Impact of Default on Exports, Comparison

where In Fxp.; represents the log of countries’ average exports in the
three years before and after the default episode, Post; is a dummy tak-
ing value 0 before the episode and 1 after, and Default.; is a binary
indicator taking value 1 if a country experienced a debt crisis. As be-
fore Z.;; is a vector of control variables and d.; a set of country-industry
fixed effects. The results from the OLS regression are reported in Col-
umn 2 of Table 8.

The PSM regression finds a 16% decline in manufacturing sector
exports as a result of sovereign default — more than twice the magni-
tude of the decline estimated in the panel regression. The coefficient
estimate is significant at the 10% level of statistical significance. It
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indicates that, if anything, the panel regression may understate the
decline in exports due to default.

Table 9 compares these findings with the impact of sovereign de-
fault on trade flows estimated in earlier studies. Rose (2005) and
Martinez and Sandleris (2008) identify the impact of default on in-
ternational trading patterns by analysing bilateral trade flows in the
aftermath of sovereign debt renegotiations. The table displays results
from their most comparable reported specifications, using a default
dummy with four lags. It highlights that my estimates are in the same
ball park as theirs, despite methodological differences, with the esti-
mated decline in total exports due to default ranging from 6 to 16%.
This implies that, if we accept the “true” decline in exports caused by
sovereign default to lie in this range, the financial-dependence chan-
nel uncovered in this paper can explain at least half of the impact of
sovereign default on trade. In that case, the “trade costs” of sovereign
default identified by Rose (2005) may be a mere symptom of capital-
market exclusion triggered by sovereign debt distress.

2.4 Summary and Conclusion

In this paper I demonstrate empirically that sovereign default leads
to a decline of the defaulting country’s exports in sectors with a high
degree of financial dependence relative to sectors which are less finan-
cially vulnerable. I argue that this is due to a reduction in domestic ex-
porters’ access to foreign capital. Although the evidence for this claim
is indirect, it is also compelling. The estimated impact of default on
sectoral exports occurs independently of the depth of domestic credit
markets or contemporaneous systemic crises among resident banks. It
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is robust to changes in the sample composition, and to controlling for
a possible impact of default on sectoral exports through alternative
channels. It is also more pronounced for defaulters which experienced
large current account reversals.

My findings suggest that there exists a link between the sovereign’s
ability to tap international capital markets in the aftermath of default
and the observed effect of sovereign debt crises on trade, widely inter-
preted as “trade costs” of debt repudiation. Early proponents of such
“trade costs” seem to have been sympathetic to the view that these
were credit-related. Bulow and Rogoff (1989), for example, contend
that if a country repudiates its foreign loans it will “also be blocked
from normal access to trade credits”. So far, however, the present pa-
per constitutes the only formal, broad-based empirical investigation to
provide evidence of a credit link between default and the patterns of
international trade. According to my estimates, this link can explain
most of the decline in trade triggered by sovereign debt crises.

From a theoretical vantage point, the observation that the “trade
costs” of default may constitute part of the overall costs of capital-
market exclusion has profound implications for our understanding of
the factors which induce governments to service their foreign debt.
Much of the recent literature on sovereign borrowing treats the threat
of capital-market exclusion and the risk of “trade costs” as substi-
tutable explanations for why countries choose to Honor their obliga-
tions to foreign creditors. Based on the empirical analysis carried out
in this paper, this notion is is mistaken: if default does not reduce the
defaulting country’s access to international lending, the “trade costs”
of default may also fail to materialise.

The question why countries repay their debts is alive and well.
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3 INPUT TRADE OVER THE CYCLE

3.1 Introduction

During the last 30 years trade in intermediate inputs has been strongly
procyclical in the major economies. Figure 1 plots the ratio of gross
output to GDP for the United States since the early 1980s and shows
that the series has been closely correlated with real GDP growth in
this period. Since economy-wide gross output amounts to total value
added plus the value of firms’ intermediate input purchases, the ob-
served cyclical fluctuations are due to changes in the value of inter-
mediate input purchases relative to GDP. The latter are remarkably
large: during the most recent recession, for example, the value of input
purchases relative to GDP fell by nearly 10 percentage points.

Figure 2 shows that this pattern is not solely confined to the United
States. In the last three decades, recessions in France, Germany, Japan
and the United Kingdom were generally accompanied by large declines
in the value of input purchases relative to GDP.

This paper proposes an explanation for the observed procyclicality
of input trade among domestic firms. I argue that periods of economic
expansion create differences among ex-ante identical, vertically inte-
grated producers in different sectors, providing an impetus for trade in
inputs between fast-growing and slow-growing firms. A formal model
of this mechanism is consistent with the broad stylised facts about
input trade among U.S. firms. It also delivers a number of additional
testable empirical implications which allows the theory to be evalu-
ated against alternative explanations for fluctuations in input trade
over the cycle.
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Figure 2: Gross Output/GDP in Other Major Economies
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While the procyclicality of U.S. input trade was initially docu-
mented by Basu (1995, 1996), my paper represents the first attempt
to explain this business-cycle fact head-on. Standard real business cy-
cle models assuming homothetic production technologies and a fixed
division of production between firms would predict the ratio of input
purchases to GDP to be constant. Yet, as Figures 1 and 2 make plain,
this prediction is starkly at odds with empirical reality. This throws
open the question why the value of firms’ input purchases rises rel-
ative to the value of their output in booms, and why it declines in
recessions.

A simple explanation for the cyclical pattern of input trade may
be that economic contractions are accompanied by a compositional
shift in aggregate spending away from input-intensive industries —
such as manufacturing — and towards less input-intensive sectors —
e.g. services. Figure 3 demonstrates that this is not the case: holding
industry shares in GDP constant at their sample averages, the figure
reveals that the procyclicality of the Output-to-GDP ratio is largely
due to changes in the relation of gross output to value added at the
level of individual industries.! Nor can the large fluctuations be plau-
sibly be accounted for by the well-documented countercyclicality of
inventory investment:? between the early 1984 and 2009 inventory in-
vestment accounted for less than half a percentage point of U.S. GDP,
a small fraction of the observed changes in input trade over the cycle.

In the light of this, I illustrate a different channel through which

!The solid line in the figure represents the constant-shares ratio of gross
output to GDP, defined as ), (VA/GDP), (GO;;/V Ay;), where (VA/GDP),=
=3, (VA;y/GDP,) and i is one of 62 industries defined in the BEA’s GDP-by-
industry accounts.

2See Ramey and West (1999) for an overview of this literature.
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Figure 3: U.S. Gross Output/GDP, Constant Industry Shares in GDP

economic expansions may raise trade among firms in a simple, real
model in which production proceeds in two stages. My model assumes
that firms prefer to produce their own intermediates in the absence of
uncertainty. However, probabilistic episodes of economic growth raise
the productivity of a random subset of firms. If the resulting produc-
tivity differences are sufficiently large, such booms are accompanied by
large volumes of input trade, with stagnating firms selling their inter-
mediates to their fast-growing counterparts. This input trade collapses
once the boom comes to an end. I show that this view is consistent
with two further stylised facts about input trade among U.S. firms:
the strongly procyclical pattern of trade between industries compared
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to within-industry trade, and the absence of a long-run trend in the
ratio of input purchases to aggregate output.

The behaviour of input trade over the business cycle has so far
not received much formal attention in its own right. Basu (1995) is
most closely related to the present paper. He studies the cyclical pat-
terns of productivity in a model with imperfect competition, interme-
diate goods and menu costs. In this setting, intermediate-goods trade
amplifies the price stickiness resulting from menu costs. With fixed
prices, a rise in aggregate demand lowers mark-ups and raises input
usage, causing an increase in labour productivity. Using U.S. sector-
level data for the period 1959-1984, Basu (1995) finds evidence of
the procyclicality of input usage implied by his model. Subsequently,
Rotemberg and Woodford (1999) interpret this cyclical pattern of in-
put trade as evidence of countercyclical mark-ups. My model is in
principle complementary with the explanation for the procyclicality
of input trade provided in these earlier papers. However, it highlights
that an increase in input trade across firm boundaries during economic
expansions can just as naturally arise in a model in which prices are
perfectly flexible, mark-ups are fixed and firms earn zero profits in the
long run.

More generally, the issue of the relative merit of intermediate goods
trade compared with vertical integration — which lies at the heart of
this paper — has been addressed in an extensive literature, starting
with Coase’s (1937) classic theory of the firm. This literature has
sought to identify the conditions in which the organisation of produc-
tion within a vertical hierarchy is superior to an arms-length exchange
in a competitive market between producers at different stages of the
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production process.® It is predominantly concerned with the equilib-
rium structure and boundaries of the firm. My paper notes that, at a
macroeconomic level, the use of the market to facilitate firms’ desired
use of intermediate goods fluctuates with the growth rate of aggre-
gate economic activity. In interpreting this observation, I take the
boundaries of the individual firm as given and show that periods of
high economic growth which increase the heterogeneity among final-
goods producers may raise the opportunity cost of relying exclusively
on in-house production.

The remainder of the paper is structured as follows. Section 2
outlines my theoretical model and discusses its properties. Section 3
describes its predictions concerning input trade in the short and long
run, and compares them with U.S. sector-level data on the patterns
of input purchases. Section 4 concludes.

3.2 The Model

This section sets out a simple model which can account for the patterns
of input trade among firms outlined in the Introduction. The model
takes a technological view of the firm, identifying it with the produc-
tion of a differentiated variety of a final consumption good. Final-good
production requires intermediate inputs which need to be assembled
one period ahead. I assume that contracting problems between final-
good producers and suppliers of intermediates make it preferable for
inputs and final goods to be produced in the same firm. Finally, I

3Recent theories have emphasised difficulties in writing complete contracts to
govern arms-length transactions (see, for example, Klein, 1978; and Williamson,
1985) and the importance of the allocation of the residual rights of control for
production outcomes (see, for example, Hart and Moore, 1990).
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let booms — which arrive with a given probability — take the form of
productivity growth in a random subset of the economy’s final goods.

This set of assumptions imply that firms are identical ex ante,
but may be different ex post in the event that a boom occurs. If
a boom does materialise, productivity differences between firms en-
courage input trade despite the cost of sourcing intermediates from
external suppliers. If no boom occurs, no input trade will take place.
Thus, the model predicts cyclical fluctuations in input trade but no
long-term trend as permanent increases in productivity for a subset
of final goods will ultimately cause new, integrated producers of these
varieties to enter the market.

a Basic Setup

a.l Sequence of Events

Let there be two periods, t = 0, 1, and two types of final-good varieties,
azure (A) and blue (B). I will think of these types as representing
different sectors of the economy. In period 0, firms decide whether
to enter the domestic market with a differentiated product variety of
a given type. Having entered, they choose the level of their in-house
production of intermediates so as to maximise their expected profits in
period 1. At the time of making this choice there is uncertainty about
total factor productivity in period 1. If no boom occurs in period 1,
the final-good assembly of types A and B proceeds with an identical
total factor productivity of 1. However, if a boom occurs, total factor
productivity of one of the two types rises to 7 > 1. Once the state
of the world in period 1 is revealed, firms can trade inputs and hire
labour to produce their final output which is purchased by consumers
using their wage and asset earnings.
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a.2 Endowments and Preferences

There is a unit mass of consumers endowed with Ly units of labour
in period 0 and L; units of labour in period 1. Consumers supply
their labour inelastically in domestic labour markets. As production
is sequential, with intermediates produced from labour in period 0
and final goods produced from intermediates and labour in period
1, workers only receive their wage earnings upon completion of final-
good production. I normalise the wage rate to 1. At the end of period
1, consumers purchase differentiated final goods so as to maximise
their utility. Utility is linear in consumption, and the consumption
aggregator is given by

= [ /0 N aidi /0 NB yB(i)Edi] : | (3.1)

where y;(¢) is consumption of product variety ¢ of type j and N, is
a measure of differentiated final goods produced of this type.* These
preferences imply a demand function

1

yjs(i) = Aspjs(i)_ﬁv (32)

for final good i of type j, where s denotes the state in period 1, p;,()
is the good’s price and

Es
S pas) TE i [T ppo(i) TR di

E, denotes aggregate spending in state s, equal to national income.

A, = (3.3)

The unique producer of variety ¢ takes A, as given.

4In the following, I suppress time subscripts wherever this is not confusing.
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Firms are owned by consumers who use their profits to pay for
consumption goods in period 1. This is relevant because, while firms’
expected profits will be zero, their realised profits will generally be
positive in some states of nature.

a.3 Production

In period 0, producers decide whether to enter the market or not. To
set up shop, they need to pay a fixed cost of f. As is well-established
in this setting, if producers do decide to enter the market, they will
do so with a new variety of the final good, rather than as competitors
in the market for an existing variety.

Having entered in period 0, producers hire labour to produce an
intermediate input, (7). One unit of labour produces one unit of the
intermediate input in period 1. The firm then combines intermediates
with labour to produce the final good. In doing so, it may purchase
additional inputs from other firms in a competitive market, or sell
excess inputs from its own stock. Crucially, I assume that external
inputs are imperfect substitutes for intermediates produced in-house.
In particular, letting 27" (7) denote the volume of intermediates bought
or sold in the market by ¢ in state s

oy = Jaaslis ()7 [256(0) + 027 ()] i a (i) 2 0
y]s( ) {ajsljS(i)l_O‘ [.CL’JS(Z) + ZL’T(Z)]Q if x;r;@) <0 ) (34)

where < 1 and a € (0,1). The assumed imperfect substitutability
between in-house inputs and inputs from suppliers of other varieties
can be thought of as purely technological, or as a short cut to captur-
ing the contracting difficulties between input suppliers and final-good
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producers emphasised in modern theories of the firm:® successful use
of the input produced by another firm may require the supplier to
make a non-contractible investment, the returns to which are largely
appropriated by the purchaser due to contractual incompleteness. In
that case, the supplier will underinvest, reducing the value of the good
to the purchaser. The assumption # < 1 can be interpreted as stating
that such contracting problems are more severe between different firms
than between different production stages within the same firm.

The parameter a;s represents the total factor productivity of firms
producing a good of type 7 in state s. There are three possible states
of nature in period 1: growth in the A-sector (AG), growth in the B-
sector (BG) or zero growth (ZG). Total factor productivity in these
three states is given by

{7,1} ifs=AG
{aas,aps} ¢ {1,7} if s =BG, (3.5)
(1,1} ifs=2G

where v > 1. A boom — s € {AG, BG} — occurs with probability A.
If it does, both sectors are equally likely to receive the positive TFP-
shock. Therefore, the two types of final-good varieties are perfectly
identical ex ante.

b Equilibrium

b.1 Final-Good Revenues

The model is solved backwards, and I begin by considering the pro-
duction choices and revenues of firms in period 1. Since variety types

See Hart (1995) for an excellent overview.
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A and B are indistinguishable ex ante, I conjecture that producers of
both types behave symmetrically in the first period — ie. za(i) =
xp(1) — and then verify this conjecture.

To begin with, consider the case of an A-boom in period 1, without
loss of generality. Firms hire labour and they may trade inputs in
competitive markets at price p™. Let us define R; as the revenue of a
firm of type j in period 1. Then,

o (o =
Raac = Aac {E’V (1—a) (p—m) ] , (3.6)
o a\” s
Rpac = Aac {5(1 —a)' (p—m) } : (3.7)
- () + 027 16 i)
TA(2) + 027} ) 1 c
A Aacl) _ ot e (3.8)

zp(i) + 2F 4c(i)

which means that there is a positive volume of input trade if
v >0¢. (3.9)

I impose this condition from now on.
Suppose instead that there is no boom in period 1. Then, if z4(i) =
xp(i) = x, there are no incentives for input trade and

1
l—e(l—a)

Raze = Rpza = { AL [ (1— o) 0} (3.10)

b.2 Intermediate Production

Given equations (6), (7) and (10), expected profits as of period 0 are
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+(1-)) {Alzg e (1 — o) xsa} T £ (3.11)

Note that (11) does not depend on the type of variety, as A and B

are identical ex ante. This implies that x4 (i) = zp(7) in line with the
N

3.

Maximising (11) with respect to x yields

conjecture above, and also Ny = Ng =

1

= {[5a (1= N e (1 a)]f“—a)}E Aze, (3.12)

and labour-market clearing in period 0 implies

&= % —f (3.13)

b.3 Profits, Entry and Consumption

Given (13), it is easy to show that total profits if no boom occurs will

be given by
l—ca(l—N)
Iy = Lo— L — Nf. 14
za ca(ioy h f (3.14)
If an A-boom occurs, profits will be
l—e  (49)7= o Ly
11 = —L Ly ——, (3.15
MET 1= a) 1 4 (o) Yy SRy Sl (3.15)
1—¢ 1 b LO
I1 = —L Ly ——. (3.16
PACT c(1=a) 1+ (4001 a2 (316)

Using equations (14), (15) and (16), we can re-write expected profits
as a function of the number of firms which enter in period 0:

_Ll)\—S(l—O[) L01—€(X 1

f—. (3.17)

E 2
] N (11—« +N et et
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I assume free entry. Then the number of firms which enter the
market in period 0 reduces (17) to zero, so that
~ LO Ll A—¢ (1 — CK)
N=(1-¢ca)—+eca——+———=. (3.18)
R e =)
To ensure that a positive number of firms enters the market, but that
this number is not so large that intermediates cannot be produced,® I

impose
Ly o' A—e(l—a)
— — 1 : 1
L1>max{ 1—ca’ } £(l—a) (3.19)
Finally, total consumption in period 1 is given by
~ l1—a «
1/ L .
Nz <W1> <W0_f> - if s=2G
S L)' 7 (Lo @ 1ro\e | 1o TE [T .
e (ﬂ (W _ f) (L) . if s = {AG, BG}
(3.20)

Given 6 < 1 and (9), it is easy to verify that Cug = Cpe > Cza:
consumption is higher if a boom occurs than if there is no productivity
growth.

3.3 Model Predictions About Input Trade

a Short Run

The model outlined in the previous section delivers unambiguous pre-
dictions as to the cyclical patterns of input trade. If economic condi-
tions remain unchanged, frictions in input markets — represented by

6Condition (19) is required because I have assumed an exogenous labour supply
in both periods. However, it would be straightforward to endogenise Ly and L,
and to dispense with this condition.
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the assumption # < 1 — cause firms to favour in-house production of
intermediate goods, and no input trade takes place. However, if the
economy experiences productivity growth which affects firms asym-
metrically, leading to sufficiently large productivity differences — as
specified by equation (9) —, firms will trade in intermediate inputs.
In this latter case, the total value of input purchases relative to GDP
will be given by

%pmxm B Hi’yl%f -1 ex (3.21)
Bac 14 (0y)T= 146 '

Equation (21) represents input trade between firms in the A-sector
and firms in the B-sector, rather than within-sector trade. To verify
if the cyclicality of input trade is indeed driven by trade between
different sectors, rather than within-sector trade, I disaggregate U.S.
sectoral input purchases by source in Figure 4. Using the annual
BEA input-output accounts, I plot changes in the value of total input
purchases relative to aggregate output for all within-sector and all
across-sector input purchases.” The figure shows that virtually all the
cyclical fluctuations in input trade relative to sectoral output since
1998 were driven by input purchases across sectors, consistent with
my model.

Basu (1995) notes that procyclical input trade may be the result
of countercyclical mark ups in the presence of sticky prices. My model
shows that the same pattern may be observed even if mark ups are
constant and prices are perfectly flexible. As would be expected, the

"As the BEA’s annual input-output accounts date back to 1998, I can only
construct these series for the last decade, covering the 2001 and the 2008-09 reces-
sions.
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Figure 4: Change in Input Purchases/Output in the Short Run
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Figure 5: Input Purchases/Output in the Long Run
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model predicts larger volumes of input trade in booms, the larger
the input-intensity of final-good production («), the larger productiv-
ity differences resulting from the boom () and the greater the sub-
stitutability between in-house and external inputs (#). Given more
comprehensive time-series and cross-sectional data on sectoral input
purchases and output, the implied predictions for the cyclicality of in-
put trade could easily be tested to evaluate the present model against
rival explanations of cyclical input-trade fluctuations.

A potential criticism of deriving predictions about input trade over
the cycle from equation (21) is that I have made the rather arbitrary
assumption that the boundaries of the firm are defined by the pro-
duction technology for distinct varieties of final goods. To see the
implications of this, note that I could have just as arbitrarily assumed
that production is organised within K large firms, each firm producing
an equal share of final goods of the A- and B-type. In this case, there
would never be any benefit from trade in intermediate goods across
firms, and input trade would be zero in all states of nature. The ex-
ample is illustrative but it is also pathological: except for the case in
which all the economy’s firms are perfectly symmetric, an equation
akin to (21) could be derived in the conditions set out in Section 2.
The crucial assumption, therefore, is not that firms are identified with
individual product varieties but, less restrictively, that the boundaries
of the firm are assumed to be fixed over the cycle.

b Long Run

Let us now revisit the model in Section 2 from the vantage point of an
economy populated by overlapping generations of firms. Firms choose
to enter the market and produce intermediates in the first period of
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their lifetimes, then trade in goods and factor markets in the second
period, produce the final good and pay out their profits before closing
down. Suppose that intermediate goods are non-storable and that the
productivity gains made in a boom are permanent, with v > 1 now
representing the gross growth rate of total factor productivity for the
type of good benefiting from the boom.

Before the arrival of the first boom, the economy behaves as a
repeated version of the model in Section 2. Suppose sector A is the
first to experience a boom in period ¢. At ¢, the number of firms is

; Rs

fixed at Nay—1 = Np;1 = —5+. However, the new generation of

entrants will take the permanent change in total factor productivity

into account. Equation (11) will no longer be symmetric across A-
and B-goods, and it is straightforward to demonstrate that

jA,t — JAZB’t, (322)
Na, > Np,. (3.23)

If there is no boom in period t + 1, there will once again be no
input trade. Moreover, as both sectors grow at the same rate in the
long run, the long-run expected value of input purchases relative to

GDP will be

N¢,om,.m
thxt
Ey

B Hl%wé -1 ca

E - .
14 (6y)7= 1+90

(3.24)

Equation (24) highlights that ratio of input trade to output is
independent of the size of the economy. This distinguishes my model
from alternative explanations of the volatility of input trade over the
business cycle. For example, Grossman and Helpman (2002) show that
there are conditions in which an increase in market size may lead to
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an increase in the fragmentation of production processes across firms,
causing more input trade. A model with this prediction could explain
the cyclical behaviour of input trade but would also suggest that the
ratio of input purchases relative to total output should increase over
the long run. As Figure 5 shows, this is inconsistent with evidence
from the U.S. economy.

The figure plots the ratio of input purchases relative to total out-
put in 1960 against its counterpart in 2005 for 14 U.S. sectors. With
the exception of the construction sector, which appears to have ex-
perienced a decline in input purchases, all observations are very close
to the 45-degree line. Given that the size of the U.S. economy more
than quadrupled in real terms between 1960 and 2005, there is very
little evidence of a long-term increase in input trade relative to total
output, which lends support to the view of input trade proposed in
this paper.

3.4 Summary and Conclusion

This paper offers an explanation for the procyclicality on input trade in
the major economies during the last 30 years. It is based on the notion
that periods of economic expansion, if they generate sufficiently large
differences between ex-ante similar sectors of the economy, raise the
benefits from trade relative to whatever technological or contractual
frictions impede exchanges in the market for intermediate goods. As a
result, such booms may be accompanied by large, temporary increases
in intermediate-goods purchases by firms. The broad predictions of
this theory are consistent with two further aspects of the observed
cyclical pattern of trade in intermediate goods: that it is mainly driven
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by input trade across industries, rather than within-industry trade,
and that there appears to be no long-run trend in the ratio of input
purchases to total output.

The model developed here provides several new predictions which
could be tested with cross-sectional and time-series data on sector- and
firm-level input purchases. This remains an important task for future
research. As a comparison between Basu (1995) and the present study
highlights, a fuller understanding of the origins of cyclical fluctuations
in input trade may allow us to distinguish between different theories
of the business cycle with opposing implications for the role of public
policy. In both Basu’s (1995) and the present model, procyclical in-
put trade is the result of imperfectly functioning intermediate-goods
markets. However, the frictions present in his model — imperfect com-
petition and sticky prices — leave room for improvements in allocative
efficiency through monetary policy. By contrast, my theory implies no
such role for monetary policy.

On a more general note, the patterns of domestic input trade de-
serve further study. The present paper has developed a theory of input
trade across sectors, between ex-post heterogenous producers. How-
ever, as Jones (2011) shows using highly disaggregated input-output
data, within-sector purchases of intermediates constitute the largest
share of total input purchases for most sectors in the U.S. economy.
I have provided some initial evidence that this type of trade is much
more robust to changes in aggregate economic activity than between-
sector trade. Taken together, these stylised facts provide an intriguing
starting point for an analysis of the nature and causes of input trade
between similar firms.
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A  APPENDIX TO CHAPTER ONE

A.1 Factor Endowment Data

Factor endowment data is constructed in close correspondence with the
methodology of the development accounting data, surveyed in Caselli
(2005).

I generate estimates of capital stocks in 1980 using the perpetual
inventory equation

Kct = ]ct + (1 - 5) Kct—la

where I; is gross investment in country c at ¢t and ¢ is the constant
depreciation rate. Investment data in constant, PPP-adjusted 2005
$ is taken from Heston, Summers and Aten (2009) and, in line with
convention, I set § = .06. I start in the year 1950 and, following

standard practice, compute K 950 as ;I“fg where g;, is the average
geometric growth rate of the investment series. However, the choice of
K.1950 is immaterial since it has little impact on the estimated capital
stock in 1980 with a depreciation rate of 6%.

To construct capital stocks in 2007 in the counterfactual scenario
of financial autarky, KX, I start from the estimated capital stock in
1980 and use an augmented version of the perpetual inventory equation
for subsequent years,

KC};A = St + (1 - 5) Kgilla

where S.; are gross domestic savings in country c at ¢. The reasoning
behind this new equation is as follows: from the national accounting
identities,

Sct = [ct + CActa
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where C'A.; is country ¢’s current account at ¢, so I, = S, in finan-
cially closed economies. Assuming constant savings rates, the set of
counterfactual capital stocks thus provides a benchmark against which
the impact of net international financial flows on the observed pattern
of capital accumulation can be judged.! S, is constructed using the
aforementioned investment series as well as data on the current ac-
count (as a percentage of GDP) from the IMF International Financial
Statistics (2010). The “true” capital stocks in 2007, K.o007, which in-
corporate the impact of the observed pattern of international capital
flows, are constructed as those for the year 1980, i.e. using investment
instead of savings flows.

Finally, I estimate the stock of human capital based on the size of
the working-age population, using total population figures from Hes-
ton, Summers and Aten (2009) and multiplying with the population
share of individuals between 15 and 65 from the World Development
Indicators (2010). The “quality adjustment” follows Hall and Jones
(1999):

Hy = e/ Ly,

where L is the working-age population and d; is its average number
of years of schooling in country ¢ at ¢. The function f() is piecewise

!The assumption that countries’ observed savings rates would have been the
same in counterfactual financial autarky may seem contentious because, in prac-
tice, the occurrence of financial globalisation is likely to have affected countries’
interest rates. However, there is a large number of studies suggesting that the
interest elasticity of savings is close to zero, both in advanced economies — see,
for example, Blinder (1975, 1981), Mankiw (1981), Campbell and Mankiw (1989,
1991) — and in developing countries — see Giovannini (1983).
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linear with

0.134 - dy if dy <4
f(de) =< 0.101 - (dey —4) +0.134 - 4 if4<dy; <8,
0.068 - (det —8) +0.101 -4+ 0.134 -4 if 8 < dy

and d. is based on the average years of schooling in the population
above the age of 15 from Barro and Lee (2010).> Average years of
schooling are observed quinquennially, most recently in 2010. Since
d.; moves slowly over time, a quinquennial observation can plausibly
be employed for nearby dates as well.

Throughout the paper I assume that the accumulation of physical
capital is affected by international financial flows, but the accumula-
tion of human capital is not.

2The paper’s key empirical findings are, if anything, strengthened if population
or the size of the workforce are used instead of the “quality adjusted” workforce to
measure human capital endowments.
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Country Data
(Ho/Hhggo  (K/K)1980 (H/H)2007 (Ke/Kyonr (K™ /K)a07  Ave PRSG Score
Argentina 014 .0le 013 {009 2009 37.63
Australia .010 017 .009 018 015 18.97
Austria 004 001 003 007 007 14.50
Belgium .006 012 004 {009 010 17.75
Brazil 035 032 056 022 021 36.71
Canada .0l6 026 013 {025 026 15.74
Chile 005 004 006 {005 .005 28.34
China 366 035 426 159 185 28.99
Denmark .003 006 002 {005 2005 14.56
Finland .003 .006 .002 004 .005 14.68
France 025 064 022 044 045 19.81
Germany 035 11 033 062 067 16.47
Greece 005 011 004 {007 .005 30.31
Indonesia 049 .008 057 015 .0le6 40.04
Ttaly 027 063 019 046 .045 21.59
Japan 074 150 049 125 136 13.70
Korea, Rep. 021 010 021 034 .035 22.96
Mexico 022 027 034 023 022 31.53
Netherlands 009 018 006 012 015 13.29
New Zealand .002 003 002 {002 .002 18.54
South Africa 011 {006 015 {004 004 32.61
Spain 017 035 015 {033 029 23.02
Sweden .005 .009 004 006 .006 15.53
Thailand .0l6 .008 019 014 015 19.55
Turkey 014 007 020 010 2009 4255
UK. 031 044 021 035 .033 17.86
USs. 174 262 125 265 231 18.37

Table Al: Shares of World Factor Endowments, 1980 and 2007
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A.2 Empirical Appendix

a Investment and Country Risk

Differences in country-specific investment risk play a crucial role in the
view of international asset trade proposed in this paper. In order to
provide a preliminary assessment of the significance of country risk as a
determinant of investment patterns among financially open economies,
I estimate a regression of the form

Investmt..;/GDP.; = By + f1Savingse:/GD Py + BaRiske + e + 01 + €ct,

where Investmt.., Savings. and G D P, are, respectively, investment,
savings and GDP in country ¢ and year ¢, Risk. is a measure of
country risk, and J. and d; represent country and time fixed effects.
Note that, as a matter of national accounting, we should obtain #; = 1,
By = 0 if all sample countries are completely closed to international
financial flows.

To construct the panel, I take the three macroeconomic series for
27 largest economies between 1980 and 2007 from the World Develop-
ment Indicators (2010). As a measure of country-specific investment
risk, I use the composite country risk index compiled by the Politi-
cal Risk Services Group (PRSG). This index ranks countries by their
economic, financial and political risk based on PRSG’s own macroe-
conomic analysis as well as surveys among international investment
professionals. There are two main advantages to using the PRSG
ranking in this context. First, it is compiled monthly, so an annual
risk score can easily be constructed by taking the average over the
corresponding 12-month period. Second, it largely captures countries’
1drosyncratic investment risk, as emphasised by my model.
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Dep. Variable: (1) (2) 3) (4)
Investint..,/ GDP,; (%)
Savingsed GDP,, (%) 0.487%%* 0.433%%%*
(0.037) (0.046)
Risk index,; (0-100) -0.195%** -0.177%**
(0.026) (0.027)
Country dummies Yes Yes Yes Yes
Year dummies Yes Yes Yes Yes
Observations 743 743 608 608
Adj. R’ 0.67 0.76 0.75 0.79

Robust standard errors in parentheses. Period: 1980-2007.
* significant at 10%; ** significant at 5%; *** significant at 1%

Table A2: Investment and Country Risk

Table A2 reports the regression results. The first noteworthy find-
ing appears in column 2. The estimated coefficient on Savings./GD P,
— sometimes referred to as the “savings retention” coefficient — is
around .5. This relatively low value suggests a high degree of financial
globalisation.® The estimated value of this coefficient is almost un-
changed when country risk is added to the regression in column (3).
The country risk score itself is shown to be associated with signifi-
cantly lower investment shares of GDP. Moreover, the economic im-
pact of changes in country risk is substantial: an improvement in the
average risk score from the 75th percentile of the country distribution
(30) to the 25th percentile (16) would raise the average investment
share by 2.6 percentage points. By way of comparison, an increase
in the average savings rate from the 25th percentile of the country
distribution (21%) to the 75th percentile (26%) would only raise the
investment share by 2.2 percentage points.

3Obstfeld and Taylor (2004), using a similar sample of countries, report a co-
efficient of .83 for 1946-1972, and .75 for 1973-2000.
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b Specialisation

Are factor-proportions an important determinant of the type of goods
imported by the United States from its main trading partners? This
question has generated a large empirical literature, which is surveyed
in Helpman (1999). A basic test on U.S. bilateral trade flows, which
can be motivated by augmenting the model in Section 2, does suggest
this to be the case in recent decades.

As is, the model in Section 2 does not deliver predictions for coun-
tries’ bilateral trading patterns. To derive a testable prediction, let
us make an additional assumption about the nature of international
trade.? Suppose a fraction p € (0,1) of trade transactions proceeds
as follows. Producers in each industry put their outputs into a world
pool for their industry, and consumers choose randomly their desired
levels of consumption from these pools. By the law of large numbers,
the expected share of goods of a given type produced by country ¢
and used in consumption and investment of another country — call it
UnitedStates — will be equal to share of ¢’s production in global pro-
duction of the good. For the remaining share 1 — u of goods produced
and consumed international trade proceeds as describe in Section 2.a.

Define the average capital intensity of ¢’s exports to the United
States at t as

MUnitedStates
3 t
AKXgmtedStates _ E a <) (A 1)

J i )
McltfmtedStates

where MUpitedStates are U.S. imports from country ¢ in industry j at

time ¢, and M{nitedStates are total U.S. imports from ¢ at t. Then,

4This assumption was first suggested by Deardorff (1998).
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Figure Al: Capital-Labour Ratios and Specialisation

according to the model,

Qc t QcHt _ K_C

AKXI{””“ZSW“S _ K Qs 0+ aH Qnt (1 0) _ ch:

c Qc Qc Ket _
g Qe (1 _g)  aka 1 (1-a)

Equation (40) shows that, at a given time ¢, we should expect a positive
correlation between a country’s capital-labour ratio and the capital-
intensity of its exports to the United States.® Below, I verify that this
prediction is borne out by U.S. sector-level trading patterns in recent

To calculate U.S. sectoral import shares, I use sector-level data on
imports from the U.S. Census, assembled and converted to the 4-digit

®Romalis (2004) derives a similar expression under different assumptions and
successfully tests it for a cross-section of countries.
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level of SIC by Feenstra (2009). The data I employ covers U.S. imports
from 26 large economies in more than 400 distinct sectors.

I construct an index of capital intensity at the 4-digit level of
SIC from data provided in the NBER-CES Manufacturing Industry
Database. In line with previous papers, I rank industries by the aver-
age non-wage share of U.S. manufacturing value added in the period
1958 to 2005. This ranking, normalised between 0 and 1, is taken
as a measure of capital intensity. Note that this amounts to assum-
ing that the technological capital intensity measured for the United
States in a given sector i is a good description of the properties of
this sector’s production function for any country. This standard as-
sumption is made partly for reasons of empirical convenience — as
detailed sector-level manufacturing data would not be available for all
countries in the given sample —, and partly because U.S. product and
factor markets are considered to be among the world’s most compet-
itive and frictionless, so that the relative usage of capital and labour
in U.S. manufacturing is most likely to reflect the true technological
properties of different industries, rather than allocative distortions.

Finally, country shares in world physical and human capital are
calculated on the basis of the physical-capital and human-capital es-
timates discussed in Appendix Al.

Figure A1 plots the correlation between the average capital inten-
sity of countries’ exports to the United States and their K/H-ratio
for the years 1985, 1995, 2000 and 2005. The graphs document that
capital-labour ratios do appear to have been positively correlated with
the average capital intensity of exports to the United States. Indeed, in
2005 factor-proportions differences accounted for approximately 30%
of the differences in the average capital intensity of U.S. imports from
its major trading partners.
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A.3 Theoretical Appendix

To allow me to better match my theoretical model with the data on
North-South trade in Section 3, I introduce a nonhomotheticity in the
consumption demand for the H-good. This assumption was first used
by Markusen (1986) to explain the relatively low volume of North-
South trade. Below, I outline my assumptions and provide the relevant
derivations.

The change to the model requires a small re-interpretation of con-
sumption and investment. Assume, as before, that the construction
of one unit of physical capital requires an investment good which is
produced from the tradable K- and H-goods using the Cobb-Douglas
technology given by equation (3). By contrast, let consumers derive
utility directly from consuming the K- and H-goods, with the utility
from consumption at ¢ for an individual 7 in country ¢ given by

U(i) = [Core ()" [Corm(i) = The]' ™", (A.3)

where Th. can be interpreted as a minimum consumption requirement
for the H-good. Equation (41) implies that a consumer’s share of
spending on the K-good will rise as her income increases, as long
as her country’s average labour-productivity is constant. The fact
that the minimum consumption requirement depends on average local
labour productivity is non-essential theoretically but, as will become
apparent below, it ensures that a country’s exports and imports only
depend on its stocks of human and physical capital, in keeping with
Section 2.

Since ¢ has population L., we obtain the aggregate consumption
expenditures

PKthKt =0 [Cct - TPHtHc] ) (A-4)
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PHthHt = (1 — 9) [Cct — TPHtHC] + TPHtHC, (A5)

Globally,
PriQre = 0 [Qt - TPHtH] ) (A‘6)
PHtQHt:(l—Q) [Qt—TPHtH]—i-TPHtH, (A7)

.. 0 1-0 . .
where the normalisation (%) (%) = 1 is imposed, as in Sec-

tion 2. Equations (44) and (45) imply
reK = [agl 4+ ag (1 —0)] Q¢ — 70 (ke — o) P H, (A.8)

th: {1—04[(9—0411 (1—9)]Qt+T8(OéK—OéH)PHtH. (Ag)

To obtain a closed-form solution for Py and, hence, for r; and w;
we need to set ay = 0. Since ay constitutes a free parameter in the
calibration, I impose this parametrisation in the interest of analytical
convenience. It then follows that

1—7

Q+, (A.10)

K, —
i al—T

wH = (1 Ca T ) Qs (A.11)

1l —71a
where, as before, @ = axfl + ay (1 —0) = akgh. Using (48) and (49),

one obtains

1-— KC c
‘McKtl = ’McHt’ = 1 — L

(A.12)

for a financially closed economy.

In a financially open economy (N X, < 0),

ct >

0(1—a) (f{t )Qt (1 —0)NXg,

1—17
McHt:

1—ar
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1-— H K
Mgy = T 9(1—04) (—C— Ct) Qi — ON X,

1—oar H K,
so that
|McKt| + |McHt| _ 1 1—7 0 (1 . a) Kct o ﬂ GNXct
QQt 211 —ar Kt H Qt
1 1_7— Kct Hc NXCt
- 01— —— ) —-(1-46 ) A.13
vyt (G- ) - -9 7 (A.13)

The negative impact of a rise in 7 on the volume of trade can

be explained as follows. For higher values of 7, countries spend a

larger share of their income on the H-good and, in addition, earn a

larger share of their income from producing the H-good, reducing the

incentives for international goods exchange. As a side effect, the FPE
condition becomes easier to satisfy: equation (7) reduces to

Kct < A 1—« Kt

— — < 1. A.14
Hc_l—ozKoz(l—T)HtvcandT_ ( )
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B  APPENDIX TO CHAPTER TwO

B.1 Sample Countries and Financial Crises

120

Country First Year of

Debt Crisis Bank Crisis Currency Crisis
Albania 1991 1994 1997
Argentina 1982, 1989, 2001 1980, 1989, 1995, 2001 1981, 1987, 2002
Australia
Austria
Azerbaijan 1995 1994
Bangladesh 1987
Barbados
Belarus 1995 1994, 1999
Bolivia 1980, 1989 1994 1981
Brazil 1983 1990, 1994 1987, 1992, 1999
Cameroon 1987, 1995
Chad 1994
Chile 1983 1992
China 1998
Colombia 1982, 1998 1985
Congo, Dem. Rep. 1983, 1991, 1994 1983, 1989, 1994, 1999
Congo, Rep. 1983 1992 1994
Costa Rica 1987, 1994 1991
Céte d’Ivoire 1983, 2000
Croatia 1992 1998
Denmark
Djibouti 1991
Dominica 2003
Egypt, Arab Rep. 1984 1990
El Salvador 1989 1986
Fiji
Finland 1991 1993
Franee
Gabon 1999, 2002 1994
Georgia 1992, 1999
Germany
Ghana 1987 1982 1983, 1993, 2000
Greece 1983
Grenada 2004
Guatemala 1986, 1989 1986
Guinea 1986, 1991 1993 2005
Haiti 1994 1992, 2003
Honduras 1990
Hong Kong, China
Hungary
Iceland 1981, 1989
India 1993
Indonesia 1998, 2000, 2002 1997 1998
Ireland
Tsracl 1985
Ttaly 1081
Jamaica 1981, 1987 1996 1983, 1991
Japan 1997
Jordan 1989 1989 1989
Kenya 1994 1985, 1992 1993
Korea, Rep. 1997 1998
Lebanon 1990 1990
Madagascar 1981, 1986 1994, 2004
Malawi 1982, 1988 1994
Malaysia 1997 1998
Mali 1987
Mauritania 1992 1984 1993
Mauritius
Mexico 1994 1995
Mongolia 1990, 1997
Morocco 1983, 1986 1980 1981
Nepal 1998 1984, 1992
Netherlands
New Zealand
Nicaragua 2003 1990, 2000 1990
Pakistan 1999
Panama 1987 1988
Papua New Guinea




Paraguay

Peru

Philippines
Poland

Portugal
Romania
Rwanda

Senegal

Sierra Leone
South Africa
Spain

Sri Lanka
Suriname
Sweden
Switzerland
Syrian Arab Republic
Thailand

Togo

Trinidad and Tobago
Tunisia

Turkey

United Kingdom
United States
Uruguay
Vietnam

2003 1995
1980, 1983 1983
1983 1983, 1997
1990
1981, 1990, 1992
1983,1986 1990
1993
1989
1991
1983, 1997
1988,1991
1988
1991
2000
2007
1988, 2007
1983, 1987, 1990, 2003 2002
1997

2002
1981, 1988
1993, 1998

1983
1996
1991
1994
1983, 1989, 1998
1984
1983

1990, 1995, 2001
1993

1998
1994
1986

1991, 1996, 2001

1983, 1990, 2002

Table B1: Sample Countries and Financial Crises
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B.2 Sample Industries and Industry Char-

acteristics
Industry )

ISIC Description FinDep, Langi

311 Food products 1368 3777
313 Beverages 0722 2974
314 Tobacco - 4512 2208
321  Textiles 4005 3730
322 Wearing apparel, except footwear 0286 1317
323 Leather products - 1400 0960
324  Footwear, except rubber or plastic - 0799 1167
331  Wood products, except furniture 2840 3796
332 Furniture, except metal 2357 2630
341 Paper and products 1756 5579
342  Printing and publishing 2038 3007
351 Industrial chemicals 2050 4116
352 Other chemicals 2178 1973
353 Petroleum refineries .0420 6708
354  Miscellaneous petroleum and coal products 3341 3038
355 Rubber products 2265 3790
356 Plastic products 1.1401 3448
361 Pottery, china - .1459 0745
362  Glass and products 5285 3313
369  Other non-metallic mineral products 0620 4200
371  Iron and steel 0871 4581
372 Non-ferrous metals .0055 3832
381 Fabricated metal products 2371 2812
382 Machinery, except electrical 4453 1825
383  Machinery, electric 7675 2133
384  Transport equipment .3069 2548
385 Professional and scientific equipment 9610 1511
390 Other manufactured products 4702 1882

Table B2: Sample Industries and Industry Characteristics
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B.3 Defaulters and PSM Control Countries

Default Episode Control Country
Albania 1991 Mali
Argentina 1989 Kenya
Argentina 2001 Philippines
Bolivia 1989 El Salvador
Cote d’Ivoire 2000 Sierra Leone
Gabon 1999 Zimbabwe
Gabon 2002 Zimbabwe
Ghana 1987 Guinea
Guatemala 1986 Mexico
Guatemala 1989 El Salvador
Guinea 1991 Cameroon
Indonesia 1998 Syrian Arab Republic
Indonesia 2000 Syrian Arab Republic
Indonesia 2002 Turkey
Jamaica 1987 Paraguay
Jordan 1989 Paraguay
Kenya 1994 Syrian Arab Republic
Madagascar 1986 Costa Rica
Malawi 1988 Mali
Morocco 1986 Israel
Nicaragua 2003 Congo, Dem. Rep.
Pakistan 1999 Senegal
Panama 1987 Tunisia
Paraguay 2003 Syrian Arab Republic
Senegal 1990 Madagascar
Senegal 1992 Greece
Sierra Leone 1986 Cote d’Ivoire
South Africa 1993 Vietnam
Togo 1988 Kenya
Togo 1991 Mali
Trinidad and Tobago 1998 Mali
Uruguay 1987 Thailand
Uruguay 1990 Paraguay
Uruguay 2003 Zimbabwe

Table B3: Default Episodes and PS-Matched Control Countries
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