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CChhaapptteerr  11    

IINNTTRROODDUUCCTTIIOONN  

11..11  IInnttrroodduuccttiioonn  

ower electronics is the key technology for managing electrical power 

efficiently. In this field, the used semiconductor devices (power diodes or 

controlled switches) are the main contributors to its expansion in the last years. As a 

consequence of the increasing power demand and reliability requirements on such 

devices, effective temperature management becomes ever more important, 

representing a central problem for power electronics. Another crucial issue is the 

time response of bipolar power devices. Different techniques, e. g., emitter and 

lifetime engineering, have been developed to improve it. However, they negatively 

contribute on the device self-heating problems. In this chapter, the reader is 

introduced to this topic showing the catastrophic effects of self-heating on power 

devices reliability. To study and minimise all these degradation problems, the 

temperature and free-carrier concentration measurements are required. For this 

reason, different methods for temperature and free-carrier concentration 

determination have been developed. The most commonly used in power devices are 

compared and discussed, giving a higher importance to laser probing techniques. 

11..22  PPoowweerr  DDeevviicceess  SSttrruuccttuurree  

According to the external controllability of power devices, they may be divided into 

diodes −PIN or Schottcky contacts− and power switches −MOSFETs, Thyristors, 

and IGBTs, as the most important ones−. Their common structural characteristics are 

P 
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an optimised edge termination and low doped drift region (N−), which allow them to 

support the blocking voltages usually required in power electronics (up to 10 kV). 

Furthermore, they incorporate two types of heavily doped zones, situated along each 

lateral side of the drift region. One of them injects free-carriers towards the drift 

region (emitter), whereas, the other one collects them (collector). Depending on the 

type of injected carriers (i. e., e− or h+), the emitter can be N+ or P+ doped. Thus, 

power devices may present one or both kinds of emitter, according to their 

conductive mechanism (i. e., unipolar or bipolar). An additional layer or diffused 

region could be present between the emitter and drift region controlling either the 

carrier injection level or device turn-on or turn-off. The latter can be tackled by 

various approaches −e. g., MOS-gated, current-controlled, or voltage drop of PN 

junction−, leading to the large family of power devices. 

In all these devices, the drift region plays a prominent role. In the blocking state, 

the drift region absorbs the depletion layer originated from the reverse biased 

emitter-N− junction, also fixing the breakdown voltage. Thus, the thicker this region 

is, the higher blocking voltages will be supported. However, as a consequence of the 

ohmic resistance introduced by this region during conduction state [1], the on-state 

power dissipation rises, especially in power MOSFETs. Therefore, a trade-off 

between breakdown voltage and on-state power dissipation must be achieved. 

Moreover, the thickness of the drift region also affects the switching device features. 

In bipolar power devices −such as PIN diodes, Thyristors, or IGBTs−, a high 

concentration of free-carriers is stored in this region during conduction state, due to 

the fact that the injected carrier concentration always is much higher than the doping 

level (high injection regime [1]) decreasing the drift region resistance (carrier 

conductivity modulation). Subsequently, after the turn-off instant, all the stored 

charge is not immediately removed, increasing the device turn-off time. Obviously, 

this effect is more important as drift region is thicker. This undesired phenomenon 

can be mitigated by using the emitter or lifetime engineering [2]. The former consists 

in adjusting the injection from a high doped layer or diffused region (injecting layer 

or region) by either varying its doping level or depth, or inserting a buffer layer. By 
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contrast, the latter controls the lifetime of injected carrier by introducing an 

appropriate spatial profile of stable point defects for enhancing carrier 

recombination. Nevertheless, both technological solutions also increase the on-state 

voltage drop, since they reduce the free carrier concentration in the drift region. 

Subsequently, a trade-off between turn-off switching and on-state power dissipation 

must also be obtained. 

The common problem in all power devices is the heat dissipation produced within 

them due to their non-idealities. This dissipation is so important that their self-

heating is one of the main drawbacks in power electronics. The different effects on 

the device reliability are discussed in the next section. 

11..33  SSeellff--hheeaattiinngg  EEffffeeccttss  oonn  PPoowweerr  DDeevviicceess  

Under typical working conditions (up to 10 kV and 6 kA), these devices dissipate a 

certain amount of electrical power in all their operation regimes, increasing the 

average value of its internal temperature. As a result, a complete degradation of the 

device performances and reliability would be obtained. Thus, to maintain its internal 

average temperature below a maximum value, the use of heat evacuation 

mechanisms based on thermal management strategies is crucial. However, with a 

standard heat dissipation system, it is not possible controlling local temperature rises 

due to electro-thermal coupling. Precisely, they activate and accelerate several 

physical degradation mechanisms, varying the electrical, structural, and mechanical 

properties of power devices. As a consequence, physical changes are induced to the 

die −e. g., burnout failures [3] or die cracking [4]− as well as in its package −e. g., 

bond wire fatigue [5] or die attach cracking [6]−. To better withstand such stressing 

conditions, power devices are designed improving their electro-thermal behaviour 

performing accurate simulations. Nonetheless, the simulation of their thermal failure 

phenomena requires transient temperature-field data for verification and 

improvement of the used model parameters. Therefore, in order to improve thermal 

management and study electro-thermal failure, the development of techniques and 

equipments allowing internal temperature measurements is required as a first step. 
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Moreover, the determination of free carrier concentration could be complementary to 

temperature measurement, since it can be used for adjusting simulation parameters, 

eventually improving the simulation results reliability. In the next section, 

thermometry techniques for power devices are reviewed. They are categorized 

depending on whether they employ electrical or optical signals. In the case of optical 

techniques, some of them also allow free carrier concentration measurement within 

power devices. 

11..44  TThheerrmmoommeettrryy  TTeecchhnniiqquueess  iinn  PPoowweerr  DDeevviicceess  

11..44..11  EElleeccttrriiccaall  MMeetthhooddss  
For a long time, thermometry in power devices, as well as in semiconductor devices 

in general, was based on the use of electrical thermo-sensitive parameters (TSP) [7]. 

The most used TSP in power electronics is the voltage drop of a PN junction forward 

biased by a low current level, since all power devices contain inherent PN junctions 

inside them. Apart from the voltage drop in the PN junction of a power diode, some 

examples are the voltage drop between collector-emitter terminals of a bipolar or 

IGBT in saturation regime. Other TSP very used in MOS-controlled power devices is 

the gate threshold voltage. Despite the fact that the threshold voltage response is less 

linear and sensitive than the forward biased PN junction one, it allows the extraction 

of a maximum operation temperature much more precise and accurate depending on 

the operation regimes of the device under test (DUT), e. g., short-circuit for IGBTs 

[8]. As major advantages of the TSPs use, temperature measurements can be 

performed on fully packaged devices with little or no modification, directly 

measuring the temperature within the device. However, an average value of device 

temperature is obtained, because of the calibration experimental conditions [9, 10]. 

This calibration is performed measuring the desired TSP once the whole device is 

heated and stabilised at a given steady-state temperature.  

In order to improve the low spatial resolution presented by TSP-based techniques, 

temperature sensors are placed at the DUT inspection points by either monolithic 

integration or mechanical contact. In the first approach, PN junctions forward biased 
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by a low current [11] or resistors [12] are employed as a temperature sensor. 

However, sometimes the temperature measurement at the desired inspection point 

cannot be possible due to technological limitations. Moreover, when multiple sensors 

are required for measuring different inspection points, the packaging and device 

design complexity increase, the thermal mapping being unviable. Thus, this method 

is only useful for measuring the maximum temperature rise in operation conditions, 

as well as for protecting the device when a high temperature rise is produced. 

Thanks to the recent advances in near-field microscopy, atomic force microscopes 

(AFM) allow the placement of a temperature sensor on the inspection point by 

mechanical contact, originating the scanning thermal microscopy (SThM) [13]. In 

this approach, the temperature sensor, e. g., Pt resistor [14] or thermo-couple [15], is 

at the AFM tip, which enormously facilitates the thermal mapping of the DUT top 

surface. This method shows the highest spatial resolution (around 30-100 nm) with a 

temperature accuracy of 1 mK [16]. These limitations on temperature extraction are 

due to the sensor nature, the AFM tip dimensions, and the roughness presented by 

the inspected device surface. Regarding the time response of this technique, a 5 µs 

resolution is achieved, because of the capacitive coupling between the tip and the 

device. 

11..44..22  OOppttiiccaall  MMeetthhooddss  
Along the last 30 years, the dependence of material optical properties on temperature 

has suggested different thermometry techniques applicable to power devices. 

Basically, they may be categorized in surface thermal imaging (power radiation) or 

laser probing techniques. The former consists in determining the temperature 

distribution on the DUT top surface by means of a CCD camera. This process may 

be performed by either directly measuring the radiated heat flux with an IR-camera 

−infrared thermography (IRT) [17]−, or previously depositing a thermo-sensitive 

film on the inspected surface −liquid crystal thermography (LCT) [18] and 

fluorescence microthermography (FMT) [19]−. As a result, an image containing the 

surface thermal mapping of the DUT is recorded, in both cases, with the CCD 
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camera. Although IRT shows less spatial and temperature resolution (~5 µm and 

~1 K) than LCT or FMT (~1 µm and ~50 mK), the commercial availability of IRT 

equipments, such as AGEMA Thermovision THV900 actually available at the CNM, 

has increased its use when measurements are not much restrictive. All these 

techniques are very useful for hot spot determination. 

Concerning the laser probing techniques, they use as a probe a laser beam, where 

the thermo-sensitive magnitudes are its power, propagation direction, or phase. Thus, 

according to the monitored beam characteristic, the thermoreflectance (radiation 

power), Internal IR-Laser Deflection (beam deflection), and interferometric (phase 

shift) thermometry are distinguished. As a major goal, these techniques do not have 

physical contact with the device, eliminating the possibility of spurious influences of 

a probe on the temperature field. However, sometimes they require an extra step for 

DUT conditioning before the measurement. 

In the thermoreflectance thermometry, a probe laser beam strikes on the DUT top. 

Due to the dependence of the surface reflectivity on temperature, the reflected beam 

experiences a variation on its radiation power, sensed by a photo-detector. This 

technique was initially used by Claeys et al [20] for fault detection in ICs, also 

allowing electromigration studies [21]. Abid et al. [22] applied this technique on 

power devices. They measured the temperature at several points on the top surface of 

a GTO, achieving a 20 µm spatial resolution with a minimum measured temperature 

increase of 10 K. The time resolution of this technique is ultimately limited to the 

order of the relaxation times associated with the microscopic scattering processes 

governing the reflectance, which is typically on the order of picoseconds in metals. 

On the other hand, its spatial resolution is limited by the diffraction of the probe 

beam, being comparable to the beam wavelength (<1 µm). However, its calibration is 

complex, due to surface non-uniformities and the presence of different materials on 

the device top. 

In the laser beam deflection technique, the refractive index gradient and free 

carrier concentration is measured by the deflection and partial power absorption of a 
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probe laser beam passing through the device −internal IR-laser deflection (IIR-LD) 

[23]−. A refractive index gradient formed within the DUT alters the propagation 

direction of a beam (mirage effect). Detection of beam deflection yields information 

on the average temperature along a laser beam path through DUT. The average 

device temperature is deduced using independent data for the temperature 

dependence of the index of refraction and carrier-induced absorption. Among other 

problems, this approach includes the arduous sample preparation process, which is 

required to provide optical access to both sides of the device, and the difficulty of 

performing a precise calibration. 

On the other hand, the interferometric thermometry consists in determining the 

phase shift between two or more beams. One of them is taken as a reference and the 

others go through or are reflected inside the DUT (sensing beams). As the refractive 

index depends on temperature (thermo-optical effect), the sensing beams find a 

variation on its optical path, inducing a phase shift respect to the reference beam. By 

superposing all the beams on a photo-detector, the phase shift is finally determined. 

The interferometric methods are the backside laser probing and Fabry-Perot 

thermometry. 

In the backside laser probing, a sensing beam vertically traverses all the biased 

DUT until it is reflected at the top metallization, while the reference beam is 

reflected at the rear metallization layer of the DUT [24]. In this case, the detected 

phase shift has two contributions originated from the injection/removal of carriers 

and the temperature rise during the current pulse. Although they are opposite in sign, 

they are of the same order of magnitude as long as the power dissipated within the 

DUT is small. However, for a large temperature rise (e. g., IGBTs in short circuit 

operation), the phase modulation by the carriers can be neglected in view of the 

thermal contribution. This technique was used by Seliger et al. [25] and Fürböck et 

al. [26] for determining the temperature and free-carriers concentration at the channel 

of power MOSFETS and IGBTs, respectively. In order to provide full access through 

the DUT backside, a window of approximately 70 ×70 µm2 must be opened in the 
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rear metallization layer. After that, an antireflective coating is deposited to suppress 

multiple reflections within the substrate [27]. Its spatial resolution is limited by the 

laser spot size to approximately 2 µm. Although only integral information on the 

vertical profiles is provided, this technique constitutes a useful characterization 

method for vertical MOS-gated switches, since it is capable of detecting large 

temperature rises of 100 K or more. 

The Fabry-Perot interferometry takes advantage of the multiple secondary beams, 

resulting from the probe beam (main ray) reflections on either the opposite lateral 

sides [28] −Fabry-Perot transmission (FPT) measurements− or an internal layer 

−Fabry-Perot reflectivity (FPR) measurements− of the DUT. In such a situation, the 

device is behaved as a Fabry-Perot resonator cavity whose optical path is affected by 

modulations of the refractive index. All the different beams are superposed on the 

surface of a photo-detector obtaining the time evolution of the interfering signal. 

Seliger et al. performed Fabry-Perot reflectivity measurements on lateral power 

MOSFETs [29]. Although reported works on Fabry-Perot transmission 

measurements are not found in the literature, they could be applied on vertical power 

devices. For FPT, a 5 µm spatial and 10 K temperature resolution are achieved, being 

possible to measure temperature increases up to 300 K or more. 

11..55  SSccooppee  aanndd  SSttrruuccttuurree  ooff  tthhiiss  TThheessiiss  

From all these reported techniques, this thesis covers the development of an 

experimental rig for temperature and free carrier concentration measurement in 

power devices, based on internal IR-laser deflection (IIR-LD) technique. IIR-LD 

allows a complete characterisation of power devices, extracting from the device its 

temperature gradient and free carrier concentration. This technique has been chosen 

over the other ones, because of its higher precision, its greater versatility and lower 

complexity. Moreover, at the Centre Nacional de Microelèctronica, an IRT and 

SThM equipment are available. Thus, with this new equipment, the thermal 
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characterisation area of power devices will be drastically improved, also allowing 

free carrier measurements. 

This thesis is organized in two main parts. The first one details the physical 

insights of IIR-LD, developed equipment (chapter 2) and followed thermal 

calibration procedure based on a thermal test chip (chapter 3). By contrast, the 

second part reports measurements performed with the IIR-LD equipment on power 

diodes (chapter 4) and IGBTs (chapter 5). In both chapters, the difference in 

behaviour between unirradiated and irradiated devices is used to demonstrate the 

functionality of the developed equipment. Concretely, chapter 4 compares the 

measured free-carrier concentration between unirradiated and irradiated power 

diodes, and chapter 5 shows measurements performed in a very thin region inside an 

irradiated and unirradiated PT-IGBT, where the thermal behaviour is also contrasted 

and analysed. 
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TTHHEE  EEXXPPEERRIIMMEENNTTAALL  RRIIGG  

22..11  IInnttrroodduuccttiioonn  

his chapter describes the designed and developed IIR-LD experimental rig. All 

different considerations taken in its design are further explained and discussed. 

This method has been chosen for its higher precision, greater versatility, and lower 

complexity in comparison to the other optical probing techniques introduced in the 

previous chapter. Moreover, a brief analysis of the physical principles of this 

technique has also been carried out. Thus, the plasma-optical and thermo-optical 

effects are revisited analysing the more interesting points. Both effects demonstrate 

that the electronic phenomena, jointly with temperature, influence the optical 

properties of materials. 

22..22  OOppeerraattiioonn  PPrriinncciippllee  ooff  LLaasseerr  PPrroobbiinngg  TTeecchhnniiqquueess  

22..22..11  DDeeppeennddeennccee  ooff  OOppttiiccaall  PPrrooppeerrttiieess    
The optical properties of Silicon may be modulated by variations on its electronic 

properties, governed by free carrier concentration (plasma-optical effects) and 

temperature variations (thermo-optical effects). These modulations on refractive 

index, ∆n, and absorption coefficient, ∆α, may be formally written in terms of free 

carrier and temperature variation, ∆C and ∆T, as: 

T 
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where (∂n/∂C)T , (∂n/∂T)C , (∂α/∂C)T , and (∂α/∂T)C are the various proportionality 

coefficients, relating both coupled effects with refractive index and absorption 

coefficient. In bipolar devices, the free-carriers cannot be distinguished between 

them, i. e., electrons or holes, using the optical techniques previously mentioned. For 

this reason, the free-carriers are not distinguished in the notation of equations (2.2.1) 

and (2.2.2). From the physical point of view, these coupling effects are discussed for 

the case of bipolar Silicon power devices. Also, the values for all these 

proportionality coefficients will be reported. 

22..22..22  PPllaassmmaa--OOppttiiccaall  EEffffeecctt  
Within a drift region of a power semiconductor device, the free carrier concentration 

can be thermally generated from the background doping level (impurity ionization) 

[30] or externally injected from emitter regions (heavier doped regions). For the 

usual working temperatures of such devices (150 - 450 K, approximately), the free-

carriers coming from the ionized impurities remain constant with a concentration 

equal to the background doping one [30]. Optically, it does not make much 

difference whether carriers come from impurity ionization or from injection [31]. As 

a first approximation, the Drude’s semi-classical model of radiation absorption in 

metals is extensively used with some modifications [32, 33]. From this model, the 

refractive index n and absorption coefficient α may be expressed in terms of the 

radiation wavelength λ and free carrier concentration, i. e., electrons concentration 

Cn and holes concentration Cp: 
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where m*
n (m*

p) is the effective mass of electrons (holes), µn (µp) represents the 

mobility of electrons (holes), and the physical constants n0, q, vc, ε0 correspond to the 

refractive index of the unperturbed material, the electronic charge, the light velocity, 

and the permittivity of free space, respectively. This theory predicts a linear 

relationship between optical parameters and free-carriers concentration and a 

quadratic dependence on λ  (λ2-law). Moreover, a higher effectiveness of free 

electrons in perturbing the refractive index is shown, obtaining the opposite effect for 

the absorption coefficient, due to m*
n<m*

p and m*2
n µn >m*2

p µp. However, this model 

does not take into account the effect of ionized impurities scattering.  

Following a quantum-mechanical approach, Huang et al. [34] theoretically studied 

the influence of ionized impurities scattering on n and α, ranging the background 

doping concentration from 1015 cm-3 to 1018 cm-3 for two wavelengths, λ=1.3 µm and 

λ=1.6 µm, usually used in integrated optics and optical probing applications. They 

also considered all scattering processes with the lattice (phonons). As noticeable 

results, they obtained the same trends inferred from equations (2.2.3) and (2.2.4), but 

with lower values, when a lightly doped region (1016 cm-3) is highly injected with 

free-carriers (1016-1018 cm -3). On the contrary, for a heavier doping concentration 

(1018 cm-3), they found that the refractive index depends on free-carriers as Cn
0.91 and 

Cp
0.8, being more sensitive to free electrons variations than to free holes. They 

attribute this observed difference in behaviour to the partial ionization of impurities, 

which takes more relevance in the second case because of the higher concentration of 

thermally generated free-carriers. These last results agree with the experimental ones 

reported by Soref and Bennett [31], who collected experimental data about the 

absorption spectra of heavily doped samples and calculated the refractive index. 

Therefore, for usual power devices working conditions, optical properties of Silicon 

are linearly related with free carrier concentration under high injection conditions. 
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Table 2.1 contains a comparison of several values for each plasma-optical 

coefficient. All these values are extracted from the reported ones in [27] and they are 

determined under high injection condition (Cn= Cp=1×1016 cm-3), at room 

temperature (T = 300 K) and λ =1.3 µm. As for (∂n /∂C )T, its reported values show a 

great variation. Nevertheless, this fact is not a great drawback, since (∂n /∂T )C 

predominantly modulates n at the usual operation conditions of power devices [27]. 

Concerning (∂α /∂C )T, a great similarity between the experimental results of Huang, 

Soref, and Horwitz is observed, whereas the Schierwater’s and Schlögl’s ones differ 

from the other results by a factor of 2, approximately. All these differences are 

related to the experimental working conditions. The selected value in this work will 

correspond to Schlögl’s one, as further argued in Chapter 4. 

Literature Resources (∂n /∂C )T   
[cm3] 

(∂α /∂C )T  
[cm2] 

Data 
Procedence 

Drude Model [27] –1.40×10-21 6.42×10-19 Theoretical 
Huang et al. [34] –4.36×10-22 5.11×10-18 Theoretical 
Soref, Bennet [31] –3.57×10-21 5.92×10-18 Experimental 
Schierwater [35] ——— 2.80×10-18 Experimental 

Horwitz, Swanson [36] ——— 4.85×10-18 Experimental 
Deboy [37] –4.58×10-21 ——— Experimental 

Hille et al [38]. –1.81×10-21 ——— Experimental 
Schlögl [39] ——— 8.08×10-18 Experimental 

Table 2.1. Reported values for both plasma-optical coefficients (∂n /∂C )T and (∂α /∂C )T when 

Cn= Cp=1×1016 cm-3, at room temperature (T = 300 K) and λ =1.3 µm. 

22..22..33  TThheerrmmoo--OOppttiiccaall  EEffffeecctt  
Concerning the thermal effects on optical properties of Silicon, the temperature 

modulates the band gap energy and the probability distribution function of free-

carriers and phonons [40]. Subsequently, the transitions between the valence, 

impurity and conduction bands (inter-band transitions), as well as the transitions 

within their sub-bands (intra-band transitions), are controlled by this parameter. As a 

consequence of the usual temperature working conditions of power devices, only the 

free carrier absorption is enhanced, since the other ones do not practically affect in 

this temperature range [41]. Consequently, under high injection conditions, the 
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injected carriers predominantly contribute in the absorption process; owing to the 

thermally generated free-carriers remain constant and approximately equal to the 

ionized impurities concentration. From experimental results, Sturm and Reaves [41] 

obtained a linear dependence on temperature of the absorption coefficient due to 

free-carriers in the range from 500ºC to 800ºC. However, this contribution to 

absorption coefficient is insignificant in comparison to the free-carrier concentration 

one, being negligible in the working temperature conditions of power devices [27]. 

The temperature dependence of refractive index was experimentally adjusted by 

Magunov [42], using the following expression: 

n(λ,T)= n0 + b T+ c T 2+ (d+e T+f T 2 ) λ -a   (2.2.5) 

where a, b, c, d, e, and f are fitting parameters. In the case of Silicon, the quadratic 

term can be ignored, since it does not practically contribute on refractive index 

variations for the considered temperature range. On the other hand, G. Gosh [43] 

assumed a linear relation between refractive index and temperature. Analytically, he 

derived an expression for the proportionality factor in terms of the linear expansion 

coefficient, related with the acoustic phonons, and the variation of the diagram band 

on temperature. Its model results agree with the experimental data collected by H. H. 

Li [44]. H. H. Li searched, compiled and analysed the refractive index data and its 

temperature derivative in the wavelength and temperature ranges 1.2 – 14 µm and 

100 – 740 K, respectively, recommending which is the best value in each case. 

Furthermore, in this reference, the different techniques employed for measuring 

(∂n /∂T )C are reported, as well. 

Since temperature contribution to α may be neglected, the coefficient (∂n /∂T )C 

will be referred from now onwards as thermo-optical coefficient. Table 2.2 shows 

several values reported from the literature at λ =1.3 µm. It can be observed that the 

values from Bertolotti et al., Magunov, and Li differ within its experimental error 

(20% in the worst case). However, Seliger et al. and Hille et al. obtained a measured 

value lower than the other ones. This difference may be due to the followed 
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procedure for the determination of (∂n /∂T )C. In the first case, the refractive index 

and temperature are simultaneously measured in Silicon samples; whereas, in the 

second case, a FPI equipment is calibrated using power MOSFETs finding (∂n /∂T )C 

by simulation. Between both procedures, the latter seems to be less reliable, because 

it is derived from non direct measurements. 

Literature resources (∂n /∂T )C 
[K-1] Temperature Range Data 

procedence 
Magunov [42] 2.0×10-4 Room Temperature Theoretical 

Bertolotti et al. [45] 1.8×10-4 15ºC – 35ºC Experimental 
Li [44] 1.9×10-4 Room Temperature Experimental 

Seliger et al. [46] 1.6×10-4 Room Temperature Experimental 
Hille et al. [38] 1.6×10-4 25ºC – 150ºC Experimental 

Table 2.2. Reported values for the thermo-optical coefficient (∂n /∂T )C  at λ=1.3 µm. 

 

22..33  IIIIRR--LLDD  TTeecchhnniiqquuee  DDeessccrriippttiioonn  

In the IIR-LD technique, an IR-laser probe beam goes through a biased device, 

striking on its lateral sides perpendicularly. Once the device is in conduction state, it 

shows free carrier injection in the drift region, originating the plasma-optical effect, 

and self-heating, causing the thermo-optical effect. Both effects produce a partial 

absorption (due to free-carriers) and deflection (“Mirage” effect) on the probe beam. 

“Mirage” effect lies in changes on Silicon refractive index as a consequence of both 

internal gradients of free-carriers concentration and temperature. This interaction is 

shown in Figure 2.3.1. 

The viability of the IIR-LD depends on the doping level of the inspected layer and 

the lateral dimensions of the studied device. For doping levels higher than 

1×1019 cm-3 [31] and device lateral dimensions larger than 2 mm, the IR-radiation is 

completely absorbed by the background free-carriers. For this reason, the free carrier 

concentration must be measured only in the low doped layer of bipolar power 

devices, where the high injection condition is reached during the device conduction 

state. In this situation, the free carrier concentration level is higher than the 
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background doping one, and, therefore, free carrier contribution to the induced 

variation in the IR-radiation power signal at turn-on and turn-off instants may be 

measured. To enhance the radiation transmission through the DUT, its lateral sides 

are polished until an optical quality is obtained. 
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Figure 2.3.1. Free-carriers and temperature gradient interaction with the probe laser beam in the 

IIR-LD technique. 

From the measurement of the transmitted power radiation and the beam 

deflection, it is possible to deduce a longitudinal averaged value for free carrier 

concentration and temperature gradients at a given depth y0 (inspection depth) from 

the surface. Assuming an exponential decay of the transmitted radiation power with 

distance, the free carrier concentration at the inspection depth can be calculated from 

the variation between transmitted power during on- and off-state [47]. The 

corresponding expression is: 
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where L represents the length of interaction between the beam and DUT, Vout,P0 and 

Vout,P denote the power signal detected when the device is in off-state and time 

evolution of the power signal, respectively. 
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From the deflection signal Vout,y, the refractive index gradient ∇y n may be 

deduced from the geometrical ray tracing along the optical set-up (see Appendix A), 

giving: 
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where NA is the beam numerical aperture, 
2Lf  expresses the focal length of L2-lens, 

and κ ' corresponds to a calibration factor from the power and deflection sensing 

system, described further on. Remembering that ∇y n may be expressed by: 
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Subsequently, the temperature gradient may be expressed as: 
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yielding this final equation: 
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where ∇y C|num makes reference to the resulting gradient of free-carriers 

concentration numerically determined from C measurements at several inspection 
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depths, thus decoupling the effect of ∇y C and ∇y T on Vout,y. However, when the spot 

dimensions are similar to the inspected layer thickness, equation (2.3.5) is not 

applicable since IIR-LD measurements may be performed at only one inspection 

depth. In such situations, a time criterion consisting in the difference between time 

responses of both gradients must be followed. Vout,y only depends on ∇y C at the 

initial time instants (t ≈ 5 µs), because ∇y C rapidly reaches steady-state value 

whereas ∇y T is negligible, as it will be discussed in Chapter 5. Taking into account 

this approximation, the temperature gradient is given by: 
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where Vout,y (t = 5 µs) is the deflection signal value at the instant time t = 5 µs, which 

is subtracted to Vout,y. 

 

22..44  EExxppeerriimmeennttaall  RRiigg  

The three main functional set-ups of the system and all their elements are shown in 

Figure 2.4.1. Firstly, the optical set-up consists of an IR-laser source and an optical 

system, formed by two lenses (L1 and L2) and a beam collimator. Secondly, the 

mechanical set-up is constituted by micro-positioning stages, adapting mechanical 

pieces and an optical breadboard. Thirdly, the electrical set-up consists of the power 

and deflection sensing system, DUT excitation system (power pulse generator), and 

acquiring signal equipment. The power and deflection sensing system is formed by a 

four-quadrant photodiode sensor (FQP), I/V converter (FQP preamplifier), and post-

processing signal circuit. Concerning the acquiring equipment, an A6312 Tektronix 

Hall Effect current probe (with a bandwidth of 100 MHz), along with its AM 503B 

Tektronix amplifier, and a TDS 744A four channel digitizing oscilloscope perform 

the measurement of the biasing current and all output signals of the sensing system, 

respectively. In the next subsections, the main functional parts of the experimental 

rig will be described in more detail. 
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Figure 2.4.1. Experimental rig phototgraph. 

22..55  OOppttiiccaall  sseett--uupp  

22..55..11  TThhee  llaasseerr  pprroobbee  bbeeaamm  

22..55..11..11  TThhee  BBeeaamm  WWaaiisstt::  SSppaattiiaall  RReessoolluuttiioonn  iinn  IIIIRR--LLDD  MMeeaassuurreemmeennttss  
The beam waist [48] consists in the dispersion experienced by the diameter of a 

collimated laser beam along its propagation direction, as described for the following 

equations: 
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NA
W0 π

λ=      (2.5.4) 

where z is the beam propagation direction, I(r, z) and I0 denote the laser intensity 

along the propagation direction and its maximum value, respectively, W(z) and W0 

correspond to the beam radius along the propagation direction and the minimum 

radius, respectively, z0 represents a characteristic distance where the beam diameter 

increases a 40% (Rayleigh distance), and NA indicates the beam numerical aperture, 

defined as the ratio between the beam radius and the focal length of a given lens. 

 

Figure 2.5.1. Sketch of a laser beam traversing the analysed DUT, showing the main beam 

parameters. 

Figure 2.5.1 shows all geometrical parameters involved in equations (2.5.1)-

(2.5.4). In this figure, it can also be observed that the beam diameter experiences the 

confinement of its radius due to differences between the refractive index of the two 

involved media, i. e., air and Silicon. This effect introduces two angles (β and β’) 

related by Snell’s law. 
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As a main requirement, the beam diameter (φ) must be approximately constant 

inside the DUT to achieve a uniform interaction of the laser beam with ∇y n and C. 

This condition will be accomplished minimising the beam diameter on the DUT 

lateral sides once it is focused in the middle of the DUT, i. e.: 
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by applying the Leibniz rule to (2.5.5), it is derived that: 
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the previous condition is satisfied if: 
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inferring the following result from (2.5.2): 
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deducing that W0 is: 

0
0 n

2
L

W
π

λ
=           (2.5.9) 

by substituting (2.5.9) into (2.5.4), the following equation for an optimum NA 

(NA|opt) accomplishing the aforementioned restrictions is inferred: 
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Considering (2.5.3) and (2.5.4), this result corresponds to evaluate NA at z0=L/2. By 

means of equation (2.5.10), it is possible to fix a criterion for the selection of the 

collimator and L1-lens used in this experimental rig, as will be shown further on. 

The spatial resolution in the performed measurements (i. e., radiation power and 

deflection) depends on the average value of beam diameter along L (φ '), since it fixes 

an average cross section during its interaction with the DUT. Moreover, the used 

probe beam also introduces a spatial error related to its radius average value along L 

(W '). By using equations (2.5.2)-(2.5.4), both the spatial error and resolution may be 

estimated. Assuming that the laser is focused in the middle of the DUT, the spatial 

error is calculated as:  
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eventually obtaining: 
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Equation (2.5.12) demonstrates the dependence between the achieved spatial 

resolution and DUT length. When NA=NA|opt, equation (2.5.12) can be rewritten as: 

( )
00

opt n
2
L

151
n
2
L

2
21arcSinhNAW

π

λ

π

λ
.)|(' ≈+=           (2.5.13) 

In both situations, the theoretical achieved resolution will be twice W’. Figure 2.5.2 

depicts the dependence of W ' (NA|opt) on L. For typical dimensions of power devices, 
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i. e., L ranging from 5 mm to 10 mm, Figure 2.5.2 shows how the spatial error 

increases from 20 µm to 28 µm, approximately. Therefore, it is possible finding a 

beam numerical aperture which would allow measurement of power devices with 

different lengths without excessively varying W ', as shown further on. 
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Figure 2.5.2. Average value of the beam radius as a function of L, when NA= NA|opt . 

22..55..11..22  RRaaddiiaattiioonn  SSoouurrccee  SSeelleeccttiioonn  

Concerning the laser source characteristics, a 1315 nm wavelength (near-IR) 

semiconductor laser has been chosen. At this wavelength, inter-band optical 

transitions of free-carriers are avoided, as well as the required values for thermo-

optical and plasma-optical coefficients can be easily found in the literature. In this 

IIR-LD set-up, the working power of the laser source is 2 mW. As a radiation source, 

a laser module from Profile (serial reference LS-81310DFBi-10) is used. It consists 

in a laser diode emitting by distributed feedback (DFB). In comparison to the 

conventional diodes, DFB laser diodes present a non-planar PN junction which 

improves its monochromaticity [49]. Its power is adjustable between 1 mW to 

10 mW and operates in CW mode. Moreover, this module has an output connectable 

to an optical fibre (connection FC/APC). This module is mounted inside a mainframe 

(Profile PRO-800), which controls the radiation power and the diode temperature. 
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22..55..22  OOppttiiccaall  SSyysstteemm  DDeessiiggnn  aanndd  IImmpplleemmeennttaattiioonn  

22..55..22..11  CCoolllliimmaattoorr  aanndd  LL11--lleennss  SSeelleeccttiioonn  aanndd  OObbttaaiinneedd  PPeerrffoorrmmaanncceess  
As previously stated, the collimator determines the beam diameter on the L1-lens 

surface, whereas the L1-lens establishes the focal length. Consequently, they fix NA. 

Furthermore, both optical elements have been chosen for analysing DUTs with 

dimensions ranging from 5×5 mm2 to 10×10 mm2, very usual in power devices as 

IGBTs or MOSFETs. According to equations (2.5.10) and (2.5.13), NA|opt values 

must be comprised between 17×10-3 and 24×10-3 for the mentioned DUT 

dimensions, implying that the average value of the beam diameter will range from 

40 µm to 56 µm. Figure 2.5.3 (a) and (b) depicts all this information. 

In Figure 2.5.3 (a), the variation of the probe beam diameter on the chip lateral 

side (φLatDUT) as a function of NA for different values of L is shown. Besides, the 

minimum of each curve, together with equation (2.5.10), are also plotted. In this 

graph, the shrinkage of NA|opt when L increases, as well as a higher sensitivity of 

φLatDUT under variations of NA around the φLatDUT minimum, are evidenced. 

Moreover, it can be observed that both tendencies are minimised for NA=20×10-3. 

On the other hand, Figure 2.5.3 (b) illustrates the dependence of φ ' on NA, also 

stressing φ ' values achieved in the considered range of L when φLatDUT takes its 

minimum value. Notice that, for a NA = 20×10-3, φ ' varies from 44 µm to 52 µm 

within the selected range of L. From these results, a collimator from Optics Research 

(model CFC-2-IR1) and a lens from Newport (reference F-L10B) are selected, which 

theoretically provides a NA=21×10-3. Both optical elements have antireflective 

coatings to enhance the radiation transmission at the working wavelength. The 

collimator assures a parallel beam with a 0.5 mm diameter, within a distance 

comprised from 2 mm to 20 mm. The F-L10B lens has a 12 mm focal length, 6 mm 

working distance, and 0.25 numerical aperture. 



2266  CCHHAAPPTTEERR  22  TTHHEE  EEXXPPEERRIIMMEENNTTAALL  RRIIGG  

 

10 15 20 25 30 35 40 45 50 55 60
40

50

60

70

80

90

100(a)
φ La

tD
U

T [µ
m

]

NA×103

 L= 5 mm
 L= 6 mm
 L= 7 mm
 L= 8 mm
 L= 9 mm
 L=10 mm

NA|opt

10 15 20 25 30 35 40 45 50 55 60
30

35

40

45

50

55

60

65

70

75

80
 L= 5 mm
 L= 6 mm
 L= 7 mm
 L= 8 mm
 L= 9 mm
 L=10 mm

φ'
 [µ

m
]

NA×103

φ'(NA|opt)

(b)

 

Figure 2.5.3. (a) Variation of the probe beam diameter on the chip lateral side as a function of the 

beam numerical aperture for λ=1.3µm and different values of L, showing the minima corresponding 

to each case. (b) Variation of the beam diameter average value along L as a function of the beam 

numerical aperture, also stressing the reachable values for L=5 mm and L=10 mm by means of 

equation (2.5.10). 
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Figure 2.5.4. Comparison between measured and predicted beam diameters, stressing Lef where the 

optical set-up has been optimised. 

The beam diameter resulting from these two elements is experimentally 

determined. For this purpose, a thin metallic plate is interposed along the beam path. 

By vertically displacing it, variations on the detected power are induced. Since the 

laser beam presents a Gaussian profile, the beam diameter is defined as the vertical 

displacement required by the metallic plate, which induces a variation on the total 

detected power within the range of 86.5% - 13.5% [50]. Figure 2.5.4 depicts the 

comparison between the measured beam diameter and model prediction (equations 

(2.5.2)-(2.5.4)) for NA=20×10-3, illustrating as well the effective length (Lef) where 

DUT and beam interact. Lef accounts for the effect of material refractive index on L 

when a laser beam goes through the DUT, providing the effective length of the 

interaction between them (Lef = L/n). From Figure 2.5.4, both beam shapes present 

the same trends, excessively not differing between them. Experimentally, a 

NA = (19.89±0.49)×10-3 and 20±7 µm minimum beam diameter are determined. For 

the lateral dimensions range of power devices previously considered (5-10 mm), 

φLatDUT along with the achieved spatial resolution and error are experimentally 
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extracted from Figure 2.5.4, as well. φLatDUT varies within 35-57 µm, whereas the 

spatial resolution is comprised in the 22-32 µm range, establishing from 11 µm to 

16 µm the spatial error. 

22..55..22..22  LL22--lleennss  SSeelleeccttiioonn  aanndd  RReessuullttss  
The L2-lens fixes the beam diameter on the detector. For this reason, the selection of 

such lens is constrained by the maximum displacement of beam spot on the chosen 

FQP (2 mm), which is limited by the sensor lateral dimensions. Subsequently, the 

maximum focal length of L2-lens ( max|
2Lf ) can be obtained from: 

NA
f FQP

L 2
| max,
max2

φ
=     (2.5.14) 

where φ FQP,max is the maximum beam spot diameter on the sensor. In the present 

work, taking φ FQP,max =2 mm and NA=20×10-3, max|
2Lf =50 mm is found. Comparing 

various lenses commercially available, the lens F-L10B is selected, since it has a 

25.6 mm focal length, a 19.95 mm working distance, and a 0.156 numerical aperture, 

as well as a good transmission at the working wavelength. It has been experimentally 

determined that this lens assures on the FQP a 1 mm beam spot, approximately. The 

method consisted in displacing along one direction (x or y) the FQP in such a way 

that the spot will impinge out of the active region, obtaining a decrease in the sensed 

radiation power. Following the criterion on radiation power variation previously 

stated, the beam diameter is measured. 

22..66  MMiiccrroo--PPoossiittiioonniinngg  DDiissppllaacceemmeenntt  MMoodduulleess  

The IIR-LD experimental rig has been divided in six displacement modules 

corresponding to each element which actively interacts with the IR-laser beam, i. e., 

the collimator, L1-lens, DUT, L2-lens, and FQP. Thus, their alignment in the same 

optical axis, as well as the DUT positioning during the measurements, is facilitated. 

Each module is formed by various micro-positioning stages and adapting mechanical 

pieces. The latter make functions of supporting and fixing both the micro-positioning 
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stages and the mentioned optical elements. For this reason, they are made of 

aluminium, because it provides the required rigidity and stability for the present 

application. As main common characteristics, they present three degrees of freedom 

corresponding to the coordinates X, Y, and Z, as shown in Figure 2.6.1. In the case 

of the DUT module, three angular degrees of freedom (αX , αY , αZ) are also included 

to assure that the beam strikes on the DUT lateral sides perpendicularly. Concerning 

the collimator module, it presents two additional angular degrees of freedom (αX , 

αY ) facilitating the system alignment. 

 

Figure 2.6.1. Top view of the positioning system schematic, stressing  its several parts. 

The uncertainty in the optical centring process is ±5 µm, whereas in the DUT 

positioning it is ±7 µm. The former is directly given by the micrometers resolution of 

the micro-positioning stages; while the latter is determined by applying uncertainties 

propagation formula since a differential measurement (incremental displacement) is 
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performed. Namely, the uncertainty in DUT positioning will be (52+52)1/2 = ±7 µm, 

being very similar to the spatial error originated by the beam probe. In order to 

isolate the experimental rig from environmental mechanical vibrations, all the 

displacement modules are supported on a 900×900 mm2 optical breadboard 

manufactured by Melles Griot with a passive shock absorber system (Pump & Go®) 

and a beehive internal structure, assuring a vertical and horizontal resonance 

frequency of 3.5 Hz. 

22..77  EElleeccttrriiccaall  sseett--uupp  II::  PPoowweerr  aanndd  DDeefflleeccttiioonn  SSeennssiinngg  

SSyysstteemm  

22..77..11  SSyysstteemm  DDeessccrriippttiioonn  aanndd  CCoonnssttrraaiinnttss  
The designed system consists of a Germanium FQP as a sensing device, a FQP pre-

amplifier as an adaptation stage, and a post-processing signal circuit, as shown in 

Figure 2.7.1. During the measurement process, an IR-laser spot strikes on the FQP 

surface, generating four photocurrents IQj where the j subscript denotes the quadrant 

number. Afterwards, the current signal is pre-amplified and converted to a voltage 

VQj. Finally, the post-processing signal circuit obtains Vout,P, Vout,y, and Vout,x. 
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Figure 2.7.1. Block diagram of the whole sensing system, showing its main variables. 

The system bandwidth, radiation working wavelength, and noise level establish 

the limitations for the whole system design. These parameters are restricted by the 

characteristics of the analysed DUTs, jointly with the desired resolution in the 

performed measurements. Thus, as the free carrier time response is within the range 
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of 1-5 µs for the analysed power devices [51], the system bandwidth must be at least 

1 MHz. Moreover, the sensing device must operate at the working wavelength 

(λ =1.3 µm). On the other hand, the achieved resolution in position and radiation 

power measurements is directly related with the obtained noise level at the sensing 

system outputs, as discussed further on. 

22..77..22  SSeennssiinngg  DDeevviiccee  aanndd  AAddaappttaattiioonn  SSttaaggee  
The selected FQP is a Germanium J16QUAD-8D6-R05M from Judson Technolo-

gies (5 mm diameter, squared and with a 37 µm gap distance). This device has a 

wavelength spectral response comprised in the 0.8-1.8 µm range and works at 

ambient temperature without reverse biasing (photovoltaic mode). This sensing 

device has been selected rather than continuum PSDs or CCD cameras, since it 

shows higher spatial resolution than the former and higher time resolution than the 

latter. The selected FQP must work at an incident radiation power of 2 mW, since its 

response is saturated around 3 mW and the noise level is also reduced. The FQP 

preamplifier is a four channel Judson preamplifier (model n0 490181) which allows 

pre-amplifying each photodiode signal independently.  

Preamplifier Nominal Bandwidth [MHz] 1.4 
Output Offset Voltage|max [mV] ±4.5 
Input Bias Current [µA] 1.2 
Input Noise Voltage @ 1KHz [nV/√Hz] 6 
Output Impedance [Ω] 50 
Maximum Output Current [mA] 25 
Maximum Output Voltage [V] ±2.5 
Transimpedance Gain Zm [Ω] 134 
Germanium Responsivity Re @ 1300 nm [A/mW] 600×10-6 

Table 2.3. The main performances of the four channel preamplifier and FQP. 

Table 2.3 summarizes the main electrical characteristics of the selected 

preamplifier and FQP. From these data, some interesting restrictions over the post-

processing stage can be extracted, since the FQP and preamplifier impose the 

electrical constrains to the whole system [52]. Firstly, the bandwidth has to be higher 

than 1.4 MHz once the gain response versus frequency has decreased 0.1dB (BW@-0.1 
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dB), in order to keep the nominal bandwidth of the preamplifier. Secondly, the output 

offset voltage of the preamplifier must be corrected using a trim circuit 

(compensation stage) in the post-processing signal circuit. Thirdly, the post-

processing circuit input impedance must be 50 Ω.  

22..77..33  PPoossiittiioonn  aanndd  PPoowweerr  MMeeaassuurreemmeenntt  PPrriinncciippllee  
For the chosen sensing device, Vout,x , Vout,y, and Vout,P may be electronically obtained 

according to the next generic equations [52, 53]:  

( ) ( )
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4Q3Q2Q1Q
20vyout VVVV

VVVV
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+++
+−+
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)(,, 4Q3Q2Q1Q10vPout VVVVAV +++=    (2.7.3) 

where Av0,1 and Av0,2 are generic gains; and VQ1, VQ2, VQ3, VQ4 correspond to the post-

processing circuit input voltages. From Vout,y and Vout,x, the laser spot position from 

the FQP centre can be deduced from the following equations [52, 53]: 
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where φ [µm] is the IR-laser spot diameter on the FQP, g [µm] denotes the separation 

gap between photodiodes and κ’ [V] is the sensitivity which takes into account the 

response of the whole sensing system, relating the beam diameter displacement to the 

output voltage. From Vout,P signal, the incident radiation power (P) can be evaluated 

by using the following equation: 
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where Zm [Ω] is the transimpedance gain associated to each preamplifier channel and 

Re [A/mW] is the responsivity of the four quadrant detector, which relates the 

incident radiation power to the photo-generated current. 

22..77..44  PPoosstt--PPrroocceessssiinngg  SSiiggnnaall  CCiirrccuuiitt  DDeessiiggnn  

22..77..44..11  BBlloocckk  DDiiaaggrraamm  ooff  tthhee  PPoosstt--PPrroocceessssiinngg  SSiiggnnaall  CCiirrccuuiitt    

According to equations (2.7.1), (2.7.2), and (2.7.3), the block diagram for the post-

processing circuit can be functionally designed as shown in Figure 2.7.2. It is 

analogically implemented using operational amplifier (op amp) based adders (first 

stage) and analogue divisors (second stage). 
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Figure 2.7.2. Block diagram corresponding to the post-processing circuit. 

22..77..44..22  FFiirrsstt  SSttaaggee  DDeessiiggnn  
Op amp based adders can be implemented by means of two different topologies 

(non-inverting and inverting) as observed in Figure 2.7.3 (a) and (b). The output 

voltage equations for the non-inverting (Vout,non) and inverting (Vout,inv) in terms of the 

kth-adder input resistors (Rin,k) and voltages (Vin,k) are expressed as follows: 
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where RF corresponds to the op amp feedback resistor for each configuration, and RS 

denotes the resistance of non-inverting op amp input. From equations (2.7.7) and 

(2.7.8), it can be inferred that the amplifier gain is adjusted with a higher accuracy 

and precision using the inverting topology. Subsequently, the latter has been chosen 

in this work. 

The main problem involved in this stage is the offset voltage. This voltage (input 

offset voltage) is introduced by the previous block and generated in the present stage. 

Regarding its electronic origin, the problem can be solved designing an external trim 

circuit or correcting the op amp non-idealities. Moreover, the suppression of this 

undesired effect must be tackled in the design of this stage, since the offset 

compensation cannot be easily performed at the second stage output due to its 

nonlinear operation. Figure 2.7.4 shows a simplified schematic of the trim circuit 

used for removing the input offset voltage coming from the FQP preamplifier [54]. 

In this circuit, two precision voltage references (VREF), one positive and the other one 

negative, are connected to a variable resistor (RCQJ) which acts as a voltage divisor. 

The main characteristics of VREF must be a low noise generation, low thermal drift, 

and adjustable voltage value. At the output of this simple circuit, the compensation 

voltage VCQJ is maintained constant by means of CCQJ. In this notation, the J 

subscript denotes the FQP quadrant number. The trim circuit output is connected to 

one of the adder inputs, applying a final gain which diminishes VCQJ. Thus, its 

maximum compensation range, at least ± 4.5 mV according to Table 2.3, depends on 

the VREF value and the adder configuration gain (input adder resistance Rin,k, exactly). 

Eventually, the input offset voltage is compensated by tuning the variable resistor. 
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Figure 2.7.3. N-input op amp based voltage adders with offset compensation: (a) Non-inverting 

configuration, (b) Inverting configuration. 

VCQJRCQJ

CCQJ

+VREF

-VREF  

Figure 2.7.4. Proposed schematic to remove input voltage offset for each signal channel. 

The output offset voltage originated from op amp non-idealities may be 

compensated with a correct op amp selection. Basically, these non-idealities 

correspond to internal op amp differential-pair mismatching, operational biasing 

current and thermal drift effects. The first contribution to output voltage offset is 

avoided with an internal compensation mechanism. The second one can be cancelled 

by means of a suitable selection of the resistor RS that, for the chosen adder 

configuration, must verify the following expression [54]: 
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Depending on the selected op amp, thermal drift effects can be also neglected. In 

conclusion, the selected op amp must show: internal mechanism for voltage offset 

compensation, low thermal drift, low noise level, and high bandwidth (higher than 

1.4 MHz). 

22..77..55  CCiirrccuuiitt  IImmpplleemmeennttaattiioonn  
In the first stage, the analogue adders have been implemented using AD797 op amps 

[55], satisfying all the above stated conditions: BW@-0.1 dB = 2.4 MHz, 

VNoise = 1.8 nV/√Hz, internal offset adjustment and low thermal drift (1 µV/ºC). The 

desired gain has been configured using high precision resistors (0.1% tolerance), thus 

assuring a good accuracy in its implementation. In order to cancel the input offset 

voltage, additional adder inputs are used as explained above. All the values of the 

components shown in Figure 2.7.3 (a) are summarized in Figure 2.7.5. For this stage, 

an amplification value (Av0,1) of 10 has been selected, as explained further on. Figure 

2.7.6 shows the implemented circuit for compensating the input offset voltage. In this 

circuit, ±5 V AD586 [56] have been chosen as voltage references of high precision. 

This voltage reference is adjusted by means of the variable resistors RT+ and RT-. 

Moreover, the AD586 introduce low noise to the established voltage reference, 

which can be minimised connecting a 1 µF capacitor between the noise reduction pin 

(NR) and the ground pin (Gnd) of the selected voltage reference. As a consequence, 

only 160 µVp-p voltage noise level is achieved. For this design, it is possible to 

remove input offset voltages in the range of ±5 mV tuning the variable resistors RCQ1, 

RCQ2, RCQ3, and RCQ4. 
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Figure 2.7.5. Implemented adder with two input signals and the corresponding nulling offset voltages. 
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Figure 2.7.6. Circuit schematic showing the stage for compensating the input offset voltage. 

For the second stage, two four quadrants multipliers AD734 and two dual op amp 

AD512 [57] have been selected, as shown in Figure 2.7.7 (a). The first IC 

implements the dividend sum and also performs the whole division. With the 

AD512, a tuneable gain (thanks to the 100 KΩ variable resistors) is introduced, as 

well as a low current level between the two inputs of the AD734 is kept. As Figure 

2.7.7 (b) shows, the AD734 bandwidth depends on the denominator value. In order to 

achieve a bandwidth higher than 1.4 MHz, 1V denominator working value and 20 dB 
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voltage gain are required (Av0,2 = 10), as observed in the curve II of Figure 2.7.7 (b). 

Hence, for the nominal working radiation power (2 mW), the mentioned denominator 

condition can also be satisfied for a first stage gain of 20 dB (Av0,1=10). 
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Figure 2.7.7. (a) Schematic of the designed divisor to calculate Vout,y. (b) Nominal frequency response 

of the divisor gain depending on denominator value Vout,P. 

This circuit has been developed in a standard PCB-board, employing low noise 

techniques such as ground planes to shield the signal channels, design considerations 

for the maximum layout symmetry, and peripheral distribution of the supply lines. 
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Furthermore, EMI reduction techniques have also been followed. All elements have 

been supplied at 15 V supply (VSS). To take full advantage of the wide bandwidth 

and dynamic range capabilities required in this application, multiple bypassing have 

been performed by means of tantalum and ceramic capacitors connected in parallel. 

For the input supply bus, 4.7 µF tantalum and 0.1 µF ceramic capacitors are used, 

while, for each IC, 0.1 µF tantalum and 0.1 µF ceramic capacitors are employed. 

22..77..66  PPeerrffoorrmmaanncceess  aanndd  FFeeaattuurreess  ooff  tthhee  PPoosstt--PPrroocceessssiinngg  ssiiggnnaall  
CCiirrccuuiitt    

From the obtained performances point of view, in the case of the deflection signals 

(Vout,x and Vout,y), a 2 MHz BW@-0.1 dB  and a 14 mVrms noise level for the working 

radiation power (2 mW) has been achieved. Concerning Vout,P, a 2.4 MHz BW@-0.1 dB  

and a 3.5 mVrms noise level have also been measured. On the other hand, κ’ has also 

been extracted from Figure 2.7.8 (a). Figure 2.7.8 (a) shows the experimental static 

characterisation of the system response, where Vout,y signal versus the relative 

displacement normalized to the spot radius (W) is plotted. The obtained slope in the 

linear response region is κ’ = 10.13 V. The relationship between P and Vout,P has been 

experimentally determined, as shown in Figure 2.7.8 (b). Notice that in Figure 2.7.8 

(b) the absolute value of Vout,P is plotted. From the linear fit, the obtained 

proportionality factor (806×10-3 V/mW) agrees with the theoretical value calculated 

from equation (2.7.6), corresponding to 804×10-3 V/mW. 
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Figure 2.7.8. (a) Experimental characterisation of the static system response, corresponding to Vout,y 

vs spot relative displacement. (b) Experimental determination of the proportionality factor which 

relates P with Vout,P. 
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22..77..77  EExxppeerriimmeennttaall  AAnnaallyyssiiss  ooff  tthhee  SSeennssiinngg  SSyysstteemm  NNooiissee    
In the FQP, two current noise sources can be identified. They are physically 

originated by random fluctuations in the number of charge carriers during its motion 

(shot noise) and their thermal agitation (Johnson or thermal noise). The contributions 

to shot noise are the current flowing in a reverse biased FQP when there is no 

incident radiation (leakage current or dark current), and the photo-generated current 

IJ [58]. Although the dominating noise source usually is Johnson noise in an 

unbiased FQP, the IJ component of the shot noise takes a higher contribution due to 

the high power radiation value (2 mW) used in this work. The preamplifier input 

noise sources are, aside from FQP shot noise, the Johnson noise related with the used 

resistors and the one resulting from op amp operation, i. e., an input noise current and 

an input noise voltage [58]. It has been experimentally determined which of both, 

FQP or preamplifier, has the major contribution to the total voltage noise at the 

preamplifier output. The test consists in changing, from 0 to 2 mW, the incident 

radiation power on the FQP to check the induced variations on the voltage noise. As 

a result, the voltage noise has been unchanged. This fact implies that the preamplifier 

noise sources fix the output voltage noise. For the working power radiation value, a 

45.26 dB signal-to-noise ratio (SNR) is measured. 

For the post-processing circuit case, the contribution to the noise level at the first 

stage output is related to the resistors (Johnson noise) and the used op amp (AD797). 

The SNR at its first stage output is also measured for a 2 mW laser spot centred on 

the FQP. In this case, a 51.13 dB SNR is measured at the output of the two input 

adders (involved in Vout,y and Vout,x determination), whereas, a 54.71 dB is obtained at 

the output of the four input adder (Vout,P output). Both values are higher than the one 

measured at the preamplifier output due to the performed operation in each adder. 

Notice that, in this stage, the noise level introduced into the signal noise is not so 

important as to degrade drastically the SNR. At the second stage, the signal noise is 

mainly produced by the AD734. The description of AD734 noise sources is not as 

simple as in the other cases, since this IC performs a non-linear operation. Its main 

limiting features are its static error and its total output noise density. The first one 
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provides the AD734 accuracy when it performs the operations shown in Figure 2.7.1. 

This limitation is due to the combination of scaling voltage (denominator voltage 

variations), internal offsets, and non-linear effects during AD734 operation. This IC 

establishes the total signal noise at the post-processing circuit output (14 mVrms, as 

previously stated). 

22..77..88  AAcchhiieevveedd  RReessoolluuttiioonn  iinn  SSppoott  DDiissppllaacceemmeenntt  aanndd  PPoowweerr  SSeennssiinngg  
The PSD theoretical resolution in spot displacement determination (σposition) is 

provided by SNR of each preamplifier output, according to the following equation 

[59]: 

SNR16position
φπσ =     (2.7.10) 

This expression is inferred for a uniform circular spot φ, being valid for short spot 

displacements around the PSD centre. For P = 2 mW and φ =1 mm, a 45.26 dB SNR 

is measured at each preamplifier output which provides a theoretical resolution of 

1.07 µm. Nevertheless, the achieved resolution in spot displacement sensing with the 

developed system cannot be evaluated using equation (2.7.10). When the laser spot is 

located at the FQP centre, both deflection signals and their corresponding SNR 

values are null giving an infinite σposition. Subsequently, an alternative expression for 

calculating the obtained resolution from the achieved uncertainty in the spot 

displacement sensing (∆y and ∆x) is proposed. ∆y and ∆x may be derived from 

(2.7.4) and (2.7.5) assuming that the main measurement error is the electronic noise 

in both post-processing circuit outputs, as expressed in the following equations: 

( )      
'

,

κ
φ ynoiseV

2
g2y −=∆           (2.7.11) 

( )      
'

,

κ
φ xnoiseV

2
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where Vnoise,y and Vnoise,x represent the measured rms noise values at both deflection 

outputs Vout,y and Vout,x, respectively. Once the spot is centred at the FQP, the 

resolution would be twice the uncertainty value (i. e., σy =2×∆y and σx =2×∆x), 

because this establishes the upper and lower limits where different beam deflections 

may be distinguished between them. In the present work (φ =1 mm and g =37 µm), a 

±0.94 µm uncertainty and 1.88 µm resolution in spot displacement sensing are 

obtained. Concerning the uncertainty and resolution in power sensing (∆P, σPw), an 

expression may be derived from (2.7.6), following the same steps as in the previous 

case, i. e.: 

Pnoise
10vm

V
AZ

12P ,
,Re

=∆    (2.7.13) 

σPw=2×∆P     (2.7.14) 

giving in the present work (2 mW working power) ∆P= ±6.13 µW and 

σPw =12.3 µW. 

22..88  EElleeccttrriiccaall  SSeett--uupp  IIII::  DDUUTT  EExxcciittaattiioonn  SSyysstteemm  

22..88..11  GGeenneerraall  DDeessccrriippttiioonn  
For biasing the DUT with short current pulses, a modified buck converter, based on a 

modular characterisation system developed for power devices [60], has been 

implemented. As depicted in Figure 2.8.1, the electrical excitation system can be 

divided in three functional sub-circuits: the Buck converter, gate-drive circuit, and 

synchronisation and control unit (SCU). The Buck converter is formed by the passive 

components, power devices, and protection diodes shown in Figure 2.8.1. The gate-

drive circuit, or driver, controls the state of MOS-gated power devices, i. e., 

conduction or blocking, immediately providing or subtracting the required current for 

charging or discharging its input gate capacitance. In this system, two drivers are 

required, as explained further on. The SCU, externally controlled by a control signal 

Vgenerator, manages the activation or deactivation of both drivers, as well as their 
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synchronisation. As for external elements required for the system operation, they 

carried out tasks of power supplying, external control and current measurement. A 

voltage source manufactured by Metrix (0-60 V) is used as a power supply of the 

Buck converter (VS), whereas the drivers and SCU are supplied by floating voltage 

sources (0-24 V). Vgenerator is provided by a waveform generator (HP33120A). The 

current is measured with an active current probe (Tektronix A6312), together with its 

preamplifier (Tektronix preamplifier AM 503B), allowing acquisition of current 

level by means of a digital oscilloscope (TEK 744A). Regarding the general 

operation of the DUT excitation system, the generation of the current pulse starts 

when SCU detects a rising edge in Vgenerator . After that, SCU selects and activates the 

corresponding driver to turn-on the MOS-gated switch. At that moment, a current IC 

flows through the converter. When the falling edge of Vgenerator is detected by SCU, 

the driver is deactivated, turning off the power device. Thus, the conduction time is 

established by the duration of Vgenerator pulse, whilst the reached current level is 

adjusted by VS value. 
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Figure 2.8.1. Schematic of the excitation System for DUT biasing under real operating conditions. 

22..88..22  BBuucckk  CCoonnvveerrtteerr  
In more detail, the Buck converter consists of the decoupling capacitors, load, DUT, 

auxiliary switch, free-wheel diode (FWD) and Zener diodes, all together shown in 

Figure 2.8.1. The capacitors rapidly provide the current level required by the switch 
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turn-on, since the voltage source has limited its current rise time due to the stray 

inductance Lσ. Basically, VS charges the capacitors and they provide the current 

pulse. In this circuit, fast and slow capacitors can be distinguished. The fast 

capacitors (CR), located very close to the commutated switches, provide the initial 

current during the commutation process. In contrast, the slow electrolytic capacitors 

(CL) maintain approximately constant the VS value and supply the high currents 

required in the commutation process. The auxiliary switch, connected in parallel with 

the DUT, minimises the DUT self-heating during single-shoot inductive load tests 

and generates the current pulses that will bias other DUTs, such as power diodes. 

The role of the FWD obeys protection purposes. When an inductive load is 

connected to the converter and the switch is in blocking state, the free-wheel diode 

establishes an alternative way for discharging the stored magnetic flux, avoiding 

undesired over-voltage peaks at the inductor terminals. The Zener diodes protect the 

switch gate, limiting the transient overvoltages. 
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Figure 2.8.2. Schematic for the connectivity of other kind of devices, such as diodes or thermal test 

chips. 

The connection of the different types of DUTs to the excitation system is 

illustrated in Figure 2.8.2. Inspected MOS-gated switches (SWT-DUT) are 

connected as the main switch in the buck converter, whereas power diodes (DIO-

DUT) or the thermal test chip (TTC, denoted by a resistor), used for the equipment 
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thermal calibration and shown in the next chapter, are connected in parallel with 

FWD. 

22..88..33  GGaattee--DDrriivvee  CCiirrccuuiitt  
As previously mentioned, the gate-drive circuit controls the gate-to-emitter voltage 

of all MOS-gated switches (DUT or auxiliary). Its basic scheme is shown in Figure 

2.8.3. The main point concerning this driver is that four floating voltage power 

supplies have been used, simultaneously allowing the correct optocoupler biasing at 

the input stage (VO1 and VO2) and variable output voltages applied between the gate 

and emitter terminals of the DUT (VGon and VGoff). In addition, the included jumpers 

J1 and J2 allow this driver operating with only two floating voltage power supplies, if 

for the test conditions VO1=VGon and VO2=VGoff.  
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Figure 2.8.3. Simplified scheme of the gate-drive circuit. 

All capacitors illustrated in Figure 2.8.3 are used for bypass purposes. The driver 

input is controlled by the signal VControl which will oppositely activate the 

optocouplers O1 and O2 with the current IControl. At O1 and O2 outputs, the current 

buffers B1 and B2 amplify the incoming current to turn-on or turn-off the transistors 

at the output stage. The driver output stage is implemented by bipolar transistors (Qon 

and Qoff), showing fast switching times. On- and Off-gate resistors (RGon and RGoff) 

can also be fixed independently. 
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22..88..44  SSyynncchhrroonniissaattiioonn  aanndd  CCoonnttrrooll  UUnniitt  

As previously explained, SCU is triggered by Vgenerator edges. From this signal, three 

inverted pulses are generated to activate and synchronise the DUT with the auxiliary 

switch, as depicted in Figure 2.8.4. For this purpose, four monostables M (CD4098B) 

are used, as demonstrated in Figure 2.8.5. Each monostable is configured with a 

variable resistor, allowing adjustment of the time parameters also shown in Figure 

2.8.4. t1 and t2 (t3 and t4) represent the delay time respect to the VControl,SWT-DUT/AUX 

rise (fall) edge and the pulse duration at VControl,Switch (VControl,SWT-DUT), obtained from 

the monostables M1 and M2 (M3 and M4) by tuning the resistors R5 and R7 (R11 and 

R14), respectively. The SCU output stage is implemented with bipolar transistors (Q1, 

Q2, Q3), which invert Vgenerator and the output waveform from monostables, assuring a 

high rise time for each control signal. Depending on the used load or analysed DUT, 

the appropriate SCU output must be connected to the corresponding driver input. 

VControl,Switch is connected to the DUT driver only when a MOS-gated switch under 

resistive load conditions is measured. When this switch is measured under inductive 

conditions, VControl,SWT-DUT/AUX and VControl,SWT-DUT are connected to the auxiliary 

switch driver and the DUT driver, respectively. Finally, when measuring diodes, 

VControl,SWT-DUT is connected to the auxiliary switch driver. 

Vgenerator 
 

 

VControl, 
      SWT-DUT/AUX 
 
VControl, 
      Switch  
 

VControl, 
      SWT-DUT  

Figure 2.8.4. Cronogram of Vgenerator and the three pulses generated by the SCU. 
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Figure 2.8.5. Schematic of the SCU, showing the monostables and tuning resistors configuration. 
 

22..99  CCoonncclluussiioonnss  

In this chapter, the design and development process of an experimental rig based on 

the Internal IR-Laser Deflection (IIR-LD) technique is described. This technique 

shows a high versatility, since it allows measuring temperature gradients and free 

carrier concentration inside power devices. The IIR-LD physical principles are based 

on the plasma-optical and thermo-optical effects produced in a biased DUT, inducing 

the deflection and radiation absorption on a probe laser beam. Both effects are 

linearly related with the refractive index and absorption coefficient, as further 

discussed in this chapter. Thus, the first step towards any measurement is the 

determination of these proportionality factors. For this reason, a research in the 
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literature resources has been performed for the experimental conditions of this work 

(λ = 1.3µm). Moreover, the set of equations relating the measured signals with 

temperature gradients and free carrier concentration are also shown, and completely 

derived in Appendix A. 

The developed experimental rig is divided in three main set-ups: optical, 

mechanical, and electrical. The optical set-up is formed by an IR-laser source and an 

optical system (two lenses and a beam collimator). By means of the optical system, 

the beam diameter across the DUT and onto the FQP surface is controlled. This fact 

is an important issue, because the spatial resolution depends on the beam spot 

dimensions. The beam shape along the interaction with the DUT has been optimised 

for typical DUT lengths (5-10 mm). The obtained beam shape has been measured 

using a thin metallic plate, and, afterwards, it has been compared with a simple 

model prediction, obtaining a very good qualitative agreement. From this 

experimental result, a (19.89±0.49)×10-3 beam numerical aperture and 20±7 µm 

minimum beam diameter are determined. For typical lateral dimensions of power 

devices (within 5-10 mm), the beam diameter on DUT lateral sides varies within 35-

57 µm. In these conditions, the achieved spatial resolution goes from 22 µm to 

32 µm, yielding a spatial error range from 11 µm to 16 µm. Concerning the spot 

dimensions on the sensing device surface, a 1 mm beam diameter is experimentally 

measured. 

The mechanical set-up is constituted by six displacement modules. When the 

optical centring or measurements on DUT are performed, they assure the 

displacement for the collimator, each lens, DUT, and sensor. Each displacement 

module consists of different micro-positioning stages and adapting pieces, which 

assure a ±7 µm and ±5 µm uncertainties in DUT incremental displacement and 

optical centring, respectively. Notice that the spatial error introduced by the probe 

beam and the uncertainty given by micro-positioning stages in DUT displacement is 

very similar. All the displacement modules are supported on an optical breadboard to 

isolate the experimental rig from environmental mechanical vibrations. 
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The electrical set-up consists of the power and deflection sensing system, the 

DUT excitation system, and the acquiring signal equipment. The power and 

deflection sensing system is formed by a four-quadrant photodiode sensor (FQP), I/V 

converter (FQP preamplifier), and post-processing signal circuit. Concretely, the 

post-processing signal circuit implements real-time arithmetical operations among 

the signals incoming from FQP. The power and deflection sensing system has been 

optimised to obtain a high resolution in radiation power measurements, position 

sensing, and time. Electronically, these requirements can be interpreted as a 

constraint on the noise level (deflection and radiation power resolution) and 

bandwidth (time resolution). For a 2 mW radiation working power, the noise level of 

deflection signals is 14 mVrms, while the radiation power one is 3.5 mVrms. This 

fact provides a spatial and radiation power resolution of 2 µm and 12 µW, 

respectively. Concerning the system bandwidth, a 1.4 MHz is obtained 

approximately providing a 350 ns time resolution. This fact is an important issue for 

resolving gradients of temperature and free-carriers concentration from the deflection 

signal, because they contribute to refractive index gradient following different time 

constants. Namely, a free-carrier concentration gradient is first established, and 

afterwards, a temperature gradient is produced inside the device, as shown in 

Chapter 5. 

In order to bias the DUT with short current pulses, a modified Buck converter has 

been implemented. It can be divided in three functional sub-circuits: the Buck 

converter, MOS-gated drive circuit, and synchronisation and control unit (SCU). The 

Buck converter is the main sub-circuit where all passive components and power 

devices are connected. The MOS-gated drive circuit controls the state of MOS-gated 

power devices. The SCU manages the activation or deactivation of both drivers, as 

well as their synchronisation. All these actions are performed from an external 

control signal Vgenerator provided by a waveform generator (HP33120A).Concerning 

the acquiring equipment, an A6312 Tektronix Hall Effect current probe (with a 

bandwidth of 100 MHz), along with its AM 503B Tektronix amplifier, and a TDS 

744A four channel digitizing oscilloscope perform the measurement of the biasing 

current and all output signals of the sensing system, respectively. 
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33..11  IInnttrroodduuccttiioonn  

 procedure to calibrate the temperature measurements of the internal IR-laser 

deflection (IIR-LD) equipment is treated in this chapter. The presented method 

is based on the use of a thermal test chip whose behaviour is analytically well 

described by a simple analytical model thanks to the chosen structure and heating 

conditions. The model validity is justified by means of 3-D simulations using the 

FLOTHERM package. As a result of this process, it is possible determining the 

thermo-optical coefficient which relates the measured gradient of refractive index 

with the temperature gradient. This is an important issue since it allows obtaining 

more information on the right constants of the semiconductor involved in the 

temperature extraction. 

33..22  MMoottiivvaattiioonn  

As shown in the previous chapter, the developed equipment requires the 

proportionality factors relating the material optical properties with T and C. Although 

this information may be found in the literature, the values of (∂n/∂C)|T therein 

reported show a high dispersion between them (22%), being very difficult its correct 

selection. This coefficient is very important in ∇yT determination, as may be inferred 

from equation (2.3.5) when ∇yC = 0: 

  A 
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where all the involved parameters can be measured with a higher accuracy than the 

dispersion shown by (∂n/∂T)|C in the literature. For this reason, a calibration method 

based on a thermal test chip (TTC) has been followed to select the suitable 

coefficient. This device was developed to test the thermal behaviour of different 

power substrates and packages [61], though it can be also used for internal 

temperature measurements, as it will be described further on. For the chosen 

experimental conditions, the TTC thermal behaviour is easily described by an 

analytical thermal model. Thus, the calibration procedure has consisted in estimating 

the temperature profile using IIR-LD measurements, and, then, comparing it with the 

predictions of the TTC analytical model. 

33..33  TThhee  TThheerrmmaall  TTeesstt  CChhiipp    

33..33..11  SSttrruuccttuurree  DDeessccrriippttiioonn  
As Figure 3.3.1 shows, the TTC structure consists of a 525 µm Silicon substrate (low 

doped) with two stripe-shaped resistors of Poly-Silicon (heating resistor) and 

Platinum (sensing resistor) on its top surface. Two kinds of substrates have been used 

for the TTC manufacturing: N-type (1×1014 cm-3) and P-type (1×1015 cm-3). A detail 

of the TTC topside can be observed in Figure 3.3.2, where both stripe layouts are 

depicted. This stripe-shape topology of the resistors assures that the current density is 

uniformly distributed inside them, reaching a higher sensing accuracy as well as a 

uniform heating of the substrate topside. Both resistors are electrically isolated from 

the Silicon substrate by a very thin SiO2 layer (38 nm), practically not affecting the 

heating and sensing processes. Concerning the heating resistor, its stripes are 20 µm 

wide and 5.52 mm long, separated between them 17 µm (see Figure 3.3.1 (a)), 

practically covering all substrate topside. They are connected in parallel, obtaining a 

60 Ω resistance value. These dimensions lead to achieve a perfect vertical heat flow 
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from a given depth (30 µm, approximately), reaching a 1-D temperature profile along 

the TTC depth, as shown further on. 

 (a)      (b) 

          

Figure 3.3.1. (a) Schematic cross-sectional view of the TTC (not to scale), showing the substrate, the 

oxide layer, and the poly-Silicon dimensions. (b) Dimensions of the Pt sensing resistor. 

 

Figure 3.3.2. Top view of a TTC part, showing both the heating and sensing resistors. 

On the other hand, the sensing resistor is a stripe packaged within a 500×620 µm2 

region in the TTC topside centre with four pads for measuring its resistance value by 

means of the four-wire method. The stripe dimensions are 20 µm wide and 7.98 mm 

long, providing a 600 Ω resistance value at room temperature (293 K). The pads are 
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squared occupying each one a 150×150 µm2 area, as illustrated in Figure 3.3.1 (b). 

The sensor is integrated within a 717×717 µm2 area, being in direct contact with the 

TTC top surface. In this configuration, the sensor cannot be used during the thermal 

calibration, since the TTC is heated during short times (<300 µs) not giving enough 

time to obtain an appreciable temperature rise below the sensor, as discussed further 

on. Indeed, the TTC was conceived and designed for power substrates and packages 

characterisation, where studied thermal phenomena are produced at higher time 

scales (millisecond range), in which a uniform temperature below the temperature 

sensor is perfectly established. 

33..33..22  TTTTCC  SSiimmuullaatteedd  TThheerrmmaall  BBeehhaavviioouurr  

33..33..22..11  TTeemmppeerraattuurree  IInnccrreeaassee  PPrrooffiillee  
In order to demonstrate that the stripes distribution of the heating resistor allows 

obtaining a 1-D profile of temperature rise within the TTC, 3D simulations using 

FLOTHERM package [62] are performed. Figure 3.3.3 illustrates the 3D structure 

used for this purpose, corresponding to a part of the fabricated TTC. In this figure, it 

can be observed a substrate of 373 µm×600 µm lateral dimensions and 525 µm 

thickness, with 10 Poly-Silicon stripes (20 µm wide) on its topside, distanced 

between them 17 µm. The basic thermal behaviour of the full size (6×6 mm2) TTC 

can be understood with such a simplified structure, avoiding excessive simulation 

times. The thin SiO2 layer, placed between the Poly-Silicon and the Silicon substrate, 

has not been taken into account in the performed simulations, since its transient 

thermal effects do not affect the heat flow evolution at the time scale analysed in the 

present work. Regarding the simulation conditions, a constant power has been 

dissipated for each stripe, deriving its value from the heat flux density dissipated on 

the full size TTC top (45 mW for each stripe corresponding to 60 W for the whole 

TTC). The initial temperature condition is room temperature (293 K), and the 

boundary conditions are adiabatic on the top surface of the simulated structure and 

room isothermal on the bottom (293 K). The main simulation results are shown in 

Figures 3.3.4 and 3.3.5. 
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Figure 3.3.4 shows the temperature distribution along x axis for several depths, 

ranging y from 0 to 40 µm, at the time instant t=50 µs. As it can be observed, the 

temperature distribution along x is almost constant from y=30 µm. Subsequently, a 1-

D temperature profile is achieved from a given depth inside the TTC. For this reason, 

all measurements will be performed from 70 µm depth, assuring that a 1-D profile of 

∆T is well established. 
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Figure 3.3.3. Simulated 3D-structure, part of the full size TTC, showing its dimensions (not to scale). 

 
Figure 3.3.4. Simulated temperature increase profile along x direction for several depths at t=50 µs 

for the structure of Figure 3.3.3. 
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In Figure 3.3.5, the 2D cross-sectional view of the temperature distribution 

corresponding to the x-y plane located at z=300 µm is shown at the time instant 

t=250 µs. As a main noticeable fact, the isothermal line corresponding to T=293 K is 

135 µm from the structure backside, indicating that the heat front has not reached it 

yet. Consequently, in this range of excitation times, the TTC can be thermally 

considered as a semi-infinite medium. Moreover, a significant temperature rise 

(below 2.5 K for t=250µs) is obtained for a 60 W equivalent power dissipated on the 

whole TTC top, also assuring that the involved thermal parameters, i. e., the thermal 

conductivity and diffusivity, remain constant. 

     

Figure 3.3.5. 2D cross-sectional view of the simulated temperature distribution at z=300 µm and 

t=250 µs, showing that the isothermal line T=293 K is located 135 µm from the structure backside. 

33..33..22..22  SSuuiittaabbiilliittyy  ooff  tthhee  SSeennssiinngg  RReessiissttoorr  
3D simulations are also performed using FLOTHERM to analyse the suitability of 

the sensing resistor during the thermal calibration. Figure 3.3.6 depicts the used 3D 

structure for this purpose. In this figure, it can be observed a substrate of 

6000×6000 µm2 lateral dimensions and 525 µm thickness, where a surface 
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(5500×5500 µm2) with a hole in the middle (700×700 µm2) uniformly dissipates a 

constant power during the heating time. With this power source the dissipation 

process of the different stripes is emulated, checking the thermal behaviour in the 

region under the sensing resistor. Thereby, the heating effect of all the stripes is 

approximated by only a surface uniformly dissipating the same total power flux as in 

the TTC. This is a valid hypothesis since all the stripes are very close between them. 

Moreover, the thin SiO2 layer, placed between the Poly-Silicon and the Silicon 

substrate, has not been taken into account in the present simulations for the same 

reasons previously stated. The same boundary conditions as in 3.3.2.1 are taken into 

account, dissipating a 60 W overall the power source. 

y

z
x

6000 µm

60
00

 µ
m

525 µm

(0,0,0)
Substrate

700 µm

700 µm

5500 µm
55

00
 µ

m

 

Figure 3.3.6. Simulated structure, showing its dimensions (not to scale), for inspecting ∆T under the 

TTC sensor. 

Figure 3.3.7 illustrates, at different times, the ∆T profile corresponding to 1-D cut 

along x direction at y =0 µm and z=3000 µm. All the profiles reach their greatest 

values below the dissipating area, rapidly decreasing to a few Kelvins close to the 

border of the heating source. The most noticeable fact is that, under the area covered 

by the temperature sensor, ∆T is practically zero even at the end of the heating time. 

According to this simulation results, the sensor does not therefore allow a reliable 

temperature measurement on the TTC topside for the heating times considered in this 

work. From Figure 3.3.7, it can be also derived that vertical temperature profiles 
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must be measured avoiding the effects of the sense resistor. For instance, in Figure 

3.3.7, the vertical temperature profile for x directions ranging from 0.75 to 2.4 µm 

and from 3.75 to 5.25 µm is the same as a homogeneous heat surface on the device 

topside. Furthermore, an abrupt decrease of ∆T is produced at the boundary of the 

dissipating area, implying that the interaction length between the heat flow and laser 

beam is approximately reduced to 5.5 mm. Subsequently, this value will be the 

interaction length considered for the extraction of ∆T values when equation (3.2.1) is 

used in section 3.5. 
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Figure 3.3.7. Time evolution of ∆T 1-D cut along x direction performed at y=0 and z=3000 µm. 

33..33..33  TTTTCC  MMooddeelllliinngg  
According to simulation results from section 3.2.2.1, the evolution of the temperature 

rise inside the TTC may be described using the solution of the 1-D equation of heat 

conduction in a semi-infinite solid with a power source at y=0 dissipating a constant 

power P0 in a given area A [63]: 
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where ∇y T |0  and Dα denote   the steady-state temperature gradient and the thermal 

diffusivity of Silicon, respectively. Moreover, ∇y T |0 may be expressed as follows: 

∇y T |0 Ak
P0=                  (3.3.2) 

where A and k correspond to the device active area (30 mm2) and the thermal 

conductivity of Silicon (0.148 W mm-1K-1 [64]), respectively. Dα  may be derived 

from: 

c
kD
ρα =             (3.3.3) 

where ρ and c are the mass density of Silicon (2.33×10-6 kg mm-3 [64]) and the 

specific heat capacity of Silicon (713 J kg-1 K-1 [64]), respectively. Equation (3.3.1) 

shows that the time evolution of ∆T profile does not depend on the dissipated power 

level on the TTC top. In addition, a time constant τ heat may be defined as follows: 

α
τ

D
y

heat 4

2
=        (3.3.4) 

which gives the required time for obtaining a 15.73% of the ∆T steady state value at 

a given depth y. 

33..44  TThhee  TThheerrmmaall  CCaalliibbrraattiioonn  PPrroocceedduurree  

The calibration procedure will exactly consist in estimating the vertical 

temperature profile from direct measurement, using equation (3.2.1), and comparing 

it with the model prediction of equations (3.3.2)-(3.3.4). To evaluate equation (3.2.1), 

aside from directly involved equipment parameters easily determined 

(L, 'κ , n0, NA, 
2Lf ), the (∂n/∂T)|C value is also required. Subsequently, different 

values found in the literature, summarised in Chapter 2 (see Table 2.2), are 

employed. Thus, the main objective lies in identify the most suitable value for 
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(∂n/∂T)|C that fits the experimental temperature profile with the calculated one. For 

the proposed calibration procedure, the selection of the model parameters k and α is 

critical. The selected values have been taken from the literature for the experimental 

conditions of this work. k shows the main contribution on the uncertainty of the 

model prediction, and a 10% variation of its value is found depending on the 

different references. Nevertheless, equation (3.3.1) is very robust under the variation 

of this parameter. Namely, when k experiences a 10%, the temperature prediction 

shows a variation below 2% for all observed depths (from y=70 µm to 495 µm). 

As experimental conditions, a maximum heating time of 250 µs has been chosen 

to be in the validity conditions of equation (3.3.1), as shown in subsection 3.3.2.1. 

Regarding the dissipated power on the TTC top, a maximum value of 60 W is 

selected, since the thermal conductivity and the thermal diffusivity remain constant 

for the subsequent temperature increase, as demonstrated in subsection 3.3.2.1. 

Heating time and dissipated power are controlled by the electrical excitation circuit 

already presented in Chapter 2. In Figure 3.4.1, a simplified schematic of the 

connection of the TTC to the electrical excitation circuit is depicted. The dissipated 

power is established by the level of the current pulse IC conducted in the Poly-Silicon 

stripes (Joule effect), which is adjusted through the VS voltage. 
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Figure 3.4.1. Schematic illustrating the TTC connection to the excitation circuit. 
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33..55  EEqquuiippmmeenntt  TThheerrmmaall  CCaalliibbrraattiioonn    

33..55..11  MMeeaassuurreedd  SSiiggnnaallss  aanndd  ((∂∂nn//∂∂TT))CC  SSeelleeccttiioonn  
In the same experimental conditions, the obtained results for both TTC substrates (N-

and P-type) do not excessively diverge between them. For this reason, in this section, 

the results corresponding to the measured Vout,y, as well as the influence of the 

thermo-optical coefficient to ∆T estimation, are shown for the P-Type TTC. Figure 

3.5.1 shows the time evolution of Vout,y at the various depths considered in this work 

during a heating time of 250 µs for P0=60 W. As inferred from equation (1), note that 

∇y T  follows the same behaviour as Vout,y. For measuring depths close to the chip top 

(70 µm, 95 µm, and 120 µm), Vout,y presents oscillations. They are due to interference 

phenomena on the detector surface, as a result of the superposition of the probe beam 

(main ray) with its multiple reflections into the TTC lateral sides [28]. Its origin is a 

consequence of the refractive index increase with temperature, which changes the 

optical path between all the interacting rays (Fabry-Perot interference). This effect is 

more important closer to the heat source, since the temperature increase is higher. 

Figure 3.5.2 depicts the aforementioned comparison between theory and experiment 

for t=250 µs to stress the (∂n /∂T)C coefficient influence on the determination of ∆T. 

In this case, the non repeated values of Table 2.2 (Chapter 2) are used to evaluate 

equation (3.3.1), obtaining the dispersion in ∆T observed in Figure 3.5.2. The best 

agreement with the theoretical model is achieved considering Magunov’s coefficient 

value [42], being the suitable thermo-optical coefficient in the present case. It can be 

observed that the estimated ∆T using Magunov’s, Bertolotti’s and Li’s reported 

values agree between them and diverge from the estimation corresponding to 

Seliger’s coefficient when their experimental error is considered. This difference 

might arise from the experimental method followed by Seliger et al. Whilst the 

former measured both the refractive index and the temperature variation for 

(∂n /∂T )C determination, Seliger et al. obtained this value comparing FPI 

measurements with a simulated temperature profile [46]. 
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Figure 3.5.1. Heating time dependence of the measured Vout,y waveforms at different measurement 

depths, ranging from 45 µm to 470 µm with 25 µm steps. 
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Figure 3.5.2. Extracted temperature profile evaluated for (∂n /∂T)C reported values and its 

comparison with the prediction of equation (3.3.1) for t=250 µs. 
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33..55..22  TTeemmppeerraattuurree  RRiissee  MMeeaassuurreemmeennttss  
Once the suitable thermo-optical coefficient is found, reliable ∆T values can be 

measured in both kinds of TTC substrates. Thus, aside from direct comparison 

between 1-D model and measurements, the obtained results are verified. This is 

possible since (∂n /∂T )C does not depend on doping level [42, 65], and subsequently, 

the thermal proportionality factor is not also affected. Figure 3.5.3 presents the model 

prediction on ∆T and the experimental results using the Magunov’s coefficient for 

different heating times. These results are contrasted for each TTC type, presenting 

the P-type case in Figure 3.5.3 (a) and the N-type in Figure 3.5.3 (b). As observed, a 

very good agreement between theory and experiment is obtained. 

For further verification, ∆T inside the N-type TTC is also measured for two 

different P0 values and compared with the model prediction, as shown in Figure 

3.5.4. Concretely, Figure 3.5.4 (a) and (b) depict ∆T comparison for P0=30 W and 

P0=15 W, respectively, ranging the heating time from 50 µs to 250 µs. From these 

results, it can be observed as the measured ∆T in both cases are scaled by a factor 2 

which corresponds to the ratio between dissipated powers. This fact agrees with 

theory as it can be inferred from equation (3.3.1), where, at a given time, ∆T value 

only depends on the dissipated power. In both cases, the difference between 

measurements and model prediction is 17% for t=50 µs, but, from t=150 µs, it is 

drastically reduced below 5%. This higher difference for short heating times (t=50 µs 

and t=100 µs) can be associated to experimental limitations. However, the accuracy 

of this technique allows, inside a 6×6 mm2 chip, ∆T measurements as lower as 100 

mK with a discrepancy from the model prediction of 17 mK. 
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Figure 3.5.3. Extracted temperature profile compared with the prediction of equation (3.3.1) for 

several heating times, using (∂n /∂T)C Magunov’s value, for: (a) P-type substrate and (b) N-type 

substrate. Points are experimental values and lines display the predictions of the considered model 

using equation (3.3.1). 
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Figure 3.5.4. Comparison between the model results and the extracted temperature profile from the 

N-type TTC for (a) P0=30W and (b) P0=15W for several heating times, using (∂n /∂T)C Magunov’s 

value. 
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33..66  CCoonncclluussiioonnss  

A thermal calibration procedure for the IIR-LD equipment shown in Chapter 2 is 

presented. The method is based on a thermal test chip, whose behaviour is well 

described by an analytical thermal model. The structure of the thermal test chip is 

basically a 525-µm Silicon substrate with a heating resistor on its top. During short 

heating times (250 µs), a vertical heat flow is created inside the chip, maintaining its 

backside temperature constant. In these conditions, IIR-LD measurements have been 

performed at different depths, obtaining the corresponding voltage deflection signals. 

These signals have been numerically integrated along the observation depth for 

different heating times (ranging from 50 µs to 250 µs). From these results, the 

temperature rise is estimated by means of equation (3.3.1). In this expression, 

different reported values for the coefficient (∂n/∂T)C are taken into account for its 

evaluation, since (∂n/∂T)C introduces the highest error in ∇yT determination. From 

comparing experimental results and model predictions, a discrepancy less than 17% 

between theory and experiment is reached in the worst case selecting a (∂n/∂T)C of        

2.0×10-4 K-1 when a temperature rise ranging from 0 to 1.4 K is measured. Therefore, 

the presented procedure can be used to thermally calibrate optical probing 

equipments for measuring thermal behaviour of power devices, as well as to 

determine thermal parameters of other materials, such as SiC and GaN. The method 

benefits are that the fabrication of a TTC is easier than an active device, such as 

power MOSFET, due to its higher structural simplicity. 
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CChhaapptteerr  44    

FFRREEEE--CCAARRRRIIEERR  CCOONNCCEENNTTRRAATTIIOONN  

MMEEAASSUURREEMMEENNTTSS  OONN  DDIIOODDEESS  

44..11  IInnttrroodduuccttiioonn  

n order to show the equipment performances in free-carrier concentration 

measurements, high power diodes are measured. Concretely, the profiles of free-

carrier concentration and their decay time along the drift region are compared 

between an irradiated and unirradiated device. As explained in Chapter 1, the 

irradiation of bipolar devices is a common lifetime killing technique to improve their 

switching response, which changes the free-carrier behaviour inside the drift region 

of the device. This fact is totally evidenced in the performed measurements, where 

very different free-carrier distributions are obtained. Moreover, experimental results 

are also verified by electrical simulations, since, even if such diodes are not 

specifically fabricated for this work, their internal characteristics and relevant 

electrical parameters are well known. As a result, a good agreement between 

simulation results and experiment is found, demonstrating the suitability of the 

proposed IIR-LD experimental rig , not only for temperature measurements, but also 

for detailed electrical characterisation of power devices. Unfortunately, 

measurements of temperature increase only originated from device self-heating can 

not be performed due to the presence of a high contact resistance introduced during 

the preparation process, as discussed further on. 

I 
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44..22  LLiiffeettiimmee  KKiilllliinngg  MMeetthhooddss  

In lifetime killing [2], a defect distribution is generated inside bipolar power devices. 

These profiles may be created by diffusing into the device noble metal atoms or 

irradiating them with electrons or ions. In the former case, platinum or gold are 

diffused by means of a post implantation “drive in” process at high temperatures 

(700-1000ºC). Such process is performed before completing device fabrication, since 

the contact metallization will not withstand these temperatures. As a consequence, a 

constant risk of contamination of other equipments or technological process is 

possible. In addition, the used metals are extremely rapid diffusers, being very 

difficult to control and reproduce the resulting defect profiles. 

During device irradiation, incoming ions or electrons collide with target Silicon 

atoms, creating unstable mobile interstitials and vacancies. Subsequently, to stabilize 

them, an annealing process (200-350ºC) is followed. From the device electrical 

performances point of view, the most important are the divacancies V2
(-/0) and 

vacancy-oxygen pairs VO(-/0), which control the device electrical behaviour during 

low and high injection regimes [66], respectively. Although defect concentration 

depends on several factors, once the irradiation and annealing processes are well-

established the projectile energy and fluence constitute the main parameters for the 

device turn-off optimisation. This technique allows reaching a high reproducibility in 

defect creation, with the added advantage that is performed as a back-end fabrication 

process. 

Depending on the selected method, different profile shapes are created. Noble 

metals usually provide a U-shaped defect distribution along the device. In electron 

irradiation a uniformly decreased lifetime along the device is obtained. By contrast, 

defect profiles originated from ion irradiation show a prominent defect peak followed 

by a residual tail resulting from both the electronic and nuclear stopping. This 

difference between the profile shapes in ion and electron irradiation is ought to the 

much higher mass of ions, limiting the ion penetration range to be lower than the 

usual thickness of power devices. The peak position and its concentration level are 
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usually tailored by selecting the irradiation energy and projectiles fluence, 

respectively. With this technique a spatially local control of free-carriers lifetime is 

possible, giving a lot of advantages from the other ones. Nowadays, the trend is to 

combine ion irradiation with electron irradiation and noble metal diffusion, obtaining 

taylored lifetime profiles inside the device [67]. 

Up to now, the previous studies for optimal irradiation processes have been 

assisted by numerical simulation of involved physical phenomena [68], in which an 

accurate selection of the physical models and their correct parameters is required. 

Although existing traditional techniques, e. g., deep-level transient spectroscopy 

(DLTS) or C-V profiling, may provide information about recombination centres 

characteristics (energy levels and spatial distribution), the evolution of free-carrier 

concentration in the drift region for a biased device is not directly measured. In this 

framework, the free-carrier absorption technique has provided a spatially well-

resolved way to tackle this problem. By means of this technique, Rosling et al have 

measured the free-carrier concentration with electron and proton irradiated PIN 

diodes [69]. In this chapter, similar measurements with alpha irradiated power diodes 

will be performed to demonstrate the developed experimental rig functionality in 

free-carrier concentration measurements. 

44..33  DDiiooddee  SSttrruuccttuurree  aanndd  EExxppeerriimmeennttaall  CCoonnddiittiioonnss  

44..33..11  DDiiooddeess  CChhaarraacctteerriissttiiccss  
The studied devices are 100 A/2.5 kV circular power diodes (16 mm diameter, 2 cm2 

area) fabricated by Polovodiče a. s. (Prague) on 110 Ωcm N-type Silicon (FZ NTD 

<111> oriented) [70]. Their total thickness is 390 µm, also considering top and 

bottom aluminium contacts (10 µm each one). As depicted in Figure 4.3.1, their 

internal structure is based on P+PN–N+ layers, showing a wide drift region (297 µm). 

This fact is an important issue, since it allows the free-carrier measurement inside the 

device without having spatial restrictions imposed by the sample dimensions. 
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Regarding diodes termination, it consists in a positive bevel with surface 

passivation using rubber forms. The ion irradiation process, which has been designed 

by J. Vobecký, has been performed through the anode with a low fluence (1010 cm-2) 

for a given energy of 11 MeV. Afterwards, all diodes have been annealed at 200 ºC 

during 60 minutes to stabilise radiation defects. As a result, the carrier lifetime is 

slightly altered close to the PN junction depth. 
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Figure 4.3.1. Internal structure of the studied devices. 

44..33..22  EExxppeerriimmeennttaall  CCoonnddiittiioonnss  
As for the samples preparation, the diodes have been cut in stripes (diode stripes) of 

1.65×10 mm2 and, afterwards, all their lateral faces have been polished. Thereby, the 

spatial resolution and radiation power transmission are enhanced, as well as the 

recombination process on the faces is also reduced. After that, the diode stripes have 

been finally soldered and bonded on a power substrate (Insulated Metal Substrate). 

This last step introduces a high contact resistance on the measured samples, since 

their standard mounting is in press pack housing, supporting pressures about 

100 kN/cm2. However, depending on the chosen biasing conditions, this parasitic 

resistance would not excessively influence on the real distribution of free-carrier 

concentration inside the device. For this reason, the device is biased with short 

current pulses of low intensity using the DUT excitation system, previously 
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described in Chapter 2. An IGBT is connected in series with the resistive load and 

the diode under test, as shown in Figure 2.8.2. Switching on and off the IGBT, the 

diode is forward biased with current pulses up to 11 A/cm2 during 84 µs. Thus, 

device self-heating effects, as well as contact heating problems or current instabilities 

due to the high contact resistance, are avoided.  

Basically, all measurements will be performed inside the drift region, since all 

relevant physical phenomena related to forward current conduction in diodes are 

produced there. As previously explained, C is determined from power signals 

detected when the device is in off- and on-state (Vout,P0 and Vout,P, respectively) by 

using expression (2.3.1), i. e.: 
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As a calibration constant (∂α/∂C)|T, the reported value by Schlögl [40]: 

(∂α/∂C)|T =8.08×10-18 cm2 

is taken into account. This value was obtained from a calibration process for a FCA 

equipment at a laser wavelength of 1.3 µm with specifically designed PIN diode 

structures. The diode structures were biased at low current densities (below 1 A/cm2) 

to avoid influence of carrier concentration on all semiconductor physical parameters 

(carrier mobility, lifetime, etc.), being approximately constant. These conditions are 

very similar to the ones of the present work. 

44..44  SSiimmuullaattiioonn  AAssppeeccttss  ooff  tthhee  AAnnaallyysseedd  DDiiooddeess  

44..44..11  SSiimmuullaattiioonnss  MMoottiivvaattiioonn  

In order to qualitatively corroborate the measured profiles of C, device simulations 

using the software package ISE-TCAD [71] have been performed. In such electrical 

simulations, the key point lies on the correct adjustment and comprehension of 
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recombination models supported by the simulation package. Furthermore, simulation 

results also allowed the analysis of the effects of surface recombination in the 

polished lateral faces of the diode stripes. 

44..44..22  CCoonnssiiddeerraattiioonnss  oonn  RReeccoommbbiinnaattiioonn  PPrroocceesssseess  iinn  SSiimmuullaattiioonnss  

In Silicon devices, two main mechanisms are responsible of recombination processes 

during device conduction state: multiphonon assisted (Shocley-Read-Hall model –

SRH–) and band-to-band Auger [72]. The former consists in electron-hole pair 

recombination thanks to the presence of material structural defects; whereas, the 

latter is a process in which an electron and a hole recombine in a band-to-band 

transition by means of a third carrier. At low and medium free-carrier concentration, 

the SRH recombination is the dominant process, taking a higher importance the 

Auger mechanism from 1018 cm-3. 

From the simulation point of view, Auger lifetime can be easily calculated since it 

basically depends on the free-carrier concentration, which is iteratively computed 

from semiconductor equations. Nevertheless, SRH mechanism has a complex 

transient model [71] where a detailed knowledge of the defect structure is required. 

Physically, structural defects introduce allowed energy levels in the bandgap (energy 

deep-levels) that thermally capture or emit carriers. In SRH dynamic model, all 

electron transitions between conduction band, deep-levels and valence band are 

considered, following various restrictions. Once a state associated to an energy deep-

level (trap or recombination centre) is filled by an electron, it can not accept another 

one. This carrier occupying the trap can in a second step fall into an empty state in 

the valence band, thereby completing the recombination process in two steps. The 

generation process occurs conversely. This process must be taken into account for 

each one of the created defect types. 

Another important aspect in SRH recombination processes is that they can be 

produced either inside the bulk or at the material interfaces, e. g., interface Silicon-

air. In bulk recombination, electrons and holes have associated a characteristic time 
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called minority carrier lifetime, which is related to either electrons (τn) or holes (τp) 

for a given energy deep-level ET with a density of states NT. Both parameters are 

expressed as: 

Tnthn
n Nv ,

1
σ

τ =              (4.4.1) 

 

Tpthp
p Nv ,

1
σ

τ =              (4.4.2) 

where vth,n (vth,p) and σn (σp) correspond to the thermal velocity of electrons (holes) 

and trap capture cross section for electrons (holes), respectively. In diodes, when the 

high injection condition is reached, the carriers lifetime due to SRH mechanism 

(τSRH) is given by the direct addition of τn and τp [73]. τSRH can be easily measured by 

means of Open Circuit Voltage Decay (OCVD) method [74], facilitating the device 

modelling. By contrast, in surface recombination, each carrier has associated an 

equivalent parameter: the surface recombination velocity (SSRH). However, the 

measurement of such velocity is very difficult. Moreover, when surface 

recombination is not assumed, the performed simulations are less time consuming 

because of the less complex structure requirement. This dilemma about the 

consideration of surface recombination on the polished surfaces of the tested diode 

stripes is further discussed in the next subsection. 

44..44..33  SSttrriippee  DDiiooddeess  PPrreeppaarraattiioonn  EEffffeeccttss  oonn  CC  

Electrical simulations have been performed to evaluate which is the incidence of 

surface recombination effects on the C profiles. The simulated structure corresponds 

to half cross section of a diode stripe flowing a current density of 8 A/cm2, where the 

interface defined between air and Silicon at one of the lateral sides is also assumed. 

As a parameters, τSRH = 94 µs and SSRH = 2800 cm/s are used. They are extracted 

from OCVD measurements on the device and reported values measured in Silicon 

wafers polished surfaces [75], respectively. Only the electron concentration in steady 

state (Cn) is discussed here, since both free-carriers types have the same 



7744  CCHHAAPPTTEERR  44  FFRREEEE--CCAARRRRIIEERR  CCOONNCCEENNTTRRAATTIIOONN  MMEEAASSUURREEMMEENNTTSS  OONN  DDIIOODDEESS  

 

concentration in the inspected region. Moreover, the obtained results are discussed in 

terms of Cn normalized to its highest value achieved close to the PN junction (Cn,max). 

Thereby, the presented results allow the direct visualisation of recombination surface 

effects in percentual mode. 
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Figure 4.4.1. (a) 2D electrons density inside the simulated unirradiated diode where a surface recombination 

velocity of 2800 cm/s is considered. (b) Comparison of one-dimensional vertical profiles of electrons 

concentration obtained from considering (black lines) and not considering (red line) recombination at lateral 

faces, as well as electrons concentration average along the interaction length ( ). 

Figure 4.4.1 (a) and (b) contain both the 2-D and 1-D cuts of Cn /Cn,max. Figure 

4.4.1 (a) visually shows how at 600 µm from the polished lateral face, Cn /Cn,max 

profile in the drift region experiences a transition from a 1-D vertical profile to a 2-D 
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distribution, gradually decreasing until it reaches a constant value of 30 % at the 

lateral face. This effect is clearly evidenced in Figure 4.4.1 (b), where the 

consequences on assuming the surface recombination is depicted. In this figure, 

various vertical cuts of Cn /Cn,max ranging the distance from the lateral face between 

5 to 400 µm (black lines) are compared with the simulation results without assuming 

such surface effects (red line). From these simulation results assuming surface 

effects, Cn profiles at several depths inside the drift region have been averaged along 

the half interaction length (in the figure, distance from lateral face) to estimate the 

influence of surface recombination on measurements. After normalising them to 

Cn,max ( ), they are also represented in Figure 4.4.1 (b). As observed, only a 

deviation of 14 % from simulation results without considering surface effects is 

obtained. Thus, since the consideration of such effect in polished faces does not 

excessively modifies the simulation results, only bulk recombination will be assumed 

in all the performed simulations. 

44..44..44  SSiimmuullaattiioonn  PPrroocceedduurree  

For performing predictive simulations, τn and τp have been determined by fitting the 

experimental and simulated forward I-V characteristics of each diode varying NT, σn 

and σp values. The lifetime value previous to alpha irradiation has been extracted 

from the fitting process of the unirradiated diode. To account for the irradiation 

effects on carrier lifetime, the primary defect profiles generated from ion irradiation 

are simulated with a Monte Carlo simulation code called SRIM (Stopping and Range 

of Ions in Matter) [76], taking into account the projectile type, its energy and fluence. 

In this profile, only two types of defects, i. e., divacancies V2
(-/0) and vacancy-oxygen 

pairs VO(-/0), are considered. As aforementioned, each of them determines the 

lifetime change during the diode forward regimes of low and high injection, 

respectively. Finally, the profile corresponding to each defect is rescaled until 

obtaining a good fitting between experiment and simulation. In this last step, σn and 

σp values are taken from the reported values in [77]. 
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44..55  FFrreeee--CCaarrrriieerr  CCoonncceennttrraattiioonn  MMeeaassuurreemmeennttss  

44..55..11  TTiimmee  EEvvoolluuttiioonn  ooff  FFrreeee--CCaarrrriieerr  CCoonncceennttrraattiioonn  

Figure 4.5.1 (a) and (b) show the typical waveforms of C inside the drift region at 

various depths (y, origin taken at PN junction) of the irradiated and unirradiated 

devices (current density of 8 A/cm2), calculated from measured power signals by 

using expression (4.3.1). As this figure shows, the evolution of C is well resolved in 

time thanks to the good time response of the designed post-processing circuit, shown 

in Chapter 2. The peaks of the C waveform at turn-on and -off instants are induced 

by the excitation circuit (IGBT switching and stray inductances). From these graphs, 

it is clearly evidenced that C increases with time until reaching its steady state value 

in both devices. In steady state, the irradiated diode has a lower level of free-carriers 

closer to the ion penetration range, and shows a C increase of 50% along the device 

drift region. On the contrary, the unirradiated diode shows a higher C value with a 

lower variation (22%) along the drift region. Once the IGBT is switched off, the 

behaviour of C during the diode turn-off is also observed depicting the free-carriers 

decay by recombination. As observed from Figure 4.5.1, both devices show different 

free-carriers decay waveforms. For a further insight to these differences in behaviour 

between irradiated and unirradiated devices, the measured profiles of C in steady 

state (CSS) and the decay time (τdec ) along the drift region are analysed in the next 

section, also comparing CSS measurements with simulation results. τdec has been 

derived by fitting a exponential decay function and extracting the corresponding time 

constant. 
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Figure 4.5.1. Measured waveforms of the time evolution of free-carrier concentration at various depths inside the 

drift region (y) for irradiated (a) and unirradiated (b) diodes, when a current density of 8 A/cm2 is flowing 

through them. 

44..55..22  SStteeaaddyy  SSttaattee  FFrreeee--CCaarrrriieerr  aanndd  DDeeccaayy  TTiimmee  PPrrooffiilleess  

Figure 4.5.2 graphically illustrates the ion irradiation effect on CSS at a current 

density of 5 A/cm2. In this graph, the experimental (points) and simulation (solid 

lines) results are compared. In addition, the background doping profile (brown 

dashed line) is also shown for a better comprehension. From the simulation results, it 



7788  CCHHAAPPTTEERR  44  FFRREEEE--CCAARRRRIIEERR  CCOONNCCEENNTTRRAATTIIOONN  MMEEAASSUURREEMMEENNTTSS  OONN  DDIIOODDEESS  

 

can be observed that the electron (Cn, black solid lines) and hole (Cp, red solid lines) 

concentrations reach the same level along the drift region for both devices (high 

injection condition). By contrast, Cp and Cn are very different outside this region. 

Depending on the difference between free-carriers and doping concentrations, Cn and 

Cp either increase following the doping profile (majority carrier case) or rapidly 

decrease to very low concentrations (minority carrier case). The main difference 

between both devices stems from the behaviour of Cn and Cp in the drift region. In 

comparison to the unirradiated case, the created defects at the ion penetration range 

induce a decrease in CSS along the drift region. As Figure 4.5.2 shows, this fact is 

experimentally observed, obtaining a good agreement with simulation results. 
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Figure 4.5.2. Comparison between experiment ( , ) and simulation results (solid lines) for both devices, also 

showing holes (red solid lines) and electron (black solid lines) densities (Cp, Cn), as well as the doping profile 

(brown dashed line), along the entire device. 
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Figure 4.5.3. Comparison of free-carriers in the drift region between measurement (points) and simulation (solid 

lines) at current densities of 2.75 ( ), 5 ( ), 8 ( ), and 11 ( ) A/cm2 for both diodes: irradiated (a) and 

unirradiated (b). From simulation results, holes (red solid lines) and electron (black solid lines) densities (Cp, 

Cn), as well as the doping profile (brown dashed line) are also shown. 
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Figure 4.5.3 (a) and (b) illustrate the dependence of CSS profiles on current density 

for the irradiated and unirradiated diodes, respectively. For this purpose, several CSS 

profiles have been determined from measurement and simulation at 2.75, 5, 8, and 

11 A/cm2. From this graph, it can be extracted that in both cases, CSS increases with 

the current density, maintaining its profile shape. From the comparison between 

simulation and experiment, they qualitatively agree, as well. As observed from 

Figure 4.5.3 (a), the difference in values between experiment and simulation 

increases, when the current density decreases. Nonetheless, the higher discrepancies 

between experiment and simulation are observed in the unirradiated diode when CSS 

is measured closer to the cathode side. As Figure 4.5.3 (b) shows, experimental 

points deviate their trend respect the simulation results. This fact could be due to the 

aforementioned problems in the diode stripe mounting. In particular, from the 

measured I-V characteristic, a peculiar quadratic shape is observed that should be 

explained with a current-dependent contact resistance or N+ emitter efficiency [27]. 

All these relevant physical effects are not considered in the performed device 

simulations. 
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Figure 4.5.4. Comparison between the measured carriers decay time τdec for both devices ( , unirradiated; , 

irradiated). 
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Figure 4.5.4 compares τdec between both diodes only in the drift region (y, origin 

is at the junction). The error in τdec is obtained from the exponential fitting performed 

on the carrier decay of the measured C waveforms. Its spatial error is associated to 

the beam radius averaged along the interaction length with the diode (±12.5 µm). 

The main difference between them is the sudden increase of τdec from 4 to 15 µs 

experienced closer to the ion penetration range (PN junction) for the irradiated diode 

( ), which contrasts to the constant profile (around 20 µs) obtained in the other case 

( ). This fact gives evidence for the local lifetime change, as previously noticed, 

and allows direct observation of the irradiation effects inside the device. 

44..66  CCoonncclluussiioonnss  

In order to show the functionality in free-carrier concentration measurements of the 

developed IIR-LD equipment, the ion irradiation effects on free-carrier concentration 

of power diodes have been experimentally determined. For this purpose, the free-

carrier concentration is measured in an irradiated and unirradiated diode. From the 

comparison between experimental results, it is clearly demonstrated how the free-

carrier concentration in steady state, jointly with carriers decay time, are modified. 

Such measurements have been performed biasing the diode at low current density 

levels (up to 11 A/cm2) during short times (84 µs) to avoid the parasitic effects of the 

high contact resistance existing between substrate and diode. Moreover, due to the 

heating effects associated to this resistance, internal temperature increments purely 

due to device physics can not be measured. For this reason, further efforts must be 

directed towards packaging improvement for this type of samples prior to proceed to 

the internal temperature measurement. For further verification of experimental 

results, the measured free-carrier concentration has been compared with the derived 

one from performed electrical simulations. The agreement between both is 

qualitatively good. Simulation and measurements show that in irradiated diodes, a 

higher discrepancy at lower current densities is observed, whereas in the other 

devices, the deviation is higher close to the cathode. This fact should be related to 

experimental limitations on current measurements performed by a hall effect probe, 
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IIR-LD set-up accuracy and relevant effects not considered in the performed 

simulation. Despite all these problems, the time related to waveforms decay, which 

depends on free-carriers lifetime, at various depths and free-carriers concentration 

along the drift region have been extracted, being possible to observe the local effects 

induced by the irradiation process. 
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55..11  IInnttrroodduuccttiioonn  

n order to show the versatility and spatial resolution of the developed IIR-LD 

experimental rig, electro-thermal phenomena in a very thin region inside 600 V 

PT-IGBTs are inspected. Concretely, unirradiated and proton irradiated 600V PT-

IGBT devices (5.9 × 5.9 mm2) are investigated. In these devices, the dimensions of 

the drift regions are similar to the beam diameter. Under these spatial restrictions, the 

free-carrier concentration and temperature gradient are measured only in the middle 

of the low doped region. From the temperature gradient measurements, two thermal 

parameters, i. e., heat diffusion time and temperature gradient in steady state, are 

extracted by using a simple analytical model. 

55..22  IImmppoorrttaannccee  ooff  IIGGBBTTss  iinn  PPoowweerr  EElleeccttrroonniiccss  

Due to the diversity of Power Electronics applications, the development of a unique 

power switch has been impossible [78]. However, the commercial power switch 

which currently covers a wider application range are IGBTs. This versatility arises 

from its hybrid nature between bipolar and MOS-gated transistors, i. e., low forward 

voltage drop and voltage gate control. Thus, IGBTs offer a current handling capacity 

ranging from 20 A to several kA, a blocking voltage up to 6.5 kV, and a maximum 

switching frequency up to 50 kHz . These performances are achieved thanks to new 

design concepts, which have provided them this spectacular growth in the last 10 

years. 

I 
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Figure 5.2.1. View of the basic half-cell cross-sections of the main types of IGBTs: (a) NPT-IGBT (b) PT-IGBT. 

From the technological point of view, IGBTs, as well as power MOSFETs, 

comprise an array of thousands of single cells (or basic cells) interconnected in 

parallel that allows them conducting the current ratings required in power 

applications. Depending on their basic cell structure (c.f. Figure 5.2.1 (a) and (b) ), 

they may be categorised in punch-trough (PT) and non-punch-trough (NPT). In both 

cases, the basic cell consists of a PNP bipolar transistor (P+ injecting layer, N− drift 

region, and P body) whose base (drift region) is driven by a N-channel MOSFET (N− 

diffused region, body, and drift region). Depending on the gate voltage, the N-

channel is turned-on or turned-off, controlling the base current. Thereby, the carrier 

injection process is monitored. In the blocking state, apart from the device 

terminations, the voltage is supported by the junction between the drift region and P 

body. The main structural difference between both types of IGBTs is the presence of 

an additional N+-layer (buffer layer) in PT-IGBTs, as observed from Figure 5.2.1 (a) 

and (b). Thanks to this layer and with the same edge termination structure, PT-IGBTs 

may support the same blocking voltage as their counterparts with a thinner drift 

region . As in the case of diodes, IGBTs also store a certain amount of carriers in the 

drift region that increase their power losses and time response during the turn-off. 

This feature can be improved by applying lifetime killing methods. Nowadays, these 
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techniques are widely used in NPT-IGBTs [79] specially ion or proton irradiation, as 

explained in the previous chapter. In order to perform temperature measurements 

inside IGBTs, NPT-IGBTs are better candidates than their counterparts because of 

their wider drift region (high blocking voltages), allowing the inspection inside the 

device at various depth. However, NPT-IGBTs have not been available in this work, 

presenting only thermal phenomena measurements in PT-IGBTs. This fact 

introduces some difficulties for the determination of temperature increase inside such 

devices, as explained in the next sections.  

55..33  PPTT--IIGGBBTTss  SSttrruuccttuurree  aanndd  EExxppeerriimmeennttaall  CCoonnddiittiioonnss  

55..33..11  PPTT--IIGGBBTTSS  CCaarraacctteerriissttiiccss  
The studied devices are squared 5.9 × 5.9 mm2 600V PT-IGBTs fabricated at clean 

room facility of Centre Nacional de Microelectrònica (CNM). Its fabrication process 

includes 8 photolithographic steps on 4 inch <100> wafers. In order to proceed to 

proton irradiation of the fabricated devices, the processed wafers have been polished 

from the backside and their final P+-substrate thickness was 375 µm. Its internal 

structure corresponds to a P+-substrate (boron doping concentration of 2×1019 cm-3), 

N+-buffer layer (thickness of 10 µm and phosphorus doping of 1017 cm-3) and N–-

epilayer or drift region (thickness of 60 µm and phosphorus doping of 1014 cm-3). All 

these dimensions have been summarized in Figure 5.3.1, where the cross-sectional 

view of the IGBT basic half-cell is shown. In this case, the inspected region is much 

thinner than the previously studied diodes. This fact restricts the temperature 

gradients measurements inside the drift region, as explained futher on. 

Designed by J. Vobecký [80], the proton irradiation process was performed from 

the device backside, avoiding damage in the MOS structure of the IGBT. As a result, 

a defect concentration peak inside the drift region, 54 µm from the device topside, 

has been obtained for a proton energy of 7.35 MeV and a dose of 3×1012 cm-2. The 

devices irradiated with these parameters are not optimal from the application point of 

view, since they present high power dissipation losses (high forward voltage drop) 
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during on-state. Nevertheless, they have been useful to validate the IIR-LD 

equipment comparing their thermal behaviour with that of the unirradiated devices. 
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Figure 5.3.1. Cross-section of the basic half-cell of the 600V PT-IGBT, showing its main parts and dimensions. 

55..33..22  EExxppeerriimmeennttaall  CCoonnddiittiioonnss  
As in the previous chapter, the preparation process required by both studied IGBTs 

comprises polishing their lateral sides which interact with IR-radiation and soldering 

them on an insulated metal substrate (IMS). In contrast to the diode stripes, full size 

IGBTs (5.9 × 5.9 mm2) are measured at only one inspection depth, because of the 

thinner drift region of these IGBTs in comparison to the average value of beam 

diameter along the interaction length (35 µm). As Figure 5.3.1 shows, the 

temperature gradient has been measured at y0=35 µm, thereby avoiding the beam 

reflections at the top metallization and N+-buffer layer boundary. Performing such 

measurements is very difficult since a perfect alignment along the optical axis must 

be assured. Moreover, the device terminations, are not affected by the polishing 

process, not having surface recombination as in the diodes case. In addition, This fact 

allows applying relatively high voltages to the devices to obtain high collector 

currents without influencing on the free-carrier concentration distribution inside the 

IGBT. 

By means of the developed system for DUT excitation, the devices have been 

switched on and off applying short voltage pulses of 10 V at their control terminal by 
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means of the excitation circuit described in Chapter 2 (Figure 2.8.2). The pulse 

duration (ton) ranges from 100 µs to 300 µs in the unirradiated case, and from 50 µs 

to 400 µs in the other case. By adjusting the voltage source VCE, collector current 

levels (ICon) ranging from 5 to 15 A are induced during device on-state. In these 

conditions, the temperature at the PT-IGBT backside is maintained constant, since 

the generated heat flux has not enough time to reach there. Moreover, these 

experimental conditions are very favourable to compare experiment and simulation 

results with analytical model predictions, which will also allow thermal parameter 

extraction, as demonstrated further on. 

55..44  DDeefflleeccttiioonn  SSiiggnnaallss  SSiimmuullaattiioonn    

55..44..11  MMoottiivvaattiioonn  aanndd  EElleeccttrroo--tthheerrmmaall  SSiimmuullaattiioonn  CCoonnddiittiioonnss  
In order to qualitatively understand which are the main contributions to the beam 

deflection signal, numerical 2-D electro-thermal simulations (ISE-TCAD package 

[81], DESSIS-ISE) have been performed to assist the experimental investigations. 

For this purpose, only the unirradiated device has been analysed. As discussed 

further on, in this device the electro-thermal coupling is produced when measuring 

the deflection signals, in contrast to the irradiated one (only temperature gradient 

measurements are available). The test conditions are reproduced for ton= 100 µs and 

ICon = 10 A. In the chosen experimental conditions, the heat conduction from the top 

of the device to the IMS substrate (acting as heat-sink) is the predominant cooling 

mechanism. Moreover, because of the low dissipation energies involved in the tests 

(short excitation pulses), the temperature at the chip backside is considered 

isothermal during the simulations. 

55..44..22  EElleeccttrroo--tthheerrmmaall  SSiimmuullaattiioonn  RReessuullttss  
The main simulation results are summarised in Figure 5.4.1 and Figure 5.4.2. Figure 

5.4.1 demonstrates that holes concentration profile in steady state increases along the 

drift region, where y is the depth inside the device (origin at the N−-epitaxy top). 

Furthermore, their dependence on ICon as dictates the conductivity modulation is also 
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depicted. This behaviour is also observed for electrons concentration as a 

consequence of high injection condition, which forces the same concentration values 

for both carriers. However, these free-carrier concentration profiles can not be 

exactly measured because of the set-up spatial resolution (beam diameter). As shown 

further on, an average value of free-carrier concentration is obtained inside the drift 

region. 
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Figure 5.4.1. Simulated profile of holes concentration corresponding to a cut under the channel. 

Figure 5.4.2 illustrates the evolution of internal temperature obtained from the 

performed simulation. As observed from this figure, the internal temperature raises 

during device on-state with a maximum in the channel region (y=0 µm). Moreover, 

in the P+-substrate-N+-buffer junction (y=70 µm, dashed lines), a gradient variation is 

produced. The curves of Figure 5.4.2 corresponding to t=125 µs and t=150 µs show 

the cooling process. From these simulation results, temperature gradient dependence 

on device depth (y) can be observed. This gradient is not constant under short current 

pulses, as in steady state (see inset of Figure 5.4.2), and it is difficult to extrapolate 

the absolute temperature from the gradient measured at only one depth within the 

drift region (y0=35 µm). For this reason, only measurements of the temperature 
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gradient can be presented during transient state. In steady state, the reached 

temperature gradient provides only information on the drift region, since as the inset 

of Figure 5.4.2 illustrates, two different slopes are found. This fact is mainly related 

to the location of two heat generation sources inside the device, at the topside (due to 

contact and N-channel dissipation by Joule effect) and junction defined between the 

N+-buffer layer and P+-substrate, which originate such difference between the 

observed temperature gradients. Subsequently, since the temperature measurement at 

the P+-substrate-N+-buffer junction is not directly available; the temperature increase 

referred from the device backside can not be measured. For this reason, only the 

steady state temperature gradient inside the drift region will be shown. Furthermore, 

as a first approximation, the main contribution to the generated heat is due to the heat 

source located at the device topside, since in the junction, a slight temperature 

variation is observed in Figure 5.4.2. 
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Figure 5.4.2. Simulated time evolution of vertical temperature distributions in the unirradiated PT-IGBT. 

55..44..33  EExxppeecctteedd  DDeefflleeccttiioonn  SSiiggnnaallss  
As confirmed from simulation results, temperature and free-carrier concentration 

only depend on the device depth in the central and deeper part of the drift region 

because of the chosen experimental thermal conditions and internal device physical 

behaviour (vertical conduction in the drift region). Therefore, only vertical beam 

deflections are expected. To infer the beam deflection signal, the refraction index 
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gradient ∇y n in the centre of the drift region is evaluated from simulation results. For 

this purpose, C and T are taken at two different depths to calculate ∇y C and ∇y T. 

Finally, the refraction index gradient is evaluated by means of the following 

equation: 

T
T
nC

C
nn y

C
y

T
y ∇⎟

⎠
⎞

⎜
⎝
⎛

∂
∂+∇⎟

⎠
⎞

⎜
⎝
⎛

∂
∂=∇      (5.4.1) 

where (∂n/∂T)|C =2.0×10-4 K-1 is taken from the derived value in Chapter 3, and 

(∂n/∂C)|T =3.57×10-21 cm3 is used from the reported result by Soref et al [31], 

presented in Chapter 2. 

Figure 5.4.3 summarises the forward collector current IC and the time evolution of 

the three mentioned gradients extracted from simulation results. As shown in these 

waveforms, IC is applied at instant t=0 (Figure 5.4.3 (a)). During the conduction time 

ton, a ∇y C is firstly established (Figure 5.4.3 (b)). Then, a ∇y T is produced as a result 

of the heat dissipated on the device top region. As a consequence of these two 

physical effects (thermal and electrical), a vertical Silicon refraction index gradient 

∇y n appears. During the conduction state, ∇y C, ∇y T, and ∇y n show an initial fast 

variation during the first 4-5 µs. After t=3 µs, the value of ∇y C is constant, while 

∇y T slowly rises in absolute value. The addition of these two tendencies can be 

observed in the ∇y n. When the device is turned off, the ∇y n reaches its minimum 

value which corresponds to the maximum of the electrical power losses shown in 

Figure 5.4.3 (a). Afterwards, n initial value is restored and ∇y n returns to zero, due to 

heat evacuation mechanisms (mainly conduction to the backside IMS substrate). This 

fact establishes finally the temperature to its equilibrium value. 
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Figure 5.4.3. Summary of the numerical simulation results for the PT-IGBT (forward collector current pulse 

ICon=9 A and ton=100 µs): (a) collector current IC, (b) free-carrier concentration gradient, (c) temperature 

gradient, (d) refraction index gradient. Gradients evaluated in the drift region using two coordinates y1=22.5 µm 

and y2=47.5 µm. 

 

55..55  PPeerrffoorrmmeedd  mmeeaassuurreemmeennttss  

55..55..11  BBiiaass  WWaavveeffoorrmmss  ooff  tthhee  AAnnaallyysseedd  IIGGBBTTss  
For a better comprehension of the experimental results presented in the next 

subsections, the typical bias waveforms (VCE and IC) and dissipated power losses for 

both devices are shown in Figure 5.5.1 (a) and (b). The dissipated electrical power 

Pdissipated is computed from VCE and IC waveforms, while dissipated energy Edissipated is 

deduced by numerical integration of Pdissipated  during ton (the on-state bias time). In 

Figure 5.5.1 (a), the maximum power losses in the unirradiated device are produced 

during the device turn-off process, whereas, in Figure 5.5.1 (b), the main dissipation 

losses in the irradiated IGBT are produced during the device on-state. This difference 
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in the electrical behaviour is due to the lifetime local reduction caused by the proton 

irradiation, increasing on-state voltage drop and diminishing the turn-off time. 

-25 0 25 50 75 100 125 150
-10

-5

0

5

10

15

20

-10

-5

0

5

10

15

20

0

50

100

150

200

250

300

Unirradiated
Device

(a)

IC 

I C
 [A

]

Time [µs]

100 µs

VCE

 V
C

E
 [V

]

 

Pdissipated

 P
dissipated  [W

]

 
 

-25 0 25 50 75 100 125 150
-10

-5

0

5

10

15

-15

-10

-5

0

5

10

15

20

25

30

35

0

50

100

150

200

250

300

350

400

450

500

550
Irradiated

Device
IC 

100 µs

I C
 [A

]

Time [µs]

(b)

VCE

 V
C

E
 [V

]

Pdissipated

 P
dissipated  [W

]

 
 

Figure 5.5.1. Typical waveforms obtained for both biased PT-IGBT (ton=100µs, ICon=10A, VGE=10V): (a) 

unirradiated, Edissipated=2.80 mJ, (b) irradiated, Edissipated=15.53 mJ. 
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55..55..22  MMeeaassuurreedd  FFrreeee--CCaarrrriieerrss  EEvvoolluuttiioonn  iinn  tthhee  DDrriifftt  RReeggiioonn  
Figure 5.5.2 depicts the time evolution of C inside the drift region of the unirradiated 

PT-IGBT at current levels of 5, 10 and 15 A (ton= 100 µs), calculated by using 

expression (4.3.1). As observed from this figure, C is injected to the device drift 

region at the device turn-on instant, reaching a constant level during the on-state for 

each bias current. Once the device is turned-off, the injected free-carriers are 

removed by recombination and diffusion mechanisms. This effect corresponds to the 

observed free-carrier concentration decay in Figure 5.5.2. During device on-state, the 

obtained free-carrier concentrations are higher than the simulated ones (see Figure 

5.4.3 (b)). The reason is that C corresponds to an average value inside the drift 

region, because its thickness (60 µm) is similar to the average value of the spot 

diameter along the interaction with the device (35 µm). As inferred from Figure 

5.5.2, C is linearly related to the current. This fact is a direct consequence of carrier 

conductivity modulation, by which the drift region resistance is reduced during 

device on-state. 
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Figure 5.5.2. Measured free-carrier concentration inside the drift region of the unirradiated PT-IGBT 

The measurement of free-carriers concentration inside the drift region of 

irradiated PT-IGBT is not possible. This is a direct consequence of the irradiation 
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process. Due to the fact that defects range is situated inside the drift region, free-

carriers rapidly recombine being impossible to produce the conductivity modulation 

effect. As a result, the irradiated IGBT behaves as a power MOSFET with a high 

series resistance. Therefore, the high injection condition is not reached and free-

carrier concentration measurements are not available. 

55..55..33  TTeemmppeerraattuurree  GGrraaddiieenntt  CCoommppaarriissoonn  DDeeppeennddiinngg  oonn  IICCoonn  
Figure 5.5.3 (a) and (b) represent the measured temperature gradients in the 

experimental conditions previously explained. The most relevant result is the 

qualitative coincidence between the experimental waveforms of Figure 5.5.3 (a) and 

the simulated one of Figure 5.4.3 (c). It is also possible to distinguish that the 

irradiated PT-IGBT presents a higher temperature gradient during on-state. In 

addition, ∇yT increases with the bias current for both devices. This expected 

behaviour is a consequence of the increase of Joule power losses with bias current. In 

the case of the unirradiated PT-IGBT, the value of temperature gradients (at the time 

instant t=ton) ranges from –0.5 to –1.4 mK/µm for a collector current and dissipated 

energies ranging from 5 to 15 A and 1.05 to 5.35 mJ, respectively. Similar 

measurements of the irradiated PT-IGBT for two pulse durations (50 µs and 100 µs) 

provide, for bias currents from 5 to 10 A, the following ranges of results: temperature 

gradients from –0.5 to –3 mK/µm and dissipated energies from 1.77 to 15.53 mJ. 

From these results, it can be observed that for similar dissipated energies, the 

measured temperature gradients are alike independently of the inspected device. The 

main difference between both devices is the temperature gradient peak (for ICon 10 

and 15 A) depicted in Figure 5.5.3 (a) that cannot be resolved in Figure 5.5.3 (b). 

This is directly related to the observed peak in the turn-off losses represented in 

Figure 5.5.1 (a), which is associated to the recombination of the stored charge in the 

drift region of the unirradiated PT-IGBT. This process is extremely fast in the 

irradiated device (100 ns). 
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Figure 5.5.3. Measured temperature gradients in the PT-IGBT drift region (y0=35 µm) for: (a) unirradiated and 

(b) irradiated device. 

55..55..44  TTeemmppeerraattuurree  GGrraaddiieenntt  CCoommppaarriissoonn  DDeeppeennddiinngg  oonn  ttoonn  
Figure 5.5.4 shows the time evolution of the temperature gradient in the drift region 

for each PT-IGBT. As in the previous case, a different thermal behaviour has been 

also obtained. In general, all curves can be divided in two clearly distinguishable 



9966  CCHHAAPPTTEERR  55  IIIIRR--LLDD  MMEEAASSUURREEMMEENNTTSS  OONN  IIGGBBTTSS  

 

regimes of dissipation corresponding to on-state and turn-off losses inducing the 

observed evolution of temperature gradients.  
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Figure 5.5.4. Temperature gradient evolution for IC=10 A and VGE=10V at several ton values, corresponding to: 

(a) unirradiated device, (b) irradiated device. 

The main differences between both thermal behaviours are: higher on-state power 

losses for the irradiated device, and for the unirradiated one, a power peak related to 

turn-off process. For the irradiated PT-IGBT, the temperature gradient during on-

state reaches –3.3 mK/µm versus –0.8 mK/µm achieved for the unirradiated one. As 

in the previous subsection, the main difference is in the device behaviour during the 
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turn-off, where the temperature gradient peak due to turn-off process rises to              

–1.4 mK/µm. All these experimental values agree with the temperature gradients 

deduced from the simulations of Figure 5.5.1 for y0= 35 µm. Moreover, in this figure 

it can be observed that in all the measurements, the temperature gradient 

approximately reaches the same level in steady state. 

55..55..55  TThheerrmmaall  PPaarraammeetteerrss  EExxttrraaccttiioonn  
From all these experimental results, the heat diffusion time and the steady state 

temperature gradient are determined. As shown in simulation results, the PT-IGBT 

can be approximated as a semi-infinite slab where all power dissipation is almost 

produced at the device top. Once heating effects reach the inspection depth (heat 

conduction), the temperature in the channel region has been uniformly distributed on 

the device surface, therefore depending only on the device depth. However, this 

assumption is valid only for ton intervals shorter than the time required for the heat to 

diffuse from the topside to the backside of the device. 

Within these hypotheses, the following expression for the temperature gradient in 

terms of physical magnitudes is derived [82]: 

∇y T (ton) = –∇y T |0 ( )[ ]onheat terf τ−1   (5.5.1) 

where ∇y T|0 and τheat correspond to the steady-state temperature gradient and the 

heat diffusion time, respectively. τheat is related with the device depth as dictates: 

τheat = y0
2/4Dα    (5.5.2) 

where y0 and Dα describe the device inspection depth and the thermal diffusivity of 

Silicon, respectively. Thus, the heat diffusion time is determined by fitting equation 

(5.5.1) to experimental results. Figure 5.5.5 summarises the obtained results for both 

devices and the corresponding extracted parameters for ICon =10 A. The fit 

parameters for each curve are: τheat = 4.47±0.42 µs, ∇yT|0= –0.95±0.2 mK/µm for the 

unirradiated device; and τheat = 4.33±0.17 µs, ∇yT|0 = –3.90±0.2 mK/µm for the 

irradiated one. As observed from Figure 5.5.5, experiment is quite well described by 
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theory, obtaining that both devices present the same τheat. This is a direct 

consequence of the fact that the proton irradiation process only changes the device 

electrical behaviour (introduction of recombination centres) maintaining the same 

thermal diffusivity. The obtained value of ∇yT|0 for the unirradiated IGBT is in good 

agreement with the steady state thermal simulation of the inset in Figure 5.4.2. 

Moreover, from the calculated values of τheat, the thermal diffusivity of Silicon can 

be estimated using expression (5.5.2). We obtain thermal diffusivity values for the 

unirradiated and irradiated PT-IGBT of 68.51 mm2/s and 70.72 mm2/s, respectively, 

being in good agreement with the values reported in the literature (89 mm2/s in [83]). 

The discrepancy between measured and reported values (less than 15%) is included 

in the experimental error. 
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Figure 5.5.5. Temperature gradient as a function of ton for ICon=10A corresponding to each device. Lines show 

the corresponding fitting curves, according to expression (5.5.1). 
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55..66  CCoonncclluussiioonnss  

In this chapter, 600V PT-IGBT devices (5.9 × 5.9 mm2) have been investigated with 

the developed IIR-LD experimental rig. The only structural modification between the 

two analysed devices is the introduction of local excess carrier recombination centres 

in its drift region, which is externally manifested in a very different thermal 

behaviour between them, allowing the comparison of their temperature gradients 

inside the drift region. To show the temperature gradient behaviour of both devices, 

two types of experiment are performed: changing the bias current level and 

conduction time. In such conditions, the dissipated energy inside both devices is 

varied. As a result, it has been observed how the temperature gradient only is related 

to the dissipated energy in each situation. The irradiated device shows higher 

dissipation losses than the other inspected device, since conductivity modulation is 

not produced. This fact is deduced from the performed free-carrier concentration 

measurements, where power radiation absorption is not observed. Consequently, 

higher dissipation losses are produced during on-state in this device. All this 

information is extracted with only performing one measurement inside the drift 

region. 

Furthermore, the possibility to extract thermal parameters from both devices is 

also shown. By using a simple analytical model for temperature gradient, the heat 

diffusion time and temperature gradient in steady state are derived. It is observed that 

both devices present the same heat diffusion time, whereas the temperature gradient 

in steady state is higher in the unirradiated case. These experimental results agree 

with the expected electro-thermal behaviour which is that the proton irradiation 

process does not change the thermal diffusivity of Silicon, and that the major 

dissipation observed in the unirradiated device is due to the free-carrier lifetime 

control. 
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110011  

GGEENNEERRAALL  CCOONNCCLLUUSSIIOONNSS  

he characterisation of semiconductor devices has an important role in 

Microelectronics; specially in the case of power semiconductor devices, where 

the thermo-electrical characterisation is an essential aspect to study their behaviour. 

In several Power Electronics applications, electro-thermal phenomena have the same 

relevance as functional and electrical response of such devices. In all of them, the 

internal self-heating generates an internal temperature rise, changing their nominal 

electrical parameters. Moreover, this internal temperature increase controls various 

degradation mechanisms, being an important parameter in device reliability studies. 

Another parameter which is very important in electro-thermal characterisation of 

power devices is the internal distribution of free-carrier concentration. For instance, 

it determines the turn-off time and switching losses of bipolar devices. Although 

traditional characterisation techniques based on electrical measurements have been 

used during long time to determine temperature and free-carriers values, their main 

disadvantage is that they obtain an average value of the measured parameter over all 

the device. However, in some cases, such as the calibration of electro-thermal 

predictive simulations, a higher spatial resolution is required. Consequently, different 

spatially resolved techniques have appeared during the last 30 years. Among them 

the most versatile are the methods based on laser probe beam which longitudinally 

passes through the device. Apart from the laser radiation power, the electro-thermal 

sensitive properties of the probe beam are basically its radiation phase and trajectory 

deflection. These phenomena are due to the modulation of refractive index and 

absorption coefficient by free-carriers concentration (plasma-optical effect) and 

temperature (thermo-optical effect). Depending on the used electro-thermal sensitive 

parameter, these techniques are categorised in interferometric methods (radiation 

T 
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phase shift) and internal IR-laser deflection (IIR-LD). In IIR-LD, the physical 

mechanisms which are involved in the beam deflection are the gradients of free-

carrier concentration and temperature, inducing a refractive index gradient. 

Moreover, as the free-carrier concentration can be determined from power radiation 

absorption measurements, the IIR-LD equipment can be easily adapted for 

performing free-carrier absorption (FCA) tests. Subsequently, temperature gradients 

and free-carrier concentration are simultaneously determined. 

In this framework, an experimental rig based on the IIR-LD technique has been 

designed to test biased power devices. The developed equipment allows 

measurements of internal temperature distributions, being a complementary tool of 

the IR-thermography system available at CNM. Although the IIR-LD method is not 

presented for the first time, this work describes how to optimally design this kind of 

optical equipment by means of very simple expressions and principles. As far as we 

know, in Europe only another equipment of these characteristics exists currently. 

The IIR-LD experimental rig can be divided in three main set-ups: optical, 

mechanical, and electrical. The optical set-up is formed by an IR-laser source 

(λ=1.3 µm) and an optical system (two lenses and a beam collimator). By means of 

the optical system, the beam diameter across the device under test (DUT) is 

controlled. This fact is an important issue, because the spatial resolution depends on 

the beam spot dimensions. In this work, the beam shape along the interaction with 

the DUT has been optimised for typical DUT lengths, achieving a spatial error of 

11 µm for 5 mm devices. 

The mechanical set-up is constituted by six displacement modules, allowing the 

displacement for the collimator, each lens, DUT, and sensor. Each displacement 

module consists of different micro-positioning stages and adapting pieces, which 

assure a spatial error lower than the introduced one by the probe beam (±7 µm in the 

worst case). All the displacement modules are supported on an optical breadboard to 

isolate the experimental rig from environmental mechanical vibrations. 

The electrical set-up consists of the radiation power and deflection sensing 

system, the DUT excitation system, and the acquiring signal equipment. The 
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radiation power and deflection sensing system is formed by a four-quadrant 

photodiode sensor (FQP), I/V converter (FQP preamplifier), and post-processing 

signal circuit. Concretely, the post-processing signal circuit implements real-time 

arithmetical operations among the signals incoming from the FQP. The power and 

deflection sensing system has been designed and optimised to obtain a high 

resolution in radiation power measurements, position sensing, and time. 

Electronically, these requirements can be interpreted as a constraint on the noise 

level (deflection and radiation power resolution) and bandwidth (time resolution). 

For a 2 mW radiation working power, the noise level of deflection signals is 

14 mVrms, while the radiation power one is 3.5 mVrms. This fact provides a spatial 

and radiation power resolution of 2 µm and 12 µW, respectively. Concerning the 

system bandwidth, a 1.4 MHz is obtained approximately providing a 350 ns time 

resolution, which is required to resolve free-carriers concentration evolution. To the 

best of our knowledge, post processing circuits with such a wide bandwidth and a 

low noise figure are not commercially available (we have found a maximum 

bandwidth of 25 KHz). In our opinion, the proposed circuit could be of major interest 

in scientific applications requiring fast photo-detection performances, such as the 

IIR-LD technique. 

As for the DUT excitation system, a modified Buck converter has been 

implemented to bias the DUT with short current pulses. This system can be divided 

in three functional sub-circuits: the Buck converter, MOS-gated drive circuit, and 

synchronisation and control unit (SCU). The Buck converter is the main sub-circuit 

where all passive components and power devices are connected. The MOS-gated 

drive circuit controls the state of MOS-gated power devices. The SCU manages the 

activation or deactivation of both drivers, as well as their synchronisation. All these 

actions are performed from an external control signal Vgenerator provided by a 

waveform generator. 

Concerning the acquiring equipment, an A6312 Tektronix Hall Effect current 

probe (with a bandwidth of 100 MHz), along with its AM 503B Tektronix amplifier, 

and a TDS 744A four channel digitizing oscilloscope perform the measurement of 
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the biasing current and all output signals of the sensing system, respectively. 

In this work, the set of equations relating the measured signals to temperature 

gradients and free-carriers concentration are also derived (see Appendix A). In 

addition, it is also argued that the refractive index and absorption coefficient are 

linearly related to temperature and free-carriers concentration, as further discussed in 

Chapter 2. Therefore, the first step towards any measurement is the determination of 

the proportionality factors relating the refractive index and absorption coefficient to 

free-carrier concentration and temperature. Consequently, a research in the literature 

resources has been performed for the experimental conditions of this work 

(λ = 1.3µm). However, discrepancies were found among the reported values in the 

case of the refractive index dependence on temperature (∂n/∂T)C. Subsequently, a 

thermal calibration procedure for the IIR-LD equipment has been carried out. The 

method is based on a thermal test chip (TTC), whose behaviour is well described by 

an analytical thermal model. The benefits of this procedure are that the fabrication of 

a TTC is much easier and straightforward than an active device, such as a power 

MOSFET, because of its structural simplicity. Basically, the TTC structure is a 

Silicon substrate with a heating resistor on its top, designed to facilitate the 

measurement of vertical temperature distributions. During short heating times (250 

µs), the temperature distribution is estimated by using different reported values for 

the coefficient (∂n/∂T)C, and compared with the TTC thermal model. As a result, for 

temperature rise ranging from 0 to 1.4 K, a discrepancy of the value less than 17% 

between theory and experiment is obtained in the worst case selecting 

(∂n/∂T)C = 2.0×10-4 K-1. A high time resolution has been also evidenced, allowing 

the temperature evolution measurement even for very short excitation times (25 µs). 

To show the functionality of the developed experimental rig for power devices 

characterisation, power diodes and PT-IGBTs are used for demonstrating the 

equipment performances in free-carriers concentration and temperature gradient 

measurements, respectively. This demonstration has been performed in each case by 

the comparison between irradiated and unirradiated devices. Ion or proton irradiation 

technique belongs to lifetime killing methods used to improve the bipolar device 
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response during turn-off process. With this process, the devices electro-thermal 

behaviour is changed maintaining its layout structure. 

In power diodes measurements, the modification of the free-carrier concentration 

in steady state, jointly with the carriers decay time, by ion irradiation process have 

been determined. Such measurements have been performed biasing the diode at low 

current density levels (up to 11 A/cm2) during short times (84 µs) to avoid the 

parasitic effects of the high contact resistance introduced when the sample is housed 

in an IMS substrate. Moreover, due to the heating effects associated to this 

resistance, internal temperature increments purely due to device physics can not be 

measured. For this reason, further efforts must be directed towards packaging 

improvement of this type of samples prior to proceed to the internal temperature 

measurement. The validation of the experimental results, obtained from the 

absorption signal, has been mainly justified due to their very good agreement with 

the electrical simulations of the diodes. From the measurements, internal effects of 

the ion irradiation processes such as the local modification of free-carrier 

concentration distribution or local lifetime dependence are directly evidenced. 

For unirradiated and irradiated PT-IGBTs, two types of experiments are 

performed to show the temperature gradient behaviour of both devices: changing the 

bias current level and conduction time. In such conditions, the dissipated energy 

inside both devices is varied. As a result, it has been observed how the temperature 

gradient is only related to the dissipated energy in each situation. The irradiated 

device shows higher dissipation losses than the other inspected device, since 

modulation conductivity is not produced. This fact is deduced from the performed 

free-carrier concentration measurements, where power radiation absorption is not 

observed. Consequently, higher dissipation losses are produced during on-state in 

this device. All this information is extracted with performing only one measurement 

inside the drift region because of the similarity in dimensions of the drift region and 

laser beam diameter. From these measurements, the heat diffusion time and 

temperature gradient in steady state are derived by fitting a simple analytical model 

to the experimental results. It is observed that both devices present the same heat 
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diffusion time, whereas the temperature gradient in steady state is higher in the 

unirradiated case. Moreover, these results give evidence for the versatility of the 

proposed measurement system for obtaining direct values of semiconductor thermal 

parameters that could be used in simulation works. This fact also reveals that the 

major dissipation observed in the unirradiated device is due to the free-carrier 

lifetime control, as expected. On the other hand, electro-thermal simulations of the 

measured devices quantitatively agree with experiment. In particular, the simulated 

waveforms of temperature gradient and free-carriers concentration have shown the 

same behaviour as the experimental ones, deduced from the absorption and 

deflection signals. 

Concerning the future lines, aside from IIR-LD and FCA measurements, this 

experimental rig can also be used for temperature determination by means of 

interferometry techniques (Fabry-Perot), directly providing temperature 

measurements inside the DUT. This is an important issue, since temperature 

measurements could be performed inside 600 V PT-IGBTs at only one depth. This 

fact can reveal interesting information to derive the internal temperature from 

experimental results. With this technique, it is possible to measure very high 

temperature values impossible to determine by IIR-LD due to an excessive probe 

beam deflection above 300 K. This technique will be very useful for studying IGBTs 

working in short circuit operation, where these devices experience localised high 

temperature increase (more than 100 K). From the experience and knowledge 

acquired in Silicon devices measurements, an immediate objective is extending such 

kind of measurements to power devices made of new emerging materials for power 

electronics applications, such as SiC and GaN. These materials improve several 

electro-thermal characteristics of power devices, e. g., the dependence of nominal 

electrical parameters on temperature. Towards this direction, the thermal calibration 

method based on a TTC can be used in such materials, also allowing the study of 

their optical properties for applications in other fields. 
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AA..11    IInnttrroodduuccttiioonn  

In this appendix, all the expressions related to the developed set-up are inferred. 

Figure A.1.1 shows a laser beam that passes through a diode (DUT) experiencing a 

deflection and power transmission modulation at the incidence depth y0. Two lenses 

L1 and L2 are also depicted, along with the corresponding distances between L1-lens 

and DUT (d1), DUT and L2-lens (d2), and L2-lens and detector (d3). At the end of all 

these elements, the four quadrant detector is situated. This element must be able to 

measure the transmitted power across the biased DUT. The distance H(y0, t) is 

directly related to the total beam deflection ∆y(z=L, y0, t). 

As observed in Figure A.1.1, the laser perpendicularly strikes on the DUT lateral 

side (θi=π/2). Because of the thermo- and plasma-optical effects, a small variation on 

the refractive index δn(y0, t) is produced when a current flows through the device, 

introducing a small angular variation in the beam propagation direction. In this 

situation, the higher the interaction distance is, the higher the beam deviation will be. 

For this reason, a total angular deviation of the beam θ (point 2, interface Silicon-air) 

is finally obtained. When the beam changes of medium, it is refracted (according to 

Snell law) and its angular deviation becomes θair. In this notation, the dependence on 

y0 and t symbolically denotes the relation of the given variable to the incidence point 

and time, respectively. Thereby, the expressions which will be derived are valid 
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around the incident depth y0. Therefore, in order to obtain the gradients in the vertical 

position, a scanning in depth must be applied, without changing the y-z plane. The 

collection of the measured data at various depths is denoted by changing y0 by y. 

Thus, the profiles of the aforementioned gradients are finally determined. 
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Figure A.1.1. View of IIR-LD involved phenomena, showing the main parameters used for the final expression. 

AA..22    FFrreeee--ccaarrrriieerr  CCoonncceennttrraattiioonn  EExxpprreessssiioonn  

The radiation power absorbed by the free-carriers along the beam trajectory inside 

the DUT at a given depth y0 is given by [84]: 
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assuming that radiation absorption is constant inside the DUT, the following 

expression is derived: 
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where Poff is the radiation power on the detector surface prior to device excitation and 

P(t) denotes the evolution of the radiation power on the detector. Equation (A.1.2) 

may be expressed as: 
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where Vout,P0 and Vout,P correspond to the signals derived from Poff and P(t), 

respectively. α has basically two components, one related to the injected free-

carriers, and the other one related to the absorption performed by the doping level 

free-carriers (C(y0, t)|dop). This fact is expressed as follows: 
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Since the inspected zone always is the drift region of bipolar devices, the following 

approximation is possible as long as during the conduction regime the high injection 

condition is accomplished: 
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By substituting Equation (A.2.5) into (A.2.3) and isolating C(y0, t), the desired 

expression for C (y0, t) is obtained: 
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AA..33    RReeffrraaccttiivvee  IInnddeexx  GGrraaddiieenntt  DDeerriivvaattiioonn  

As a first step, an expression for ∆y(z=L ,y0 ,t ) depending on d2, L, H(y0,t), n and nair 

is aimed. The analysis starts at the beam output face 2 (see Figure A.1.1). In the 

change of medium, Snell’s law is applied, and sinθ and sinθair are expressed as a 

function of the total deflection experienced inside the chip ∆y(z=L,y0,t), the chip 

longitude L and the beam spot displacement on the FQP H(y0, t):  

(n0+δn(y0, t)) Sinθ  = nair Sinθair   (A.2.1) 
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Afterwards, the paraxial approximation in the sinus, namely, 1
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by substituting (A.2.4) and (A.2.5) into (A.2.1) the following expression is reached: 
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where δn(y0, t) << n0 is assumed. Finally, deriving: 
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where H(y0, t) corresponds to the spot deviation determined by the detector, L is the 

longitude of the chip, n0 and nair are the refractive indexes of Silicon and air, 

respectively. 

In order to obtain the index gradient depending on the distance d2, H (y0, t), n and 

nair, the differential equation corresponding to the trajectory of a ray propagating 

inside a medium with a stratified medium is considered [85]: 
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When Equation (A.2.8) is evaluated at the output face (point 2 of Figure A.1.1) with 

the hypothesis that the deflections are small and the beam is not excessively deviated 

from y0, the following solution is found: 
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and, thus: 
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By isolating n (y0, t) from expression (A.2.10), the following relation is inferred: 
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and taking into account the paraxial approximation 1
),,( 0 <<
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L
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in: 
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Finally, by applying the gradient operator respect to the axis y, the following result is 

reached: 
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by substituting (A.2.7) in (A.2.13) and evaluating nair=1, the aimed expression is 

derived: 
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which corresponds to the refractive index gradient determined at y0. After that, 

(A.2.14) is evaluated for a given distance d2 such that 
2Lf  is in the middle of the 

DUT according to the Abbe invariant: 

0
2 22 n

Lfd L −=        (A.2.15) 

 

Assuming a linear response of the detection system with spot displacement, 

H(y0, t) is written as: 
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where 
2Lφ is the beam diameter on the L2-lens surface. As the deflections are small, 

the beam spot onto the FQP φ 
FQP will be the same as onto the L2-lens. By 

substituting (A.2.15) and (A.2.16) in (A.2.14), the final equation where ∇y n is 

related to the gradients of free-carrier concentration and temperature is obtained: 
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where equation (A.2.14) is expressed in terms of design and measurements 

parameters: the focal distance of the L2 lens (
2Lf ), the beam numerical aperture 

(NA), the proporcionality factor between spot displacement on the detector and the 

obtained deflection signal (κ'), and the deflection signal (Vout,y). NA is defined as the 

following expression shows: 

2
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2 L

L

f
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φ
=         (A.2.18) 

This parameter is an optical invariant used to characterise the beam shape, 

constituting one of the design parameters as explained in Chapter 2 section 2.5.2. 
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The vertical distribution of the refractive index gradient ∇y n (y, t) is determined 

when several depths are inspected. Thus, once the free-carrier concentration is 

known, the experimental data is numerically differentiated respect y obtaining ∇yC 

(y, t)|num. As ∇y n has two components: 
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the decoupling of both effects on ∇y n can be performed as follows: 
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α Absorption coefficient. 

αX Rotation around the X axis performed with a micro-positioning 
stages. 

αY Rotation around the Y axis performed with a micro-positioning 
stages. 

αZ Rotation around the Z axis performed with a micro-positioning 
stages. 

β Incidence angle. 

β’ Refractive angle. 

δn (y0, t) Evolution of a small variation of refractive index at the inspected 
depth y0. 

TC
n
⎟
⎠
⎞

⎜
⎝
⎛

∂
∂  Plasma-optical coefficient referred to the refractive index. 

CT
n
⎟
⎠
⎞

⎜
⎝
⎛

∂
∂  Thermo-optical coefficient referred to the refractive index. 

⎟
⎠
⎞

⎜
⎝
⎛

∂
∂
C
α  Thermo-optical coefficient referred to the absorption coefficient. 

CT
⎟
⎠
⎞

⎜
⎝
⎛

∂
∂α  Plasma-optical coefficient referred to the absorption coefficient. 

∆C Free-carrier concentration variation. 

∆P Uncertainty in power sensing. 



111166  LLIISSTT  OOFF  SSYYMMBBOOLLSS  

 

∆T Temperature increase. 

∆x Uncertainty in the beam spot displacement sensing along the 
direction x. 

∆y Uncertainty in the beam spot displacement sensing along the 
direction y. 

∆y (z=L,y0,t) Total deflection experienced by the probe beam inside the DUT. 

∇y n (y0, t) Time evolution of the refractive index at a given depth y0. 

∇y n (y, t) Time evolution of the distribution of refractive index gradient 
inside the DUT. 

∇y C (y0 , t) Measured time evolution of the free-carrier concentration gradient 
at a given depth y0. 

∇y C (y , t) Measured time evolution of the free-carrier concentration gradient 
inside the DUT. 

numy tyC ),(∇  Free-carrier concentration gradient numerically calculated from C. 

∇y T (y0, t) Time evolution of the temperature gradient inside the DUT at the 
inspection depth y0. 

∇y T (y, t) Time evolution of the distribution of temperature gradient inside 
the DUT. 

ε0 Permitivity of free space. 

φ Probe beam diameter. 

2Lφ  Beam diameter on the L2-lens surface. 

φ FQP Beam diameter on the FQP surface. 

φ FQP,max Maximum beam diameter on the FQP surface. 

κ Detector response along its operation linear region. 

κ' Proportionality factor relating the deflection signal to the spot 
displacement ( κ':= κ × Av0,2). 
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λ Wavelength of the working laser radiation. 

λ0 Radiation wavelenght in the free space. 

µn,p Mobility of electrons or holes. 

θ Total angular deviation of the laser probe beam inside the DUT. 

θair Total angular deviation of the probe outside the DUT. 

θi Angle of incidence defined between the beam and DUT lateral 
side. 

σn,p Trap capture cross section for electrons or holes. 

σposition FQP theoretical resolution in spot displacement determination. 

σPw Resolution in power sensing. 

σx Resolution in horizontal deflection (x direction). 

σy Resolution in vertical deflections (y direction). 

τdec Exponential time constant which is fitted to the free-carrier 
concentration decay. 

τheat Heat time diffusivity. 

τn,p  Minority carrier lifetime of electrons or holes. 

τSRH Carriers lifetime due to bulk SRH recombination. 

Av0,1 Signal gain introduced at the output of the first stage of the post-
processing signal circuit. 

Av0,2 Signal gain introduced at the output of the second stage of the post-
processing signal circuit. 

BW@-0.1 dB Bandwidth of the post-processing circuit when the gain response 
has decreased 0.1 dB. 

C (y0, t) Time evolution of free-carriers concentration measured at an 
inspection depth y0. 
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CCQJ Capacitor at the output of the trim circuit corresponding to Jth 
quadrant of the FQP. 

Cn,p Free-electrons and -holes concentration. 

Cn,max Free-electrons concentration at the PN-junction (used in 
Chapter 4). 

CSS  Measured free-carriers concentration in steady state. 

d1 Relative distance between the L1-Lent and DUT. 

d2 Relative distance between the DUT and L2-Lens. 

d3 Relative distance between the L2-Lens and FQP. 

Dα Thermal diffusivity of Silicon. 

Edissipated Electrical energy dissipated within an IGBT 

ET Trap energy level (deep-level energy). 

1Lf  Focal distance of L1-Lens. 

2Lf  Focal distance of L2-Lens. 

g Distance among each photoquadrants of a FQP (FQP gap). 

H (y0, t) Vertical displacement of the probe beam on the surface of L2-Lens. 

I (r,z) Radiation intensity of a laser beam. 

IC IGBT bias current. 

ICon IGBT bias current in steady state during conduction mode. 

IQ1 Current photogenerated at the quadrant Q1. 

IQ2 Current photogenerated at the quadrant Q2. 

IQ3 Current photogenerated at the quadrant Q3. 

IQ4 Current photogenerated at the quadrant Q4. 

L Interaction length between the probe beam and the DUT. 
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Lef Effective length of the interaction between a laser beam and a 
material with a refractive index n (L/n). 

L1 Beam focussing lens in the middle of the DUT. 

L2 Lens located at the beam output of the DUT. 

m*
n,p Effective mass of electrons or holes. 

NA Beam numerical aperture. 

NA|opt Beam numerical aperture optimised for increasing the spatial 
resolution during the measurements. 

nair Refractive index of air (=1). 

n (C, T) Refractive index of Silicon as a funcion of free-carrier 
concentration and temperatura. 

n0 Refractive index of Silicon at room temperature and λ= 1.3 µm 
(=3.5). 

NT Traps concentration of for a given energy deep-level. 

P(t) Time evolution of the radiation power detected with the FQP. 

P0 Dissipated power on the TTC topside surface in steady state. 

Pdissipated Electrical power dissipated within an IGBT. 

Poff Radiation power detected when the DUT is not biased. 

Pon Radiation power detected while the device is biased. 

q Electron charge. 

Q1 Quadrant located at the right superior part on the FQP surface 
respect to the incidence point. 

Q2 Quadrant located at the left superior part on the FQP surface 
respect to the incidence point. 

Q3 Quadrant located at the right inferior part on the FQP surface 
respect to the incidence point. 
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Q4 Quadrant located at the left inferior part on the FQP surface respect 
to the incidence point. 

RCQJ Variable resistor of the trim circuit. 

Re Responsivity of the FQP. 

Rin,k kth input resistor of an analogical adder. 

RS Resistor of the non-inverting op amp input. 

RF Op amp feedback resistor. 

S Quadrant radius of a FQP. 

SSRH Carriers surface recombination velocity due to SRH mechanism. 

T Temperature. 

t Time. 

ton Conduction time of the studied device. This time is also used to 
denote the heating time in Chapter 3. 

vc Velocity of light. 

vth,n Thermal velocity of electrons. 

vth,p Thermal velocity of holes. 

VCQJ Compensation voltage obtained from the trim circuit corresponding 
to Jth quadrant of the FQP. 

VCE Voltage drop between terminals collector and emitter of an IGBT. 

VGE Voltage drop between terminals gate and emitter of an IGBT. 

Vout,inv Output voltage of an inverting analogical adder. 

Vin,k kth input voltage of an analogical adder. 

Vout,P  Output signal of the Post-processing Signal circuit corresponding 
to a radiation power P(t) incident on the FQP. 

Vout,P0 Output signal of the Post-processing Signal circuit corresponding 
to a radiation power P0 incident on the FQP. 
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Vout,non Output voltage of a non-inverting analogical adder. 

Vout,x Output voltage of the Post-processing Signal circuit indicating the 
spot displacement on the FQP along the direction x. 

Vout,y Output voltage of the Post-processing Signal circuit indicating the 
spot displacement on the FQP along the direction y. 

VQ1 Output voltage of the preamplifier corresponding to the 
photocurrent IQ1. 

VQ2 Output voltage of the preamplifier corresponding to the 
photocurrent IQ2. 

VQ3 Output voltage of the preamplifier corresponding to the 
photocurrent IQ3. 

VQ4 Output voltage of the preamplifier corresponding to the 
photocurrent IQ4. 

Vnoise,x Measured rms noise values at the post-processing signal output 
Vout,x. 

Vnoise,y Measured rms noise values at the post-processing signal output 
Vout,y. 

VREF Precision voltage reference. 

W Beam radius on the FQP surface. 

W' Beam radius average along the interaction between the probe beam 
and DUT (spatial error). 

W(z) Probe beam radius as a function of the propagation direction Z. 

W0 Minimum radius of a laser beam according to the beam waist 
theory. 

X Horizontal direction displacement of the micro-positioning stages. 

x Beam horizontal deflection. 

Y Vertical direction displacement of the micro-positioning stages. 

y Beam vertical deflection. 
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y0 Inspection depth. 

z Beam propagation direction. 

Z Beam propagation direction displacement of the micro-positioning 
stages. 

Zm Transimpedance gain corresponding to each preamplifier channel. 

z0 Characteristic propagation distance for a Gaussian beam (Rayleigh 
distance). 
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ASE Amplified Spontaneous Emission 
BJT Bipolar Junction Transistor 

BLP Backside Laser Probing 

DBLP Differential Backside Laser Probing 

DFB Distributed FeedBack 

DUT Device Under Test 

EMI ElectroMagnetic Interference 
FCA Free-carrier absorption 
FC/APC Fiber Contact Angular Physical Contact 

FMT Fluorescence MicroThermography 

FQP Four Quadrant Photodiode 

FWD Free-wheeling diode 

GaN Gallium Nitride 

IFP Fabry-Perot Interferometry 

IGBT Insulated Gate Bipolar Transistor 

IIR-LD Internal IR-Laser Deflection 

IMS Insulated Metal Substrate 

IMZ Interferometria Mach Zender 

IRT InfraRed Termography 

LCT Liquid Crystal Termography 

LDMOS Lateral Diffused Metal Oxide Semiconductor 

LED Light Emitting Diode 

MOSFET Metal Oxide Semiconductor Field Effect Transistor 

NPT-IGBT Non Punch Through Insulated Gate Bipolar Transistor 

OCVD Open Circuit Coltage Decay 
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Op Amp Operational Amplifier 

PT-IGBT Punch Through Insulated Gate Bipolar Transistor 

SCU Synchronisation and Control Unit 

SFM Scanning Force Microscope 

SiC Silicon Carbide 

SNR Signal-to-Noise Ratio 

SThM Scanning Thermal Microscopy 

STM Scanning Tunneling Microscope 

SRH Shockley-Read-Hall model 

SRIM Stopping and range of Ions in Matter 

TIA TransImpedance Amplifier 

TSP Temperature Sensitive Parameter 

TVS Transient Voltage Supressor 

TTC Thermal Test Chip 

VDMOS Vertical Difused Metal Oxide Semiconductor 
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