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Abstract 

Successful chromosome segregation is crucial for the survival of a cell and to avoid 

diseases such as cancer. Anaphase bridges are a type of segregation defect that can 

arises from structurally compromised chromosomes. Little is known about the 

mechanisms that normally prevent them. In this study I screened for genes that 

normally prevent anaphase bridges in order to learn more about their origin. I found 

anaphase bridges to arise in replication mutants and it is possible to trigger these 

bridges by exposing cells to replication stress. Thus, impaired replication is one cause 

for anaphase bridges. Further I identified a role for the mitotic exit network (MEN) in 

chromosome segregation. MEN mutants display anaphase bridges and I present 

evidence that these bridges arise from telomeric regions and may involve un-

replicated DNA.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Resum 

La correcta segregació dels cromosomes és esencial per la supervivencia de la cèl·lula i 

per evitar l’aparició de certes malalties com el càncer. Els ponts anafàsics són un tipus 

d’error de segregació que pot ser originat per defectes estructurals dels cromosomes. 

Es coneix molt poc sobre els mecanismes que eviten la formació d’aquests ponts 

anafàsics. En aquest estudi he fet un análisis global dels diferents gens que 

normalment eviten la formació d’aquests ponts, per abançar en la comprensió del seu 

origen. He vist que el ponts anaphasics es formen en mutants que tenen afectat el 

proces de replicació i que és posible de provocar la formació d’aquests ponts exposant 

les cèl·lules a estrés replicatiu. Per tant, els problemes en la replicació són una de les 

causes dels ponts d’anafase. He identificat el rol de “mitotic exit network (MEN)” en la 

segregació cromosómica. Els mutants per MEN formen ponts anafàsics i mostren 

evidències que aquests ponts probenen de regions telomèriques i podrien incloure 

DNA no replicat. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

         One of four 



 

 

Inhalt 

1. Introduction ............................................................................................................. 1 

1.1 Mitotic chromosome segregation ........................................................................ 1 

1.2 Eukaryotic chromosome segregation in the context of the cell cycle .............. 2 

1.2.1 The cell cycle.................................................................................................... 2 

1.2.2 General overview of Mitosis .............................................................................. 4 

1.2.3 Mitosis in budding yeast ................................................................................... 6 

1.2.4 Cytokinesis ....................................................................................................... 7 

1.3 The cell cycle control machinery ......................................................................... 9 

1.3.1 CDK1 drives progression of the cell cycle from G1 to metaphase ................... 10 

1.3.2 Regulation of anaphase progression and mitotic exit by FEAR and MEN ....... 11 

1.4 DNA replication ................................................................................................... 14 

1.4.1 Initiation and completion of DNA replication ................................................... 14 

1.5 Assembly of a mitotic chromosome .................................................................. 18 

1.5.1 Chromosome condensation ............................................................................ 19 

1.5.2 Chromosome decatenation ............................................................................. 21 

1.5.3 The interplay of topoisomerase 2 and condensin ............................................ 22 

1.6. Cell cycle checkpoints that preserve genomic stability through mitosis ...... 23 

1.6.1 The replication checkpoint .............................................................................. 23 

1.6.2 The spindle position checkpoint(SPOC) ......................................................... 26 

1.6.3 The NoCut checkpoint .................................................................................... 26 

1.7 Anaphase bridges ............................................................................................... 27 

1.7.1 Chromatin bridges .......................................................................................... 28 

1.7.2 Ultrafine bridges ............................................................................................. 29 

1.7.3 Ultrafine bridges in budding yeast ................................................................... 31 

1.8 Goals .................................................................................................................... 31 

2.1 Anaphase bridge screen .................................................................................... 33 

2.1.1 Inhibition of cytokinesis using a thermosensitive iqg1-1  

allele under control of a copper-repressible promoter .............................................. 34 

2.1.2 Inhibition of cytokinesis stabilizes anaphase bridges  

induced by inactivation of condensin ....................................................................... 37 

2.1.3 Characterization of anaphase bridge life time by live cell  

time-lapse microscopy ............................................................................................. 39 

2.1.4 Rescue of viability of a condensin mutant by the inhibition  

of cytokinesis ........................................................................................................... 42 



 

 

2.1.5 Workflow of the anaphase bridge screen ........................................................ 42 

2.1.6 Results of the anaphase bridge screen........................................................... 45 

2.2.  Replication stress induces chromatin anaphase bridges .............................. 48 

2.2.1.  Persistent replication stress induces Htb2-mCH positive  

anaphase bridges .................................................................................................... 48 

2.2.2.  Replication stress does not lead to  telomere 12R or  

rDNA mis-segregation ............................................................................................. 50 

2.3. Anaphase bridges in MEN mutants .................................................................. 52 

2.3.1. MEN mutants fail to divide their chromatin ..................................................... 52 

2.3.2 Anaphase bridges in MEN mutants contain stainable DNA .......................... 54 

2.3.3    MEN and cdc14-1 mutants display distinct defects in respect to 

segregation of the rDNA and telomere 12R ............................................................ 58 

2.3.4 Anaphase bridges in MEN mutants are resolved by  

inactivation of Cdc13 or DNA Polymerase alpha ..................................................... 63 

2.3.5 Aurora B is not required for maintenance of MEN bridges .............................. 67 

2.3.6 Anaphase bridges in MEN mutants resolve independently  

of Topoisomerase 2 ................................................................................................. 69 

2.3.7 Aurora B is not required for the resolution of anaphase   

bridges in MEN mutants .......................................................................................... 70 

2.3.8 DNA polymerase delta is required to resolve anaphase   

bridges in MEN mutants .......................................................................................... 72 

2.3.9.  RPA localizes to anaphase bridges in MEN mutants .................................... 77 

3.Discussion ............................................................................................................. 80 

3.1 Inhibition of cytokinesis stabilizes anaphase bridges ......................................... 80 

3.2 Results of the anaphase bridge screen ............................................................. 81 

3.3 Replication stress induces anaphase bridges .................................................... 85 

3.4 Anaphase bridges in MEN mutants ................................................................... 86 

4. Conclusions .......................................................................................................... 95 

5. Materials and Methods ......................................................................................... 97 

6.Bibliography ......................................................................................................... 105 

 

 



 

1 
 

1. Introduction  

 

The maintenance of genomic stability through cell division depends on the high fidelity 

of chromosome segregation. This process, although under extensive investigation, is 

still incompletely understood. The gaps in our understanding are owed to the 

complexity of the process and likely the incomplete list of factors involved. This work 

aims to extend this list, to find novel factors involved in the assembly of a mitotic 

chromosome, and to add to a more complete global picture of the events needed to 

bring chromosome segregation to fruition. To this end we used budding yeast as a 

model, exploiting its amenability to high throughput genetic manipulation and 

imaging. We performed a screen for mutants that display anaphase bridges. We found 

a novel role for the mitotic exit network (MEN) in chromosome segregation. Further 

genetic analysis suggested that the MEN is required for the segregation of telomere-

proximal regions, through a process that may involve DNA replication. This work 

therefore describes an unexpected regulatory step for chromosome segregation by a 

late anaphase signalling cascade. These findings are interesting in light of the emerging 

novel  mitotic roles of the MEN and its animal homologues of the Hippo Pathway. 

 

 

1.1 Mitotic chromosome segregation  

 

Chromosome segregation is one of the most fundamental processes of all domains of 

life[1-4]. It is the means by which a cell physically partitions two genomes, which it has 

previously generated by DNA replication, to two different locations in the cell. This 

gives rise to two complete daughter genomes, destined for the daughter cells. A failure 

to segregate chromosomes correctly can lead to aneuploidy or chromosome damage. 

Damaged chromosomes can undergo mutagenesis from which cancer-causing genomic 

lesions can emerge. Aneuploidy leads to altered gene dosage, which begets genomic 

instability, but also serves as a pathway for rapid adaption to mutation [5-16]. 
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Understanding the causes of chromosome mis-segregation is of tremendous 

importance for the understanding of both, evolutionary processes and the etiology of 

diseases. 

 

 

1.2 Eukaryotic chromosome segregation in the context of the cell cycle 

 

1.2.1 The cell cycle 

 

Chromosome segregation in eukaryotes takes place within the larger framework of the 

cell cycle. The cell cycle is a series of events that leads to the duplication of a cell. This 

series of events is grouped into the four distinct phases  G1-, S-, G2- and M-phase, 

traversed in this order and resulting, after M-phase, in the generation of two daughter 

cells. S-phase is defined as the time of DNA replication. M-phase encompasses both 

chromosome segregation in mitosis and cell division by cytokinesis. S and M phases are 

separated by the gap-phases G1 and G2 which provide time for cell growth[17]. Budding 

yeast constitutes an exception to this general description. Its mitotic spindle is 

assembled before the completion of DNA replication but mitosis does not progress 

further until S-phase has completed[18]. 

 

Unidirectional progression through the phases of the cell cycle is enforced by the cell 

cycle control machinery and the correct execution of individual sub-processes  is 

monitored by control mechanisms termed cell cycle checkpoints[19, 20]. 

 

The transition from G1 into S-phase and from G2 into M-phase are stages at which 

well-known checkpoints act to ensure the transition only happens when cells are ready 

to undertake the next phase. The transition from G1 to S phase is termed START in 

budding yeast or the restriction point in animal cells. START is thought to ensure 

sufficient cell size before entry into the cycle[21, 22]. It has been suggested to subdivide 
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the definition of the restriction point as it is composed of two temporally separable 

events, one dependent on the presence of sufficient nutrients, in analogy to START, 

the other dependent on growth factors[23-25]. Another well known checkpoint, the DNA 

damage checkpoint opposes entry into S-phase and M-phase in the presence of DNA 

lesions[26, 27].  

 

During S phase, the genome of a cell, encoded in its DNA, undergoes semi-conservative 

replication. The duplex DNA of the double helix melts and the two single strands are 

used as template onto which two new strands of DNA are synthesized. This generates 

two copies of the original genome, each composed of one strand of the old genome 

and one newly synthesized strand[28]. The progression of DNA synthesis is monitored 

by the replication checkpoint which is able to sense the perturbation of DNA 

replication[29, 30]. 

 

M-phase begins with mitosis. Mitosis was described originally in animal cells as the 

cytological discernible sequence of events leading up to and including chromatin 

partitioning[31]. During mitosis the replicated genome is packaged into compact bodies, 

the mitotic chromosomes. The mitotic chromosomes each contain two identical sister 

chromatids which are the product of DNA replication. These are bioriented on the 

bipolar mitotic spindle, the poles of which will define the approximate location of the 

two daughter genomes after segregation. Biorientation along the spindle serves to sort 

the genome by targeting the two sister chromatids to opposite poles as discussed in 

more detail later. After all chromosomes are bioriented, the sister chromatids 

disengage and segregate towards the mitotic poles, completing the partitioning of the 

two genomes and thereby mitosis[1, 32-35]. 

 

Following mitosis, the last step of M-phase is the division of the parent cell into two 

daughter cells by cytokinesis. In fungi and animals, the plasma membrane of the cell 

constricts and undergoes fission in a plane that lies orthogonal to the axis connecting 
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the mitotic poles. Cytokinesis thus bisects the parent cell to generate two daughter 

cells which each now contain a complete genome[36-39].  

 

1.2.2 General overview of Mitosis 

 

Mitosis is generally subdivided into five sequential phases, prophase, prometaphase, 

metaphase, anaphase and telophase[2, 31].   

 

During prophase, chromosomes begin to condense and become visible as distinct 

bodies of chromatin rather than a hazy nuclear meshwork. Chromosome condensation 

will continue into anaphase [40-43]. The breakdown of the nuclear envelope (NE) marks 

the onset of prometaphase[44, 45]. During prometaphase, the bipolar mitotic spindle 

assembles from microtubules (MTs) which is followed by progressive biorientation of 

the chromosomes on the spindle [35, 46-48].  

 

MTs are assembled from polar tubulin dimers to give rise to polar filaments, one end 

of which is designated the plus end while the other designated the minus end[49-53]. A 

typical spindle in animal somatic cells and fungi is formed by three types of 

microtubules that emanate from the two spindle poles in which centrosomes reside as 

microtubule organizing centers. Interpolar microtubules (ipMTs), which form the two 

interdigitating bundles of the central spindle and link the two poles mechanically, 

astral microtubules (aMTs), which interact with the cortex and facilitate spindle 

positioning, and kinetochore microtubules (kMTs) to which the chromosomes attach to 

facilitate their segregation towards the spindle poles in anaphase[48].  

 

One obstacle to faithful partitioning of the eukaryotic genome during mitosis is that it 

is distributed between multiple chromosomes that have no discerning features for the 

mitotic apparatus. Yet one copy of each sister needs to reach each daughter cell. This 

is elegantly solved by sorting sister chromatids through a process called biorientation. 

After their replication, sister chromatids are held together by the ring like protein 
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complex cohesin[54, 55]. Cohesin is loaded during replication and topologically entraps 

the two sister chromatids, linking them together[56-58]. While cohesin is largely evicted 

from chromosome arms in prophase it is retained at centromeres[59]. During 

prometaphase, chromosomes attach to kMTs via protein complexes termed 

kinetochores. The kinetochore assembles on a specific locus of a chromosome, the 

centromere. The kinetochore binds to kMTs with high affinity to create a load bearing 

attachment for subsequent chromosome segregation[60, 61]. Kinetochores harbor an 

active tension sensing mechanism of which the Aurora B kinase is an important 

component. Their attachment to kMTs is only stable under tension. In absence of 

tension Aurora B is thought to phosphorylate their MT binding proteins and trigger 

detachment[62-64]. Sister chromatid links by cohesin and the tension dependent 

attachment of the kinetochore form the basis of biorientation[65, 66]. Only attachments 

to kMTs from opposing spindle poles will generate tension between sister-chromatids 

which are linked together at their centromere by cohesin. Therefore the attachment of 

a chromosome to the spindle is only stable if the two sister chromatids are attached to 

kMTs of opposing poles. This form of attachment is termed bioirented. A non-

bioriented chromosome will continuously destabilize its MT attachments until it has 

achieved stable biorientation[67].  

 

Bioriented chromosomes move to the spindle equator. Each chromosome biorients 

individually and once all chromosomes have achieved biorientation and have 

congressed at the spindle equator, metaphase is reached. Metaphase can be defined 

as the time it takes from chromosome congression until anaphase initiation[68]. The 

metaphase to anaphase transition is the time in which a major cell cycle checkpoint, 

the spindle assembly checkpoint (SAC), acts. The SAC inhibits the transition into 

anaphase before all chromosomes have bioriented[69, 70]. It only permits anaphase 

entry when the last kinetochore has attached and is placed under tension[71].  

 

The SAC prevents anaphase entry by inhibiting a ubiquitin ligase, the anaphase 

promoting complex/cyclosome (APC/C) (see section 1.6.2.). Once biorientation is 
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complete, the SAC is satisfied, inhibition of the APC/C is relieved and anaphase ensues. 

The APC/C ubiquitinates securin, the inhibitor of the protease separase[72-74]. Separase, 

after liberation from its inhibitor, permits sister chromatid segregation by cleaving the 

remaining centromeric cohesin[59]. During anaphase, sister chromatids move to their 

respective pole. Anaphase is subdivided in two phases, anaphase A and anaphase B. 

During anaphase A kMTs shorten while chromosomes remain attached by their 

kinetochores, pulling them towards the pole[75]. During anaphase B, the spindle 

extends, pushing the poles outward and dragging the attached chromatids along[76, 77]. 

Finally, during Telophase, the spindle disassembles and the NE reforms[45, 78-80]. This is 

brought about by destruction of another APC/C substrate, cyclin B (see section 1.3) 

 

 

1.2.3 Mitosis in budding yeast 

 

Mitosis in budding yeast follows a similar series of events but there are some 

important differences that need to be highlighted.  

 

First, in contrast to animals, the plane of cytokinesis is not defined by the spindle but 

by the placement of the bud. Cytokinesis will occur in the bud neck and it is imperative 

that, prior to anaphase, the spindle is aligned along the mother bud axis so it can enter 

the bud  during anaphase B to deliver the daughter genome [81-83]. Secondly, budding 

yeast undergoes a closed mitosis, its NE never breaks down. Its centrosome analogs, 

termed spindle pole bodies (SBP), reside in the NE. The aMTs project into the 

cytoplasm to interact with the cortex, while its spindle, the ipMTs and kMTs are 

located intra-nuclear[84-87]. During anaphase B the nuclear envelope extends, together 

with the spindle, and in late anaphase will form a thin tube between the two lobes of 

segregated chromatin[88]. During mitotic exit, the nuclear tube will undergo fission in a 

process that is not well understood and give rise to the two separate daughter 

nuclei[89]. Third, the spindle assembles early in the cell cycle, before DNA replication is 

complete[18]. Fourth, the Chromosomes of budding yeast do undergo mitotic 
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compaction but do not condense to become visible as distinct stainable bodies[90]. 

Therefore prophase is not defined. Similarly, the absence of NE breakdown and 

reformation, preclude an easy classification of prometaphase and telophase. The time 

of chromosome biorientation is sometimes defined as prometaphase[91, 92]. The 

majority of chromosome movement in anaphase derives from spindle extension during 

anaphase B as kMTs are already short during metaphase[93]. 

 

Finally, cohesin is not removed from chromosome arms before metaphase. Rather it is 

removed solely by seperase at the metaphase to anaphase transition. The late removal 

of chromosome arm cohesion might be responsible for the pronounced display of 

elastic behavior in the chromosome arms during anaphase. Alternatively progressive 

de-catenation of the chromosome arms in anaphase may be responsible (see section 

1.5). Centromere proximal loci are pulled from the chromatin mass by the extending 

spindle earlier than distal loci leading to an initial stretch. When linkage between a 

given arm locus and its sister locus has been lost this locus will recoil from the spindle 

midzone towards the centromere located at the mitotic pole. It has been suggested 

that, as the arm regions are progressively drawn into the spindle midzone, cohesin is 

cleaved sequentially downwards along the arms, permitting segregation of loci 

progressively further away from the centromere. Alternatively the force applied by the 

mitotic spindle may facilitate progressive de-catenation down the chromosome arm. 

[94-96].  

 

 

1.2.4 Cytokinesis  

 

M-phase concludes with cell division by cytokinesis. In yeast and animal cells a 

contractile ring assembles and constricts the plasma membrane. This is followed by the 

fission of the plasmas membrane during abscission[36-39].  
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In animal cells, the position of the contractile ring is defined by the mitotic spindle[97]. 

The two microtubule asters emanating from the centrosomes and the anaphase 

central spindle confine the recruitment of the components of the cytokinetic ring, 

including the GTPase RhoA, to a narrow band at the plasma-membrane which encircles 

a plane between the two mitotic poles[98, 99]. RhoA promotes the recruitment 

recruitment of further components such as actin, and myosin-II. The contraction of the 

ring is induced by two protein complexes, centralspindlin and the chromosome 

passenger complex which contains the Aurora B kinase. During ring contraction, the 

plasma-membrane invaginates to form the cleavage furrow[38, 39]. The spindle midzone 

matures into the midbody, a dense bundle of anti-parallel microtubules which are no 

longer connected to the mitotic spindle. The plasma membrane contracts onto the 

midbody which will orchestrate abscission. The completion of cytokinesis requires a 

number of factors in membrane trafficking and exocytosis and the last step is 

mediated by the ESCRT machinery which is involved in various membrane scission 

events [38, 39].   

In budding yeast the position of the contractile ring is defined by the position of the 

bud neck which in turn is specified at the entry to S-phase[82, 83, 100]. After bud growth 

and segregation of the daughter genomes, cytokinesis closes the bud neck and 

completes cell division. Some of the earliest cytokinesis-factors to assemble at the bud 

site are septins which form a ring around the neck of the emerging bud. Septins are 

required for the recruitment of the type II myosin Myo1. A Myo1 ring co-localizes with 

the septin ring before mitotic exit[82, 100]. Although the Myo1 ring is established early, 

during at bud emergence, the contractile ring assembles only during cytokinesis when 

actin and the actin cross-linking protein Iqg1 are recruited to the bud neck[100].  

The localization of both Myo1 and Iqg1 during cytokinesis depend on Mlc1, a myosin 

light chain that is also a light chain for Myo2 which has a role in vesicle and organelle 

transport[36, 37]. Mlc1 requires septins for its localization to the bud neck[37]. Upon 

mitotic exit cytokinesis initiates and the septin ring splits into two rings, separating 

from the centrally located actomyosin ring. It has been hypothesized that septin ring 
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splitting is required for the subsequent contraction of the Myo1 ring[101]. The motor 

domain of Myo1 contributes but is not essential for Myo1 ring contraction[102]. In 

budding yeast the type 2 myosin Myo1 is thought to act mainly as a scaffold for other 

factors in cytokinesis. Other factors contributing to cytokinesis in budding yeast are 

thought to be actin filament dynamics and the formation of the primary septum[37].  

The primary septum is formed by deposition of extracellular chitin into the bud neck. 

Its formation is tightly linked with contraction of the actomyosin ring and mutants 

defective for septum formation show a defect in actomyosin ring contraction. 

Conversely, cells defective for chitin deposition display asymmetric acto-myosin ring 

contraction. A complex of Hof1, Inn1 and Cyk3 is thought to link ring contraction to 

septum formation, though their precise function is still incompletely understood. 

Timely contraction of the actomyosin ring requires components involved in 

exocytosis[36, 37, 103, 104].  

 

 

1.3 The cell cycle control machinery 

 

The cell cycle is a sequence of ordered events and the success each event depends on 

the correct execution of the previous. To give an example, mitosis without prior 

duplication of the genome would have disastrous consequences for the survival of the 

two daughter cells. The cell cycle control machinery  ensures that the individual 

processes of the cell cycle are initiated in the correct temporal order. Importantly the 

progression through the cell cycle is gated by checkpoint controls to ensure that all 

processes required for the next step of the cycle have completed (see section 1.6). 
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1.3.1 CDK1 drives progression of the cell cycle from G1 to metaphase  

 

The central factors that drive the ordered sequence of events during the cells cycle are  

the cyclin dependent kinases (CDKs). CDKs , directly or indirectly, trigger the hallmark 

events of cell division including DNA replication, assembly of a mitotic spindle and 

budding in yeast[105]. Budding and fission yeast utilize a single CDK, CDK1(cdc2), to 

trigger both S-phase and M-phase onset[21, 106-109]. Four mitotic CDKs have been 

described in animal cells, CDK6, CDK4, CDK2 and CDK1[110]. While these are classically 

thought to each trigger individual events of the animal cell cycle, more recent work 

demonstrates that mouse embryos that retain only CDK1 develop until mid-gestation.  

[111, 112]. CDK1 is sufficient to drive the mammalian cell cycle[112]. It has been suggested  

CDK6, CDK4 and CDK2 act as additional layers of control that have a more prominent 

function in specific cell lineages and cancer cell lines. Thus, like yeasts, animal cell 

cycles can be controlled with a single CDK1[111]. 

 

To allow control of the cell cycle by a single kinase, budding yeast CDK1 is embedded in 

a complicated regulatory network that controls its activity by multiple mechanisms. 

First and foremost, this regulation engenders the oscillation of CDK1 activity 

throughout the cell cycle. CDK1 activity is low in G1, rises during the cell cycle to when 

it triggers entry into S- and subsequently M-phase. After that, CDK1 is inactivated 

which promotes the completion of M-phase and the reentry into G1[113, 114].  

The activation of CDK1 brought about by a combination of transcriptional and 

biochemical regulation[25, 115-118]. CDK1 is inert as kinase unless bound to activators 

termed cyclins[114, 119-123]. Individual cyclins are sequentially expressed and expression 

oscillates during the cell cycle. Budding yeast CDK1 is controlled by nine cyclins, the 

early G1 cyclin Cln3, the pair of late G1 cyclins Cln1 and Cln2 and the three pairs of B 

type cyclins, Clb5 and Clb6, clb3 and clb4, as well as Clb1 and Clb2. Cln3 and the four 

cyclin pairs are expressed sequentially, in this order[19, 124].  

 

The sequentially appearing cyclin pairs trigger the timely initiation of different cycle 

events . Cln1 and Cln2 trigger bud formation, Clb5 and Clb6 trigger DNA replication, 
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Clb3 and Clb4 trigger spindle assembly and Clb1 and Clb2 are required for spindle 

elongation and chromosome segregation[83, 125-129]. This may suggest that the cyclins 

determine the target specificity of CDK1, which is true an extent as some cyclin 

domains that confer target specificity or control cyclin localization have been 

described[130-132]. However the fact that the presence of any one of the three G1 cyclins 

is required to maintain viability and that over-expression of either clb1 or clb6 can 

rescue the combined loss of all other B-type cyclins  suggests considerable 

redundancy[133]. An alternative and not mutually exclusive model is that the cell cycle is 

ordered intrinsically and the sequential events require increasing threshold CDK1 

activity to initiate[116, 134-136]. Supporting this the fission yeast cell cycle control 

machinery has recently been deconstructed to a single cyclinB-CDK1 fusion protein. 

Here the transition though G1, S, G2 and into M-phase are triggered solely by 

increasing CDK1 activity[137].  

 

 

1.3.2 Regulation of anaphase progression and mitotic exit by FEAR and MEN 

 

While CDK1 activity is required to drive a cell from G1 until the metaphase-anaphase 

transition, removal of the phosphorylation placed by CDK1 is important for anaphase 

spindle dynamics, chromosome segregation and cytokinesis[138-140]. To this effect, CDK1 

needs to be inhibited and its targets need to be de-phosphorylated. These events are 

probably best understood in budding yeast 

 

The initial step is the activation of the APC/C ubiquitin ligase. The APC/C is inhibited by 

the spindle assembly checkpoint until all chromosomes have achieved bi-orientation. 

Once relived from inhibition, the APC/C targets, among other factors, securin and B 

type cyclins for proteolysis. Destruction of securin liberates seperase, which in turn 

cleaves cohesin. Destruction of B-type cyclins on the other hand inactivates CDK1[141-

145]. This is assisted by the inhibition of cyclin B-CDK1 complexes by CDK inhibitors, 

such as Sic1, which is expressed during mitotic exit[146-148].  
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The second step entails the dephosphorylation of CDK1 substrates. Cdc14  is the 

phosphatase that dephosphorylates critical CDK1 targets to bring about spindle 

elongation, chromosome segregation and cytokinesis[149]. The activity of Cdc14 itself is 

tightly regulated. From G1 until anaphase it is sequestered in the nucleolus through its 

association with Net1[150, 151]. Cdc14 is released at anaphase onset by two sequential 

pathways, the Cdc14 early release pathway (FEAR) and the mitotic exit network 

(MEN)[152-156]. 

 

In anaphase CDK1 and polo kinase phosphorylate Net1 to abolish its binding to 

Cdc14[157-159]. However until FEAR activation in anaphase, the phosphatase PP2A 

counteracts Net1 phosphorylation to retain Cdc14 in the nucleus.  Separase, after its 

release from securin and in complex with Slk19 down-regulates PP2A activity towards 

Net1 through Zds1 and Zds2, by a mechanism independent of its protease activity[160-

163]. This in turn leads to a partial release of Cdc14 into the nucleus[164].  

 

After anaphase onset, firing of the MEN effects full release of Cdc14. The MEN is, at its 

core, a linear signaling cascade where the Tem1 GTPase is placed at the apex, the 

kinase Cdc15 is placed in center, and the kinase Dbf2 together with its activator Mob1 

are placed at the terminus[155, 165]. Tem 1 is concentrated on the daughter-bound SBP 

of the elongating spindle. Active Tem1 recruits Cdc15 which in turn phophorylates the 

SPB scaffold protein Nud1 to recruit and activate Mob1-Dbf2, possibly by direct 

phosphorylation. A second pathway for Cdc15 recruitment to the SPB  and its 

activation is provided by polo kinase[165-169]. After activation Mob1-Dbf2 effect full 

release of Cdc14 into the nucleus and, by phosphorylating the NLS of Cdc14, also into 

the cytoplasm[170]. 

 

Because the activation of FEAR depends on the libration of seperase from securin, it is 

activated in response to correct bi-orentation of all chromosomes. The MEN in turn is 

activated by correct spindle positioning. When the spindle elongates in early anaphase 
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and the daughter bound SBP enters the bud, Tem1 located at the SPB is activated [171, 

172]. The activation of Tem1 then triggers MEN mediated full, sustained Cdc14 release. 

The position dependent activation of Tem1 will be discussed in more detail later (see 

section 1.3). 

 

Because FEAR acts by permitting CDK1 mediated phosphorylation of Net1, its release 

of Cdc14 is transient. In absence of the MEN low CDK1 activity leads to re-

sequestration of Cdc14 and a resurgence of CDK1 activity. However the early Cdc14 

release by FEAR permits the MEN to activate by removing inhibitory CDK1 

phosphorylation from Cdc15 and Mob1. The MEN in turn after correct spindle 

positioning can effect Cdc14 release in absence of CDK1 activity [152, 173-176]. 

 

Cdc14 release is required for spindle stabilization, chromosome segregation and 

cytokinesis. The microtubule crosslinker Ase1 is required to stabilize the anaphase 

spindle and it is recruited to the spindle after its CDK1 sites have been 

dephosphorylated by Cdc14. The same holds true for the chromosome passenger 

complex (CPC) which contains the aurora kinase. Cdc14 mediated recruitment of both 

factor is required for correct spindle elongation in anaphase B[177-179]. The role of Cdc14 

on chromosome in chromosome condensation is likely the loading of condensin which 

facilitates de-catenation of chromosomal regions in anaphase, as will be discussed 

later[180-182]. Finally during cytokinesis, de-phosphorylation of Iqg1 by Cdc14 is 

promotes the formation of the contractile ring[183]. 

 

While the function of Cdc14 in mitotic exit of budding yeast is very prominent, it is by 

no means the only factor involved in mitotic exit. The disassembly of the mitotic 

spindle for example is thought to require the APC/C mediated destruction of  

microtubule cross-linkers[80]. Similarly cytokinesis requires the MEN independently of 

its function in Cdc14 release. Dbf2 phosphorylates both the Hof1 and the Chitin 

synthase Chs2 which is required for their function in actomyosin ring contraction and 

the formation of the primary septum[184-186]. 
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The central role of Cdc14 in anaphase and mitotic exit is rather specific for budding 

yeast. In fission yeast and C. elegans, Cdc14 contributes to cytokinesis but are not 

required for Cdk1 inactivation or other aspects of mitotic exit. Furthermore, depletion 

of Cdc14 isoforms does not delay the progression of mitotic exit in human cells. De-

phosphorylation  CDK1 targets in higher organisms is attributed to the interplay of 

multiple kinases including PP1 and PP2A[187]. 

 

 

1.4 DNA replication 

 

The machinery that promotes mitotic chromosome assembly acts on a DNA that has 

undergone replication. In fact there is evidence that proteins that organize a mitotic 

chromosome require DNA replication for their recruitment[188, 189].  On the other hand 

it is important that DNA replication completes before chromosome assembly. Classical 

experiments show that S-phase chromosomes are pulverized if forced into 

assembly[190].  

 

 

1.4.1 Initiation and completion of DNA replication 

 

DNA replication initiates from chromosomal loci termed origins. In budding yeast 

origins are defined by a consensus sequence, ARS (autonomously replicating 

sequence)[191]. Origins are recognized by the origin binding complex (ORC). In budding 

yeast this entails sequence specific binding to ARS regions. In higher organisms the 

ORC appears to binds DNA without sequence specificity and any DNA is replicated. The 

sites utilized for initiation are thought to result from preferential accessibility to ORC 

which is determined epigenetically by chromatin context[192]. Origins are grouped in 

early or late origins depending on whether they will fire at the onset of S-phase or later 
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during S-phase. It is thought that late origins constitute a back-up mechanism. If two 

converging forks collapse, the intervening DNA is unable to replicate. Reserving origins 

for later in S-phase affords the possibility to restart replication by activating a dormant 

origin in the intervening region[193]. 

 

 

The firing of replication origins is tightly regulated by the cell cycle control machinery. 

Origin activation outside S-phase is prevented through the subdivision of activation 

into two processes, origin licensing and origin priming[194]. Priming is only permitted in 

S-phase and entails the recruitment of the ORC which binds to the origin and in turn 

recruits the licensing factors Cdc6 and Cdt1. Cdt1 is recruited together with the Mcm2-

7 complex that will form part of the replicative helicase[195].Licensed early origins fire 

when cells enter S-phase. The increase in CDK1 activity is required to initiate firing and 

CDK1 activity prevents further licensing by inhibiting helicase recruitment and 

targeting licensing factors for nuclear export and destruction[196-201].  

 

Origin firing proceeds by the conversion of the Mcm2-7 complex into the active 

replicative helicase. This is brought about by the loading of Cdc45 and the GINS 

complex to the Mcm2-7 complex to assemble the CMG helicase. The Cdc45 and GINS 

are part of the helicase but a second group of proteins, TopBP1Dbp11, Sld2, Sld3 and 

Sld7 are required as initiation factors. 

Together with CDK1, the DKK kinase composed of Cdc7 and its regulatory subunit 

Dbf4, are essential for the activation of the helicase. DDK phosphorylation of the 

Mcm2-7 complex leads to recruitment of Cdc45, Sld3 and Sld7 already in G1. However 

CDK1 phosphorylation after the transition into S-phase is required to finalize CMG 

assembly by the recruitment of the GINS. Further, Cdk1 phosphorylated Sld3 recruits 

TopBP1Dpb11 and Sld2. This constitutes a major regulatory step in origin firing as CDK1 

phospho-mimicking mutants render DNA replication independent of M-CDK1 activity. 

In addition to the Sld2-Sld3-TopBP1Dpb11 complex, DNA polymerase epsilon (DNA Polε) 

binds directly to the CMG and is required for origin firing prior to actual DNA synthesis. 
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Together with an as of yet incompletely understood function of Mcm10, these events 

lead to activation of the CMG helicase and origin unwinding. The Mcm2-7 complex is 

loaded as a head to head arranged double hexamer. After activation, the two CMG 

helicases assembled from the individual hexamers will unwind DNA as they move in 

opposite directions to generate two replication forks [193, 195]. 

 

One model for the unwinding of DNA by CMG helicase is that it functions as a wedge 

on double stranded DNA (dsDNA) by encircling a strand of single stranded DNA 

(ssDNA) and translocation along it. The stretches of ssDNA generated are bound by 

replication protein A (RPA) which keeps the ssDNA strands from re-annealing. DNA 

polymerase alpha-primase complex (DNA Polα) then synthesizes a RNA-DNA hybrid 

primer to initiate DNA polymerization. DNA Polα is evicted after primer synthesis, 

followed by the loading of the replication clamp PCNA by replication factor C (RFC) to 

the ss/dsDNA junction and the loading of the major replicative DNA polymerases, DNA 

polymerase delta (DNA Pol  ) and DNA Pol ε [193, 202].  

 

DNA can only be synthesized in a polar direction, by the formation of a covalent bond 

between the phosphate moiety located at the 5´postion of the deoxyribose ring of one 

nucleotide and the 3´ hydroxyl group of another. Thus DNA has to be synthesized in a 

5´-3´manner. The directions of the single strands in DNA are anti-parallel which creates 

an obstacle for a replication fork moving in one direction. One strand, the leading 

strand, can be continuously synthesized in direction of fork movement. The other 

strand, the lagging strand must be synthesized in the opposite direction of fork 

movement. This is accomplished by means of discontinuous synthesis along the lagging 

strand in Okazaki fragments. As the fork moves along the lagging strand, it is 

continuously re-primed and synthesized in small fragments of about 200bp that are 

aligned in the opposite direction of fork movement[203, 204]. 

 

The CMG helicase is thought to move down the leading strand, together with bound 

DNA Polε. Ample evidence suggests that DNA Polε is the preferential leading strand 
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DNA polymerase while DNA Pol  acts as the lagging strand polymerase. This is 

however not an absolute classification as the catalytic activity of DNA Polε is not 

essential in budding yeast and is thought to be replaceable by DNA Pol . Recent in 

vitro reconstitution experiments suggest that DNA Pol   can perform leading strand 

replication but is outcompeted when DNA Pol ε is present[202].    

 

A number of factors move with the replication fork and are thought to be components 

of the active replisome. These include the CMG helicase, DNA Polα, DNA Pol , DNA 

Polε, PCNA, Ctf4 and a complex of Mrc1, Csm3 and Tof1. The latter complex has a role 

replication checkpoint (see section 1.6) Ctf4 on the other hand is thought to tether 

DNA Polα to the CMG helicase. There is currently no evidence for a coupling of DNA 

Pol  to the CMG helicase. Sld2, Sld3, Sld7 and TopBP1Dpb11 are required for initiation 

but they do not move with the replisome[193, 205-208]. 

 

To complete DNA replication, the lagging Okazaki fragments have to mature and the 

replisome components have to be unloaded. DNA Pol  during discontinous synthesis 

of Okazaki fragments, synthesizes into existing fragments, displacing the original 

primer potion of the fragment. This flap is cleared by the Fen1 and Dna2 

endonucleases and the junction between fragments is subsequently ligated to 

complete lagging strand synthesis. Two mechanisms have been described to effect 

removal of replication factors from chromatin. The RFC-like Elg1 unloads remaining 

PCNA from replicated chromatin which is linked to Okazaki fragment maturation. The 

CMG helicase, which forms the core of the replisome, is ubiquitinated by SCFDia2 which 

likely leads to the disassembly of the replisome by the Cdc48 segregase[193, 209-212]. 
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1.5 Assembly of a mitotic chromosome 

 

The assembly of a mitotic chromosome as it is currently understood entails a profound 

restructuring of DNA in three dimensional space. This is necessary primarily to 

overcome two obstacles to chromosome segregation. 

 

The first obstacle is the length of DNA. In many cases, the length of the DNA contained 

in a chromosome easily exceeds the length of the cell it is contained in. As an example, 

assuming a 0.33nm step per base-pair, the largest  DNA molecule of budding yeast, 

chromosome 12 with around 2Mb, has a length of around 650μm[213]. An anaphase 

yeast cell on the other hand may reach a length of around 10μm. Yet, eukaryotic 

chromosome segregation commonly operates by attaching one locus, the centromere, 

to the spindle and pulling it to the spindle pole. This creates an obstacle for a 

segregation machinery; a large portion of the chromosome arm would be too long to 

follow. That obstacle is overcome through chromosome condensation, the three-

dimensional packing of DNA into compact bodies by introduction of higher order 

structure.  

 

The second obstacle to chromosome segregation is intrinsic to the structure of DNA 

and the chemistry of its replication. The DNA of two sister chromatids is intertwined or 

catenated after replication. This results from the double helical structure of DNA which 

undergoes semi-conservative replication. When the hydrogen bonds between 

complementary bases are broken to generate the two single stranded templates for 

DNA replication they are still topologically linked, winding around each other. After 

synthesis of the new strands, the  resulting molecules retain the intertwines of the 

parent strands. These intertwines are termed catenations and they link the two sister 

chromatids together to resist the seperation of chromatids in anaphase. This obstacle 

is overcome by decatenation. One duplex of DNA is cleaved and the intact sister is 

passed through the break before it is sealed[214].  
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1.5.1 Chromosome condensation 

 

The term chromosome condensation was initially used to describe the emergence of 

discernible bodies from the interphase chromatin[2]. As mentioned, this is thought to 

entail a major reorganization of DNA from its interphase state. In particular, somehow 

the path of DNA is arranged such that it will assume a defined higher order structure, a 

cylindrical body of chromatin. The path of the DNA in a chromosome is subject of 

multiple, not mutually exclusive models.  

 

Early electron microscopy of histone extracted mitotic chromosomes show loops of 

DNA that are attached at their base to a central proteinacious scaffold [215]. However 

a load bearing proteinacious scaffold was never suggested and strong evidence against 

such an assumption comes from micromanipulation experiments in which 

chromosomes were extended along their axis. Digestion of either DNA or Protein 

affects the elastic response of a chromosome. Therefore the structural integrity of a 

chromosome relies on both, DNA and the associated proteins[216, 217].  

 

A second classical view of mitotic chromosome organization is the hierarchical folding 

model. In this model, a 10nm fiber composed of DNA wrapped around nucleosomes is 

wound into chromatin fibers of increasing thickness, in the most recent work a 30nm, 

a 130nm, and a 250nm filament which is then curled into a chromosome of 0.5-0.75 

μm thickness[41, 218, 219]. These models derive from the observation of domains of 

this size during chromosome condensation. While these observations should not be 

discounted, there is substantial evidence against a hierarchical folding of a metaphase 

chromosome as 30nm or 250nm fibers are not observed in metaphase 

chromosomes[220-223]. 

 

An attractive model is the organization of a mitotic chromosome into a series of 

consecutive loops of around 100kb in length. These loops would be formed by loop 

extruding factors (LEF) binding to one locus and spooling DNA upstream and 

downstream of their binding site through their extrusion site. LEFs or other factors 
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would then clamp the base of loops dynamically. Many loops form along the length of 

a chromosome to generate a central axis defined by consecutive loop bases and a 

corona of chromatin loops that spreads radially from the center[223, 224]. 

 

The last model is by no means the only remaining explanation. However it does 

accommodate both, a central chromosome axis that is dependent on protein and DNA 

for its integrity and a DNA loop based organization. It also attractive because the 

organization of a mitotic chromosome into sequential loops is suggested in budding 

yeast. This model may unify chromosome condensation into common principles, 

despite cytological differences, among species[224-227]. Such unified principles are 

anticipated as the proteins required for chromosome condensation are conserved 

among animals and yeasts. 

 

A central and conserved factor required for chromosome condensation is the 

condensin complex[228]. Animal cells harbor two condensin complexes, condesin I and 

condesin II. Condensin II localizes to chromatin during replication and is required for 

the resolution of sister chromatids. Condensin I on the other hand associates with 

chromatin after nuclear envelope breakdown. Notably, both condensins localize to a 

central axis embedded in a metaphase chromosome. The two condensins are thought 

to mediate distinct aspects of condensation, owing to the distinct effect of their 

depletion on the structure of a metaphase chromosome. Depletion of condensin I 

renders metaphase chromosomes swollen while depletion of condensin II leads to a 

curly structure of the central chromosome axis[41, 189, 229-232]. Budding yeast harbors 

only a single condensin complex which is localized to the nucleus throughout the cell 

cycle but is enriched in the rDNA region specifically in anaphase in a Cdc14 dependent 

manner[181, 228, 233-235]. 

 

Condensin is a ring shaped SMC complex related to cohesin and has two known 

biochemical effects on DNA[228]. First its binding to DNA induces positive supercoiling 

[236-238]. Secondly it binds DNA and is able to topologically link to DNA strands 
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together[239]. Given its role in chromosome condensation and its localization to a 

central axis embedded in animal chromosomes, it is the prime candidate to act as a 

loop fastener for the organization of a chromosome into consecutive loops. 

Alternatively its activity in generating supercoils could be involved in the formation of 

a mitotic chromosome. However micromanipulation experiments suggest that 

supercoils are not a major factor required for the structural integrity of a mitotic 

chromosome[240].  

 

Additional factors involved in chromosome segregation have been described. Histone 

H3 phosphorylation by Aurora B plays a role in multiple species. In budding yeast a 

pathway has been delineated in which Aurora B controls adaptive hypercondensation. 

Aurora B is localized to the spindle midzone in anaphase and phosphorylates histone 

H3 on S10 to recruit the deacetylase Hst1 which deacetlyate Histone H4 at K16 to 

permit condensation through internucleosome interactions. This allows a cell to adapt 

to artificially long chromosomes by increasing their condensation[43, 241-244]. Further the 

requirement of the N terminal tail of histone H2B for chromosome condensation in the 

Xenopus egg extract system indicates the presence of as of yet unidentified histone 

modifications that are required for chromosome condensation and placed by an 

unknown factor[245, 246]. Finally a number of seemingly unconnected factors have been 

suggested to facilitate chromosome condensation, including the yKU complex and the 

deacetylase Sir2 in yeast and titin in drosophila. Their function or relation to the 

established chromosome assembly machinery is poorly understood[247-249]. 

 

 

1.5.2 Chromosome decatenation 

 

Decatenation of DNA depends mainly on type 2 topoisomerases. Topoisomerase 2 

(Top2) catalyzes what is termed a strand passage reaction. It binds two strands of DNA. 

One strand is cleaved. The two ends of the break site are held in proximity by covalent 

bonds to the enzyme while the second strand is passed through the broken strand. 
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After passage of the second strand the broken strand is sealed. This activity allows 

topoisomerase 2 to decatenate sister chromatids which is required for their 

segregation[250]. Importantly, while topoisomerase can act in S-phase, it is still required 

during anaphase, suggesting that chromosomes are not completely decatenated when 

chromosome segregation begins. This holds true for both yeast and animal cells. A 

possible reason for why topoisomerase is unable to remove all chromosomal 

catenanes before anaphase onset is a subset of catenanes may be shielded from Top2 

action by the cohesin ring. Thus, separase mediated cleavage would be required to 

complete catenation and permit chromosome segregation[96, 251, 252]. 

 

 

1.5.3 The interplay of topoisomerase 2 and condensin 

 

Top 2 and condensin show partially dependent behavior for both chromosome 

condensation and decatenation.  

In budding yeast and animal cells the localization of top2 after loss of condensin is 

perturbed. A loss of condensin function, in addition to its effects on chromosome 

segregation also perturbs chromosome arm resolution in anaphase. It has therefore 

been suggested that condensin in its potential function in ordering chromatin into 

loops promotes disentanglement of chromosome by Top 2[180, 253-255]. 

 

Conversely Top2 has also been described as required for chromosome condensation, 

however not as a structural component[256]. In micromanipulation experiments, 

addition of Top 2 would substantially reduce chromosome stiffness suggesting that 

entangled DNA is a structural competent of mitotic chromosomes[240]. In line with this, 

a sumoylation negative topoisomerase 2 mutant in budding yeast leads to a stretching 

of pericentromeric DNA  of a bioriented chromosome, and not to its increased 

compaction as may be expected from its role in removing sister chromatid 

interlinks[257]. This may be due to the interplay of Top2 and condensin on the DNA 
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substrate. Condensin binding to DNA induces non-catalytic supercoiling. However in 

presence of Top2, this can be converted into stable knots[258]. 

 

 

1.6. Cell cycle checkpoints that preserve genomic stability through mitosis 

 

The transition between different phases of the cell cycle is gated by checkpoints to 

ensure that all processes required for the next phase have been completed. However 

checkpoints exist that do not induce a rigid cell cycle arrest and this classical definition 

has changed in recent years. For example an essential function of the replication 

checkpoint is also to prevent replication forks from collapsing. Thus this checkpoint has 

targets beyond the cell cycle machinery that promote recovery from the insult that 

triggered it[259]. 

 

 

1.6.1 The replication checkpoint 

 

The observation that cells arrest before mitosis after addition of DNA replication 

inhibitors or the inactivation of essential replication factors led to the discovery of the 

S-phase or replication checkpoint[260].  

 

As is the case for all checkpoints, the most pertinent question about the replication 

checkpoint is what feature it uses to sense the replication stress.  Early on it had been 

suggested that the replication checkpoint may sense un-replicated DNA, possibly by 

sensing unfired pre-RCs. However depletion of CMG helicase components, central 

components of the pre-RC do not promote exit from a cell cycle arrest that is induced 

by inhibition of replication with the ribonucleotide reductase inhibitor HU[261]. 

Conversely complete inactivation of replication be depletion of factors required for 

initiation or licensing, such as  Cdc6 or the DDK kinase does not induce a cell cycle 
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arrest even though the whole genome is un-replicated. Thus it does not appear that 

there exists a replication-completion checkpoint that monitors un-replicated DNA or 

senses fully replicated DNA[262-267]. 

 

Because the replication checkpoint requires DNA replication to initiate in order to 

become active it is thought that the structures that arise at impaired replication forks 

constitute the signal that activates the checkpoint. More specifically the inhibition of 

DNA synthesis by can leads to uncoupling of the helicase from the DNA polymerization. 

The helicase in turn will continue to unwind DNA[268]. 

 

A pathway through which the replication checkpoint is activated has been delineated. 

The Replication checkpoint through the activation of the sensor kinase ATRMec1. ATR in 

complex with ATRIPDdc2 binds to RPA coated ssDNA. The recruitment of ATRMec1 to 

RPA-ssDNA is thought to be insufficient for its activation. In addition response of the 

replication checkpoint depends on primer synthesis by Polα. Primer synthesis 

generates ss/dsDNA junctions when short fragments are synthesized onto the 

template. Importantly, in the egg extract system the combination of ssDNA and a 

ssDNA junction is sufficient to induce a checkpoint response[268-275]. 

 

Instead, ATRMec1 is activated by TopBP1 which binds to RPA-ssDNA. This function is 

separable from its role in initiating replication. Another component in this pathway is 

the PCNA like 9-1-1 complex (Rad9-Rad1-Hus1). The 9-1-1 complex is recruited by 

TopBP1 to load on its preferred substrate, 5´ ss/dsDNA junctions. Binding of the 9-1-1 

complex in turn induces a conformational change in TopBP1 that allows it to activate 

ATRMec1[276-278].  

 

ATRMec1 in turn activates effector kinaseses,  Rad53Chk2 in yeast or Chk1 in animal cells 

via the replication checkpoint mediator Mrc1, or its animal homologue claspin, which 

travels with the replisome. Rad53Chk2  or Chk1 in turn signal a cell cycle arrest and 

promote stabilization of stalled forks[273, 274]. 
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While this pathway is becoming increasingly understood the observation that 

inactivation of the Smc5/6 complex leads to anaphase entry in the presence of DNA 

structures that resemble replication intermediates raises the question to what extent 

the replication checkpoint is able to ensure the completion of DNA replication. It is 

clear that gross insults to DNA replication trigger the checkpoint but these may do so 

because they resemble DNA damage. Other perturbations, such as an experimentally 

induced stretch of un-replicated DNA by the placement of tandem fork-blocks appear 

to go unnoticed [279-281]. 

 

 

1.6.2 The spindle assembly checkpoint (SAC) 

 

The SAC monitors the attachment of chromosomes via kinetochores to the spindle[69, 

282]. More specifically, it monitors their biorientation, that is whether the sister-

kinetochores have been targeted to opposing mitotic poles. Until all chromosomes 

have achieve biorientation, anaphase entry is prohibited[71]. The SAC acts directly on 

the APC/C and inhibits its ability to ubiquitinate Securin and B-cyclins by blocking the 

function of its co-activator Cdc20.  

 

Unattached kinetochores generate a mitotic checkpoint complex (MCC) in which Cdc20 

is prevented from interaction with the APC/C through binding to Mad2 and in which a 

Bub3-BubR1Mad3 dimer supplies a pseudosubstrate degron to block APC/C substrate 

recognition. Importantly this does not only lead to inhibition of Cdc20 function. 

BubR1Mad3 promotes the ubiquitination and destruction of Cdc20. This counteracts 

synthesis of Cdc20 and is required to maintain a SAC arrest[283-290]. However alternate 

mechanisms have been suggested such as phosphorylation of Cdc20 by Bub1[291].  

 

One possible pathway by which unattached kinetochores may catalytically generate 

the MCC is by Mad2 templated assembly. Mad2 in turn is activated to bind Cdc20 by its 
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recruitment to unattached kinetochores through Mad1, where it undergoes a 

conformational change which depends on the checkpoint kinase Mps1. This 

conformational change allows binding to Cdc20 and promotes recruitment of Bub3-

BubR1Mad3, leading to the assembly of the MCC[292-294]. 

 

 

1.6.2 The spindle position checkpoint(SPOC) 

 

Anaphase in budding yeast is unusual inasmuch as that the cleavage plane is not 

defined by the spindle but by the bud neck. A successful mitosis requires that the 

anaphase spindle delivers the daughter genome through the bud neck. To ensure this, 

the spindle position checkpoint (SPOC) monitors the successful entry of the daughter-

bound SPB into the bud. 

 

Until the daughter SPB has reached the bud, the SPOC inhibits mitotic exit by 

negatively regulating the MEN GTPase Tem1. Tem1 is inhibited by two GTPase 

activating proteins (GAPs), Bub2 and Bfa1. Polo kinase in turn phosphorylates Bfa1 to 

inhibit it thereby activating Tem1 and triggering mitotic exit. This system is able to 

sense spatial cues in the mother and daughter cell. A second kinase, Kin4 

phosphorylates Bfa1 which renders it resistant to  polo phopsphorylation, keeping Bfa1 

active and thus the MEN inactive. Importantly, Kin4 is active only in the mother cell, it 

is inhibited in the bud by Lte1. When the daughter bound SPB enters the bud, Bfa1 is 

liberated from phosphorylation by Kin4. Polo kinase can now inactivate Bfa1 to 

activate Tem1, thereby triggering the MEN and ultimately mitotic exit[169, 172, 295-298]. 

 

 

1.6.3 The NoCut checkpoint 

 

Defects in chromosome assembly can lead to the formation of anaphase bridges as 

detailed in the next section. Anaphase bridges form when the spindle extends in 
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anaphase but the attached chromosomes segregate incompletely, for example 

because they are uncondensed,  catenated or incompletely replicated. Chromatin that 

remains at the site of impeding cell division is exposed to the advancing cytokinetic 

machinery.  

 

In budding yeast, anaphase bridges that derive from the defects mentioned above 

trigger the NoCut checkpoint which in turn delays the final stage of cytokinesis, 

abscission.  The NoCut is thought to sense anaphase bridges by an interaction between 

Aurora B and chromatin. Aurora B is recruited to the spindle midzone in anaphase and 

artificial tethering of Aurora B is sufficient to inhibit abscission. During unimpeded 

chromosome segregation, chromatin segregates away from the spindle midzone but 

when an anaphase bridge forms, chromatin remains in the vicinity of Aurora B which 

activates the checkpoint. The means by which Aurora B induces the abscission delay in 

yeast remains to be determined. In animal cells however, the inhibition of abscission 

entails a direct Aurora B mediated regulation of the abscission machinery through 

phosphorylation of the ESCRT-III subunit CHMP4C[299-303].  

 

Anaphase bridges that are unable to resolve, such as those induced by inactivation of 

condensin or Top 2 are cut despite the activity of NoCut. However because the NoCut 

promotes viability and reduces DNA damage following cytokinesis in cells exposed to 

replication stress, it is thought that the NoCut checkpoint provides a window of time 

for anaphase bridges that can be resolved to complete segregation[299]. 

 

 

1.7 Anaphase bridges 

 

Anaphase bridges are a form of chromosome mis-segregation. They are visible as 

lagging chromatin that spans the spindle midzone and connects the two masses of 

segregated anaphase chromosomes. Lagging chromatin can broadly be defined as 

chromatin that segregates later than the bulk of anaphase chromosomes and remains 
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in the vicinity of the spindle midzone. In contrast to whole lagging chromosomes, 

which often arise from spindle attachment defects, anaphase bridges are frequently 

comprised of only a portion of a chromosome and are thus more likely to be rooted in 

the structural features of a chromosome. Late segregation may be entirely normal and 

visible in unperturbed cells in some cases. In other cases they signify catastrophic 

segregation failures that will lead to DNA damage, genome instability and cell death. 

Anaphase bridges can be divided into two types, chromatin bridges and ultrafine 

bridges according to whether they are detectable with conventional DNA dyes or not. 

 

 

 

1.7.1 Chromatin bridges 

 

Chromatin bridges are clearly visible bridges of bulk chromatin that stain with DNA 

dyes and chromatin markers such as fluorescent histones. Chromatin bridges may arise 

spontaneously in unperturbed cells. They are observed up to 2% in untransformed 

cells such as cultured human fibroblasts and their incidence is elevated in tumor cells 

[304, 305]. Spontaneous lagging chromosomes can occur due to merotelic attachments in 

which one kinetochore is attached to microtubules from opposing poles. The mis-

attached centromeres can be visualized on the lagging chromosome in conjunction 

with the bound microtubules[306-308]. Chromosome structure is far less amenable to 

microscopy than the mitotic spindle and therefore structural defects of a chromosome 

are not as readily correlated with an anaphase bridge. Consequently the contribution 

of chromosome structural defects to anaphase bridges is not well understood. One 

structural that has been implicated in the spontaneous formation of anaphase bridges 

is the formation of a dicentric chromosome. A dicentric chromosome contains two 

centromeres which can attach to opposite spindle poles, leading to the pulling of the 

two centromeres into opposite directions and stretching the intervening chromatin 

across the spindle midzone. The dicentric chromosomes can in turn arise from 

improper DNA repair, for example after telomere erosion[5, 6, 304, 309]. 
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Chromatin bridges can be induced experimentally by gross perturbation of 

chromosome assembly. A loss of function of codensin or Top2 for example lead to 

anaphase bridges owing to a defective in shortening and decatenating of chromosome 

arms[254, 310-312]. In addition to that, the loss of factors that regulate these processes has 

similar effects. In budding yeast cdc14 mutants exhibit defective condensin 

recruitment in anaphase and display chromatin bridges. One explanation for the defect 

in condensin loading observed in cdc14 mutants is that condensin loading requires the 

shutoff of transcription which is mediated by Cdc14. A failure in loading condensin in 

turn would lead to under-condensed chromosomes but has also been reported to 

impair de-catenation as previously mentioned[181, 253, 313, 314].  

 

1.7.2 Ultrafine bridges 

 

The second type of anaphase bridges are ultrafine bridges (UFB), so termed because 

they are not stained by conventional DNA dyes and no histone signal is observed on 

them, was identified relatively recently in human cells. They initially identified 

indirectly, by visualizing proteins that localize to UFBs such as the PICH, the Bloom 

helicase or TopBP1. However the presence of DNA in these UFBs was confirmed by 

their ability  to incorporate labeled nucleotides. Importantly, UFBs are a common 

feature of normal mitosis in untransformed human cell lines. They have been sub-

classified further, based on the chromosomal loci they derive from[315-317].   

 

The first subclass of UFBs are centromeric UFB´s. PICH and the Bloom helicase 

frequently label UFBs that contain centromeric DNA during anaphase in untransformed 

human cells[251]. Because these bridges are observable in most anaphases and 

progressively disappear during anaphase, they are believed to be a normal feature of 

anaphase. Specifically, it is thought that centromeric DNA that retains the cohesin 

complex in metaphase will have to undergo decatenation in anaphase. In line with this, 

Topoisomerase 2A is recruited to centromeric UFBs by TopBP1Dbp11 [251, 318, 319]. 
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A second class of UFBs are fragile site associated bridges. Common fragile sites (CFS) 

are regions in the genome with which are intrinsically difficult to replicate. The exact 

reasons for this are not well understood but it has been suggested that the presence of 

secondary structures formed by repeating DNA sequences challenges the progression 

of the replication or the lower frequency of active replication origins in these 

regions[317]. Fragile site UFBs  are rarely observed in normally dividing human cells but 

can be induced by treatment of cells with low doses of replication inhibitors. 

Importantly, these fragile site UFBs are different from the normal centromeric UFBs in 

terms of the proteins they recruit. In addition to  PICH, the Bloom Helicase and 

TopBPDbp11 the Replication Protein A (RPA) and the DNA repair proteins of the Fanconi 

anemia complex components have been implicated in protecting stalled replication 

forks from degradation[320-322]. FANC-D2/I localize into two foci at the bridge terminus 

flanking the Bloom helicase and RPA70 which  localized onto the UFB. Because of this 

and the origin of these bridges are believed to be either unreplicated DNA or 

incomplete resolution of replication intermediates.  

 

Finally a third class of UFBs are telomeric UFBs. It has been suggested that telomeres 

resemble fragile sites on the grounds that a loss of function of either TAZ1, a shelterin 

component of S.pombe, or TRF1, its mammalian homologue lead to replication forks 

stalling at the telomere[323, 324]. This generates the equivalent of ultrafine bridges in 

S.pombe, RPA coated anaphase bridges that were visible with a histone fluorescent tag 

only on overexposure[325]. The loss of TRF1 in human cells does not lead to telomeric 

UFBs but overexpression of the paralogue TRF2 does induce both telomeric replication 

fork stalling and RPA positive telomeric UFB´s[326]. 
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1.7.3 Ultrafine bridges in budding yeast 

 

Ultrafine bridges have been described very recently in budding yeast. Like their animal 

counterparts they recruit TopBPDbp11, the Bloom helicase and RPA. These UFBs 

recapitulate the behavior of human UFBs in as much as that they with common DNA 

dyes or recruit fluorescently labeled histones to a visible level. Budding yeast UFBs can 

be induced by perturbing replication but they arise at a lower frequency 

spontaneously.  Surprisingly these bridges have been described in 40% of normal cell 

divisions, suggesting that they are normally  resolved timely, before cytokinesis[327]. 

 

1.8 Goals 

 

Many of questions regarding the origin of anaphase bridges remain unanswered. They 

can be experimentally induced by a variety of means such as the inactivation of factors 

essential for chromosome assembly. However their observation in untransformed cells 

and wild type yeast indicates that they can arise spontaneously and that these bridges 

are not necessarily lethal. This in turn suggests, together with the association of 

anaphase bridges with mutagenic events and their increased occurrence in 

transformed cells, that bridges may be driving factors in the formation cancer. It is thus 

of great interest to understand better the processes that normally act to prevent 

them. 

Conversely the observation that anaphase bridges form after known chromosome 

assembly factors are lost suggests that spontaneous anaphase bridges hay have similar 

origins. Whether this may be due to impairment of known processes such as 

chromosome condensation or decatenation is an open question. Both are essential 

processes and their lack incompatible with life. While a number of factors are known 

to be required for the assembly of a mitotic chromosome our understanding of this 

process remains, in many respects, incomplete. 
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The question lingers. Do we know all the processes and factors required to make and 

segregate of a mitotic chromosome? Could other factors be required to prevent 

anaphase bridges? 

 

To investigate this I decided to screen budding yeast for mutants that show display 

bridges in order to identify novel factors or processes that are required to prevent 

them. Among the mutants that displayed anaphase bridges, I chose two categories to 

investigate further, DNA replication mutants and mutants defective for the activation 

of the mitotic exit network (MEN) . First, I show that mild replication stress leads to 

anaphase bridges in wild type yeast. Secondly I identify members of the conserved 

mitotic exit network (MEN) as factors that are required to prevent anaphase bridges.  
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2. Results 

 

2.1 Anaphase bridge screen 

 

I performed a reverse genetic visual screen to identify mutants that fail to prevent 

anaphase bridges. We expected the genes involved to be essential, as this process is 

vital to  genome maintenance. We therefore focussed on the essential genes of 

budding yeast.    

 

Decades of yeast genetics have led to the generation of thermosensitive alleles for the 

majority of the essential genes of budding yeast. A thermosensitive allele is a tool that 

is used to conditionally inactivate the protein product of a gene in question. It 

generates a protein that performs its function normally at the permissive temperature, 

typically 22°C-25°C, while it becomes unstable and is degraded at the restrictive 

temperature, typically between 30°C-38.5°C. These alleles are available in mutant 

collections, or arrays, which I have used to screen for mutants that fail chromosome 

assembly[328, 329]. 

 

To identify mutants that display a chromosome assembly defect, I screened for a 

cytologically visible diagnostic phenotype, the appearance of anaphase bridges. An 

anaphase bridge in budding yeast presents itself as a connecting thread between the 

two lobes of segregating chromatin during anaphase. Morphologically this is 

indistinguishable from a late anaphase nucleus in which most of the chromatin has 

segregated and the remaining thread is about to complete segregation. The difference 

between a normal anaphase and a bridge lies in whether the connecting thread will be 

segregated on time, late, or not at all. One way to identify mutants that fail 

chromosome assembly is to find those that fail to segregate this connecting thread and 

therefore display an increased number of anaphase figures. 

 



-Results- 

34 
 

However, a chromatin connection that fails to clear the bud neck will be cut during 

cytokinesis. The inactivation of condensin, which severely compromises chromosome 

condensation, increases the life-time of an anaphase figure only by about ten minutes. 

(see Fig. 5).  

 

We reasoned that, to be able to detect anaphase bridges in a population of cells, it 

would be necessary to stabilize them by preventing cytokinesis. Since this would have 

to be performed in a large number of samples in parallel,  it was desirable to be able to 

block cytokinesis rapidly, through application of a simple treatment. The use of existing 

pharmacological agents such as the type 2 myosin inhibitor blebbistatin or latrunculin  

was not possible. Blebbistatin acts on the motor domain of type 2 myosins and the 

motor domain of Myo1 is not essential for cytokinesis in budding yeast. 

Depolymerisation of the actin cytoskeleton by latrunculin on the other hand disrupts a 

normal cell cycle[102, 330, 331].  

 

2.1.1 Inhibition of cytokinesis using a thermosensitive iqg1-1 allele under control of a 

copper-repressible promoter 

 

I first endeavoured to find a suitable means to inhibit cytokinesis and stabilize 

anaphase bridges. Conditional inactivation of the essential proteins Myo1 or Iqg1 was 

attempted by use of both temperature or auxin induced degrons[332, 333]. These 

degrons either led to hypomorphic alleles, rendering cells sick under permissive 

conditions, or were not lethal under restrictive conditions (not shown). 

 

I turned to the previously described temperature sensitive allele iqg1-1[334]. This allele 

is lethal at restrictive temperature in the W303 background in which it was originally 

generated. However it is not lethal at 37°C in the BY4742 background in which the 

thermo-sensitive collections were constructed (Fig1). This suggested the incomplete 

inactivation of this essential protein.  
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In an attempt to inactivate Iqg1 more stringently, I characterized the behaviour of 

strains in which IQG1 or iqg1-1 had been placed under control of a copper repressible 

promoter pCTR1 (Fig. 2A).  The copper repressive elements (CuREs) contained in pCTR1 

are bound by the Mac1 transcription factor in response to high copper in the medium 

which leads to rapid promoter shutoff[335].  

 

 

 

Figure 1) Spot assay for viability of iqg1-1 mutants in W303 and BY4742 backgrounds 

at restrictive and permissive temperature. 

 

 

To evaluate the response of the pCTR1-IQG1 and pCTR1-iqg1-1 alleles, I added 100μM 

CuSO4 as a restrictive copper concentration to YPDA in order to repress Iqg1 

expression. Growth on YPDA or YPDA + 100μM BCS (a copper chelator) were tested as 

conditions permissive for growth (Fig. 2B). The pCTR1 promoter leads to inhibition of 

growth at restrictive copper concentrations. This is not further enhanced by the iqg1-1 

mutation at 37°C, in accordance with the previous result. The growth inhibition by 

repression of Iqg1 was less pronounced at 37°C. Nevertheless there was a substantial 

effect on growth in strains harbouring pCTR1-IQG1 or pCTR1-iqg1-1 alleles, suggesting 

cytokinesis was at least strongly compromised by repression of Iqg1. 
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A)

 

B) 

 

 

 

Figure 2A) Schematic representation of the pCTR1-IQG1 and pCTR1-iqg1-1 alleles, 

depicting the L448P thermosensitive iqg1-1 mutation[334]. 2B) Viability assays of clones 

harbouring either pCTR1-IQG1 or pCTR1-iqg1-1 alleles under permissive and restrictive 

conditions. 
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2.1.2 Inhibition of cytokinesis stabilizes anaphase bridges induced by inactivation of 

condensin 

 

After finding that both, the pCTR-IQG1 and the pCTR-iqg1-1 alleles were able to inhibit 

cell growth in response to copper, I tested whether they would stabilize anaphase 

bridges, as we had hypothesized earlier. To this end I introduced the thermosensitive 

condensin mutant allele ycg1-2 into both strains in order to generate anaphase 

bridges. In addition, I fused a fluorescent tag to Histone H2B, Htb2-mCherry, to 

visualize chromatin.  

 

The promoter shutoff and the temperature shift can be timed independently. 

Depending on the response time of pCTR1, there may be a sequence of copper 

addition and temperature shift that would maximize the stabilization of anaphase 

bridges. To test this I performed a small scale screen for treatments in which 

repression of pCTR1 was triggered at different times before the temperature shift. 

Cells were fixed at the indicated time-points, 1, 2 or 3 hours after the temperature 

shift and then imaged. The percentage of anaphase figures over total number of nuclei 

was determined. Intriguing tripolar chromatin structures were found in cells that had 

two buds, indicating that these cells had entered a second anaphase after failing 

chromosome segregation in the first (Fig3A). These structures were also scored as 

anaphase nuclei. The pCTR1-IQG1 construct did not appear to stabilize anaphase 

bridges under the conditions tested. In contrast, the pCTR-iqg1-1 ycg1-2 double 

mutant allele showed an increase in anaphase figures. A maximum of about 50% nuclei 

in anaphase figure conformation were observed in the sample in which copper had 

been added one hour before it was shifted to 37°C for three hours (Fig. 3B).  

 

To confirm this effect, further time course analysis was performed. There was a 

substantial increase in anaphase figures during the time of the experiment in the 

pCTR1-iqg1-1 ycg1-2 double mutant. The pCTR1-iqg1-1 and ycg1-2 single mutants did 

not show this response. These results suggested that the pCTR1-iqg1-1 allele had the 

desired effect of stabilizing anaphase bridges by inhibition of cytokinesis (Fig. 3C). 
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A) 

 

B)             C) 

 

 

 

Figure 3A) Nuclear conformations scored as anaphase figures in time course 

experiments (boxed). 3B) Percentage of nuclei found in anaphase figure conformation 

after copper addition at different time-points prior to the temperature shift from 25°C 

to 37°C. 3C) Time-course analysis of anaphase figures after addition of 100μM CuSO4 

one hour before temperature shift. Cultures were growing logarithmically. Error bars 

display the standard error between experiments  

 

 

It may be unexpected that the condensin single mutant does not show an increase in 

anaphase figures. Logarithmically growing cells were used in these experiments. I 
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attribute low number of anaphase figures in the condensin single mutant to cell death, 

which results from cut anaphase bridges and removes these cells from the cycling 

population.  

 

 

2.1.3 Characterization of anaphase bridge life time by live cell time-lapse microscopy 

 

To test whether my interpretation of the results of the fixed cell time courses were 

correct, I performed time-lapse microscopy to measure the lifetime of individual 

anaphase figures. Copper was added to logarithmically growing cells one hour before 

the samples were shifted from 25°C to 37°C  by mounting them in a pre-warmed 

incubator on a spinning disk microscope.  

 

While the wild-type undergoes rapid chromosome segregation, this is delayed in the 

condensin mutant. Disappearance of the connection between the nascent nuclei in the 

ycg1-2 mutant often occurred after shortening of the elongate nucleus, creating the 

impression of a nucleus being cut (Fig. 4, second panel)[299].  

It was interesting to observe that the pCTR1-iqg1-1 strain undergoes subsequent 

rounds of re-budding and nuclear division to yield syncytium-like cells (Fig. 4, third 

panel). The tripolar structures observed previously in the time-courses of the pCTR1-

iqg1-1 ycg1-2 double mutant were indeed found to result from a second anaphase 

after a failure of chromosome segregation during the first (Fig. 4, fourth panel). This 

second anaphase could have one of two outcomes, either a tripolar anaphase, as 

depicted, or a comparatively normal bipolar anaphase figure in which one bud remains 

empty. This behaviour likely results from the assembly of two spindles during the 

second cell cycle and the outcome depends on whether the two spindles are targeted 

towards the same or towards different buds. 
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Figure 4) Representative montages of wild type, ycg1-2, pCTR1-iqg1-1 and double 

mutant cells undergoing anaphase. Note the formation of 4 nuclei in the second cycle 

of a pCTR1-iqg1-1 mutant and the tripolar bridge in the second anaphase of pCTR1-

iqg1-1 ycg1-2 double mutant. Zero minutes is the onset of anaphase as defined by the 

beginning of nuclear elongation. 
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Figure 5) Binned lifetime of anaphase figures, measured as described in the text, for 

wild type, ycg1-2, pCTR1-iqg1-1 and double mutant cells. 

 

The lifetime of anaphase figures was determined by measuring the time of 

appearance, as identified by the onset of nuclear elongation, until disappearance, as 

defined by a loss of a visible connection between the two nascent nuclei. At times, a 

connection transiently disappeared to reappear some frames later. This was attributed 

to a temporally low fluorescence intensity of these dynamic structures. These 

anaphase figures were scored as continuous until the final disappearance of the 

connection as it is unlikely that an anaphase bridge would reform after two nuclei have  

completed segregation. Under these conditions, the wild type and the pCTR1-iqg1-1 

strain complete anaphase with a mode of  6 minutes. While the lifetime of the 

anaphase figure was clearly increased in the ycg1-2 mutant, it was visible for only 

about 16 minutes. Importantly, the lifetime of anaphase figures was substantially 

increased in the pCTR1-iqg1-1 ycg1-2 double mutant, with about 50% of cells 

exhibiting anaphase figures that were stable for 50 minutes or longer (Fig. 5). This 
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analysis corroborates the results of the time-course analysis and demonstrates the 

efficacy of pCTR1-iqg1-1 allele in stabilizing anaphase bridges.  

 

 

2.1.4 Rescue of viability of a condensin mutant by the inhibition of cytokinesis 

 

The previous analysis suggested that the inhibition of cytokinesis protects anaphase 

bridges from being cut and that polyploidy resulting from the inhibition of cytokinesis 

is not immediately lethal. This raised the question whether the inhibition of cytokinesis 

may actually rescue the lethality that results from the cleavage of an anaphase bridge. 

If correct, it may be possible to find conditions under which chromosome 

condensation is impaired partially and this is rescued by a delay in cytokinesis. To test 

this, I used the pCTR-iqg1-1 ycg1-2 double mutant and the two single mutants in a 

growth assay under a semi-permissive temperature with and without the addition of 

Copper or BCS. Indeed, at 30 degrees, in absence of copper or in presence of BCS, a 

partial rescue of the viability of the condensin mutant by pCTR-iqg1-1 is visible. This 

suggests that the lethality of the condensin mutation derives at least in part from the 

cleavage of anaphase bridges (Fig. 6). 

 

2.1.5 Workflow of the anaphase bridge screen 

 

With the pCTR1-iqg1-1 allele in hand I proceeded to generate the strains to screen for 

anaphase bridges. As a starting collection of mutants I used two previously described 

thermosensitive mutant arrays[328, 329]. To introduce the pCTR1-iqg1-1 allele into the 

two thermosensitive mutant arrays, I used high throughput cross technology. This 

technique relies on haploid selection and diploid counter-selection to obviate the 

necessity of micro-dissection for the isolation of haploids of the desired genotype from 

a cross. Along with the pCTR1-iqg1-1 allele, I introduced HTB2-mCherry and SHS1-GFP 



-Results- 

43 
 

fluorescent fusion tags. The SHS1-GFP tag serves to visualize the septin ring at the bud 

neck which is used as a marker for the cell cycle stage (Fig. 7A). 

 

 

 

 

Figure 6) Viability assay at semi permissive conditions. Rescue of ycg1-2 by pCTR-iqg1-1 

boxed. Note that pCTR-iqg1-1 mutants show residual growth after 5 days at 30°C. 
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A) 

 

B) 

 

 

Figure 7A) The desired genetic features, pCTR1-iqg1-1, SHS1-GFP and HTB2-mCherry 

were introduced into the thermosensitive array by high throughput crossing. 

Representative plates are shown. The thermosensitive array is crossed with a "query" 

strain that contains the desired features and diploids are enriched by simultaneous 

selection for the markers present in both, the query strain and thermosensitive array. 

After sporulation and germination, haploids of the desired genotype are selected while 

diploids are counter-selected by use of the haploid specific selection markers[328]. 7B) 
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Sample treatment regime: Strains were grown for five hours at 25°C, copper was added 

for one hour before temperature shift to 38.5°C. Cells were fixed after three hours and 

processed for image acquisition  

 

The septin ring undergoes a stereotypical morphological change during the cell cycle, 

when it splits from a single ring into a double ring, signifying mitotic exit[101]. This is 

later used to distinguish post-anaphase bridges from a normal anaphase figure (Fig. 

8A). 

 

After construction of the screening array, the strains were treated and processed for 

microscopy. All strains were grown in liquid medium and copper was added one hour 

before the cultures were shifted to 38.5°C. This temperature was chosen because this 

was the minimum restrictive temperature for some thermosensitive mutants in the 

original collection. After three hours, cells were fixed in 1% formaldehyde and the fixed 

cells were further processed for image acquisition (Fig. 7B).  

 

 

2.1.6 Results of the anaphase bridge screen 

 

An anaphase bridge can be defined as the prolonged co-localization of chromatin and 

septin rings as it indicates failed or delayed chromatin segregation. This can manifest in 

two ways. The first is a situation in which a mutant is defective in segregating 

chromatin away from the bud neck but competent for mitotic exit. In this case 

chromatin will be found traversing septin rings that have split during mitotic exit. 

These bridges will be termed post-anaphase bridges. A more severe display of such a 

mutant is the formation of a tripolar bridge. These are formed by two consecutive 

rounds of failed chromosome segregation (Fig. 8A, left and middle panels). A caveat 

here is that a similar situation may arise from a premature mitotic exit that precedes 

the completion of chromosome segregation. This may be expected of for example 

mutants that are defective in a cell cycle checkpoint.  
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A second way anaphase bridges may manifest is in mutants that are deficient for both 

chromosome segregation and mitotic exit. These mutants are likely to accumulate in 

high number in late anaphase with undivided chromatin traversing un-split septin 

rings.  

 

In the pCTR1-iqg1-1 query strain, chromatin traversing split septin rings is found 

exceptionally rarely. In fact only a single cell was found among all replicates of 

quantified pCTR1-iqg1-1 controls that was reminiscent of a tri-polar bridge. Post-

anaphase bridge structures were never seen in the pCTR1-iqg1-1 query strain. In 

contrast about 30% of anaphase figures in the pCTR1-iqg1-1 ycg1-2 double mutant are 

either of the post-anaphase bridge or tri-polar bridge type. This suggests that even 

though elevated temperature was necessary to inactivate the thermosensitive alleles 

screened, pCTR1-iqg1-1 was still competent to stabilize anaphase bridges (Fig. 8B). 

 

A)        B) 

 

Figure 8A) Classes of anaphase bridges that were found in the screening array. 8B) 

Quantification of the percentage of post-anaphase bridges or tri-polar anaphases 

among anaphase figures in pCTR-iqg1-1 and pCTR-iqg1-1 ycg1-2 double mutants. Error 

bars display standard error between replicates. 
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Table 1: Summary of hits of the anaphase bridge screen. The colour code can be found 

in the legend. A filled box designates the presence the respective structure in both 

replicates of at least one thermosensitive allele of a tested gene. 
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1085 individual alleles covering 765 individual genes or about 70% of the essential 

genes were screened in biological duplicates. For both biological replicates, 9 fields per 

strain were screened blind, manually, to identify strains that fall into one of two 

categories: those that display a chromosome segregation defect before or after mitotic 

exit. As the occurrence of post-anaphase bridges and tripolar bridges was exceedingly 

low in the pCTR1-iqg1-1 query, mutants were classified as post-anaphase or tripolar 

bridge hits if two or more of these structures were found in both replicates. On the 

other hand mutants were only classified as anaphase bridge hits if they had an 

immediately apparent substantial increase in the number of late anaphase figures. 

 

A summary of the hits is found in Table 1. Significantly, all condensin alleles contained 

in the collection were found as well as 15 of 17 Smc5/6 complex mutant alleles. Both 

have a known role in chromosome segregation and their identification demonstrates 

the efficacy of the screen. mps1 likely is an example for a mutant that displays post- 

anaphase bridges as a result of a defective checkpoint and defective chromosome 

segregation. MPS1 is essential for both SPB duplication and the SAC and therefore 

likely exits mitosis in absence of chromosome segregation[336, 337]. cdc14 on the other 

hand is an example for a mutant that fails both chromosome segregation and 

anaphase exit as both of these functions have previously been described. 

 

 

2.2.  Replication stress induces chromatin anaphase bridges 

 

2.2.1.  Persistent replication stress induces Htb2-mCH positive anaphase bridges  

 

Finding post-anaphase bridges in DNA replication mutants was intriguing as most DNA 

replication mutants have been described to arrest before anaphase[21].  
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I wondered whether it might be possible, not to inhibit, but to perturb DNA replication 

to the point where cells would enter anaphase in presence of bridges which may arise  

A)

 

B)  

 

Figure 9A) Cells growing in the presence of 60mM HU display histone-positive 

anaphase bridges which are cut by the contracting actomyosin ring. Arrows indicate 

the point at which a histone-positive anaphase bridge disappears. 9B) Quantification of 

chromosome segregation relative to full ring contraction. Pooled plot of three 

independent experiments. Time zero is the time of maximal ring contraction, each dot 

indicates the first time-point in which the visible connection between two nuclei is lost.   
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from remaining un-replicated DNA. Treatment of cells with the ribonucleotide 

reductase inhibitor hydroxyurea (HU) leads to a depletion of nucleotides during DNA 

replication and is routinely used to arrest budding yeast in S-phase.  

 

A treatment with 100mM HU induces an S-phase arrest, therefore I tested a lower 

concentration. When adding HU to a concentration of 60mM, anaphase bridges were 

reproducibly observed in three experiments. In these experiments I analyzed a strain 

which harbors both a Htb2-mCherry fusion and a Myo1-GFP fusion by live time-lapse 

microscopy. HU was added to the sample immediately before imaging. An anaphase 

bridge is defined here as chromatin that is cut by the acto-myosin ring, i.e. when the 

acto-myosin reaches full contraction before or at the time of the disappearance of the 

connection between the two nuclei (Fig. 9A).  

 

In the presence of 60mM HU, 40% of cells exhibit anaphase bridges as defined above. 

When plotting the timing of chromosome segregation relative to full ring contraction, 

the HU treated cells show bimodal distribution with one maximum at 10 minutes 

before ring contraction, similarly to the untreated cells, while the other maximum is 

found at ring contraction (Fig. 9B). Thus mild replication stress can induce anaphase 

bridges in at least a subpopulation of cells. 

 

 

2.2.2.  Replication stress does not lead to  telomere 12R or rDNA mis-segregation 

 

Telomeres and the rDNA in budding yeast are known to present obstacles to the 

replication fork [338, 339]. I wondered if these regions may be preferentially under-

replicated after HU treatment and if it was possible to observe a resulting segregation 

defect. To this end I utilized a strain which  contains a subtelomeric TetO array at 

telomere 12R, visualized by a TetR-YFP fusion, and a Net1-mCherry fusion to visualize  
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  Figure 10A) Schematic representation of 

 the fluorescent loci on chromosome 12  

 [340] . 10B) Example of a HU treated cell 

 completing segregation of the rDNA and 

 telomere 12R. Arrows mark spindle 

 elongation, arrowheads mark locus 

 disjoining. 10C) Quantification of the 

 timing of locus disjoining relative to  the 

 onset of spindle elongation. 

 

the rDNA (Fig. 10A). In addition, this stain harbours a Spc42-mCherry fusion to visualize 

SPBs which allows to determine anaphase onset by spindle elongation. This strain was 

treated as in the experiment above, grown logarithmically before 60mM HU was 

added and time lapses were acquired. Segregation of the rDNA and telomere 12R were 

scored as the time from anaphase onset, as identified by spindle elongation, until the 
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time of disjoining of the respective loci (Fig. 10B). No segregation defects were 

observed either for the rDNA locus or for telomere 12R (Fig. 10C). It appears that the 

replication stress induced anaphase bridges are not concentrated in the loci tested 

here. 

 

 

2.3. Anaphase bridges in MEN mutants 

 

It was unexpected to find incompletely separated chromatin in mitotic exit network 

mutants. While Cdc14 is required for chromosome segregation, it is thought that 

sufficient Cdc14 function is provided by its early release through the FEAR pathway[181]. 

I thus chose to investigate this phenomenon in more detail. 

 

 

2.3.1. MEN mutants fail to divide their chromatin 

 

I first sought to confirm the failure of chromosome segregation in MEN mutants. To 

exclude the possibility that the observed defect arose from unrelated mutations that 

may have arisen during passaging of the strains in the arrays, I introduced the tem1-3, 

cdc15-2, dbf2-2, mob1-ts and cdc14-1 alleles into a strain of the S288C background 

which harbours a Histone H2B-mCherry fusion tag.  

 

To assess whether MEN mutants indeed arrest before they have completed 

chromosome segregation, I performed fixed cell time course analysis. Cells were grown 

to mid log-phase in YPDA and arrested for two hours with alpha factor. They were then 

released from the arrest into YPDA pre-warmed to 37°C and permitted to grow for a 

total of 3 hours. Aliquots of the cultures were fixed every twenty minutes and then 

imaged. The budding index and frequency of anaphase figures were determined from 

the acquired images (Fig. 11A).  
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A)  

 

B)  

 

C)

 

 

Figure 11A) Representative images of wild type cells at different stages during the cell 

cycle. Indicated are cells scored as budded and anaphase figures. 11B) Quantification 
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of budding index and anaphase figures after release from alpha factor and shift to 

37°C. Error bars display standard error between experiments. 11C) Representative 

images of anaphase figures in MEN and CDC14 mutants.  

As expected, MEN and cdc14-1 mutant strains arrested with large buds while the wild type 

completed one cell cycle and entered the next (Fig. 11B). The time of anaphase onset, as 

scored by the appearance of anaphase figures was similar for the wild type, the MEN mutants 

and the cdc14-1 mutant. In the wild type, the percentage of anaphase figures began to drop 

two hours after release from alpha factor as chromosome segregation completed. 

MEN mutants displayed a continuous rise in the percentage of anaphase figures until 

the three hour time point when it reached about seventy percent (Fig. 11B). The 

anaphase figures in MEN mutants are almost exclusively late anaphase figures in which 

two separated nuclear lobes are connected by a thin bridge (Fig. 11C).  

 

MEN mutants thus arrest in late anaphase and fail to complete chromosome 

segregation. The cdc14-1 mutant behaves similarly and arrests in late anaphase with 

two connected nuclear lobes. Superficially, the connection between the nuclear lobe 

appears more pronounced in intensity and thickness in cdc14-1 mutants when 

compared to MEN mutants. 

   

2.3.2 Anaphase bridges in MEN mutants contain stainable DNA 

 

The MEN mutant alleles used here are well studied and a role in chromosome 

segregation had heretofore not been ascribed to them. On the other hand budding 

yeast undergoes a closed mitosis which leads to the formation of a thin nuclear tube in 

late anaphase. This raised the possibility that bridges observed in MEN mutants 

correspond to unbound Htb2-mCherry diffusing through a chromatin free tube formed 

by the nuclear envelope. To exclude this possibility I endeavored confirm the presence 

of DNA in the bridge by staining it with a nucleic acid dye. 
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Initial attempts were confounded by a strong staining of mitochondrial DNA that 

would often localize in the vicinity of the presumptive bridge. I thus resorted to the use 

of a S288C strain that had spontaneously lost its mitochondrial DNA and become 

petite. Petite [ρ0] stains arise spontaneously in budding yeast, at a comparatively high 

frequency in the S288C background[341].  

If the petite strain is to be used as a background in which to assay for DNA segregation 

defects, it is necessary to confirm that this petite strain does not itself display DNA 

segregation defects. This is especially pertinent since the loss of mitochondrial DNA 

has been shown increase mutation rate and the behavior of the petite strain may differ 

from its parent[342]. To this end time course analysis as in Figure 11 was performed 

with the S288C wild type and its petite derivate. The petite strain was derived from an 

Htb2-mCherry carrying parent grande. After release from an alpha factor arrest and a 

temperature shift to 37°C, aliquots were taken and fixed every twenty minutes and the 

budding index and the percentage of anaphase figures was determined.  

 

Figure 12) Time course analysis of the petite strain used for construction of petite MEN 

mutants. The budding index and the percentage of anaphase figures are plotted. Error 

bars display standard error between experiments  
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B)                     C) 
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Figure 13A) Representative images of MEN and cdc14-1 mutants in which chromatin is 

labeled with Htb2-mCherry and YOYO-1 13B) Quantification of anaphase figures, 

visualized with the fluorescent Htb2-mCH label, that stain with YOYO-1.Lagging 

chromatin marked by the arrow in the middle left panel was scored as co-localizing. 

Samples scored were fixed and stained after three hours of growth at 37°C following 

release from alpha-factor arrest. Error bars display standard error between 

experiments 13C) Percentage of anaphase nuclei in the sample, average of three 

experiments. 

 

Passage through START in the petite strain appears less synchronous but at no point 

during the cell cycle was an overt increase of anaphase figures observed. Thus, the loss 

of mtDNA does not noticeably affect chromosome segregation on this level in this 

petite strain (Fig. 12). 

Having confirmed that the petite strain does not exhibit anaphase bridges on its own, I 

introduced the cdc15-2, dbf2-2, and cdc14-1 alleles into it. Wild type, MEN and cdc14-1 

mutants were harvested after three hours of growth at 37°C following a release from 

alpha factor. Cells were fixed in formaldehyde, digested with zymolyase and RNAse 

and stained with YOYO-1. Anaphase figures were first scored for whether staining by 

YOYO-1 is detectable on a bridge identified by Htb2-mCherry fluorescence. Anaphase 

figures were scored as co-localizing with YOYO-1 only when staining was complete or 

when there was detectable staining in the center of the bridge connecting two nuclear 

lobes (see Fig. 13A, middle left panel). A mass of DNA stain observed in the bridge 

without connection to the nuclear lobes is likely the result inaccessibility of DNA to the 

dye. An alternative explanation would be that inactivation of the MEN leads to 

detachment of chromosomes from the spindle but this was never observed in later 

experiments (see Figure 14). Between 40% and 50% of anaphase bridges are stained by 

YOYO-1 in all MEN mutant alleles tested. The anaphase figures in the cdc14-1 mutant 
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stain well with YOYO-1, up to 80%, further suggesting that there may be more DNA in 

the anaphase bridge caused by Cdc14 inactivation (Fig. 13B). 

To ask whether an increase in anaphase bridges was visible by YOYO-1 staining alone, 

the fraction of anaphase nuclei relative to all nuclei in the sample was plotted. Three 

categories were considered, early anaphase nuclei which always were YOYO-1 positive, 

late anaphase nuclei positive for both Htb2-mCherry and YOYO-1 and late anaphase 

nuclei positive for Htb2-mCherry but lacking YOYO-1 staining along the connecting 

thread. For reasons unknown, sample preparation lead to strong cell fragmentation in 

the tem1-3 mutant. The large number of fragmented cells prevented a meaningful 

comparison of the ratio of anaphase to total nuclei in this strain. The tem1-3 mutant is 

thus omitted from this plot (Figure 13C).    

It is unclear if the anaphase bridges in MEN mutants that do not stain fail to do so 

because they do not contain DNA, because the DNA is not accessible to the dye or 

simply because there is too little DNA to generate a detectable signal. However the 

staining of almost half of the observed anaphase bridges of MEN mutants with a DNA 

dye corroborates the result that the MEN is required to complete chromosome 

segregation and indicates that these bridges contain DNA. 

 

2.3.3    MEN and cdc14-1 mutants display distinct defects in respect to segregation of 

the rDNA and telomere 12R 

 

Cdc14 has a known role in chromosome segregation. In cdc14 mutants the separation 

of rDNA and telomeres is impaired[181]. Conceptually, anaphase bridges in MEN 

mutants may arise simply from defective Cdc14 release due to lack of MEN function. 

To test whether inactivation of the MEN phenocopies the segregation defects that 

have previously been described in Cdc14 mutants, I monitored the segregation of the 

rDNA and subtelomere 12R in these mutants. 
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A)

 

B) 
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Figure 14A) Representative montages rDNA and telomere 12R segregation in wild type 

cells and cdc15-2 and dbf2-2 mutants. Arrowheads indicate the onset of spindle 

elongation, arrows indicate locus disjoining 14B) Disjoining of the rDNA and telomere 

12R relative to anaphase onset as identified by spindle elongation. 

The cdc15-2, dbf2-2 and cdc14-1 alleles were introduced into the previously described 

strain that harbors fluorescent labels at the rDNA and telomere 12R (Fig. 14A). Cells 

were grown to mid log-phase before they were mounted on a spinning disk 

microscope in an incubator that was pre-warmed to 38.5°C and time-lapses were 

acquired. The  segregation of the two loci was analyzed by measuring the time of 

disjoining of the rDNA and telomere 12R relative to anaphase onset (Fig. 14A). The 

cdc14-1 mutant displayed the previously described segregation defect. Wild-type cells 

disjoin their rDNA and telomere 12R loci on average 6 and 9 minutes after anaphase 

onset. The cdc14-1 mutant required on average 24 minutes and 60 minutes to disjoin 

the rDNA and telomere 12R respectively. (Fig. 14B). It should be noted that most of the 

cdc14-1 cells completed segregation of the two loci eventually. MEN mutants display 

no such defect. The cdc15-2 and dbf2-2 mutants both separate these loci with a timing 

indistinguishable from wild-type cells. 

I characterized the segregation kinetics of the sister-loci in more detail by measuring 

their distance from each other during segregation (Fig 15A/B). In MEN mutants, sister 

loci remained closer to each other when compared to wild type cells. Sister Telomere 

12R loci on average reach a separation of around 5μm during a wild type anaphase, 

while this locus separates to only about 4μm during an anaphase in MEN mutants (Fig. 

15 B). However this is likely accounted for by a concomitant decrease in spindle length 

at this time point in the dbf2-2 and cdc15-2 mutants (Fig15B). The same behavior is 

seen in the rDNA locus, albeit less pronounced (Fig. 15A). The coincident drop and the 

following increase in spindle length and telomere 12R distance found in the wild type 

signify spindle breakdown followed by nuclear reorientation in G1. Therefore, MEN 

mutants behave as wild types for the separation timing and kinetics of both rDNA and 

telomere 12 until spindle extension ceases. 
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A) 

 

B) 

Figure 15) Separation kinetics for the rDNA (A) and  telomere 12R (B) loci. Plots are 

aligned to the onset of separation of the respective locus. Error bars depict standard 

error.   

Although telomere 12R separates on time and undergoes segregation initially there 

was a curious behavior of this locus at later time-points. The two sister-loci had a 

tendency to re-enter the nuclear tube or visit the opposite nuclear lobe, closely 

approaching each other and re-collapsing into a single dot in some cases (Fig. 16A).  In 

most cases this behavior was observed in absence of an appreciable shortening of the  



-Results- 

62 
 

A) 

 

B)      C) 
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Figure 16A) Telomere re-collapse example in a dbf2-2 mutant. 16B) Binned distances of 

closest reproach of two telomeres after initial segregation in cdc15-2(B) and dbf2-2(C) 

mutants. Black bars are re-approaches in absence of appreciable spindle collapse. Red 

bars signify re-approaches concomitant with spindle collapse  

 

spindle (Fig 16A). The behavior telomere 12R varied between cells and an re-approach 

of the sister loci to 2μm or less was seen in about 20% of cells but a full collapse as in 

Figure 16A was only observed in a few individual cells (Fig.16 B/C). 

 

 

2.3.4 Anaphase bridges in MEN mutants are resolved by inactivation of Cdc13 or DNA 

Polymerase alpha 

 

Due to the curious telomere behavior described earlier, I wondered whether telomere-

proximal sister chromatid links may be responsible for the formation of anaphase 

bridges in MEN mutants. Cdc13 is one component of the RPA like CST complex and in 

budding yeast promotes telomerase recruitment, telomere lagging strand synthesis 

and telomere capping functions. In coordinating these functions, it acts as a central 

factor in telomere maintenance[343]. 

 

The fact that MEN mutants not only display anaphase bridges but also arrest in 

anaphase affords the unique possibility to inactivate potential factors responsible for 

sister chromatid links and observe the immediate effect on the bridge. To test whether 

Cdc13 may be involved in the maintenance of anaphase bridges in MEN mutants, I 

constructed a cdc15-as1 single and a cdc13-1 cdc15-as1 double mutant which also 

contained fluorescent Htb2-mCherry. The cdc15-as1 allele sensitizes Cdc15 kinase 

activity to inhibition by 1NA-PP1[344]. The combination of an analog sensitive allele of 

Cdc15 with the temperature sensitive Cdc13 mutation cdc13-1 allows independent 

inactivation of the two proteins.  



-Results- 

64 
 

In order to test whether anaphase bridges in MEN mutants may arise from telomeric 

links, I inactivated Cdc13 in cells in which anaphase bridges had been generated by 

inhibition of Cdc15. The single and double mutant were both arrested by the addition 

of 2.5μM 1NA-PP1 for three hours to generate bridges. In the presence of the 

inhibitor, the cells were then shifted to 38.5°C by mounting them on a spinning disk 

microscope in a preheated incubator (Fig 17A). Live time-lapses were acquired and 

analyzed by monitoring the persistence of anaphase bridges. MEN bridges are largely 

stable over a period of three hours after the temperature shift with a resolution rate of 

about 10% in the cdc15-as1 mutant (Fig. 18B).  

 

 

 

Figure 17) Experimental protocol for sequential inactivation of Cdc15 and Cdc13 

 

However, in the cdc15-as1 cdc13-1 double mutant 50% of the previously established 

anaphase bridges resolved after inactivation of Cdc13 (Fig 18A/B). 

 

Inactivation of Cdc13 may have an effect on the MEN arrest itself. The observed 

disappearance of anaphase bridges may have been due an anaphase exit and 

cytokinesis rather than actual bridge resolution. To exclude this possibility, I 

introduced a Myo1-GFP fusion to be able to observe whether the actomyosin ring 

contracted during bridge disappearance. Bridge disappearance in the cdc15-as1 cdc13-
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1 double mutant occurs in absence of ring contraction and therefore these cells 

undergo bona fide bridge resolution (Fig 19A/B). About 65% of bridges resolved within 

a three hour window, comparable to the previous results. At this point I need to 

anticipate one of the following sections. DNA Polα was tested initially for the 

requirement of replication for the resolution of anaphase bridges. 

A) 

 

B) 

 Figure 18A) Representative montages of a 

 stable anaphase bridge in the cdc15-as1      

 mutant and the resolution of a bridge 

 in the cdc13-1 cdc15-as1 double mutant 

 18B) Quantification of bridge resolution in 

 the single and double mutant. Error  bars 

 display standard error between 

 experiments. 

 

 

These experiments, as will be detailed later, require an early temperature shift, 30 

minutes before image acquisition. In those experiments most cells of the cdc15-as1 

Pol1-13 (DNA Polα) double mutant were found in a state that suggested resolution had 

happened before image acquisition, with two separated, unlinked nuclei and an un-

contracted actomyosin ring. This raised the possibility that inactivation of  
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A) 

 

B)      C) 
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Figure 19A) Representative montages of a stable anaphase bridge in the cdc15-as1 

mutant and the resolution of anaphase bridges in absence of actomyosin ring 

contraction in the cdc13-1 cdc15-as1 and pol1-13 cdc15-as1 double mutants. Time zero 

indicates begin of acquisition immediately after temperate shift 19B) Quantification of 

bridge resolution in the single and double mutant. Error bars display standard error 

between experiments 19C) Time of bridge resolution relative to start of acquisition. 

 

DNA Polα may lead to anaphase bridge resolution, intriguing because of known 

physical and functional interactions between the CST complex and DNA Polα. In 

particular, the Pol1 subunit of DNA Polα binds to Cdc13 while the Pol12 subunit binds 

to Stn1, a second member of the CST complex. In addition DNA Polα in is required for 

telomere elongation[345-347].  

It became necessary to test whether inactivation of DNA Polα alpha may also lead to 

anaphase bridge resolution. I thus repeated the same assay with a cdc15-as1 pol1-13 

double mutant. Like Cdc13 inactivation, DNA Polα inactivation leads to resolution of 

MEN bridges in absence of actomyosin ring contraction(Fig 19A/B). The kinetics of the 

resolution process are similar, with an average of about 80 minutes to resolution after 

the temperature shift (Fig. 19C). 

 

 

2.3.5 Aurora B is not required for maintenance of MEN bridges 

 

The MEN has been suggested to control Aurora B localization to the spindle midzone 

by antagonizing CDK1 phosphorylation of the CPC[348]. Aurora B on the other hand has 

been described to control telomere associated processes such as the eviction of 

telomerase[349]. Thus the effect of the MEN on chromosome segregation may be 

mediated indirectly by mis-regulation of Aurora B. 
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One possibility is that that Aurora B is involved in the formation of an anaphase bridge 

by controlling a process that maintains sister chromatid links. Here, the impaired 

recruitment of Aurora B to the spindle midzone may lead to its continued association 

with chromatin and a failure to remove sister chromatid links. 

 

A)         B) 

 

Figure 20A) Representative montages of stable MEN bridges in cdc15-as1 and ipl1-321 

cdc15-as1 double mutant. Time zero indicates begin of acquisition immediately after 

temperate shift. 20B) Quantification of MEN bridge resolution in the single and double 

mutant. Error bars display standard error between experiments 

 

To test this, I asked whether inactivation of Aurora B would lead to resolution of 

anaphase bridges in the same assay previously utilized to test the role of Cdc13 and  

Polα. A temperature shift  of the cdc15-as1 ipl1-321 double mutant did not induce an 

increased resolution of anaphase bridges when compared to the cdc15-as1 single 

mutant. Thus inactivation of Aurora B does not appear to promote anaphase bridge 

resolution. (Fig. 20 A/B) 
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2.3.6 Anaphase bridges in MEN mutants resolve independently of Topoisomerase 2 

 

Budding yeast enters anaphase with catenated sister chromatids and topoisomerase 2 

is required for chromosome segregation even after the metaphase-anaphase transition 

[96]. Persisting catenation of sister chromatids at the execution point of the MEN is 

another possible cause for MEN bridges. If this were the case, topoisomerase 2 should 

be required for resolution of a MEN bridge after MEN activity has been restored.  

 

To test this, I analyzed the segregation of anaphase bridges after reactivation of Cdc15 

in absence or presence of topoisomerase 2 function. The strains used harbored both 

Myo1-GFP and Htb2-mCherry. I expected anaphase bridges to resolve before the 

actomyosin had contracted after reactivating Cdc15. This was indeed the case in the 

majority of cells. Only a small fraction fully contracted their ring before chromosome 

segregation had completed and presented a cut phenotype (Fig. 22A/B). I found that a 

release into medium containing 0.25μM 1NA-PP1 instead of inhibitor free medium 

yielded less variability between experiments with respect to the prevalence in cut 

phenotypes. Thus in this and further Cdc15 release experiments, cells were released 

into medium that contained 0.25μM of the inhibitor. 

 

 

 

 

 

Figure 21) Treatment regime for the inactivation of Top2 prior to reactivation of Cdc15.  
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If topoisomerase 2 is required for the resolution of anaphase bridges after reactivation 

of Cdc15, then releasing cells from a Cdc15 arrest in absence of topoisomerase 2 

function should lead to an increase in cut phenotypes. To test this, anaphase bridges 

were induced in cdc15-as1 single and top2-4 cdc15-as1 double mutants by addition of 

1NA-PP1 for 2.5 hours. The cultures were then shifted to 38.5°C for thirty minutes to 

inactivate Top2-4 in the presence of the inhibitor. Finally cells were released from the 

arrest while maintaining them at restrictive temperature for top2-4 to allow exit from 

the MEN arrest in absence of topoisomerase 2 function (Fig. 21). Time lapses were 

acquired and the time of resolution of the MEN bridge after release was monitored 

relative to the contraction of the actomyosin ring. The top2-4 single mutant serves as 

control to confirm inactivation of Top2 under these conditions. 

 

While there is no cell cycle arrest in response to the inhibitor, by the time of release, 

virtually all top2-4 cells display a cut phenotype when they enter anaphase. This 

confirms the inactivation of Top2 at the beginning of the experiment. After release, the 

vast majority of MEN bridges resolve before the actomyosin ring has contracted. 

Inactivation of topoisomerase 2 after a MEN release does not lead to an increase in cut 

phenotypes suggesting that it is not required for chromosome segregation after the 

execution point of Cdc15 (Fig22 A/B).  

 

2.3.7 Aurora B is not required for the resolution of anaphase  bridges in MEN mutants 

 

As detailed earlier, the MEN may be required for the resolution of anaphase bridges 

indirectly, through controlling the localization of Aurora B to the spindle midzone (see 

section 2.3.5). To investigate a potential requirement of Aurora B for MEN bridge 

resolution, I employed the MEN release assay. A cdc15-as1 ipl1-321 was constructed 

and imaged alongside a wild type and the cdc15-as1 and ipl1-321 single mutants.  
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A) 

 

B) 
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Figure 22A) Representative montages of wild type, top2-4, cdc15-as1 and the top2-4 

cdc15-as1 double mutant after inhibitor washout at 38.5°C. Chromosome segregation 

events scored as cut phenotypes are depicted in the top and middle right panel. Time 

zero indicates begin of acquisition immediately after release 17B) Quantification of 

frequency of cut phenotypes. Error bars display standard error between experiments 

 

 

Inactivation of Aurora B under the experimental conditions was confirmed by 

comparison of the wild type and the ipl1-321 single mutant. Aurora B is required for 

both the SAC and the biorientation of chromosomes on the spindle[350]. In absence of 

Aurora B function, chromosomes are partitioned unequally between daughters[351]. To 

confirm Aurora B inactivation, Htb2-mCherry fluorescence intensity was measured in 

the frame after the resolution of the last chromatin connection between the two 

nascent nuclei. The ratio between the fluorescence intensity of the two daughter 

nuclei was used to calculate chromatin asymmetry to demonstrates inactivation of 

Aurora B in this experiment (Fig. 23A/B/C).  

 

The majority of MEN bridges are able to resolve before actomyosin ring contraction in 

absence of Aurora B function, but there is a slight increase in cut phenotypes when 

compared to the release of the cdc15-as1 single mutant  (Figure 20D/E). However a 

similar small increase in cut phenotypes was observed in the ipl1-321 single mutant 

 

2.3.8 DNA polymerase delta is required to resolve anaphase  bridges in MEN mutants 

 

Another possible origin of persisting chromatin bridges in MEN mutants may be un-

replicated DNA. To test this, I asked whether MEN bridges require DNA polymerases to 

resolve. Of the two major replicative DNA Polδ and DNA Polɛ, only the activity of DNA 

DNA Polδ is essential, and it has been suggested that DNA Polδ can cover for the loss 

of a catalytic function in DNA Polɛ[352]. Therefore I chose to test whether        
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A)                                                                 B)        C) 

 D)                                                                         E)        

 

Figure 23A) Representative montages of chromosome segregation in wild type and 

ipl1-321 cells after inhibitor removal. 23B) Peak intensity measurement to confirm 

asymmetric chromatin segregation and Ipl1 inactivation in ipl1-321 mutant 23C) Plot of 

the ratio of small nucleus fluorescence intensity relative to intensity of both daughter 

nuclei. 23D) Representative montages of chromosome segregation in cdc15-as1 and 

cdc15-as1 ipl1-321 double mutants after release. Time zero indicates begin of 

acquisition immediately after release. 23E) Quantification of cut phenotypes. Error bars 

display standard error between experiments 
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DNA Polδ was required for the resolution of MEN bridges by employing the MEN 

release assay. Initially DNA Polα was tested for the same reason using a MEN release 

assay. The MEN release assay entails a temperature shift 30 minutes before MEN 

release and image acquisition. By the time image acquisition started, most pol1-13 

cdc15-as1 double mutants were found with open myosin rings but unconnected nuclei 

and as detailed before, a loss of Polα leads to resolution of anaphase bridges. 

 

Employing the MEN release assay, I tested whether the inactivation of DNA Polδ delta 

(Cdc2) would affect bridge resolution upon release from a MEN arrest. As a control 

that cdc2-1 was inactive, I acquired the cdc2-1 single mutant in parallel and quantified 

the fraction of G2/M arrested nuclei (Fig 24A). More than 95% of cdc2-1 cells did not 

enter anaphase for the duration of acquisition and often displayed nucleopodia-like 

structures previously that are known to arise in a G2/M arrest in budding yeast[353] (Fig 

24D). Of the few cdc2-1 mutant cells that did enter anaphase, the majority displayed a 

cut phenotype (Fig 24A/B). This indicates that DNA Polδ was inactive at the beginning 

of the experiment. Surprisingly, about 60% of cdc2-1 cdc15-as1 double mutants 

displayed a cut phenotype after release from the MEN arrest on absence of DNA Polδ  

function(Fig 24A/B). This indicates that DNA replication is required for the resolution of 

MEN bridges. 

 

It has been reported that cdc14-1 mutants grown at permissive temperature traverse 

the cell cycle with a under-replicated DNA that is not detected by the replication 

checkpoint[354]. This raised the possibility that the resolution defects observed in the 

cdc2-1 cdc15-as1 double mutant may arise from a hypomorphic behavior of the cdc2-1 

allele in the S-phase preceding the temperature shift and not from a requirement for 

Cdc2 after the MEN release. If this were the case, the defect in MEN bridge resolution 

in the double mutant should be observable at the permissive temperature for the 

cdc2-1 allele. Thus the release experiments were repeated at room temperature.  
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B)        D) 

 

 

 

 

C) 

 

 

Figure 24A) Representative 

montages of wild-type, cdc2-

1, cdc15-as1 and cdc2-1 

cdc15-as1 double mutants 

after inhibitor wash-out at 

38.5°C. Time zero indicates 

begin of acquisition 

immediately after temperate 

shift. 24B) Quantification of 

cut phenotypes after release at 38.5°C. Error bars display standard error between 

experiments. 24C) Quantification of cut phenotypes after release at 25°C.   24D) 

Quantification of cell cycle arrest in wt and cdc2-1 mutants. Plotted are percentage of 

cells that enter anaphase during the duration of acquisition. Error bars display standard 

error between experiments. Error bars display standard error between experiments. 
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Without the temperature shift, the cdc15-as1 cdc2-1 double mutant did not display an 

increase in cut phenotypes when compared to the cdc15-as1 single mutant (Fig 24C). 

The requirement of DNA Polα for the timely segregation of MEN bridges suggests the 

involvement of DNA replication. The lack of cut phenotypes after release of the cdc2-1 

cdc15-as1 double mutant at permissive temperature demonstrate that the cut 

phenotypes observed at the restrictive temperature do not originate from chronic 

defect of the cdc2-1 allele at permissive temperature but from a requirement for Cdc2 

after a MEN release.  

 

 

2.3.9.  RPA localizes to anaphase bridges in MEN mutants 

 

The requirement for DNA Polδ for resolution of anaphase bridges in MEN mutants 

suggested that these may originate from un-replicated DNA. As a first step towards 

investigating this, I imaged the localization of the RPA subunit Rfa2 in cdc15-as1 

arrested cells. 

 

To this end I introduced Htb2-mCherry and cdc15-as1 into a strain that harbored a 

Rfa2-GFP fusion protein. This strain and a strain without the cdc15-as1 allele were 

grown to log phase and then treated with 2.5μM 1NA-PP1 before time lapses were 

acquired. The behavior of Rfa2p-GFP foci in relation to the Htb2-mCherry labeled 

chromatin was analyzed during anaphase. Notably Rfa2 foci appeared concomitantly 

with the appearance of a bud (Fig. 25A, panel3) and would in the wild type in most 

cases disappear during anaphase. However in about 20% of wt anaphases, an Rfa2 

focus would be persist. The cdc15-as1 mutant arrests in anaphase. In almost 80% of 

cases, an Rfa2 focus was visible in these cells during the anaphase arrest eventually 

(Fig. 25B). Importantly however, these foci were often not visible immediately at 

anaphase onset but were later pulled out of the fluorescent background of one of the 

nuclear lobes into the bridge. Currently it is unclear if the Rfa2 foci in the cdc15-as1 

mutant are preexisting or form later in the anaphase arrest. 
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A) 
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B) 

Figure 25A) Representative montages of Rfa2-GFP 

foci wild-type, and  cdc15-as1 cells exposed to 2.5 

μM 1NA-PP1. Arrows designate faint Rfa2 foci. 

25B) Quantification of Rfa2-GFP foci in anaphase 

cells. Cell were monitored during anaphases entry 

and in the case of the cdc15-as1mutant during the 

anaphase arrest for the presence of Rfa2 foci. Error 

bars display standard error between experiments. 

 

 

It should not be concluded from this data that replication is unfinished  in MEN 

mutants. Rfa2 foci could just as well signify ssDNA due to DNA damage. However the 

often late recruitment of Rfa2 into the bridge (see Fig. 25, panel 5) further 

corroborates the notion that anaphase bridges in MEN mutants contain DNA. 
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3.Discussion 

 

In the present study I have identified novel factors that are required to complete the 

segregation of a mitotic chromosome. This was achieved through a visual screen for 

anaphase bridges among the essential genes of budding yeast. I identified replication 

stress as a cause for anaphase bridges. I also identified a role for the mitotic exit 

network in preventing anaphase bridges. In characterizing the anaphase bridges 

observed in MEN mutants further I found evidence for un-replicated DNA as a possible 

cause. The resolution of anaphase bridges that form in MEN mutants by inactivation of 

the CST complex suggests that these bridges may arise from telomere proximal 

regions.  

 

3.1 Inhibition of cytokinesis stabilizes anaphase bridges 

 

To stabilize anaphase bridges in the screen, I generated the pCTR1-iqg1-1 allele. This 

allele allows inactivation of Iqg1 by a combined promoter shutoff and a 

thermosensitive mutation. The pCTR1-iqg1-1 allele stabilized anaphase bridges, 

evident from the substantial increase in the lifetime of the anaphase figures formed in 

condensin mutants.  

 

The fate of an anaphase bridge is an important issue due to the potential effects on 

genome stability. While the contraction of the actomyosin ring is an obvious candidate 

for a process that can break a bridge, it is not the only one that has been suggested. 

Alternative possibilities are a breaking of a bridge by spindle forces or by enzymatic 

cleavage, which could be mediated for example by Top2. In this specific case, the Iqg1 

dependent loss of a ycg1-2 induced anaphase bridge strongly suggests that it is ring 

contraction or a process dependent on ring contraction that cuts a bridge arising from 

de-condensed chromatin[307]. 
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It was interesting to observe that pCTR1-iqg1-1 can partially rescue a ycg1-2 mutation. 

One possible explanation is that a delay in cytokinesis provides sufficient time for some 

cells to segregate partially de-condensed chromosomes. An alternative explanation is 

that the inhibition of cytokinesis allows cells to undergo anaphase without cutting the 

bridge, thereby avoiding DNA damage and a lethal G2/M arrest. Cells that fail 

cytokinesis become polyploid and the observation of multinucleate syncytium-like cells 

indicates that this polyploidy is not immediately lethal. The additional time provided by 

the averted DNA damage could facilitate emergence of suppressor mutations during 

subsequent endocycle-like events.  

 

 

 

3.2 Results of the anaphase bridge screen  

 

I found anaphase bridges in 59 of the 765 screened genes. At this point it is important 

to restate the definition of an anaphase bridge in the context of the screen. This was 

either an overt increase in late anaphase figures, chromatin traversing a double ring of 

septins or tripolar bridges. It is important to recapitulate this definition because it 

encompasses any chromatin present in the bud neck after ring splitting. While this 

includes mutants in which chromatin segregation is delayed with respect to mitotic 

exit, it also includes mutants that advance mitotic exit with respect to chromatin 

segregation. This is likely the case in mps1 mutants which fail to assemble a spindle but 

also fail to arrest at the spindle assembly checkpoint[336, 337]. In this context it is not 

possible to clearly discriminate between mutants that have undergone anaphase 

spindle elongation and failed to segregate chromatin away from the bud neck and 

those that have not attempted chromosome segregation and triggered mitotic exit. 

Both types of mutants are likely present among the hits. 
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SMC complex members 

 

All 6 condensin mutant alleles contained in the array were found to give a strong post-

anaphase bridge and tri-polar bridge phenotype. The severity of this phenotype was 

only paralleled by the Smc5/6 complex mutants. 15 of 17 Smc5/6 complex mutants 

were found, two alleles, kre29-ts2 and Nse1-ts were not identified. Other Nse1 

mutants were however scored as hits. Both the condensin complex and the Smc5/6 

complex have known roles in chromosome segregation and the identification of 90% of 

these mutants suggests a good detection rate[232, 233, 340]. 

 

Cohesin and securin 

 

The cohesin Scc1(Mcd1) subunit has been implicated in chromosome condensation, 

thus far uniquely in budding yeast[355]. Finding a securin mutant to give rise to 

anaphase bridges on the other hand was perplexing. One would not expect a situation 

that advances chromosome de-cohesion to  generate to anaphase bridges. Loss of 

securin has however previously been reported to lead to onset of cytokinesis in 

absence of spindle elongation, a likely explanation for this observation[356].  

 

Spindle and Kinetochore 

 

While inactivation of some spindle components would have been expected to give rise 

to anaphase bridges, possibly due to delayed or incomplete segregation of 

chromosomes by a structurally impaired spindle, finding anaphase bridges in 

kinetochore mutants was unexpected. In higher organisms multiple microtubules 

attach to a kinetochore. In these organisms, anaphase bridges stemming from 

impaired kinetochore function could have been explained by means of merotelic 

attachment to the spindle[306]. However, budding yeast utilizes a point centromere that 

recruits only a single microtubule per kinetochore[87]. Therefore merotelic attachments 

are not likely. One possible explanation is that in these specific mutants, kinetochores 
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are compromised in a way that prevents a full SAC activation and cells enter anaphase 

prematurely with unattached or unstably attached chromosomes that are not fully 

segregated to the poles by the time of septin ring splitting. 

 

CDK1-regulation 

 

Two factors found in the screen, Cks1 and Mcm1, are known to regulate CDK1 activity. 

Cks1 phosphorylates Cdk1 to allow cyclin binding while Mcm1 is a transcription factor 

that is required for transcription of polo kinase and B-cyclins[357, 358]. Cdk1 and Polo 

kinase are known regulators of chromosome condensation and multiple other 

processes during mitosis[238, 359]. Thus the effects of the transcription factor Mcm1 and 

the Cks1 kinase are likely indirect. 

 

DNA replication 

 

A large group of hits encompasses genes involved in DNA replication. These include the 

major replicative DNA Polδ and Polε, three components of the CMG helicase Psf2, Psf3 

and Mcm6, TopBP1DPB11, the replication factor C subunit RFC5 and the DDK kinase 

subunits Cdc7 and Dbf4. All of these are essential components of the DNA replication 

machinery. TopBP1DPB11, the DDK kinase and the CMG components are required for 

origin firing  while the CMG helicase, the DNA Polδ and ε and RFC are components of 

the moving replisome[193]. Thus all of these mutants are very likely severely 

compromised for DNA replication, yet some cells exit mitosis with chromatin 

stretching over split septin rings. DNA replication is under surveillance by the 

replication checkpoint. This checkpoint requires a number of replisome components 

that appear to be involved in both, DNA replication and sensing of ongoing DNA 

replication. These include TopBP1DPB11, RFC5, and DNA Pol ε [360-362]. Anaphase bridges 

in these mutants possibly arise from a combined defect in DNA replication and the 

replication checkpoint.  
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Components of the CMG helicase have previously been inactivated in an established  

HU induced arrest [261]. This did not lead to a loss of the checkpoint response 

suggesting that the CMG helicase is not a component of the checkpoint. The CMG 

mutants identified here are different from the ones previously used to assess the role 

of the CMG in the replication checkpoint. Thus these alleles may behave differently 

and potentially display a weakened checkpoint. A second possibility relates to the 

described dose dependent replication checkpoint response. Replication forks are 

required to sense replication stress. The replication checkpoint is weakened if fewer 

forks are active leading to a diminished response to under-replicated DNA [259, 363]. 

These CMG mutants may activate fewer forks which may lead to a diminished 

checkpoint response to under-replication and therefore to anaphase entry in presence 

of bridges.  

 

 

APC/C and proteasome 

 

A number of factors required to inactivate CDK1 at the end of mitosis were found to 

give rise to anaphase bridges when inactivated. Components of the APC/C, Cdc20 and 

the proteasome behaved very allele specific. The majority of APC/C, Cdc20 and 

proteasome alleles showed the expected metaphase arrest. The  Cdc20-1, Cdc20-2, 

Cdc27-2, apc11-22, apc5-CA-PAps and rpn11-11 alleles however displayed anaphase 

bridges. As outlined earlier, a SAC arrest is the outcome of a balance between Cdc20 

and MCC levels[285]. The MCC targets Cdc20 itself for ubiquitination and destruction by 

the APC/C. This mechanism maintains low levels of the continuously expressed Cdc20 

during SAC activation. If in the mutants named above the degradation of Cdc20 were 

compromised, this could conceivably lead to anaphase entry before chromosome 

assembly or de-cohesion and thereby to anaphase bridges. 
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The mitotic exit network 

All essential components of the mitotic exit network were found to be required for 

chromosome segregation. Unlike in the mutants discussed above, anaphase bridges in 

MEN mutants were not identified by chromatin traversing split septin rings. The MEN 

is required for splitting of the septin ring [101]. Rather MEN mutants were identified by 

an overt increase in late anaphase figures, suggesting that these mutants had arrested 

in anaphase but not yet completed chromatin segregation. The requirement of Cdc14 

for chromosome segregation is known[181]. These functions are attributed the early 

anaphase functions of Cdc14 which are triggered by its FEAR mediated release from 

the nucleolus. Therefore the appearance of anaphase bridges in Cdc14 mutants was 

anticipated. The observation of anaphase bridges in MEN mutants was novel.  

 

3.3 Replication stress induces anaphase bridges 

 

The replication mutants found in the screen may display anaphase bridges because 

they are impaired in DNA replication or because they are impaired in the replication 

checkpoint. The majority of replication mutants did not display anaphase bridges, thus 

the presence of bridges in a  subset of replication mutants may indicate a failure of the 

replication checkpoint. Alternatively the mutants that display anaphase bridges could 

be leaky and allow replication to proceed slowly during a replication checkpoint 

mediated cell cycle delay. If the there is a threshold for the activation of the replication 

checkpoint, then once slow replication has proceeded to the point when too few 

replisomes are left to signal ongoing replication, cells may be expected to enter 

anaphase in the presence of un-replicated DNA. 

 

To test this, wild type cells were exposed to low persistent replication stress with the 

aim to slow but not inhibit DNA replication. HU treatment caused anaphase bridges in 

40% of cells of cells. The observation of histone-positive bridges in cells growing in low 

doses of HU suggests that slowing replication leads to a situation in which replication 
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has proceeded to a point where it is not yet complete but this remaining un-replicated 

DNA eludes checkpoint detection. 

 

 

3.4 Anaphase bridges in MEN mutants 

 

Anaphase bridges in have not been described to arise in MEN mutants, even though 

the mutants they were found in here are well studied. An involvement of the MEN in 

chromosome segregation is not usually reported with one notable exception. Hartwells 

original analysis groups the CDC14 and CDC15 gene into the same category, required 

to complete late nuclear division [21, 364, 365]. More specifically, thin connections were 

observed between almost divided nuclei in the cdc15-1 mutant in Giemsa-stained 

samples (strain 17-17D1 in [365]). 

 

To ensure that the anaphase bridges observed were not artifacts from free fluorescent 

histone diffusing through the late anaphase nuclear tube I stained Htb2-mCherry 

labeled anaphase bridges with YOYO-1. The Htb2-mCherry label does not appear to 

induce bridges in our hands as at room temperature, in absence of any treatment with 

pharmacological compounds or temperature shifts, all cells complete chromosome 

segregation before actomyosin ring contraction (Fig 9). Yet it is formally possible MEN 

mutants only display anaphase bridges when sensitized  by the Htb2-mCherry fusion. 

Thus the YOYO-1 stains need to be performed in MEN mutants that do not harbor 

Htb2-mCherry to exclude this possibility.  

 

Additional confirmation that MEN bridges contain DNA comes from the observation of 

the telomere behavior in cdc15-2 and dbf2-2 mutants. The re-approach of sister sub-

telomeres demonstrates that specific chromosomal loci can be present in MEN bridges 

at least transiently. However, in the case of telomere 12R they invariably reenter the 

bridge after initial segregation to the two nuclear lobes. The localization of RFA foci 

into up to 80% of MEN bridges further corroborates the presence of DNA in at least a 
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fraction of the histone-positive bridges. Of note, during the analysis of rDNA and 

telomere 12R segregation, co-segregation of the two rDNA sister loci into the same cell 

was never observed, arguing against whole chromosome mis-segregation occurring 

with a frequency comparable to the formation of anaphase bridges in MEN. Thus these 

bridges are unlikely to arise from  faulty chromosome attachments to the spindle. 

What may be their origin? 

 

The potential involvement of the MEN in chromosome segregation via Cdc14 release. 

 

The MEN is required for sustained Cdc14 release. It is necessary resolve whether CDK1 

inactivation can resolve anaphase bridges in MEN mutants and therefore whether the 

MEN is indirectly involved in chromosome segregation, through release of Cdc14, or 

whether it plays a direct role. The fact that anaphase bridges are observed in all MEN 

mutants and the MEN is a linear signaling cascade suggests that the required function 

for chromosome segregation is performed by the Mob1-Dbf2 kinase complex, 

although this still has to be demonstrated, for example by co-overexpression of Mob1 

and Dbf2 in a cdc15-2 mutant. It is interesting that more recently Cdc14 independent 

functions of the Mob1-Dbf2 kinase complex have described and these are not only 

limited to anaphase. Dbf2 phosphorylates Hof1 and Chs1 to promote cytokinesis and it 

phosophorylates Kar9 to maintain spindle asymmetry before anaphase onset [184-186, 

366]. Experiments to attempt to resolve anaphase bridges in  MEN mutants by over-

expression of Sic1 and Cdc14 are ongoing.  

 

Cdc14 has at least four suggested functions during in chromosome segregation, all of 

which are thought to be mediated by reversal of Cdk1 phosphorylation. These roles are 

origin priming, condensin loading, completion of decatenation and inhibition of RNA 

synthesis to allow completion of replication[180-182, 354]. The exact interplay of these 

functions is not completely clear but it has been reported that Cdc14 inactivates RNA 

polymerases and active transcription counteracts condensin loading. Condensin 

loading in turn is required for decatenation of at least the rDNA region.  
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Hypomorphic cdc14-1 mutants have been suggested to accrue un-replicated DNA due 

to multiple reasons, including a transcription and import defect of replication factors 

[354]. In light of the recent reports on anaphase bridges arising from under-replication 

or unprocessed replication intermediates, it is possible that MEN bridges originate 

from chronic DNA under-replication stemming from a decreased Cdc14 release at 

permissive temperature. This may be the case if the MEN mutants that were used 

behaved as hypomorphs. However it is unlikely that all MEN mutants in the mutant 

array display a hyopomorphic behavior that induces a comparable number of 

anaphase bridges in the timecourse (Figure 11). A metaphase arrest rescued the rDNA 

segregation defects observed in the cdc14-1 mutant[354]. It remains to be tested 

whether a metaphase arrest could also rescue anaphase bridges arising in MEN 

mutants. However the resolution of anaphase bridges observed in anaphase arrested 

cdc15-as1 cells was inefficient, at a rate about 10-20% during three hours of arrest. 

 

The suggested function of Cdc14 in promoting de-catenation, specifically of the rDNA 

locus is unlikely to be responsible for MEN induced bridges[180]. First because the rDNA 

segregates in MEN mutants and secondly because the resolution of anaphase bridges 

in MEN mutants does not require topoisomerase 2. Similarly a requirement of Cdc14 

for loading condensin, specifically to the rDNA, to allow its segregation is unlikely to be 

responsible for anaphase bridges in MEN mutants MEN mutants do not display a 

defect in segregating the rDNA. Furthermore condensin recruitment to the rDNA has 

been assayed and is not defective in cdc15-2 mutants[181]. 

 

 

The final possibility by which a deregulation of Cdc14 by MEN mutants may cause 

anaphase bridges is by mis-regulation of Yen1.  Yen1 is a structure specific nuclease 

that processes remaining DNA interlinks in anaphase to allow chromosome 

segregation. Importantly Yen1 is excluded from the nucleus by CDK1 phosphorylation 

until anaphase. Cdc14 is required for Yen1 activity and import. Cdc15 has been 
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suggested to be required for the maintenance of Yen1 in the nucleus, by maintaining 

Cdc14 released. However, Yen1 isolated from cdc15 mutants is an active nuclease 

while Yen1 isolated from cdc14 mutants is not, suggesting that the MEN is at least not 

required for activation of its catalytic activity [367-369]. It remains to be seen whether its 

altered localization, it’s premature nuclear export in MEN mutants, may explain the 

presence of anaphase bridges.  

 

 

Structure of anaphase bridges in MEN mutants 

 

Given the previously mentioned classification scheme of anaphase bridges into 

chromatin and ultrafine bridges, and bearing in mind that this is purely a descriptive 

classification based on DNA staining and protein localization, where do anaphase 

bridges in MEN mutants fall? On the one hand they stain with a nucleic acid dye and 

are observable with fluorescent Htb2 and would therefore be termed a chromatin 

bridge. On the other hand they appear recruit RPA although this may be a later event. 

RPA localization has been described for fragile site UFBs and telomeric UFBs in humans 

and telomeric UFBs in fission yeast. Although the RPA foci are not interpreted as proof 

of unreplicated DNA in MEN mutants, it does suggest the presence of at least some 

ssDNA. It will be interesting to see  whether TopBP1DPB11 localizes to anaphase bridges 

in MEN mutants and conversely to see if RPA can be found on other types of anaphase 

bridges, such as those caused by inactivation of condensin or topoisomerase 2 to 

further sub-classify MEN-mutant bridges. It is also possible that there is no clear cut 

distinction between chromatin and ultrafine bridges. Treatment of cells with 60mM 

HU lead to histone labeled chromatin bridges while treatment with 20mM HU was 

reported to induce  histone-negative UFBs[327]. Conversely telomeric UFBs in fission 

yeast were reported to display faint histone staining[325]. Thus the distinction between 

chromatin bridges and UFBs may in some cases be confounded by sensitivity issues. 
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Supporting the idea that MEN bridges originate from incompletely replicated DNA and 

therefore may in some way be related the UFBs induced by impairing replication or 

arising from collapse replication forks in telomeres is the requirement of DNA pol δ 

(CDC2) for their timely resolution after MEN reactivation.  

 

 

Telomeric nature of MEN bridges 

 

MEN bridges resolve when Cdc13 or DNA Polα are inactivated. The latter was 

surprising as DNA Polδ is required for MEN bridge segregation, the opposite effect. The 

resolution of MEN bridges by inactivation of Cdc13 however is a clear indication for an 

involvement of telomeres in the formation of MEN bridges. Cdc13, together with Stn1 

and Ten1 is part of the conserved CST complex. CST is structurally similar to RPA and 

has a role in telomere elongation and replication[370]. In budding yeast it recruits both 

telomerase and DNA Polα, the latter is required for lagging strand synthesis[343]. While 

the CST complex has an emerging role in chromosomal DNA replication in animals 

where it plays a role in dormant origin firing, no such role has been found in budding 

yeast and its functions in this organism seem purely telomeric[371]. Budding yeast 

Cdc13 has a role as single strand telomere repeat binding factor, telomerase recruiter 

and telomere capping [343, 372]. How would inactivation of the CST complex lead to MEN 

bridge segregation? I would like to speculate on two possible hypothesis. 

 

The first is a direct role for Cdc13 in the origin of anaphase bridges in MEN mutants. 

Animal telomeres recruit a pool of cohesin that is apparently protected from cleavage 

by association with the shelterin complex[373, 374]. Telomerase in turn has been 

suggested to form a dimer in yeast and humans and act on two telomeres 

simultaneously, although this is subject to debate[343, 375, 376]. Further it has been 

suggested that the observed telomere cohesion in human cells mediated by the 

shelterin complex is important for telomere elongation by telomerase[377]. It is possible 

that telomere cohesion would persist longer than cohesion elsewhere in the 
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chromosome to for example allow processes such as telomere extension. The obvious 

question therefore is whether anaphase bridges in MEN mutants depend on cohesin. 

Preliminary results suggest that this is not the case but these need to be further 

substantiated before they warrant formal reporting. It is also conceivable that 

interaction between dimerized Cdc13 and telomeric ssDNA or the interaction between 

telomerase and Cdc13 physically link sister telomeres. Cdc13 is known to dimerize and 

it has nanomolar affinity for ssDNA. In addition, Cdc13 recruits telomerase by direct 

interaction and budding yeast telomerase in vitro remains stably bound to its 

product[347, 375, 378].  

 

Telomerase is evicted by phosphorylation of Cdc13 on S314. Aurora B has been 

described as the kinase responsible for this process[349]. Conceptually telomerase 

eviction could be MEN dependent as the MEN is required to maintain Aurora B 

association with the spindle midzone during anaphase. However the loss of Aurora B 

function did not strongly affect bridge resolution after release from a MEN arrest. It is 

interesting to note here that Cdc13 contains three RXXS Dbf2 consensus sites [379, 380]. 

Importantly, one of these phosphosites is the S314 site suggested to be 

phosphorylated by Aurora B. The second putative Dbf2 site, S333 was independently 

demonstrated to be phosphorylated in vivo[381]. Characterization of Cdc13 

phosphomutants is underway to test whether phospho-negative Cdc13 variants induce 

anaphase bridges and whether phospho-mimicking Cdc13 variants allow resolution of 

MEN bridges.  

 

The above hypothesis suggests telomere cohesion by protein links, possibly the 

machinery that effects telomere elongation and highlights some possible bridging 

interactions. Bridge resolution by inactivation of DNA Polα in this model may be due to 

its physical binding to the ssDNA of replicating telomeres as well as its interaction with 

Stn1 and Cdc13[343]. Speculatively the CST complex, DNA Polα and telomerase may 

form a higher order complex to perform coordinated telomere elongation and lagging 

strand synthesis. Binding of this complex to two sister telomeres during telomere 
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elongation may resist telomere segregation. High molecular weight complexes up to 

5Md in size containing both telomerase and DNA Polα  have been purified from 

Euplotes[382]. 

 

The above model requires the postulation of CST dependent telomere cohesion. It also 

does not easily accommodate the dependence of MEN bridge resolution on DNA pol δ 

unless it is additionally postulated that CST complex or telomerase eviction depends on 

replication.  

 

The second, more parsimonious explanation is that bridge resolution by inactivation of 

Cdc13 or DNA Polα constitutes a bypass. Both Cdc13 and the DNA Polα subunit Pol12 

have a role in capping telomeres. Telomeres are capped to prevent them from being 

recognized as double strand breaks and being subjected to 5’ resection by 

nucleases[343]. Upon inactivation of Cdc13, resection can be observed reaching up to  

15kb into the chromosomes arm [383]. In this model, lack of MEN function would lead to 

un-replicated regions or persistent replication intermediates that form telomere 

proximal links between sister chromatids. These links would require DNA Polδ for their 

resolution and de-capping of telomeres by inactivation of Cdc13 or DNA Polα would 

lead to telomere resection, removing the links. It will be important to determine 

whether anaphase bridge resolution by Cdc13 or DNA Polα inactivation is still 

observable in cells in which RAD24 or both SGS1 and SAE2 have been deleted as these 

deletions strongly impair telomere resection[384, 385]. The main shortcoming of this 

model is that there is not yet an obvious link between the MEN and the postulated 

DNA structures that impede chromosome segregation.  
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Figure 26) Schematic representation of the two hypothesis discussed in the text. 

Hypothesis 1 postulates that seperase mediated cleavage of cohesin and FEAR 

mediated Cdc14 release removes all interlinks between chromosomes except telomeric 

cohesive complexes that include Cdc13. This hypothetic complex then requires the MEN 
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for removal, to allow completion of chromosome segregation. Hypothesis 2 postulates 

that after cohesin cleavage and FEAR mediated Cdc14 release, there exist teleomeric 

proximal DNA mediated chromosome links. These may arise from unfinished replication 

or incomplete removal of replication intermediates. These hypothetical DNA mediated 

links are then removed in a MEN and DNA Polδ dependent manner. 
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4. Conclusions  

  

The results of the anaphase bridge screen highlight the many processes that are 

involved in successful chromosome segregation and the prevention of anaphase 

bridges. As this was not a genome wide screen, other factors involved may yet be to be 

found. 

 

A subset of replication mutants display anaphase bridges. What distinguishes the 

replication mutants that du display anaphase bridges from those that don't is currently 

unclear. One possibility is that the replication mutants that do display bridges are not 

complete loss of function alleles and may slowly complete replication. A fraction of 

cells exposed to sub-inhibitory doses of HU progress into anaphase and complete ring 

contraction in the presence of a bridge. This implies that the replication checkpoint is 

not able to mount an arrest that is sufficient to prevent anaphase onset in the face of 

incompletely replicated DNA or structures that arise from impaired replication. 

 

Finally, the MEN is a novel regulator of chromosome segregation and acts to prevents 

anaphase bridges. MEN induced anaphase bridges appear to arise from neither defects 

in cohesin removal nor chromosome decatenation. Taken together with the previously 

described unperturbed localization of condensin in MEN mutants, this suggests that 

none of the major chromosome assembly or resolution pathways are involved in the 

formation of anaphase bridges in MEN mutants. Rather, the localization of RPA to the 

bridges and the requirement of Pol δ for their resolution implicate some aspect of DNA 

synthesis in their formation. MEN bridges are resolved by inactivation of the CST 

complex and in MEN- arrested mutants subtelomeric sister-loci have a tendency to re-

approach, sometimes fully collapse. This is not observed for the rDNA region. The 

current data therefore suggests that these anaphase bridges arise preferentially from 

telomeric regions. An alternative explanation to the observed resolution of MEN 

bridges in response to CST inactivation is that the CST in some way mediates telomere 

interactions. Future experiments will address the nature of the primary cause of 

anaphase bridges in MEN mutants. 
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5. Materials and Methods 

5.1. Strains used in this study  

yMM genotype background 

yMM1565 
MATa ; ura3-52; trp1D2; leu2-3_112; his3-11; ade2-1; can1-100 
MatA W303 

yMM2614 iqg1-1 ade2-1; trp1-1; leu2-3,112(sic); ura3-52 MatA W303 

yMM2634 iqg1-1 ade2-1; trp1-1; leu2-3,112(sic); ura3-52 MatA W303 

yMM2995 
Shs1-GFP::caUra3 Htb2-mCH::NAT can1∆::STE2pr-his5 
 lyp1∆::STE3pr-LEU2 ura3∆0 leu2∆0 his3∆1 met15∆0 Matα BY4742 

yMM3067 HYG::iqg1-1 ade2-1; trp1-1; leu2-3,112(sic); ura3-52  MatA W303 

yMM3068 
HYG::iqg1-1 Shs1-GFP::caUra3 Htb2-mCH::NAT can1∆::STE2pr-his5  
lyp1∆::STE3pr-LEU2 ura3∆0 leu2∆0 his3∆1 met15∆0 Matα BY4742 

yMM2027 
pCTR-iqg1-1::Hyg can1∆::STE2pr-his5 lyp1∆::STE3pr-LEU2  
ura3∆0 leu2∆0 his3∆1 met15∆0 Matα BY4742 

yMM2777 
pCTR-iqg1-1::Hyg can1∆::STE2pr-his5 lyp1∆::STE3pr-LEU2  
ura3∆0 leu2∆0 his3∆1 met15∆0 Matα BY4742 

yMM2784 
pCTR-Iqg1::Hyg can1∆::STE2pr-his5 lyp1∆::STE3pr-LEU2  
ura3∆0 leu2∆0 his3∆1 met15∆0 Matα BY4742 

yMM2995 
Shs1-GFP::caUra3 Htb2-mCH::NAT can1∆::STE2pr-his5 
 lyp1∆::STE3pr-LEU2 ura3∆0 leu2∆0 his3∆1 met15∆0 Matα BY4742 

yMM2855 
Htb2-mCH::NAT can1∆::STE2pr-his5 lyp1∆::STE3pr-LEU2 
 ura3∆0 leu2∆0 his3∆1 met15∆0 Matα BY4742 

yMM2492 
Ycg1-2::KanR Htb2-mCH::His3 ADE5,7::KanR; Htb2-mCH::His3 
  his3^1 leu2^0 ura3^0 met15^0 MatA BY4741 

yMM2819 
pCTR-Iqg1-1::Hyg Ycg1-2::KanR Htb2-mCH::His3 can1∆::STE2pr-his5 
 lyp1∆::STE3pr-LEU2 ura3∆0 leu2∆0 his3∆1 met15∆0 Matα BY4742 

yMM2822 
pCTR-Iqg1::Hyg Ycg1-2::KanR Htb2-mCH::His3 can1∆::STE2pr-his5 
 lyp1∆::STE3pr-LEU2 ura3∆0 leu2∆0 his3∆1 met15∆0 Matα BY4742  

yMM2854 
pCTR-Iqg1-1::Hyg Htb2-mCH::Nat can1∆::STE2pr-his5 lyp1∆::STE3pr-LEU2 
 ura3∆0 leu2∆0 his3∆1 met15∆0MatA BY4741 

yMM3458 
Shs1-GFP::KanR pCTR-Iqg1-1::Hyg Htb2-mCH::Nat can1∆::STE2pr-his5 
 lyp1∆::STE3pr-LEU2 ura3∆0 leu2∆0 his3∆1 met15∆0 Matα BY4742 

yMM3468 
pCTR1-Iqg1-1 Htb2-mCH::Nat Shs1-GFP::caURA3 can1∆::STE2pr-his5 
 lyp1∆::STE3pr-LEU2 ura3∆0 leu2∆0 his3∆1 met15∆0 Matα BY4742 

yMM1984 
Htb2-mCherry::URA Myo1-GFP::HIS ura3-52 his3Δ200 leu2  
lys2-801 ade2-101 trp1Δ63 MatA S288C 

yMM3503 

NET1-mCH::Hyg Spc42-mCH::Nat bar1∆ leu2-3,112 ura3-52 his3-∆200 
 trp1-∆63 ade2-1 lys2-801 pep4 TetR-YFP ADE2TetO(5.6Kb)::1061Kb ChrXII 
HIS3   
MatA AS499 

yMM3420 Htb2-mCH::His ura3-52 his3Δ200 leu2 lys2-801 ade2-101 trp1Δ63 MatA S288C 

yMM3424 
Tem1-3::Kan Htb2-mCH::His ura3-52 his3Δ200 leu2 lys2-801 ade2-101  
trp1Δ63  MatA S288C 

yMM3270 
Cdc14-1::KanR Htb2-mCH::His ura3-52 his3Δ200 leu2 lys2-801 ade2-101 
 trp1Δ63 MatA S288C 

yMM3268 
Dbf2-2::KanR Htb2-mCH::His ura3-52 his3Δ200 leu2 lys2-801 ade2-101 
 trp1Δ63 MatA S288C 

yMM3267 
Cdc15-2::KanR Htb2-mCH::His ura3-52 his3Δ200 leu2 lys2-801 ade2-101 
 trp1Δ63 MatA S288C 

yMM3865 
Mob1-ts::URA Htb2-mCH::Hyg ura3-52 his3Δ200 leu2 lys2-801 ade2-101 
 trp1Δ63his3-∆200  MatA 

BY4741/ 
S288C  

yMM3415 
Htb2-mCH::Hyg ura3-52 his3Δ200 leu2 lys2-801 ade2-101 trp1Δ63 
his3-∆200 Matα S288C 

yMM3363 
[ρ0] Htb2-mCH::His ura3-52 his3Δ200 leu2 lys2-801 ade2-101 trp1Δ63 
 MatA S288C 
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yMM3889 
[ρ0] Cdc15-2::Kan Htb2-mCH::His ura3-52 his3Δ200 leu2 lys2-801  
ade2-101 trp1Δ63 MatA S288C 

yMM3890 
[ρ0] Dbf2-2::Kan Htb2-mCH::His ura3-52 his3Δ200 leu2 lys2-801  
ade2-101 trp1Δ63 MatA S288C 

yMM3891 
[ρ0] Tem1-3::Kan Htb2-mCH::His ura3-52 his3Δ200 leu2 lys2-801  
ade2-101 trp1Δ63 MatA S288C 

yMM3894 
[ρ0] Cdc14-1::Kan Htb2-mCH::His ura3-52 his3Δ200 leu2 lys2-801  
ade2-101 trp1Δ63 MatA S288C 

yMM3504 

Cdc14-1::Kan Net1-mCH::Hyg Spc42-mCH::Nat bar1∆ leu2-3,112 
ura3-52 his3-∆200 trp1-∆63 ade2-1 lys2-801 pep4 TetR-YFP ADE2  
TetO(5.6Kb)::1061Kb ChrXII HIS3  MatA AS499 

yMM3506 

Cdc15-2::Kan Net1-mCH::Hyg Spc42-mCH::Nat bar1∆ leu2-3,112  
ura3-52 his3-∆200 trp1-∆63 ade2-1 lys2-801 pep4 TetR-YFP ADE2 
 TetO(5.6Kb)::1061Kb ChrXII HIS3  MatA AS499 

yMM3507 

DBF2-2::Kan Net1-mCH::Hyg Spc42-mCH::Nat bar1∆ leu2-3,112  
ura3-52 his3-∆200  trp1-∆63 ade2-1 lys2-801 pep4 TetR-YFP ADE2  
TetO(5.6Kb)::1061Kb ChrXII HIS3  MatA AS499 

yMM3579 
Cdc13-1::Kan Cdc15-as1::Nat Htb2-mCH::Hyg ura3-52 his3Δ200 leu2 
lys2-801 ade2-101 trp1Δ63his3-∆200 

S288C/ 
BY4742 

yMM3581 
Cdc15-as1::Nat Htb2-mCH::Hyg ura3-52 his3Δ200 leu2 lys2-801  
ade2-101 trp1Δ63his3-∆200  

S288C/ 
BY4742 

yMM3841 
Myo1-GFP::His Cdc13-1::Kan Cdc15-as1::Nat Htb2-mCH::Hyg ura3-52 
his3Δ200 leu2 lys2-801 ade2-101 trp1Δ63his3-∆200  

S288C/ 
BY4742 

yMM3843 
Myo1-GFP::His Cdc15-as1::Nat Htb2-mCH::Hyg ura3-52 his3Δ200 leu2 
lys2-801 ade2-101 trp1Δ63his3-∆200  

S288C/ 
BY4742 

yMM3859 
Cdc15-as1::Nat top2-4 Htb2-mCherry::URA Myo1-GFP::HIS ura3-52  
his3Δ200 leu2 lys2-801 ade2-101 trp1Δ63  MatA S288C 

yMM2676 
top2-4 Htb2-mCherry::URA Myo1-GFP::HIS ura3-52 his3Δ200 leu2  
lys2-801 ade2-101 trp1Δ63  MatA S288C 

yMM3858 
Cdc15-as1::Nat Htb2-mCherry::URA Myo1-GFP::HIS ura3-52 his3Δ200  
leu2 lys2-801 ade2-101 trp1Δ63  MatA S288C 

yMM3936 
Cdc15-as1::Nat ipl1-321 Htb2-mCherry::URA Myo1-GFP::HIS ura3-52 
his3Δ200 leu2 lys2-801 ade2-101 trp1Δ63  MatA S288C 

yMM2249 
ipl1-321 Htb2-mCherry::URA Myo1-GFP::HIS ura3-52 his3Δ200 leu2  
lys2-801 ade2-101 trp1Δ63  MatA S288C 

yMM3854 
Myo1-GFP::Trp1 Cdc2-1::Kan (Pol3) Htb2-mCH::His ura3-52 his3Δ200 
leu2 lys2-801 ade2-101 trp1Δ63  MatA S288C 

yMM3866 
Cdc15-as1::Nat Myo1-GFP::Trp Cdc2-1::Kan (Pol3) Htb2-mCH::His  
ura3-52 his3Δ200 leu2 lys2-801 ade2-101 trp1Δ63  MatA S288C 

yMM3856 
Myo1-GFP::Trp1 Pol1-13::Kan Htb2-mCH::His ura3-52 his3Δ200 leu2  
lys2-801 ade2-101 trp1Δ63  MatA S288C 

yMM3868 
Cdc15-as1::Nat Myo1-GFP::Trp Pol1-13::Kan Htb2-mCH::His ura3-52  
his3Δ200 leu2 lys2-801 ade2-101 trp1Δ63  MatA S288C 

yMM3949 Htb2-mCH::Hyg RFA1-GFP::His3MX his3D1 leu2D0 met15D0 ura3D0 BY4741 

yMM3964 
Cdc15-as1::Nat Htb2-mCH::Hyg RFA2-GFP::His3MX his3D1 leu2D0 
 met15D0 ura3D0 BY4741 

 

 

 

5.2. Strain construction  and maintenance 

Growth media 

YPDA contains 2% bacto-peptone (Becton Dickinson, 211820), 1% yeast extract 

(Becton Dickinson, 212720) and 2% glucose (Sigma-Aldrich, G7528) with an added 
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0.004% adenine (Sigma-Aldrich, A9126). Filtered glucose and adenine were added after 

autoclaving the other components. If selection for antibiotic resistance was desired, 

the relevant antibiotic was added (100mg/l ClonNAT (Werner Bioagents), 200mg/l 

G418 (Invitrogen) or 300mg/l hygromycin B (Nucliber)). Synthetic minimal (SM) 

medium contains 0.67% Yeast Nitrogen Base w/o ammonium sulfate (Becton 

Dickinson, 291920)), 0.004% adenine (Sigma-Aldrich, A9126), 0.002% uracil (Sigma-

Aldrich, U0750), 0.002% tryptophan (Sigma-Aldrich, T0254), 0.002% histidine (Sigma-

Aldrich, 53319), 0.003% lysine (SigmaAldrich, 62840), 0.003% leucine (Sigma-Aldrich, 

61820) and 0.002% methionine(Sigma-Aldrich, M9625).  All components were 

sterilized by filtration. If selection for auxotrophic markers was desired, the relevant 

amino acids were omitted. Sporulation medium consists of 1% potassium acetate and 

0.005% zinc acetate in water (Sigma-Aldrich, P1190). For solid YPDA media,2% agar 

was added to before autoclaving (Becton Dickinson, 214510). For solid SM medium, 2% 

agar was autoclaved in water before the filter-sterilized components were added. Solid 

YP-Glycerol was prepared analogous to solid YPDA, including adenine but omitting 

Glucose and adding 3% Glycerol instead. 

PCR amplification of integration constructs and pCtr1-iqg1-1 and Cdc15-as1 alleles 

All fluorescent fusions were constructed as previously described [386, 387] with the 

exception of –yeGFP::ca-Ura3 fusions which was amplified from pMM126 

(pKT209)[388] The thermosensitive alleles, cdc2-1, pol1-13, cdc14-1, cdc15-2, dbf2-2, 

tem1-3 were  amplified from genomic DNA from the Boone lab thermosensitive 

collection and transformed into the S288C backgrounds with the published 

primers[328]. The alleles cdc13-1 and mob1-ts, the latter from the Hieter lab 

thermosensitive array, were refractory to amplification with the published primers and 

introduced into the S288C background by cross[329]. The cdc15-as1 allele was a kind gift 

from Dr. Fernando Monje Casas. The cdc15-as1 allele was received in W303 

background. A region containing the CDC15 promoter and the analogue sensitive 

mutation L99G was amplified from genomic DNA using oMM1177/1178. A second 

fragment containing a NATR marker was amplified from pMM51 (pFA6a–natNT2) using 

oMM1175/1176. Both fragments were fused in a overlap extension PCR using 

oMM1175/1178. The resulting NATR-cdc15-as1 allele could be amplified from the 

genomic DNA of the resulting yMM2664 strain and transformed into other strains as 

required. The pCTR1-iqg1 and pCTR1-iqg1-1 alleles were constructed in a three step 

overlap extension PCR. The original iqg1-1 allele was received in the W303 background 

as a kind gift from Dr. Roberta Fraschini. The CTR1 promoter pCTR1 and a 5´segment of 

the the iqg1-1 allele containing the thermosensitive L448P mutation were amplified 

from genomic DNA using primers oMM2063/2061 and oMM2057/2059 respectively. 

The fragments were fused by overlap extension using oMM2059/2063. A third 

fragment containing a HYGR marker was amplified from pMM52 (pFA6a-hphNT1) using 

primers oMM2064/1176. The third, HYGR marker containing, fragment was fused to 

the pCTR1-iqg1-1 fusion fragment in a second overlap extension PCR to yield HYGR-
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pCTR1-iqg1-1 by use of oMM2064/2059 and then  transformed into the SGA query 

starting strain yMM2027. 

For PCR and primer design given protocols were followed using published plasmids or  

genomic DNA of thermosensitive mutants ([328, 329, 386, 387]) Exceptions are listed 

below. 

number sequence use 

yMM1960 
 

AAAAAAATGACACGTATACTGATTTAGCCTCTATTGCATCGGGTA 
GAGATGGTGACGGTGCTGGTTTA 

Shs1-yeGFP-
caURA3 5' 

yMM1961 
 

TATTTATTTATTTATTTGCTCAGCTTTGGATTTTGTACAGATACAA 
CTCA TCGATGAATTCGAGCTCG 

Shs1-yeGFP-
caURA3 3' 

yMM1175 
 

CTAGCGGCGAACTACTGTAATGTAATAATGTCCTCTGGCGTCG 
TGTATGGCGTACGCTGCAGGTCGAC 

NAT
R
 5' 

 

yMM1176 ATCGATGAATTCGAGCTCG NAT
R
/HYG

R
3' 

yMM1177 CGAGCTCGAATTCATCGAT GGCATAATCAAAATTGGGCC cdc15-as1 5' 

yMM1178 GGTAGGGTGGATTCTTTGTGAGC cdc15-as1 3' 

yMM2057 ATGACAGCATATTCAGGCTCTCCTTCGAAACCAGGC iqg1-1 5' 

yMM2059 CTCTAAATTTATTTCCTCTTGGG iqg1-1 3' 

yMM2061 
 

GCCTGGTTTCGAAGGAGAGCCTGAATATGCTGTCATTTTGAATGT 
CAAATATAATACAC 

pCTR1 3' 
 

yMM2063 CGAGCTCGAATTCATCGAT CCGCATTTTGAACCGTATTTTGCTC pCTR1 5' 

yMM2064 
 

TTTATTGAAAATAAGAAAGTAGTTGGCCAAAACATAGATTATTTT 
TTTGA 

HYG
R 

5'   
 

 

Yeast transformation  

Overnight pre-cultures were diluted in YPDA to OD(600)=0.2 and harvested at OD(600) 

=0.2 and harvested by centrifugation at OD(600)=0.8 by centrifugation for 5 minutes at 

500g.  15ml of culture were used per transformation. Harvested cells were washed in 

1ml transformation buffer  (YTB), then re-suspended in 72μl transformation buffer 

(100mM Lithium acetate, 10mM Tris, 1mM EDTA, pH 8). Salmon sperm was denatured 

5 min at 95° C, then cooled on ice for 2min. 50μl of the PCR mix containing the 

fragment to transform, 11μl denatured salmon sperm and 650μl YTB+PEG (40% v/v 

PEG, 100mM Lithium acetate, 10mM Tris, 1mM EDTA, pH 8) were added to the cell 

suspension. The transformation mix was incubated on a tube rotator for 30min at 

room temperature before 72μl DMSO were added and the cell suspension was placed 

in a water bath warmed to 42°C for 15minutes. After the heat shock, cells were 

harvested by centrifugation, 2min at 500g, re-suspended in sterile water and plated 

directly onto the dropout medium in case of selection for auxotrophic markers or in 

YPDA in case of antibiotic resistance markers. To select for resistance against 

antibiotics, cell lawns grown on YPDA for three days were then replica-plated on YPDA 

with the desired antibiotic. All clones were subject to a second round of selection by 

re-streaking. 
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Yeast crosses 

Yeast crosses were performed by mixing both strains on solid YPDA to permit mating 

over night. Diploids were placed in sporulation for 5-7 days. Tetrads were digested in 

0.01mg/ml Zymolyase 100T  for 10 minutes and then dissected onto solid YPDA using a 

Zeiss Axioskop 40 . Spores were genotyped by growth solid selection medium. 

Yeast stocks 

Yeast strains were stocked by suspending cells in YPDA +30% v/v glycerol and freezing 

them at -80°C 

 

5.3. Microscopy 

In addition to the imaging of the anaphase bridge screen samples with the Image 

Xpress automated microscope described below two microscopes were used. The time-

courses for anaphase bridge stabilization by pCTR1-iqg1-1 and for the appearance of 

anaphase bridges in MEN mutants were acquired on a Leica AF 6000 wide-field 

fluorescent microscope with an Andor DU-885K-CSO-#VP. All live-cell time lapses and 

the imaging of YOYO-1 stained cells were performed on an Andor spinning disk 

microscope equipped with a Andor Ixon 897E Dual Mode EM-CCD camera. Live cells 

were imaged in 8 well LabTek chambers that were coated with concanavalin A (ConA). 

For ConA coating, a 1mg/ml solution ConA was applied to the well for 15min, then 

removed and washed three times with the medium in which cells would be placed for 

image acquisition. Except for the analysis of anaphase figure life time increase in 

pCTR1-iqg1-1 mutants, all time lapses were acquired in liquid SM medium (containing 

all of the above mentioned amino acids including tryptophan). The cultures for time 

lapse microscopy were prepared from overnight pre-cultures grown in YPDA. Cells 

were diluted in SM medium to an OD(600))=0.2 and grown to log-phase,  0.5 ≤ OD(600)) ≤ 

0.8. Cultures were then placed in ConA coated wells and allowed to settle for 10 

minutes before washing off un-adhered cells. In experiments in which cells were 

imaged in presence of hydroxyurea , HU was added to a final concentration of 60mM 

to the well. Cells were then mounted on the microscope either at room temperature 

or with the incubator pre-warmed to 38.5°C when inactivation of thermosensitive 

proteins was desired. In experiments in which thermosensitive proteins were 

inactivated in MEN arrested cells, the wells of the LabTek chamber was washed with 

SM medium + 2.5μM 1NA-PP1 (VWR international, 529579-1) and the un-adhered 

were washed off with SM medium + 2.5μM 1NA-PP1 before 200μl SM medium + 

2.5μM 1NA-PP1 was added to the adhered cells. These samples were then placed in 

the pre-warmed incubator. In experiments in which the MEN was to be reactivated 

after inactivation of a thermosensitive protein, cultures for arrested for 2.5 hrs with 

2.5μM 1NA-PP1 were shifted to 37°C for 15 minutes while a ConA coated LabTek 

chamber was washed with SM+2.5μM 1NA-PP1 and then warmed to 38.5°C. The 
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arrested culture was placed into the LabTek dish kept at 38.5°C in the incubator of the 

microscope for 15 minutes for cells to settle. Following this, the medium was removed 

and adhered cells gently washed once with pre-warmed  SM+0.25μM 1NA-PP1. 200μl 

SM+0.25μM 1NA-PP1 were added to the adhered cells and image acquisition at 38.5°C 

was begun. Note that initially cells were released into inhibitor free SM but this gave 

larger inter-experiment variability with respect to the cut phenotypes in cdc15-as1 

single mutants. In all cases except the analysis of anaphase figure life time increase in 

pCTR1-iqg1-1 mutants, all strains that are part of the experiment, that is all strains 

plotted in the same graph, were imaged in parallel and images were acquired from 2-4 

wells with a time resolution of 2 minutes. Per field of view, 15 planes spaced 0.3μm 

apart were acquired. Time lapses to quantify anaphase figure life time increase in 

pCTR1-iqg1-1 mutants were acquired in YPDA medium as pCTR1-iqg1-1 cells did not 

grow in SM medium. Fixed YOYO-1 stained cells were mounted on microscope slides 

for imaging.  

 

5.4. Screening array construction 

The screening array was constructed according to high throughput cross technology 

according to the Boone laboratory protocol . In brief the thermosensitive array 

received from the Boone laboratory contains a KANR marker linked to all 

thermosensitive alleles while the thermosensitive array received from the Hieter 

laboratory contain a URA3 marker linked to all thermosensitive alleles. The query 

strain thus was constructed to contain pCTR1-Iqg1-1::HygR, Htb2-mCH::NatR and either 

Shs1-GFP::KanR or Shs1-yeGFP::caURA3, complementary to the intended target 

thermosensitive array. The query strain also contains can1Δ::pSte2-HIS5 and 

lyp1Δ::pSte3-LEU2. These two markers allow for selection of haploids and counter 

selection against diploids. The CAN1 deletion renders cells resistant against 

canavanine, the LYP1 deletion renders cells resistant against thialysine, two toxic 

amino acid analogues that are normally imported by the two respective deleted 

transporters. On the other hand pSte2 is a mating type A specific promoter while pSte3 

is a mating type α specific promoter. This allows for mating type specific selection, only 

haploid MatA cells will grow on dropout histidine medium, only haploid Matα strains 

will grow on dropout leucine medium, diploids will grow on neither as both promoters 

are repressed in diploids. Further diploids in contrast to the query strain will carry one 

copy of each, CAN1 and LYP1, rendering them sensitive to canavanine and thialysine. 

Strain construction was performed manually using Re-Pads (Singer REP- 001)  on solid 

medium in  Plus Plates (PLU-003). The published method utilizes a solid synthetic 

complete medium w/o ammonium sulphate to allow selection by antibiotics. This 

medium will be referred to here as SGA SC and only the dropout amino-acids will be 

specifically mentioned. The query strain and the strains of the complementary 

thermosensitive array were pinned on top of each other and allowed to mate on YPDA 

for one day. Following mating, diploids were selected on SGA SC + KAN NAT HYG 
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doURA. 2 rounds of diploid selection were performed, each plate permitted to grow 

for 2 days at 22°C. Diploid colonies were pinned onto solid sporulation medium after 

the second round of selection and allowed to sporulate for 7 days at 22°C. After 

sporulation, spores were pinned onto haploid selection medium SGA SC doARG doLYS 

doHIS + 50mg/l canavanine +50mg/l thialysine (Sigma Aldrich, C1625 and A2636 

repectively) . After germination and MatA haploid selection on this medium, cells were 

pinned onto full selection medium, SGA SC doARG doLYS doHIS + KAN +NAT +HYG + 

50mg/l canavanine +50mg/l thialysine to select against anything but MatA haploids 

carrying the desired genotype pCTR1-iqg1-1::HygR, Htb2-mCH::NatR, Shs1-GFP::KanR(or 

Shs1-yeGFP::caUra3) and yfg-ts::Ura3 (or yfg-ts::KanR). After two rounds of selection of 

full selection medium, cells were pinned into liquid selection medium in 96 well plates  

and allowed to grow for 2 days before 15% glycerol was added and stocks were frozen. 

 

5.5. Sample preparation for screen 

Samples for the screen were prepared as follows:  each plate of the screening array 

cryostock was pinned on solid full selection medium +100μM BCS. Colonies were 

moved to liquid full selection medium -canavanine  -thialysine +100μM BCS where 

they were allowed to grow for two days at 22°C without shaking . Cells were re-

suspended and moved to YPDA +100μM BCS, diluting them 1/10 in 200μl final culture. 

Cells were grown at room temperature for 5hrs shaking before adding 200μM CuSO4. 

1hr after copper addition cells were shifted to a shaker at 38.5°C and incubated for 

3hrs. Cells were then fixed in 1% formaldehyde for 10 minutes at 38.5°C allowing them 

to sediment. The supernatant was removed and sedimented cells were washed twice 

with PBS. To prepare samples for imaging, optical plates  (MoBiTech 5241-20) were 

coated for 15min with 1mg/ml ConA and wells were washed twice with PBS. Plates 

were flipped and a drop of  5μl Type F immersion oil (Leica biosystems, 11513859) was 

placed at the glass bottom of every well. Plates were turned back around and placed 

on an upward turned plate lid to support it at the edges but maintain the  oil drops. 

Fixed cells suspended in PBS were placed in the wells and allowed to adhere for 15 

minutes. Un-adhered cells were removed by 1-2 washes with PBS (depending on the 

density of cells on the glass bottom judged by eye). All operations were performed 

using Re-Pads (Singer REP- 001)  and an 8 channel multi-pipettes in biological duplicate 

5.6. Image acquisition screen 

Images for the screen were acquired on an ImageXpress Micro Widefield High-Content 

Analysis System which was custom fitted with a 60x oil immersion lens. For both 

replicates 9 fields of view were acquired per well, with a stack of 20 images spaced 

0.2μm to image Htb2-mCherry and  8 images spaced 0.5μm to image Shs1-GFP. 

5.7. Image analysis 
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Image analysis was performed in ImageJ, data analysis in Microsoft Excel, data 

visualization in GraphPad Prism. Analysis was performed manually. Time lapses were 

analyzed in the maximal projection in 2D, temporal measurements according to frame 

number, distance measurements using the integrated manual measuring tool. For dot-

like signals the distance was measured from the  center of the dot. For the line-like 

rDNA, distance was measured between the centromere distal portions of the rDNA, i.e. 

the most proximal parts of the two sister loci during segregation. The number of cells 

scored is indicated in the respective graph. For fixed cell measurements, bridge 

stabilization, anaphase bridges in MEN mutants and YOYO-1 stains of anaphase bridges 

cells were analyzed manually in 3D following anaphase bridges through the z-stack. For 

every sample and time-point, at least 100 cells were scored. The images acquired for 

the anaphase bridge screen were scored as follows: the images of Shs1-GFP were 

projected in 2D and then copied 20 times and interleaved with the images of Htb2-

mCherry. The resulting stacks were screened by eye with knowledge of well position 

but not mutant allele. Split septin rings were identified and queried for the presence of 

Htb2-mCherry signal. Tripolar bridges as described in the results section were searched 

among the fields and a general strong increase of anaphase figures indicative of 

anaphase bridges was noted when present. Presence of these features were 

individually recorded in an excel table for every well, wells were then converted to the 

corresponding gene names and only those wells which had scored positive for one of 

the features on both replicates were included in the hits.  

5.8. Viability assays 

For viability assays strains were grown in YPDA liquid overnight pre-culture diluted in 

YPDA to OD(600))=0.1 and grown to OD(600) = 0.6-0.8. These cultures were diluted to  

OD(600) = 0.1 and then serially dilute 1/5 four times before spotting 2,5μl of each 

dilution on the indicated medium. In viability assays that included strains carrying 

pCTR-iqg1-1 the pre-culture and log phase culture contained 100μM BCS 

(Bathocuproinedisulfonic acid, Sigma Aldrich B1125) . Before the dilution series, these 

cells were washed in PBS to remove the copper chelator. Images shown were acquired 

after three days, except those of the pCTR1-iqg1-1 ycg1-2 rescue which were acquired 

after five days. 

5.9. Anaphase bridge stabilization by pCTR1-iqg1-1 in fixed cells and MEN anaphase 

bridge time-course  

For analysis of anaphase bridge stabilization by pCTR1-iqg1-1, cells were grown in 

YPDA+100μM BCS to log phase (OD(600) = 0.6-0.8). 200μM CuSO4 were added at the 

indicated time-point relative to the temperature shift. Cells were shifted to 37°C. 

Aliquots were removed at the time-points indicated and fixed in 4% Formaldehyde for 

10 minutes. Cells were washed 3 times and then re-suspended in PBS and imaged on 

the Leica AF6000. 16 planes spaced 0.3μM were acquired per field of view. For the 

analysis of anaphase bridges in MEN mutants by time-course, cells were grown to log-
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phase OD(600) = 0.6-0.8 in YPDA and arrested with 15 µg/ml alpha factor for two hours. 

They were released by three washes with YPDA and placed at 37°C for three hours. 

Aliquots were removed every 20 minutes and fixed for 10 minutes in 4% Formaldehyde 

before stopping fixation by three washes in PBS. Cells were subsequently imaged on 

the AF6000 16 planes spaced 0.3μM were acquired per field of view. 

5.10. Petite mutant isolation 

Petite [ρ0] arise spontaneously in the S288C background and identification is assisted 

by their inability to produce the red pigment that forms in an ade2-101 mutant. To 

isolate yMM3363, S288C wt was spread on a YPD plate and small white single colonies 

were isolated. The petite phenotype was confirmed by a failure to grow on solid YP-

Glycerol.  

5.11. Anaphase bridge stain by YOYO-1 

From an overnight pre-culture, cells were grown to mid-log phase OD(600) = 0.6-0.8 in 

YPDA and arrested in 15 µg/ml alpha factor  for 2 hrs at 25°C. They were then released 

by 5 washes with YPDA and placed at 37°C for 3 hrs. At the three hour timepoint, 

cultures were fixed for 30min in 4% formaldehyde.  Fixation was stopped by 3 washes 

in PBS. Fixed cells were spun down and re-suspended in 300yl of 5mg/ml Zymolase in P 

solution (1.2M Sorbitol, 0.1M potassium phosphate buffer pH6.2) for 1 minute. Cells 

were spun down in the last 30sec of digestion at 500g. The supernatant was removed 

and cells were re-suspended in  200μl P-Solution +0.2% Tween20 and 100μg/ml RNAse 

A. Cells were digested 1h at 37°C. The suspension was then spun down at 500g for 2 

min. Cells were taken up in 10yl of P-Solution containing 25μM YOYO-1 (Thermo 

Fischer, Y3601) and imaged on the Andor spinning disk microscope acquiring 15 z-

planes spaced 0.3μm per field of view. 

 

 

 

 

 

 

 

 

 

 



-References- 

105 
 

6.References 

 

1. McIntosh, J.R., Mitosis. Cold Spring Harb Perspect Biol. 8(9). 
2. Flemming, W., Zellsubstanz, Kern und Zelltheilung. 1882: Vogel. 
3. Badrinarayanan, A., T.B. Le, and M.T. Laub, Bacterial chromosome 

organization and segregation. Annu Rev Cell Dev Biol. 31: p. 171-99. 
4. Lindas, A.C. and R. Bernander, The cell cycle of archaea. Nat Rev Microbiol. 

11(9): p. 627-38. 
5. McClintock, B., The Production of Homozygous Deficient Tissues with Mutant 

Characteristics by Means of the Aberrant Mitotic Behavior of Ring-Shaped 
Chromosomes. Genetics, 1938. 23(4): p. 315-76. 

6. McClintock, B., The Stability of Broken Ends of Chromosomes in Zea Mays. 
Genetics, 1941. 26(2): p. 234-82. 

7. Fenech, M., et al., Molecular mechanisms of micronucleus, nucleoplasmic 
bridge and nuclear bud formation in mammalian and human cells. Mutagenesis. 
26(1): p. 125-32. 

8. Zhang, C.Z., et al., Chromothripsis from DNA damage in micronuclei. Nature. 
522(7555): p. 179-84. 

9. Stephens, P.J., et al., Massive genomic rearrangement acquired in a single 
catastrophic event during cancer development. Cell. 144(1): p. 27-40. 

10. Maciejowski, J., et al., Chromothripsis and Kataegis Induced by Telomere 
Crisis. Cell. 163(7): p. 1641-54. 

11. Leibowitz, M.L., C.Z. Zhang, and D. Pellman, Chromothripsis: A New 
Mechanism for Rapid Karyotype Evolution. Annu Rev Genet. 49: p. 183-211. 

12. Passerini, V., et al., The presence of extra chromosomes leads to genomic 
instability. Nat Commun. 7: p. 10754. 

13. Siegel, J.J. and A. Amon, New insights into the troubles of aneuploidy. Annu 
Rev Cell Dev Biol. 28: p. 189-214. 

14. Storchova, Z. and D. Pellman, From polyploidy to aneuploidy, genome 
instability and cancer. Nat Rev Mol Cell Biol, 2004. 5(1): p. 45-54. 

15. Liu, G., et al., Gene Essentiality Is a Quantitative Property Linked to Cellular 
Evolvability. Cell. 163(6): p. 1388-99. 

16. Rancati, G., et al., Aneuploidy underlies rapid adaptive evolution of yeast cells 
deprived of a conserved cytokinesis motor. Cell, 2008. 135(5): p. 879-93. 

17. Mitchison, J.M., The Biology of the Cell Cycle. 1971: Cambridge University 
Press. 

18. Hartwell, L.H., Saccharomyces cerevisiae cell cycle. Bacteriol Rev, 1974. 38(2): 
p. 164-98. 

19. Nasmyth, K., At the heart of the budding yeast cell cycle. Trends Genet, 1996. 
12(10): p. 405-12. 

20. Hartwell, L.H. and T.A. Weinert, Checkpoints: controls that ensure the order of 
cell cycle events. Science, 1989. 246(4930): p. 629-34. 

21. Hartwell, L.H., et al., Genetic control of the cell division cycle in yeast. Science, 
1974. 183(4120): p. 46-51. 

22. Johnson, A. and J.M. Skotheim, Start and the restriction point. Curr Opin Cell 
Biol. 25(6): p. 717-23. 

23. Foster, D.A., et al., Regulation of G1 Cell Cycle Progression: Distinguishing the 
Restriction Point from a Nutrient-Sensing Cell Growth Checkpoint(s). Genes 
Cancer. 1(11): p. 1124-31. 

24. Pardee, A.B., A restriction point for control of normal animal cell proliferation. 
Proc Natl Acad Sci U S A, 1974. 71(4): p. 1286-90. 

25. Zetterberg, A., O. Larsson, and K.G. Wiman, What is the restriction point? Curr 
Opin Cell Biol, 1995. 7(6): p. 835-42. 



-References- 

106 
 

26. Siede, W., A.S. Friedberg, and E.C. Friedberg, RAD9-dependent G1 arrest 
defines a second checkpoint for damaged DNA in the cell cycle of 
Saccharomyces cerevisiae. Proc Natl Acad Sci U S A, 1993. 90(17): p. 7985-9. 

27. Weinert, T.A. and L.H. Hartwell, The RAD9 gene controls the cell cycle 
response to DNA damage in Saccharomyces cerevisiae. Science, 1988. 
241(4863): p. 317-22. 

28. Meselson, M. and F.W. Stahl, The Replication of DNA in Escherichia Coli. Proc 
Natl Acad Sci U S A, 1958. 44(7): p. 671-82. 

29. Weinert, T.A., G.L. Kiser, and L.H. Hartwell, Mitotic checkpoint genes in 
budding yeast and the dependence of mitosis on DNA replication and repair. 
Genes Dev, 1994. 8(6): p. 652-65. 

30. Allen, J.B., et al., The SAD1/RAD53 protein kinase controls multiple 
checkpoints and DNA damage-induced transcription in yeast. Genes Dev, 
1994. 8(20): p. 2401-15. 

31. Flemming, W., Beiträge zur Kenntniss der Zelle und ihrer 
Lebenserscheinungen. Archiv für Mikroskopische Anatomie, 1881. 20(1): p. 1-
86. 

32. Hirano, T., Chromosome cohesion, condensation, and separation. Annu Rev 
Biochem, 2000. 69: p. 115-44. 

33. Nasmyth, K., Disseminating the genome: joining, resolving, and separating 
sister chromatids during mitosis and meiosis. Annu Rev Genet, 2001. 35: p. 
673-745. 

34. Hirano, T., Chromosome Dynamics during Mitosis. Cold Spring Harb Perspect 
Biol. 7(6). 

35. Walczak, C.E. and R. Heald, Mechanisms of mitotic spindle assembly and 
function. Int Rev Cytol, 2008. 265: p. 111-58. 

36. Wloka, C. and E. Bi, Mechanisms of cytokinesis in budding yeast. Cytoskeleton 
(Hoboken). 69(10): p. 710-26. 

37. Meitinger, F. and S. Palani, Actomyosin ring driven cytokinesis in budding 
yeast. Semin Cell Dev Biol. 53: p. 19-27. 

38. D'Avino, P.P., M.G. Giansanti, and M. Petronczki, Cytokinesis in animal cells. 
Cold Spring Harb Perspect Biol. 7(4): p. a015834. 

39. Green, R.A., E. Paluch, and K. Oegema, Cytokinesis in animal cells. Annu Rev 
Cell Dev Biol. 28: p. 29-58. 

40. Liang, Z., et al., Chromosomes Progress to Metaphase in Multiple Discrete 
Steps via Global Compaction/Expansion Cycles. Cell. 161(5): p. 1124-37. 

41. Kireeva, N., et al., Visualization of early chromosome condensation: a 
hierarchical folding, axial glue model of chromosome structure. J Cell Biol, 
2004. 166(6): p. 775-85. 

42. Mora-Bermudez, F., D. Gerlich, and J. Ellenberg, Maximal chromosome 
compaction occurs by axial shortening in anaphase and depends on Aurora 
kinase. Nat Cell Biol, 2007. 9(7): p. 822-31. 

43. Neurohr, G., et al., A midzone-based ruler adjusts chromosome compaction to 
anaphase spindle length. Science. 332(6028): p. 465-8. 

44. Smoyer, C.J. and S.L. Jaspersen, Breaking down the wall: the nuclear envelope 
during mitosis. Curr Opin Cell Biol. 26: p. 1-9. 

45. Kutay, U. and M.W. Hetzer, Reorganization of the nuclear envelope during 
open mitosis. Curr Opin Cell Biol, 2008. 20(6): p. 669-77. 

46. Tanaka, T.U., Bi-orienting chromosomes: acrobatics on the mitotic spindle. 
Chromosoma, 2008. 117(6): p. 521-33. 

47. Meunier, S. and I. Vernos, Acentrosomal Microtubule Assembly in Mitosis: The 
Where, When, and How. Trends Cell Biol. 26(2): p. 80-7. 

48. Goshima, G. and J.M. Scholey, Control of mitotic spindle length. Annu Rev Cell 
Dev Biol. 26: p. 21-57. 

49. Borisy, G.G., Polarity of microtubules of the mitotic spindle. J Mol Biol, 1978. 
124(3): p. 565-70. 



-References- 

107 
 

50. Borisy, G.G. and E.W. Taylor, The mechanism of action of colchicine. Binding 
of colchincine-3H to cellular protein. J Cell Biol, 1967. 34(2): p. 525-33. 

51. Borisy, G.G. and E.W. Taylor, The mechanism of action of colchicine. 
Colchicine binding to sea urchin eggs and the mitotic apparatus. J Cell Biol, 
1967. 34(2): p. 535-48. 

52. Weisenberg, R.C., Microtubule formation in vitro in solutions containing low 
calcium concentrations. Science, 1972. 177(54): p. 1104-5. 

53. Amos, L.A. and A. Klug, Arrangement of Subunits in Flagellar Microtubules. 
Journal of Cell Science, 1974. 14(3): p. 523-549. 

54. Michaelis, C., R. Ciosk, and K. Nasmyth, Cohesins: chromosomal proteins that 
prevent premature separation of sister chromatids. Cell, 1997. 91(1): p. 35-45. 

55. Peters, J.M., A. Tedeschi, and J. Schmitz, The cohesin complex and its roles in 
chromosome biology. Genes Dev, 2008. 22(22): p. 3089-114. 

56. Haering, C.H., et al., Molecular architecture of SMC proteins and the yeast 
cohesin complex. Mol Cell, 2002. 9(4): p. 773-88. 

57. Uhlmann, F. and K. Nasmyth, Cohesion between sister chromatids must be 
established during DNA replication. Curr Biol, 1998. 8(20): p. 1095-101. 

58. Toth, A., et al., Yeast cohesin complex requires a conserved protein, 
Eco1p(Ctf7), to establish cohesion between sister chromatids during DNA 
replication. Genes Dev, 1999. 13(3): p. 320-33. 

59. Waizenegger, I.C., et al., Two distinct pathways remove mammalian cohesin 
from chromosome arms in prophase and from centromeres in anaphase. Cell, 
2000. 103(3): p. 399-410. 

60. Cheeseman, I.M., The kinetochore. Cold Spring Harb Perspect Biol. 6(7): p. 
a015826. 

61. Lampert, F. and S. Westermann, A blueprint for kinetochores - new insights into 
the molecular mechanics of cell division. Nat Rev Mol Cell Biol. 12(7): p. 407-
12. 

62. Dewar, H., et al., Tension between two kinetochores suffices for their bi-
orientation on the mitotic spindle. Nature, 2004. 428(6978): p. 93-7. 

63. Tanaka, K., et al., Molecular mechanisms of kinetochore capture by spindle 
microtubules. Nature, 2005. 434(7036): p. 987-94. 

64. Santaguida, S. and A. Musacchio, The life and miracles of kinetochores. EMBO 
J, 2009. 28(17): p. 2511-31. 

65. Tanaka, T., et al., Cohesin ensures bipolar attachment of microtubules to sister 
centromeres and resists their precocious separation. Nat Cell Biol, 2000. 2(8): 
p. 492-9. 

66. Sonoda, E., et al., Scc1/Rad21/Mcd1 is required for sister chromatid cohesion 
and kinetochore function in vertebrate cells. Dev Cell, 2001. 1(6): p. 759-70. 

67. Nicklas, R.B. and C.A. Koch, Chromosome micromanipulation. 3. Spindle fiber 
tension and the reorientation of mal-oriented chromosomes. J Cell Biol, 1969. 
43(1): p. 40-50. 

68. Rieder, C.L., et al., Mitosis in vertebrate somatic cells with two spindles: 
implications for the metaphase/anaphase transition checkpoint and cleavage. 
Proc Natl Acad Sci U S A, 1997. 94(10): p. 5107-12. 

69. Musacchio, A., Spindle assembly checkpoint: the third decade. Philos Trans R 
Soc Lond B Biol Sci. 366(1584): p. 3595-604. 

70. Foley, E.A. and T.M. Kapoor, Microtubule attachment and spindle assembly 
checkpoint signalling at the kinetochore. Nat Rev Mol Cell Biol. 14(1): p. 25-37. 

71. Rieder, C.L., et al., The checkpoint delaying anaphase in response to 
chromosome monoorientation is mediated by an inhibitory signal produced by 
unattached kinetochores. J Cell Biol, 1995. 130(4): p. 941-8. 

72. Ciosk, R., et al., An ESP1/PDS1 complex regulates loss of sister chromatid 
cohesion at the metaphase to anaphase transition in yeast. Cell, 1998. 93(6): p. 
1067-76. 

73. Rao, H., et al., Degradation of a cohesin subunit by the N-end rule pathway is 
essential for chromosome stability. Nature, 2001. 410(6831): p. 955-9. 



-References- 

108 
 

74. Uhlmann, F., et al., Cleavage of cohesin by the CD clan protease separin 
triggers anaphase in yeast. Cell, 2000. 103(3): p. 375-86. 

75. Gorbsky, G.J., P.J. Sammak, and G.G. Borisy, Chromosomes move poleward 
in anaphase along stationary microtubules that coordinately disassemble from 
their kinetochore ends. J Cell Biol, 1987. 104(1): p. 9-18. 

76. Brinkley, B.R. and J. Cartwright, Jr., Ultrastructural analysis of mitotic spindle 
elongation in mammalian cells in vitro. Direct microtubule counts. J Cell Biol, 
1971. 50(2): p. 416-31. 

77. Brust-Mascher, I. and J.M. Scholey, Mitotic motors and chromosome 
segregation: the mechanism of anaphase B. Biochem Soc Trans. 39(5): p. 
1149-53. 

78. Cao, K., et al., The AAA-ATPase Cdc48/p97 regulates spindle disassembly at 
the end of mitosis. Cell, 2003. 115(3): p. 355-67. 

79. Lucena, R., et al., Nucleocytoplasmic transport in the midzone membrane 
domain controls yeast mitotic spindle disassembly. J Cell Biol. 209(3): p. 387-
402. 

80. Woodruff, J.B., D.G. Drubin, and G. Barnes, Mitotic spindle disassembly occurs 
via distinct subprocesses driven by the anaphase-promoting complex, Aurora B 
kinase, and kinesin-8. J Cell Biol. 191(4): p. 795-808. 

81. Eshel, D., et al., Cytoplasmic dynein is required for normal nuclear segregation 
in yeast. Proc Natl Acad Sci U S A, 1993. 90(23): p. 11172-6. 

82. Bi, E., et al., Involvement of an actomyosin contractile ring in Saccharomyces 
cerevisiae cytokinesis. J Cell Biol, 1998. 142(5): p. 1301-12. 

83. Lew, D.J. and S.I. Reed, Morphogenesis in the yeast cell cycle: regulation by 
Cdc28 and cyclins. J Cell Biol, 1993. 120(6): p. 1305-20. 

84. Robinow, C.F. and J. Marak, A fiber apparatus in the nucleus of the yeast cell. J 
Cell Biol, 1966. 29(1): p. 129-51. 

85. Jaspersen, S.L. and M. Winey, The budding yeast spindle pole body: structure, 
duplication, and function. Annu Rev Cell Dev Biol, 2004. 20: p. 1-28. 

86. Peterson, J.B. and H. Ris, Electron-microscopic study of the spindle and 
chromosome movement in the yeast Saccharomyces cerevisiae. J Cell Sci, 
1976. 22(2): p. 219-42. 

87. Winey, M., et al., Three-dimensional ultrastructural analysis of the 
Saccharomyces cerevisiae mitotic spindle. J Cell Biol, 1995. 129(6): p. 1601-15. 

88. Byers, B. and L. Goetsch, Behavior of spindles and spindle plaques in the cell 
cycle and conjugation of Saccharomyces cerevisiae. J Bacteriol, 1975. 124(1): 
p. 511-23. 

89. Lippincott, J. and R. Li, Nuclear envelope fission is linked to cytokinesis in 
budding yeast. Exp Cell Res, 2000. 260(2): p. 277-83. 

90. Guacci, V., E. Hogan, and D. Koshland, Chromosome condensation and sister 
chromatid pairing in budding yeast. J Cell Biol, 1994. 125(3): p. 517-30. 

91. Tanaka, T.U., M.J. Stark, and K. Tanaka, Kinetochore capture and bi-
orientation on the mitotic spindle. Nat Rev Mol Cell Biol, 2005. 6(12): p. 929-42. 

92. Marco, E., et al., S. cerevisiae chromosomes biorient via gradual resolution of 
syntely between S phase and anaphase. Cell. 154(5): p. 1127-39. 

93. Straight, A.F., et al., Mitosis in living budding yeast: anaphase A but no 
metaphase plate. Science, 1997. 277(5325): p. 574-8. 

94. Renshaw, M.J., et al., Condensins promote chromosome recoiling during early 
anaphase to complete sister chromatid separation. Dev Cell. 19(2): p. 232-44. 

95. Harrison, B.D., M.L. Hoang, and K. Bloom, Persistent mechanical linkage 
between sister chromatids throughout anaphase. Chromosoma, 2009. 118(5): 
p. 633-45. 

96. Titos, I., T. Ivanova, and M. Mendoza, Chromosome length and perinuclear 
attachment constrain resolution of DNA intertwines. J Cell Biol. 206(6): p. 719-
33. 

97. Rappaport, R., Repeated furrow formation from a single mitotic apparatus in 
cylindrical sand dollar eggs. J Exp Zool, 1985. 234(1): p. 167-71. 



-References- 

109 
 

98. Bement, W.M., H.A. Benink, and G. von Dassow, A microtubule-dependent 
zone of active RhoA during cleavage plane specification. J Cell Biol, 2005. 
170(1): p. 91-101. 

99. Bringmann, H. and A.A. Hyman, A cytokinesis furrow is positioned by two 
consecutive signals. Nature, 2005. 436(7051): p. 731-4. 

100. Lippincott, J. and R. Li, Sequential assembly of myosin II, an IQGAP-like 
protein, and filamentous actin to a ring structure involved in budding yeast 
cytokinesis. J Cell Biol, 1998. 140(2): p. 355-66. 

101. Lippincott, J., et al., The Tem1 small GTPase controls actomyosin and septin 
dynamics during cytokinesis. J Cell Sci, 2001. 114(Pt 7): p. 1379-86. 

102. Lord, M., E. Laves, and T.D. Pollard, Cytokinesis depends on the motor 
domains of myosin-II in fission yeast but not in budding yeast. Mol Biol Cell, 
2005. 16(11): p. 5346-55. 

103. Dobbelaere, J. and Y. Barral, Spatial coordination of cytokinetic events by 
compartmentalization of the cell cortex. Science, 2004. 305(5682): p. 393-6. 

104. Schmidt, M., et al., In budding yeast, contraction of the actomyosin ring and 
formation of the primary septum at cytokinesis depend on each other. J Cell 
Sci, 2002. 115(Pt 2): p. 293-302. 

105. Enserink, J.M. and R.D. Kolodner, An overview of Cdk1-controlled targets and 
processes. Cell Div. 5: p. 11. 

106. Piggott, J.R., R. Rai, and B.L. Carter, A bifunctional gene product involved in 
two phases of the yeast cell cycle. Nature, 1982. 298(5872): p. 391-3. 

107. Reed, S.I. and C. Wittenberg, Mitotic role for the Cdc28 protein kinase of 
Saccharomyces cerevisiae. Proc Natl Acad Sci U S A, 1990. 87(15): p. 5697-
701. 

108. Beach, D., B. Durkacz, and P. Nurse, Functionally homologous cell cycle 
control genes in budding and fission yeast. Nature, 1982. 300(5894): p. 706-9. 

109. Nurse, P. and Y. Bissett, Gene required in G1 for commitment to cell cycle and 
in G2 for control of mitosis in fission yeast. Nature, 1981. 292(5823): p. 558-60. 

110. Morgan, D.O., Cyclin-dependent kinases: engines, clocks, and 
microprocessors. Annu Rev Cell Dev Biol, 1997. 13: p. 261-91. 

111. Malumbres, M. and M. Barbacid, Cell cycle, CDKs and cancer: a changing 
paradigm. Nat Rev Cancer, 2009. 9(3): p. 153-66. 

112. Santamaria, D., et al., Cdk1 is sufficient to drive the mammalian cell cycle. 
Nature, 2007. 448(7155): p. 811-5. 

113. Murray, A.W., M.J. Solomon, and M.W. Kirschner, The role of cyclin synthesis 
and degradation in the control of maturation promoting factor activity. Nature, 
1989. 339(6222): p. 280-6. 

114. Murray, A.W. and M.W. Kirschner, Cyclin synthesis drives the early embryonic 
cell cycle. Nature, 1989. 339(6222): p. 275-80. 

115. Cross, F.R. and A.H. Tinkelenberg, A potential positive feedback loop 
controlling CLN1 and CLN2 gene expression at the start of the yeast cell cycle. 
Cell, 1991. 65(5): p. 875-83. 

116. Koivomagi, M., et al., Cascades of multisite phosphorylation control Sic1 
destruction at the onset of S phase. Nature. 480(7375): p. 128-31. 

117. Skotheim, J.M., et al., Positive feedback of G1 cyclins ensures coherent cell 
cycle entry. Nature, 2008. 454(7202): p. 291-6. 

118. Dirick, L. and K. Nasmyth, Positive feedback in the activation of G1 cyclins in 
yeast. Nature, 1991. 351(6329): p. 754-7. 

119. Wittenberg, C. and S.I. Reed, Control of the yeast cell cycle is associated with 
assembly/disassembly of the Cdc28 protein kinase complex. Cell, 1988. 54(7): 
p. 1061-72. 

120. Draetta, G. and D. Beach, Activation of cdc2 protein kinase during mitosis in 
human cells: cell cycle-dependent phosphorylation and subunit rearrangement. 
Cell, 1988. 54(1): p. 17-26. 



-References- 

110 
 

121. Pavletich, N.P., Mechanisms of cyclin-dependent kinase regulation: structures 
of Cdks, their cyclin activators, and Cip and INK4 inhibitors. J Mol Biol, 1999. 
287(5): p. 821-8. 

122. Brizuela, L., G. Draetta, and D. Beach, p13suc1 acts in the fission yeast cell 
division cycle as a component of the p34cdc2 protein kinase. EMBO J, 1987. 
6(11): p. 3507-14. 

123. Brizuela, L., G. Draetta, and D. Beach, Activation of human CDC2 protein as a 
histone H1 kinase is associated with complex formation with the p62 subunit. 
Proc Natl Acad Sci U S A, 1989. 86(12): p. 4362-6. 

124. Tyers, M., G. Tokiwa, and B. Futcher, Comparison of the Saccharomyces 
cerevisiae G1 cyclins: Cln3 may be an upstream activator of Cln1, Cln2 and 
other cyclins. EMBO J, 1993. 12(5): p. 1955-68. 

125. Schwob, E. and K. Nasmyth, CLB5 and CLB6, a new pair of B cyclins involved 
in DNA replication in Saccharomyces cerevisiae. Genes Dev, 1993. 7(7A): p. 
1160-75. 

126. Richardson, H., et al., Cyclin-B homologs in Saccharomyces cerevisiae function 
in S phase and in G2. Genes Dev, 1992. 6(11): p. 2021-34. 

127. Fitch, I., et al., Characterization of four B-type cyclin genes of the budding yeast 
Saccharomyces cerevisiae. Mol Biol Cell, 1992. 3(7): p. 805-18. 

128. Rahal, R. and A. Amon, Mitotic CDKs control the metaphase-anaphase 
transition and trigger spindle elongation. Genes Dev, 2008. 22(11): p. 1534-48. 

129. Surana, U., et al., The role of CDC28 and cyclins during mitosis in the budding 
yeast S. cerevisiae. Cell, 1991. 65(1): p. 145-61. 

130. Archambault, V., et al., Two-faced cyclins with eyes on the targets. Cell Cycle, 
2005. 4(1): p. 125-30. 

131. Loog, M. and D.O. Morgan, Cyclin specificity in the phosphorylation of cyclin-
dependent kinase substrates. Nature, 2005. 434(7029): p. 104-8. 

132. Bailly, E., et al., Differential cellular localization among mitotic cyclins from 
Saccharomyces cerevisiae: a new role for the axial budding protein Bud3 in 
targeting Clb2 to the mother-bud neck. J Cell Sci, 2003. 116(Pt 20): p. 4119-30. 

133. Enserink, J.M. and R.D. Kolodner, An overview of Cdk1-controlled targets and 
processes. Cell Div, 2010. 5: p. 11. 

134. Koivomagi, M., et al., Multisite phosphorylation networks as signal processors 
for Cdk1. Nat Struct Mol Biol. 20(12): p. 1415-24. 

135. Oikonomou, C. and F.R. Cross, Rising cyclin-CDK levels order cell cycle 
events. PLoS One. 6(6): p. e20788. 

136. Stern, B. and P. Nurse, A quantitative model for the cdc2 control of S phase 
and mitosis in fission yeast. Trends Genet, 1996. 12(9): p. 345-50. 

137. Coudreuse, D. and P. Nurse, Driving the cell cycle with a minimal CDK control 
network. Nature. 468(7327): p. 1074-9. 

138. Chang, D.C., N. Xu, and K.Q. Luo, Degradation of cyclin B is required for the 
onset of anaphase in Mammalian cells. J Biol Chem, 2003. 278(39): p. 37865-
73. 

139. Wolf, F., et al., Dose-dependent effects of stable cyclin B1 on progression 
through mitosis in human cells. EMBO J, 2006. 25(12): p. 2802-13. 

140. Wasch, R. and F.R. Cross, APC-dependent proteolysis of the mitotic cyclin 
Clb2 is essential for mitotic exit. Nature, 2002. 418(6897): p. 556-62. 

141. Peters, J.M., The anaphase promoting complex/cyclosome: a machine 
designed to destroy. Nat Rev Mol Cell Biol, 2006. 7(9): p. 644-56. 

142. Irniger, S., et al., Genes involved in sister chromatid separation are needed for 
B-type cyclin proteolysis in budding yeast. Cell, 1995. 81(2): p. 269-78. 

143. Zachariae, W., et al., Identification of subunits of the anaphase-promoting 
complex of Saccharomyces cerevisiae. Science, 1996. 274(5290): p. 1201-4. 

144. King, R.W., et al., A 20S complex containing CDC27 and CDC16 catalyzes the 
mitosis-specific conjugation of ubiquitin to cyclin B. Cell, 1995. 81(2): p. 279-88. 



-References- 

111 
 

145. Sudakin, V., et al., The cyclosome, a large complex containing cyclin-selective 
ubiquitin ligase activity, targets cyclins for destruction at the end of mitosis. Mol 
Biol Cell, 1995. 6(2): p. 185-97. 

146. Mendenhall, M.D., An inhibitor of p34CDC28 protein kinase activity from 
Saccharomyces cerevisiae. Science, 1993. 259(5092): p. 216-9. 

147. Knapp, D., et al., The transcription factor Swi5 regulates expression of the 
cyclin kinase inhibitor p40SIC1. Mol Cell Biol, 1996. 16(10): p. 5701-7. 

148. Toyn, J.H., et al., The Swi5 transcription factor of Saccharomyces cerevisiae 
has a role in exit from mitosis through induction of the cdk-inhibitor Sic1 in 
telophase. Genetics, 1997. 145(1): p. 85-96. 

149. Visintin, R., et al., The phosphatase Cdc14 triggers mitotic exit by reversal of 
Cdk-dependent phosphorylation. Mol Cell, 1998. 2(6): p. 709-18. 

150. Visintin, R., E.S. Hwang, and A. Amon, Cfi1 prevents premature exit from 
mitosis by anchoring Cdc14 phosphatase in the nucleolus. Nature, 1999. 
398(6730): p. 818-23. 

151. Shou, W., et al., Exit from mitosis is triggered by Tem1-dependent release of 
the protein phosphatase Cdc14 from nucleolar RENT complex. Cell, 1999. 
97(2): p. 233-44. 

152. Stegmeier, F., R. Visintin, and A. Amon, Separase, polo kinase, the kinetochore 
protein Slk19, and Spo12 function in a network that controls Cdc14 localization 
during early anaphase. Cell, 2002. 108(2): p. 207-20. 

153. Rock, J.M. and A. Amon, The FEAR network. Curr Biol, 2009. 19(23): p. 
R1063-8. 

154. Queralt, E. and F. Uhlmann, Cdk-counteracting phosphatases unlock mitotic 
exit. Curr Opin Cell Biol, 2008. 20(6): p. 661-8. 

155. Jaspersen, S.L., et al., A late mitotic regulatory network controlling cyclin 
destruction in Saccharomyces cerevisiae. Mol Biol Cell, 1998. 9(10): p. 2803-
17. 

156. Bardin, A.J. and A. Amon, Men and sin: what's the difference? Nat Rev Mol Cell 
Biol, 2001. 2(11): p. 815-26. 

157. Azzam, R., et al., Phosphorylation by cyclin B-Cdk underlies release of mitotic 
exit activator Cdc14 from the nucleolus. Science, 2004. 305(5683): p. 516-9. 

158. Rodriguez-Rodriguez, J.A., et al., Mitotic Exit Function of Polo-like Kinase Cdc5 
Is Dependent on Sequential Activation by Cdk1. Cell Rep. 15(9): p. 2050-62. 

159. Yoshida, S. and A. Toh-e, Budding yeast Cdc5 phosphorylates Net1 and 
assists Cdc14 release from the nucleolus. Biochem Biophys Res Commun, 
2002. 294(3): p. 687-91. 

160. Queralt, E., et al., Downregulation of PP2A(Cdc55) phosphatase by separase 
initiates mitotic exit in budding yeast. Cell, 2006. 125(4): p. 719-32. 

161. Sullivan, M. and F. Uhlmann, A non-proteolytic function of separase links the 
onset of anaphase to mitotic exit. Nat Cell Biol, 2003. 5(3): p. 249-54. 

162. Queralt, E. and F. Uhlmann, Separase cooperates with Zds1 and Zds2 to 
activate Cdc14 phosphatase in early anaphase. J Cell Biol, 2008. 182(5): p. 
873-83. 

163. Calabria, I., et al., Zds1 regulates PP2A(Cdc55) activity and Cdc14 activation 
during mitotic exit through its Zds_C motif. J Cell Sci. 125(Pt 12): p. 2875-84. 

164. Waples, W.G., et al., Putting the brake on FEAR: Tof2 promotes the biphasic 
release of Cdc14 phosphatase during mitotic exit. Mol Biol Cell, 2009. 20(1): p. 
245-55. 

165. Lee, S.E., et al., Order of function of the budding-yeast mitotic exit-network 
proteins Tem1, Cdc15, Mob1, Dbf2, and Cdc5. Curr Biol, 2001. 11(10): p. 784-
8. 

166. Rock, J.M., et al., Activation of the yeast Hippo pathway by phosphorylation-
dependent assembly of signaling complexes. Science. 340(6134): p. 871-5. 

167. Mah, A.S., J. Jang, and R.J. Deshaies, Protein kinase Cdc15 activates the 
Dbf2-Mob1 kinase complex. Proc Natl Acad Sci U S A, 2001. 98(13): p. 7325-
30. 



-References- 

112 
 

168. Visintin, R. and A. Amon, Regulation of the mitotic exit protein kinases Cdc15 
and Dbf2. Mol Biol Cell, 2001. 12(10): p. 2961-74. 

169. Rock, J.M. and A. Amon, Cdc15 integrates Tem1 GTPase-mediated spatial 
signals with Polo kinase-mediated temporal cues to activate mitotic exit. Genes 
Dev. 25(18): p. 1943-54. 

170. Mohl, D.A., et al., Dbf2-Mob1 drives relocalization of protein phosphatase 
Cdc14 to the cytoplasm during exit from mitosis. J Cell Biol, 2009. 184(4): p. 
527-39. 

171. Bardin, A.J., R. Visintin, and A. Amon, A mechanism for coupling exit from 
mitosis to partitioning of the nucleus. Cell, 2000. 102(1): p. 21-31. 

172. Falk, J.E., et al., Spatial signals link exit from mitosis to spindle position. Elife. 5. 
173. Lu, Y. and F.R. Cross, Periodic cyclin-Cdk activity entrains an autonomous 

Cdc14 release oscillator. Cell. 141(2): p. 268-79. 
174. Jaspersen, S.L. and D.O. Morgan, Cdc14 activates cdc15 to promote mitotic 

exit in budding yeast. Curr Biol, 2000. 10(10): p. 615-8. 
175. Konig, C., H. Maekawa, and E. Schiebel, Mutual regulation of cyclin-dependent 

kinase and the mitotic exit network. J Cell Biol. 188(3): p. 351-68. 
176. Manzoni, R., et al., Oscillations in Cdc14 release and sequestration reveal a 

circuit underlying mitotic exit. J Cell Biol. 190(2): p. 209-22. 
177. Khmelinskii, A. and E. Schiebel, Assembling the spindle midzone in the right 

place at the right time. Cell Cycle, 2008. 7(3): p. 283-6. 
178. Khmelinskii, A., et al., Cdc14-regulated midzone assembly controls anaphase 

B. J Cell Biol, 2007. 177(6): p. 981-93. 
179. Higuchi, T. and F. Uhlmann, Stabilization of microtubule dynamics at anaphase 

onset promotes chromosome segregation. Nature, 2005. 433(7022): p. 171-6. 
180. D'Ambrosio, C., et al., Condensin-dependent rDNA decatenation introduces a 

temporal pattern to chromosome segregation. Curr Biol, 2008. 18(14): p. 1084-
9. 

181. D'Amours, D., F. Stegmeier, and A. Amon, Cdc14 and condensin control the 
dissolution of cohesin-independent chromosome linkages at repeated DNA. 
Cell, 2004. 117(4): p. 455-69. 

182. Sullivan, M., et al., Cdc14 phosphatase induces rDNA condensation and 
resolves cohesin-independent cohesion during budding yeast anaphase. Cell, 
2004. 117(4): p. 471-82. 

183. Miller, D.P., et al., Dephosphorylation of Iqg1 by Cdc14 regulates cytokinesis in 
budding yeast. Mol Biol Cell. 26(16): p. 2913-26. 

184. Meitinger, F., et al., Dual function of the NDR-kinase Dbf2 in the regulation of 
the F-BAR protein Hof1 during cytokinesis. Mol Biol Cell. 24(9): p. 1290-304. 

185. Oh, Y., et al., Mitotic exit kinase Dbf2 directly phosphorylates chitin synthase 
Chs2 to regulate cytokinesis in budding yeast. Mol Biol Cell. 23(13): p. 2445-56. 

186. Meitinger, F., et al., Phosphorylation-dependent regulation of the F-BAR protein 
Hof1 during cytokinesis. Genes Dev. 25(8): p. 875-88. 

187. Wurzenberger, C. and D.W. Gerlich, Phosphatases: providing safe passage 
through mitotic exit. Nat Rev Mol Cell Biol. 12(8): p. 469-82. 

188. Sonneville, R., et al., Both Chromosome Decondensation and Condensation 
Are Dependent on DNA Replication in C. elegans Embryos. Cell Rep. 12(3): p. 
405-17. 

189. Ono, T., D. Yamashita, and T. Hirano, Condensin II initiates sister chromatid 
resolution during S phase. J Cell Biol. 200(4): p. 429-41. 

190. Johnson, R.T. and P.N. Rao, Mammalian cell fusion: induction of premature 
chromosome condensation in interphase nuclei. Nature, 1970. 226(5247): p. 
717-22. 

191. Stinchcomb, D.T., K. Struhl, and R.W. Davis, Isolation and characterisation of a 
yeast chromosomal replicator. Nature, 1979. 282(5734): p. 39-43. 

192. Urban, J.M., et al., The hunt for origins of DNA replication in multicellular 
eukaryotes. F1000Prime Rep. 7: p. 30. 



-References- 

113 
 

193. Bell, S.P. and K. Labib, Chromosome Duplication in Saccharomyces cerevisiae. 
Genetics. 203(3): p. 1027-67. 

194. Arias, E.E. and J.C. Walter, Strength in numbers: preventing rereplication via 
multiple mechanisms in eukaryotic cells. Genes Dev, 2007. 21(5): p. 497-518. 

195. Tognetti, S., A. Riera, and C. Speck, Switch on the engine: how the eukaryotic 
replicative helicase MCM2-7 becomes activated. Chromosoma. 124(1): p. 13-
26. 

196. Dahmann, C., J.F. Diffley, and K.A. Nasmyth, S-phase-promoting cyclin-
dependent kinases prevent re-replication by inhibiting the transition of 
replication origins to a pre-replicative state. Curr Biol, 1995. 5(11): p. 1257-69. 

197. Chen, S. and S.P. Bell, CDK prevents Mcm2-7 helicase loading by inhibiting 
Cdt1 interaction with Orc6. Genes Dev. 25(4): p. 363-72. 

198. Drury, L.S., G. Perkins, and J.F. Diffley, The cyclin-dependent kinase Cdc28p 
regulates distinct modes of Cdc6p proteolysis during the budding yeast cell 
cycle. Curr Biol, 2000. 10(5): p. 231-40. 

199. Nguyen, V.Q., C. Co, and J.J. Li, Cyclin-dependent kinases prevent DNA re-
replication through multiple mechanisms. Nature, 2001. 411(6841): p. 1068-73. 

200. Nguyen, V.Q., et al., Clb/Cdc28 kinases promote nuclear export of the 
replication initiator proteins Mcm2-7. Curr Biol, 2000. 10(4): p. 195-205. 

201. Labib, K., J.F. Diffley, and S.E. Kearsey, G1-phase and B-type cyclins exclude 
the DNA-replication factor Mcm4 from the nucleus. Nat Cell Biol, 1999. 1(7): p. 
415-22. 

202. Yurieva, O. and M. O'Donnell, Reconstitution of a eukaryotic replisome reveals 
the mechanism of asymmetric distribution of DNA polymerases. Nucleus. 7(4): 
p. 360-8. 

203. Okazaki, R., et al., Mechanism of DNA replication possible discontinuity of DNA 
chain growth. Jpn J Med Sci Biol, 1967. 20(3): p. 255-60. 

204. Sakabe, K. and R. Okazaki, A unique property of the replicating region of 
chromosomal DNA. Biochim Biophys Acta, 1966. 129(3): p. 651-4. 

205. Katou, Y., et al., S-phase checkpoint proteins Tof1 and Mrc1 form a stable 
replication-pausing complex. Nature, 2003. 424(6952): p. 1078-83. 

206. Langston, L.D., et al., CMG helicase and DNA polymerase epsilon form a 
functional 15-subunit holoenzyme for eukaryotic leading-strand DNA replication. 
Proc Natl Acad Sci U S A. 111(43): p. 15390-5. 

207. Lou, H., et al., Mrc1 and DNA polymerase epsilon function together in linking 
DNA replication and the S phase checkpoint. Mol Cell, 2008. 32(1): p. 106-17. 

208. Sun, J., et al., The architecture of a eukaryotic replisome. Nat Struct Mol Biol. 
22(12): p. 976-82. 

209. Balakrishnan, L. and R.A. Bambara, Okazaki fragment metabolism. Cold Spring 
Harb Perspect Biol. 5(2). 

210. Maric, M., et al., Cdc48 and a ubiquitin ligase drive disassembly of the CMG 
helicase at the end of DNA replication. Science. 346(6208): p. 1253596. 

211. Kubota, T., et al., The Elg1 replication factor C-like complex functions in PCNA 
unloading during DNA replication. Mol Cell. 50(2): p. 273-80. 

212. Kubota, T., et al., Replication-Coupled PCNA Unloading by the Elg1 Complex 
Occurs Genome-wide and Requires Okazaki Fragment Ligation. Cell Rep. 
12(5): p. 774-87. 

213. Watson, J.D. and F.H. Crick, Molecular structure of nucleic acids; a structure for 
deoxyribose nucleic acid. Nature, 1953. 171(4356): p. 737-8. 

214. Watson, J.D. and F.H. Crick, Genetical implications of the structure of 
deoxyribonucleic acid. Nature, 1953. 171(4361): p. 964-7. 

215. Paulson, J.R. and U.K. Laemmli, The structure of histone-depleted metaphase 
chromosomes. Cell, 1977. 12(3): p. 817-28. 

216. Poirier, M.G., S. Eroglu, and J.F. Marko, The bending rigidity of mitotic 
chromosomes. Mol Biol Cell, 2002. 13(6): p. 2170-9. 

217. Pope, L.H., C. Xiong, and J.F. Marko, Proteolysis of mitotic chromosomes 
induces gradual and anisotropic decondensation correlated with a reduction of 



-References- 

114 
 

elastic modulus and structural sensitivity to rarely cutting restriction enzymes. 
Mol Biol Cell, 2006. 17(1): p. 104-13. 

218. Strukov, Y.G., Y. Wang, and A.S. Belmont, Engineered chromosome regions 
with altered sequence composition demonstrate hierarchical large-scale folding 
within metaphase chromosomes. J Cell Biol, 2003. 162(1): p. 23-35. 

219. Belmont, A.S., J.W. Sedat, and D.A. Agard, A three-dimensional approach to 
mitotic chromosome structure: evidence for a complex hierarchical organization. 
J Cell Biol, 1987. 105(1): p. 77-92. 

220. Nishino, Y., et al., Human mitotic chromosomes consist predominantly of 
irregularly folded nucleosome fibres without a 30-nm chromatin structure. 
EMBO J. 31(7): p. 1644-53. 

221. Eltsov, M., et al., Analysis of cryo-electron microscopy images does not support 
the existence of 30-nm chromatin fibers in mitotic chromosomes in situ. Proc 
Natl Acad Sci U S A, 2008. 105(50): p. 19732-7. 

222. Daban, J.R., Stacked thin layers of metaphase chromatin explain the geometry 
of chromosome rearrangements and banding. Sci Rep. 5: p. 14891. 

223. Naumova, N., et al., Organization of the mitotic chromosome. Science. 
342(6161): p. 948-53. 

224. Goloborodko, A., et al., Compaction and segregation of sister chromatids via 
active loop extrusion. Elife. 5. 

225. Lawrimore, J., et al., DNA loops generate intracentromere tension in mitosis. J 
Cell Biol. 210(4): p. 553-64. 

226. Stephens, A.D., et al., Pericentric chromatin loops function as a nonlinear 
spring in mitotic force balance. J Cell Biol. 200(6): p. 757-72. 

227. Stephens, A.D., et al., Cohesin, condensin, and the intramolecular centromere 
loop together generate the mitotic chromatin spring. J Cell Biol. 193(7): p. 1167-
80. 

228. Hirano, T., Condensins: universal organizers of chromosomes with diverse 
functions. Genes Dev. 26(15): p. 1659-78. 

229. Ono, T., et al., Differential contributions of condensin I and condensin II to 
mitotic chromosome architecture in vertebrate cells. Cell, 2003. 115(1): p. 109-
21. 

230. Ono, T., et al., Spatial and temporal regulation of Condensins I and II in mitotic 
chromosome assembly in human cells. Mol Biol Cell, 2004. 15(7): p. 3296-308. 

231. Hirota, T., et al., Distinct functions of condensin I and II in mitotic chromosome 
assembly. J Cell Sci, 2004. 117(Pt 26): p. 6435-45. 

232. Hirano, T. and T.J. Mitchison, A heterodimeric coiled-coil protein required for 
mitotic chromosome condensation in vitro. Cell, 1994. 79(3): p. 449-58. 

233. Freeman, L., L. Aragon-Alcaide, and A. Strunnikov, The condensin complex 
governs chromosome condensation and mitotic transmission of rDNA. J Cell 
Biol, 2000. 149(4): p. 811-24. 

234. Bhalla, N., S. Biggins, and A.W. Murray, Mutation of YCS4, a budding yeast 
condensin subunit, affects mitotic and nonmitotic chromosome behavior. Mol 
Biol Cell, 2002. 13(2): p. 632-45. 

235. Lavoie, B.D., E. Hogan, and D. Koshland, In vivo requirements for rDNA 
chromosome condensation reveal two cell-cycle-regulated pathways for mitotic 
chromosome folding. Genes Dev, 2004. 18(1): p. 76-87. 

236. Bazett-Jones, D.P., K. Kimura, and T. Hirano, Efficient supercoiling of DNA by a 
single condensin complex as revealed by electron spectroscopic imaging. Mol 
Cell, 2002. 9(6): p. 1183-90. 

237. Kimura, K. and T. Hirano, ATP-dependent positive supercoiling of DNA by 13S 
condensin: a biochemical implication for chromosome condensation. Cell, 1997. 
90(4): p. 625-34. 

238. Kimura, K., et al., Phosphorylation and activation of 13S condensin by Cdc2 in 
vitro. Science, 1998. 282(5388): p. 487-90. 

239. Cuylen, S., J. Metz, and C.H. Haering, Condensin structures chromosomal DNA 
through topological links. Nat Struct Mol Biol. 18(8): p. 894-901. 



-References- 

115 
 

240. Kawamura, R., et al., Mitotic chromosomes are constrained by topoisomerase 
II-sensitive DNA entanglements. J Cell Biol. 188(5): p. 653-63. 

241. Wilkins, B.J., et al., A cascade of histone modifications induces chromatin 
condensation in mitosis. Science. 343(6166): p. 77-80. 

242. Hsu, J.Y., et al., Mitotic phosphorylation of histone H3 is governed by 
Ipl1/aurora kinase and Glc7/PP1 phosphatase in budding yeast and 
nematodes. Cell, 2000. 102(3): p. 279-91. 

243. Wei, Y., et al., Phosphorylation of histone H3 is required for proper 
chromosome condensation and segregation. Cell, 1999. 97(1): p. 99-109. 

244. Van Hooser, A., et al., Histone H3 phosphorylation is required for the initiation, 
but not maintenance, of mammalian chromosome condensation. J Cell Sci, 
1998. 111 ( Pt 23): p. 3497-506. 

245. de la Barre, A.E., et al., Core histone N-termini play an essential role in mitotic 
chromosome condensation. EMBO J, 2000. 19(3): p. 379-91. 

246. de la Barre, A.E., et al., The N-terminus of histone H2B, but not that of histone 
H3 or its phosphorylation, is essential for chromosome condensation. EMBO J, 
2001. 20(22): p. 6383-93. 

247. Machado, C., C.E. Sunkel, and D.J. Andrew, Human autoantibodies reveal titin 
as a chromosomal protein. J Cell Biol, 1998. 141(2): p. 321-33. 

248. Machado, C. and D.J. Andrew, D-Titin: a giant protein with dual roles in 
chromosomes and muscles. J Cell Biol, 2000. 151(3): p. 639-52. 

249. Thrower, D.A. and K. Bloom, Dicentric chromosome stretching during anaphase 
reveals roles of Sir2/Ku in chromatin compaction in budding yeast. Mol Biol 
Cell, 2001. 12(9): p. 2800-12. 

250. Wang, J.C., Cellular roles of DNA topoisomerases: a molecular perspective. 
Nat Rev Mol Cell Biol, 2002. 3(6): p. 430-40. 

251. Wang, L.H., et al., Persistence of DNA threads in human anaphase cells 
suggests late completion of sister chromatid decatenation. Chromosoma, 2008. 
117(2): p. 123-35. 

252. Farcas, A.M., et al., Cohesin's concatenation of sister DNAs maintains their 
intertwining. Mol Cell. 44(1): p. 97-107. 

253. Charbin, A., C. Bouchoux, and F. Uhlmann, Condensin aids sister chromatid 
decatenation by topoisomerase II. Nucleic Acids Res. 42(1): p. 340-8. 

254. Bhat, M.A., et al., Chromatid segregation at anaphase requires the barren 
product, a novel chromosome-associated protein that interacts with 
Topoisomerase II. Cell, 1996. 87(6): p. 1103-14. 

255. Coelho, P.A., J. Queiroz-Machado, and C.E. Sunkel, Condensin-dependent 
localisation of topoisomerase II to an axial chromosomal structure is required 
for sister chromatid resolution during mitosis. J Cell Sci, 2003. 116(Pt 23): p. 
4763-76. 

256. Hirano, T. and T.J. Mitchison, Topoisomerase II does not play a scaffolding role 
in the organization of mitotic chromosomes assembled in Xenopus egg 
extracts. J Cell Biol, 1993. 120(3): p. 601-12. 

257. Warsi, T.H., M.S. Navarro, and J. Bachant, DNA topoisomerase II is a 
determinant of the tensile properties of yeast centromeric chromatin and the 
tension checkpoint. Mol Biol Cell, 2008. 19(10): p. 4421-33. 

258. Kimura, K., et al., 13S condensin actively reconfigures DNA by introducing 
global positive writhe: implications for chromosome condensation. Cell, 1999. 
98(2): p. 239-48. 

259. Tercero, J.A., M.P. Longhese, and J.F. Diffley, A central role for DNA replication 
forks in checkpoint activation and response. Mol Cell, 2003. 11(5): p. 1323-36. 

260. Labib, K. and G. De Piccoli, Surviving chromosome replication: the many roles 
of the S-phase checkpoint pathway. Philos Trans R Soc Lond B Biol Sci. 
366(1584): p. 3554-61. 

261. Labib, K., S.E. Kearsey, and J.F. Diffley, MCM2-7 proteins are essential 
components of prereplicative complexes that accumulate cooperatively in the 



-References- 

116 
 

nucleus during G1-phase and are required to establish, but not maintain, the S-
phase checkpoint. Mol Biol Cell, 2001. 12(11): p. 3658-67. 

262. Stokes, M.P., et al., DNA replication is required for the checkpoint response to 
damaged DNA in Xenopus egg extracts. J Cell Biol, 2002. 158(5): p. 863-72. 

263. Lupardus, P.J., et al., A requirement for replication in activation of the ATR-
dependent DNA damage checkpoint. Genes Dev, 2002. 16(18): p. 2327-32. 

264. Piatti, S., C. Lengauer, and K. Nasmyth, Cdc6 is an unstable protein whose de 
novo synthesis in G1 is important for the onset of S phase and for preventing a 
'reductional' anaphase in the budding yeast Saccharomyces cerevisiae. EMBO 
J, 1995. 14(15): p. 3788-99. 

265. Kelly, T.J., et al., The fission yeast cdc18+ gene product couples S phase to 
START and mitosis. Cell, 1993. 74(2): p. 371-82. 

266. Tavormina, P.A., Y. Wang, and D.J. Burke, Differential requirements for DNA 
replication in the activation of mitotic checkpoints in Saccharomyces cerevisiae. 
Mol Cell Biol, 1997. 17(6): p. 3315-22. 

267. Toyn, J.H., A.L. Johnson, and L.H. Johnston, Segregation of unreplicated 
chromosomes in Saccharomyces cerevisiae reveals a novel G1/M-phase 
checkpoint. Mol Cell Biol, 1995. 15(10): p. 5312-21. 

268. Byun, T.S., et al., Functional uncoupling of MCM helicase and DNA polymerase 
activities activates the ATR-dependent checkpoint. Genes Dev, 2005. 19(9): p. 
1040-52. 

269. MacDougall, C.A., et al., The structural determinants of checkpoint activation. 
Genes Dev, 2007. 21(8): p. 898-903. 

270. Michael, W.M., et al., Activation of the DNA replication checkpoint through RNA 
synthesis by primase. Science, 2000. 289(5487): p. 2133-7. 

271. Van, C., et al., Continued primer synthesis at stalled replication forks 
contributes to checkpoint activation. J Cell Biol. 189(2): p. 233-46. 

272. D'Urso, G., B. Grallert, and P. Nurse, DNA polymerase alpha, a component of 
the replication initiation complex, is essential for the checkpoint coupling S 
phase to mitosis in fission yeast. J Cell Sci, 1995. 108 ( Pt 9): p. 3109-18. 

273. Hustedt, N., S.M. Gasser, and K. Shimada, Replication checkpoint: tuning and 
coordination of replication forks in s phase. Genes (Basel). 4(3): p. 388-434. 

274. Branzei, D. and M. Foiani, The checkpoint response to replication stress. DNA 
Repair (Amst), 2009. 8(9): p. 1038-46. 

275. Zou, L. and S.J. Elledge, Sensing DNA damage through ATRIP recognition of 
RPA-ssDNA complexes. Science, 2003. 300(5625): p. 1542-8. 

276. Kumagai, A., et al., TopBP1 activates the ATR-ATRIP complex. Cell, 2006. 
124(5): p. 943-55. 

277. Yan, S. and W.M. Michael, TopBP1 and DNA polymerase-alpha directly recruit 
the 9-1-1 complex to stalled DNA replication forks. J Cell Biol, 2009. 184(6): p. 
793-804. 

278. Acevedo, J., S. Yan, and W.M. Michael, Direct Binding to Replication Protein A 
(RPA)-coated Single-stranded DNA Allows Recruitment of the ATR Activator 
TopBP1 to Sites of DNA Damage. J Biol Chem. 291(25): p. 13124-31. 

279. Torres-Rosell, J., et al., Anaphase onset before complete DNA replication with 
intact checkpoint responses. Science, 2007. 315(5817): p. 1411-5. 

280. Mohebi, S., et al., Checkpoints are blind to replication restart and recombination 
intermediates that result in gross chromosomal rearrangements. Nat Commun. 
6: p. 6357. 

281. Torres-Rosell, J., G. De Piccoli, and L. Aragon, Can eukaryotic cells monitor the 
presence of unreplicated DNA? Cell Div, 2007. 2: p. 19. 

282. Musacchio, A. and E.D. Salmon, The spindle-assembly checkpoint in space 
and time. Nat Rev Mol Cell Biol, 2007. 8(5): p. 379-93. 

283. Burton, J.L. and M.J. Solomon, Mad3p, a pseudosubstrate inhibitor of 
APCCdc20 in the spindle assembly checkpoint. Genes Dev, 2007. 21(6): p. 
655-67. 



-References- 

117 
 

284. Chao, W.C., et al., Structure of the mitotic checkpoint complex. Nature. 
484(7393): p. 208-13. 

285. Nilsson, J., et al., The APC/C maintains the spindle assembly checkpoint by 
targeting Cdc20 for destruction. Nat Cell Biol, 2008. 10(12): p. 1411-20. 

286. King, E.M., S.J. van der Sar, and K.G. Hardwick, Mad3 KEN boxes mediate 
both Cdc20 and Mad3 turnover, and are critical for the spindle checkpoint. 
PLoS One, 2007. 2(4): p. e342. 

287. Herzog, F., et al., Structure of the anaphase-promoting complex/cyclosome 
interacting with a mitotic checkpoint complex. Science, 2009. 323(5920): p. 
1477-81. 

288. Sudakin, V., G.K. Chan, and T.J. Yen, Checkpoint inhibition of the APC/C in 
HeLa cells is mediated by a complex of BUBR1, BUB3, CDC20, and MAD2. J 
Cell Biol, 2001. 154(5): p. 925-36. 

289. Pan, J. and R.H. Chen, Spindle checkpoint regulates Cdc20p stability in 
Saccharomyces cerevisiae. Genes Dev, 2004. 18(12): p. 1439-51. 

290. Mansfeld, J., et al., APC15 drives the turnover of MCC-CDC20 to make the 
spindle assembly checkpoint responsive to kinetochore attachment. Nat Cell 
Biol. 13(10): p. 1234-43. 

291. Tang, Z., et al., Phosphorylation of Cdc20 by Bub1 provides a catalytic 
mechanism for APC/C inhibition by the spindle checkpoint. Mol Cell, 2004. 
16(3): p. 387-97. 

292. Luo, X. and H. Yu, Protein metamorphosis: the two-state behavior of Mad2. 
Structure, 2008. 16(11): p. 1616-25. 

293. Hwang, L.H., et al., Budding yeast Cdc20: a target of the spindle checkpoint. 
Science, 1998. 279(5353): p. 1041-4. 

294. Kulukian, A., J.S. Han, and D.W. Cleveland, Unattached kinetochores catalyze 
production of an anaphase inhibitor that requires a Mad2 template to prime 
Cdc20 for BubR1 binding. Dev Cell, 2009. 16(1): p. 105-17. 

295. Fraschini, R., et al., The spindle position checkpoint: how to deal with spindle 
misalignment during asymmetric cell division in budding yeast. Biochem Soc 
Trans, 2008. 36(Pt 3): p. 416-20. 

296. Caydasi, A.K., B. Ibrahim, and G. Pereira, Monitoring spindle orientation: 
Spindle position checkpoint in charge. Cell Div. 5: p. 28. 

297. Bertazzi, D.T., B. Kurtulmus, and G. Pereira, The cortical protein Lte1 promotes 
mitotic exit by inhibiting the spindle position checkpoint kinase Kin4. J Cell Biol. 
193(6): p. 1033-48. 

298. Falk, J.E., L.Y. Chan, and A. Amon, Lte1 promotes mitotic exit by controlling the 
localization of the spindle position checkpoint kinase Kin4. Proc Natl Acad Sci U 
S A. 108(31): p. 12584-90. 

299. Amaral, N., et al., The Aurora-B-dependent NoCut checkpoint prevents damage 
of anaphase bridges after DNA replication stress. Nat Cell Biol. 18(5): p. 516-
26. 

300. Mendoza, M., et al., A mechanism for chromosome segregation sensing by the 
NoCut checkpoint. Nat Cell Biol, 2009. 11(4): p. 477-83. 

301. Norden, C., et al., The NoCut pathway links completion of cytokinesis to spindle 
midzone function to prevent chromosome breakage. Cell, 2006. 125(1): p. 85-
98. 

302. Steigemann, P., et al., Aurora B-mediated abscission checkpoint protects 
against tetraploidization. Cell, 2009. 136(3): p. 473-84. 

303. Carlton, J.G., et al., ESCRT-III governs the Aurora B-mediated abscission 
checkpoint through CHMP4C. Science. 336(6078): p. 220-5. 

304. Gisselsson, D., et al., Chromosomal breakage-fusion-bridge events cause 
genetic intratumor heterogeneity. Proc Natl Acad Sci U S A, 2000. 97(10): p. 
5357-62. 

305. Cimini, D., et al., Histone hyperacetylation in mitosis prevents sister chromatid 
separation and produces chromosome segregation defects. Mol Biol Cell, 2003. 
14(9): p. 3821-33. 



-References- 

118 
 

306. Cimini, D., et al., Merotelic kinetochore orientation is a major mechanism of 
aneuploidy in mitotic mammalian tissue cells. J Cell Biol, 2001. 153(3): p. 517-
27. 

307. Ganem, N.J. and D. Pellman, Linking abnormal mitosis to the acquisition of 
DNA damage. J Cell Biol. 199(6): p. 871-81. 

308. Holland, A.J. and D.W. Cleveland, Boveri revisited: chromosomal instability, 
aneuploidy and tumorigenesis. Nat Rev Mol Cell Biol, 2009. 10(7): p. 478-87. 

309. Stewenius, Y., et al., Structural and numerical chromosome changes in colon 
cancer develop through telomere-mediated anaphase bridges, not through 
mitotic multipolarity. Proc Natl Acad Sci U S A, 2005. 102(15): p. 5541-6. 

310. Uemura, T. and M. Yanagida, Isolation of type I and II DNA topoisomerase 
mutants from fission yeast: single and double mutants show different 
phenotypes in cell growth and chromatin organization. EMBO J, 1984. 3(8): p. 
1737-44. 

311. Holm, C., et al., DNA topoisomerase II is required at the time of mitosis in yeast. 
Cell, 1985. 41(2): p. 553-63. 

312. Gerlich, D., et al., Condensin I stabilizes chromosomes mechanically through a 
dynamic interaction in live cells. Curr Biol, 2006. 16(4): p. 333-44. 

313. Clemente-Blanco, A., et al., Cdc14 inhibits transcription by RNA polymerase I 
during anaphase. Nature, 2009. 458(7235): p. 219-22. 

314. Clemente-Blanco, A., et al., Cdc14 phosphatase promotes segregation of 
telomeres through repression of RNA polymerase II transcription. Nat Cell Biol. 
13(12): p. 1450-6. 

315. Chan, K.L., P.S. North, and I.D. Hickson, BLM is required for faithful 
chromosome segregation and its localization defines a class of ultrafine 
anaphase bridges. EMBO J, 2007. 26(14): p. 3397-409. 

316. Baumann, C., et al., PICH, a centromere-associated SNF2 family ATPase, is 
regulated by Plk1 and required for the spindle checkpoint. Cell, 2007. 128(1): p. 
101-14. 

317. Liu, Y., et al., The origins and processing of ultra fine anaphase DNA bridges. 
Curr Opin Genet Dev. 26: p. 1-5. 

318. Wang, L.H., et al., Centromere DNA decatenation depends on cohesin removal 
and is required for mammalian cell division. J Cell Sci. 123(Pt 5): p. 806-13. 

319. Broderick, R., et al., TOPBP1 recruits TOP2A to ultra-fine anaphase bridges to 
aid in their resolution. Nat Commun. 6: p. 6572. 

320. Chan, K.L., et al., Replication stress induces sister-chromatid bridging at fragile 
site loci in mitosis. Nat Cell Biol, 2009. 11(6): p. 753-60. 

321. Vinciguerra, P., et al., Cytokinesis failure occurs in Fanconi anemia pathway-
deficient murine and human bone marrow hematopoietic cells. J Clin Invest. 
120(11): p. 3834-42. 

322. Schlacher, K., H. Wu, and M. Jasin, A distinct replication fork protection 
pathway connects Fanconi anemia tumor suppressors to RAD51-BRCA1/2. 
Cancer Cell. 22(1): p. 106-16. 

323. Miller, K.M., O. Rog, and J.P. Cooper, Semi-conservative DNA replication 
through telomeres requires Taz1. Nature, 2006. 440(7085): p. 824-8. 

324. Sfeir, A., et al., Mammalian telomeres resemble fragile sites and require TRF1 
for efficient replication. Cell, 2009. 138(1): p. 90-103. 

325. Zaaijer, S., et al., Rif1 Regulates the Fate of DNA Entanglements during 
Mitosis. Cell Rep. 16(1): p. 148-60. 

326. Nera, B., et al., Elevated levels of TRF2 induce telomeric ultrafine anaphase 
bridges and rapid telomere deletions. Nat Commun. 6: p. 10132. 

327. Germann, S.M., et al., TopBP1/Dpb11 binds DNA anaphase bridges to prevent 
genome instability. J Cell Biol. 204(1): p. 45-59. 

328. Li, Z., et al., Systematic exploration of essential yeast gene function with 
temperature-sensitive mutants. Nat Biotechnol. 29(4): p. 361-7. 



-References- 

119 
 

329. Ben-Aroya, S., et al., Toward a comprehensive temperature-sensitive mutant 
repository of the essential genes of Saccharomyces cerevisiae. Mol Cell, 2008. 
30(2): p. 248-58. 

330. Kovacs, M., et al., Mechanism of blebbistatin inhibition of myosin II. J Biol 
Chem, 2004. 279(34): p. 35557-63. 

331. Ayscough, K.R., et al., High rates of actin filament turnover in budding yeast 
and roles for actin in establishment and maintenance of cell polarity revealed 
using the actin inhibitor latrunculin-A. J Cell Biol, 1997. 137(2): p. 399-416. 

332. Nishimura, K., et al., An auxin-based degron system for the rapid depletion of 
proteins in nonplant cells. Nat Methods, 2009. 6(12): p. 917-22. 

333. Sanchez-Diaz, A., et al., Rapid depletion of budding yeast proteins by fusion to 
a heat-inducible degron. Sci STKE, 2004. 2004(223): p. PL8. 

334. Boyne, J.R., et al., Yeast myosin light chain, Mlc1p, interacts with both IQGAP 
and class II myosin to effect cytokinesis. J Cell Sci, 2000. 113 Pt 24: p. 4533-
43. 

335. Labbe, S. and D.J. Thiele, Copper ion inducible and repressible promoter 
systems in yeast. Methods Enzymol, 1999. 306: p. 145-53. 

336. Winey, M., et al., MPS1 and MPS2: novel yeast genes defining distinct steps of 
spindle pole body duplication. J Cell Biol, 1991. 114(4): p. 745-54. 

337. Weiss, E. and M. Winey, The Saccharomyces cerevisiae spindle pole body 
duplication gene MPS1 is part of a mitotic checkpoint. J Cell Biol, 1996. 132(1-
2): p. 111-23. 

338. Makovets, S., I. Herskowitz, and E.H. Blackburn, Anatomy and dynamics of 
DNA replication fork movement in yeast telomeric regions. Mol Cell Biol, 2004. 
24(9): p. 4019-31. 

339. Kobayashi, T., The replication fork barrier site forms a unique structure with 
Fob1p and inhibits the replication fork. Mol Cell Biol, 2003. 23(24): p. 9178-88. 

340. Torres-Rosell, J., et al., SMC5 and SMC6 genes are required for the 
segregation of repetitive chromosome regions. Nat Cell Biol, 2005. 7(4): p. 412-
9. 

341. Dimitrov, L.N., et al., Polymorphisms in multiple genes contribute to the 
spontaneous mitochondrial genome instability of Saccharomyces cerevisiae 
S288C strains. Genetics, 2009. 183(1): p. 365-83. 

342. Veatch, J.R., et al., Mitochondrial dysfunction leads to nuclear genome 
instability via an iron-sulfur cluster defect. Cell, 2009. 137(7): p. 1247-58. 

343. Wellinger, R.J. and V.A. Zakian, Everything you ever wanted to know about 
Saccharomyces cerevisiae telomeres: beginning to end. Genetics. 191(4): p. 
1073-105. 

344. Bishop, A.C., O. Buzko, and K.M. Shokat, Magic bullets for protein kinases. 
Trends Cell Biol, 2001. 11(4): p. 167-72. 

345. Diede, S.J. and D.E. Gottschling, Telomerase-mediated telomere addition in 
vivo requires DNA primase and DNA polymerases alpha and delta. Cell, 1999. 
99(7): p. 723-33. 

346. Grossi, S., et al., Pol12, the B subunit of DNA polymerase alpha, functions in 
both telomere capping and length regulation. Genes Dev, 2004. 18(9): p. 992-
1006. 

347. Sun, J., et al., Structural bases of dimerization of yeast telomere protein Cdc13 
and its interaction with the catalytic subunit of DNA polymerase alpha. Cell Res. 
21(2): p. 258-74. 

348. Stoepel, J., et al., The mitotic exit network Mob1p-Dbf2p kinase complex 
localizes to the nucleus and regulates passenger protein localization. Mol Biol 
Cell, 2005. 16(12): p. 5465-79. 

349. Shen, Z.J., et al., PP2A and Aurora differentially modify Cdc13 to promote 
telomerase release from telomeres at G2/M phase. Nat Commun. 5: p. 5312. 

350. Pinsky, B.A., et al., The Ipl1-Aurora protein kinase activates the spindle 
checkpoint by creating unattached kinetochores. Nat Cell Biol, 2006. 8(1): p. 
78-83. 



-References- 

120 
 

351. Tanaka, T.U., et al., Evidence that the Ipl1-Sli15 (Aurora kinase-INCENP) 
complex promotes chromosome bi-orientation by altering kinetochore-spindle 
pole connections. Cell, 2002. 108(3): p. 317-29. 

352. Kesti, T., et al., DNA polymerase epsilon catalytic domains are dispensable for 
DNA replication, DNA repair, and cell viability. Mol Cell, 1999. 3(5): p. 679-85. 

353. Kirchenbauer, M. and D. Liakopoulos, An auxiliary, membrane-based 
mechanism for nuclear migration in budding yeast. Mol Biol Cell. 24(9): p. 1434-
43. 

354. Dulev, S., et al., Essential global role of CDC14 in DNA synthesis revealed by 
chromosome underreplication unrecognized by checkpoints in cdc14 mutants. 
Proc Natl Acad Sci U S A, 2009. 106(34): p. 14466-71. 

355. Guacci, V., D. Koshland, and A. Strunnikov, A direct link between sister 
chromatid cohesion and chromosome condensation revealed through the 
analysis of MCD1 in S. cerevisiae. Cell, 1997. 91(1): p. 47-57. 

356. Yamamoto, A., V. Guacci, and D. Koshland, Pds1p is required for faithful 
execution of anaphase in the yeast, Saccharomyces cerevisiae. J Cell Biol, 
1996. 133(1): p. 85-97. 

357. Althoefer, H., et al., Mcm1 is required to coordinate G2-specific transcription in 
Saccharomyces cerevisiae. Mol Cell Biol, 1995. 15(11): p. 5917-28. 

358. Thuret, J.Y., et al., Civ1 (CAK in vivo), a novel Cdk-activating kinase. Cell, 
1996. 86(4): p. 565-76. 

359. St-Pierre, J., et al., Polo kinase regulates mitotic chromosome condensation by 
hyperactivation of condensin DNA supercoiling activity. Mol Cell, 2009. 34(4): p. 
416-26. 

360. Navas, T.A., Z. Zhou, and S.J. Elledge, DNA polymerase epsilon links the DNA 
replication machinery to the S phase checkpoint. Cell, 1995. 80(1): p. 29-39. 

361. Sugimoto, K., et al., Rfc5, a replication factor C component, is required for 
regulation of Rad53 protein kinase in the yeast checkpoint pathway. Mol Cell 
Biol, 1997. 17(10): p. 5905-14. 

362. Araki, H., et al., Dpb11, which interacts with DNA polymerase II(epsilon) in 
Saccharomyces cerevisiae, has a dual role in S-phase progression and at a cell 
cycle checkpoint. Proc Natl Acad Sci U S A, 1995. 92(25): p. 11791-5. 

363. Shimada, K., P. Pasero, and S.M. Gasser, ORC and the intra-S-phase 
checkpoint: a threshold regulates Rad53p activation in S phase. Genes Dev, 
2002. 16(24): p. 3236-52. 

364. Hartwell, L.H., et al., Genetic Control of the Cell Division Cycle in Yeast: V. 
Genetic Analysis of cdc Mutants. Genetics, 1973. 74(2): p. 267-86. 

365. Culotti, J. and L.H. Hartwell, Genetic control of the cell division cycle in yeast. 3. 
Seven genes controlling nuclear division. Exp Cell Res, 1971. 67(2): p. 389-
401. 

366. Hotz, M., et al., Spindle pole bodies exploit the mitotic exit network in 
metaphase to drive their age-dependent segregation. Cell. 148(5): p. 958-72. 

367. Blanco, M.G., J. Matos, and S.C. West, Dual control of Yen1 nuclease activity 
and cellular localization by Cdk and Cdc14 prevents genome instability. Mol 
Cell. 54(1): p. 94-106. 

368. Eissler, C.L., et al., The Cdk/cDc14 module controls activation of the Yen1 
holliday junction resolvase to promote genome stability. Mol Cell. 54(1): p. 80-
93. 

369. Garcia-Luis, J., et al., Cdc14 targets the Holliday junction resolvase Yen1 to the 
nucleus in early anaphase. Cell Cycle. 13(9): p. 1392-9. 

370. Rice, C. and E. Skordalakes, Structure and function of the telomeric CST 
complex. Comput Struct Biotechnol J. 14: p. 161-7. 

371. Stewart, J.A., et al., Human CST promotes telomere duplex replication and 
general replication restart after fork stalling. EMBO J. 31(17): p. 3537-49. 

372. Linger, B.R. and C.M. Price, Conservation of telomere protein complexes: 
shuffling through evolution. Crit Rev Biochem Mol Biol, 2009. 44(6): p. 434-46. 



-References- 

121 
 

373. Canudas, S., et al., Protein requirements for sister telomere association in 
human cells. EMBO J, 2007. 26(23): p. 4867-78. 

374. Dynek, J.N. and S. Smith, Resolution of sister telomere association is required 
for progression through mitosis. Science, 2004. 304(5667): p. 97-100. 

375. Prescott, J. and E.H. Blackburn, Functionally interacting telomerase RNAs in 
the yeast telomerase complex. Genes Dev, 1997. 11(21): p. 2790-800. 

376. Sauerwald, A., et al., Structure of active dimeric human telomerase. Nat Struct 
Mol Biol. 20(4): p. 454-60. 

377. Canudas, S., et al., A role for heterochromatin protein 1gamma at human 
telomeres. Genes Dev. 25(17): p. 1807-19. 

378. Nugent, C.I., et al., Cdc13p: a single-strand telomeric DNA-binding protein with 
a dual role in yeast telomere maintenance. Science, 1996. 274(5285): p. 249-
52. 

379. Mah, A.S., et al., Substrate specificity analysis of protein kinase complex Dbf2-
Mob1 by peptide library and proteome array screening. BMC Biochem, 2005. 6: 
p. 22. 

380. Ptacek, J., et al., Global analysis of protein phosphorylation in yeast. Nature, 
2005. 438(7068): p. 679-84. 

381. Wu, Y., et al., Novel phosphorylation sites in the S. cerevisiae Cdc13 protein 
reveal new targets for telomere length regulation. J Proteome Res. 12(1): p. 
316-27. 

382. Ray, S., et al., Interactions between telomerase and primase physically link the 
telomere and chromosome replication machinery. Mol Cell Biol, 2002. 22(16): p. 
5859-68. 

383. Booth, C., et al., Quantitative amplification of single-stranded DNA (QAOS) 
demonstrates that cdc13-1 mutants generate ssDNA in a telomere to 
centromere direction. Nucleic Acids Res, 2001. 29(21): p. 4414-22. 

384. Zubko, M.K., S. Guillard, and D. Lydall, Exo1 and Rad24 differentially regulate 
generation of ssDNA at telomeres of Saccharomyces cerevisiae cdc13-1 
mutants. Genetics, 2004. 168(1): p. 103-15. 

385. Bonetti, D., et al., Multiple pathways regulate 3' overhang generation at S. 
cerevisiae telomeres. Mol Cell, 2009. 35(1): p. 70-81. 

386. Longtine, M.S., et al., Additional modules for versatile and economical PCR-
based gene deletion and modification in Saccharomyces cerevisiae. Yeast, 
1998. 14(10): p. 953-61. 

387. Janke, C., et al., A versatile toolbox for PCR-based tagging of yeast genes: new 
fluorescent proteins, more markers and promoter substitution cassettes. Yeast, 
2004. 21(11): p. 947-62. 

388. Sheff, M.A. and K.S. Thorn, Optimized cassettes for fluorescent protein tagging 
in Saccharomyces cerevisiae. Yeast, 2004. 21(8): p. 661-70. 

 

 


