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Abstract

This thesis studies the mechanisms behind talent misallocation, how it varies over
the business cycle and its implications for wage cyclicality. The first chapter
shows that uncertainty about education returns has an important role in the propa-
gation of inequality across generations. I find that a theory of local learning about
an uncertain skill premium explains the negative correlation between college en-
rollment and the share of college graduates when the skill premium is low, and
that it accounts for more than half of the enrollment gap between children with
low-skill parents and children with high-skill parents. The second chapter exam-
ines the dynamics of skill mismatch over the cycle. I provide new evidence that
in recessions highly mismatched jobs are destroyed, but also created, and explain
this pattern through the lens of a learning model where skill mismatch is unob-
served. The last chapter contributes to the ongoing debate about wage cyclicality.
I show that excess wage cyclicality of job switchers goes beyond skill mismatch
cyclicality, and that skill mismatch amplifies wage cyclicality.
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Resumen

Esta tesis doctoral investiga los mecanismos que están detrás de la mala asigna-
ción de talento, cómo varı́a ésta a lo largo del ciclo económico y sus implicaciones
para el ciclo salarial. El primer capı́tulo muestra que la incertidumbre sobre el re-
torno de la educación tiene un papel importante en la desigualdad. Muestro que
una teorı́a de aprendizaje social sobre el sueldo de los graduados universitarios
explica la correlación negativa entre la inscripción universitaria y el porcentaje
de graduados universitarios cuando la brecha salarial es baja. También muestro
que información imperfecta combinada con el aprendizaje social explica más de
la mitad de la brecha que existe entre la inscripción universitaria de los hijos de
padres con bajo nivel educativos y hijos de padres con alto nivel educativos. El
segundo capı́tulo examina la dinámica en el ciclo económico del desfase entre las
habilidades del trabajador y las habilidades requeridas por el empleo. Presentó
evidencia de que en las recesiones los trabajos con un desajuste mayor son tanto
destruidos como creados. Explico este patrón a través de un modelo de aprendiza-
je bayesiano donde no se observa el desajuste de habilidades. El último capı́tulo
contribuye al debate sobre la ciclicidad salarial. Muestro que el exceso de cicli-
cidad en el sueldo de los trabajadores que cambian de trabajo va más allá de la
ciclicidad del desajuste de habilidades, y que el desajuste de habilidades amplifica
la ciclicidad salarial.

v



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page vi — #10



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page vii — #11

Preface

In a frictionless economy, individuals choose the education level or occupation
where they obtain the highest return for their talent. However, barriers to human
capital investment, discrimination in the labor market as well as information and
search frictions prevent this from happening. The resulting (mis)allocation of
talent has significant effects on the growth rate of an economy (Murphy et al.,
1991; Jovanovic, 2014; Hsieh et al., 2018). This doctoral thesis contributes to the
effort of understanding the sources of talent misallocation, how it fluctuates over
the cycle and its implications for wage cyclicality.

In the first chapter, I explore the role of information frictions and local infor-
mation transmission in the propagation of inequality across generations. Using
school district level data from Michigan, I first document that when the college
premium is low, a higher share of college graduates living in a school district is
associated with lower college enrollment of students graduating from that district.
While this pattern is hard to reconcile through models with local spillovers in the
production of human capital, I show that it is consistent with a model featuring
imperfect information and local learning. The main novelty is that at the invest-
ment stage children are uncertain about the skill-premium, and learn about it in
a Bayesian way by observing signals of wages earned by high-skill individuals
living in the same location. The local nature of learning implies that the place
where children grow up determines the pool of outcomes observed and, there-
fore, shapes their perceptions about the skill premium. In this environment, more
exposure to highly educated neighbors brings more information about the skill
premium. However, this only translates into more investment in human capital if
the observed wages generate the perception of a higher skill premium. Calibrat-
ing the model to match micro data from Detroit, I find that this novel mechanism
explains more than half of the dispersion of enrollment across school districts and
more than half of the college enrollment gap between children of parents with a
college degree and children from parents with a lower education level. Imple-
menting a disclosure policy that corrects inaccurate perceptions about the skill
premium closes this gap substantially.

The second chapter, co-authored with Isaac Baley and Robert Ulbricht, stud-
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ies the dynamics of skill mismatch between workers and occupations over the
business cycle. Over the business cycle, economies face a large amount of real-
location: firms enter and exit and workers change jobs. How do business cycles
affect the allocation of workers to jobs? While some argue that recessions cleanse
the labor market of the worst worker-firm pairs, others view recessions as times
when match quality decreases. This is known as the sullying effect of recessions.
Using a worker-level panel data from the 1979 National Longitudinal Survey of
Youth combined with occupational level data and aggregate data on U.S. unem-
ployment, we provide new evidence that mismatch is procyclical: in recessions,
workers skills are more aligned with job skill requirements. Interestingly, we un-
cover important differences along the flow of job creation and the flow of job
destruction. Our results suggest that during recessions highly mismatched jobs
are destroyed, consistent with the cleansing effect of recessions, but also created,
as suggested by the sullying hypothesis. We then revisit the cyclical behavior of
job tenure. To explain the documented patterns, we build a model of learning
about unobserved skill mismatch. The novel feature is that recessions are char-
acterized by lower aggregate productivity but also by a larger fraction of matches
with high uncertainty. We show that negative productivity shocks destroy (per-
ceived) high mismatched worker-job pairs, but at the same large information fric-
tions potentially create more worker-firm matches with undetected high levels of
skill mismatch. As a source of countercyclical uncertainty, we explore the role of
occupational switching and document suggestive evidence pointing towards this
channel.

In the last chapter, I revisit the issue of wage cyclicality. There is an exten-
sive literature that relies on panel data documenting that wages of new hires are
more cyclical than the ones of workers in ongoing job relationships. However,
this literature has not yet been able to assess whether these changes in wages over
the cycle capture wage cyclicality or instead confounding variation in the wages
of new hires due to workers moving to better jobs during expansions. To address
this issue, I use the skill mismatch measure developed by Guvenen et al. (2018)
as a control in the wage regression. In line with earlier studies, I find that wages
of newly hired workers are more cyclical than those workers in ongoing relation-
ships. Further, separating new hires who change jobs between employers and new
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hires coming from a jobless spell, we find that wage cyclicality of newly hired
workers is driven by the former as in Gertler et al. (2016). While they interpret
this evidence as capturing changes in match quality over the cycle, I show that
wage dynamics of job switchers goes beyond skill mismatch fluctuations. In ad-
dition to this, I find that mismatch amplifies wage cyclicality. These results bring
important insights to the ongoing debate about what wage setting protocol is con-
sistent with the observed behavior of wages and the role of wage rigidity in search
and matching models. In particular, they seem to support Pissarides (2009)’s ar-
gument that a good explanation for the unemployment volatility puzzle needs to
be consistent with flexible wages.
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Chapter 1

Information Frictions in Education
and Inequality

Most of what we know we learn from other people. (Lucas, 1988)

1.1 Introduction

College enrollment in the U.S. exhibits stark socioeconomic differences which
contribute to the persistence of inequality across generations. In 2011, the fraction
of students who enrolled into college was 83% for children of college educated
parents and only 54% for children of parents with a lower education level. While
these differences could be explained by differences in the family context, there
is now robust evidence showing that the place where children grow up plays an
important role (Chetty and Hendren, 2017). Potential channels include the local
funding of schools (Bénabou, 1996a,b; Férnandez and Rogerson, 1996; Durlauf,
1996), or human capital spillovers in the production of human capital (Bénabou,
1993; Cavalcanti and Giannitsarou, 2013; Bowles et al., 2014). In this chapter, I
propose a novel explanation featuring imperfect information about the skill pre-
mium and information transmission at the neighborhood level. This mechanism
is motivated by empirical evidence showing that (i) in the U.S. individuals are
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uncertain about the skill premium (Bleemer and Zafar, 2016)1; (ii) individual
perceptions about earnings determine education decisions (Jensen, 2010; Kauf-
mann, 2014; Hastings et al., 2016; Belfield et al., 2016), and (iii) poor students
are the most affected by informational barriers (Hoxby and Avery, 2014; Rauh
and Boneva, 2017).2

The analysis proceeds in three steps. First, I uncover a new empirical fact. Us-
ing data from Michigan, I find that a higher share of college graduates living in a
school district is associated with lower college enrollment by high-school students
from that district, when earnings of those college graduates are sufficiently low.
Next, to explain this finding, I develop a theory of local learning about an uncertain
skill premium. The local nature of learning implies that the place where children
grow up determines the pool of outcomes observed and, therefore, shapes their
perceptions about the skill premium. The key and novel insight of the model is
that in locations where college graduate earnings are low, but the share of college
graduates is high, high-school students have precise information that the value of
education is low, hence are less likely to enroll in college. Finally, I calibrate this
model, and show that the interplay of imperfect information with local learning
explains more than half of the dispersion of enrollment across school districts,
and more than half of the enrollment gap between children with low and highly
educated parents.

To document the main empirical finding, I use school district level data from
Michigan over the period 2008-2014 and exploit variation in the share of college
graduates across school districts within a city. My empirical strategy takes into
account time varying shocks affecting all cities as well as city level characteris-
tics that might be trending over time (for instance, gentrification or deterioration
of housing quality). Further, I show that the observed pattern is not masking the

1Bleemer and Zafar (2016) used the Survey of Consumer Expectation, a representative survey
of US household heads, to ask about the perceived skill premium. They find that 75% underesti-
mates the skill premium, and that there is a wide dispersion in the perceived premium that goes
beyond the fundamental dispersion in skill premium across US MSA’s.

2Hoxby and Avery (2014) find that low-income students with high-school achievement do
not apply to any selective college or university, behavior that contrasts with that of high-income
students with similar achievement. Rauh and Boneva (2017) show that students with low socio-
economic status perceive both the pecuniary and non-pecuniary returns to college to be lower,
when compared to high socio-economic status students.
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effects of better schools, credit constraints, differences in students ability or the
possibility of sorting across school districts. I address these alternative channels
in the following way. First, I control for cohort characteristics (share of females
in the 12th grade and average ACT score, a good proxy for ability). Second, I con-
trol for socio-economic characteristics of the neighborhood (racial composition,
median household income, unemployment rate, and school district size). Third,
I include school resources controls: expenditures, local revenues and teacher per
student. Fourth, following Oster (2016)’s method, I show that the point estimates
from the OLS estimation remain almost unchanged if I adjust them to account for
potential selection on unobservables. Overall, the evidence that the relationship
between neighborhoods’ skill-mix and college enrollment is heterogeneous along
the earnings dimension is robust.

Why do individuals with a college degree have negative or positive external-
ities in others’ decision to enroll in college depending on their earnings? This
finding is hard to reconcile with existing models of human capital formation with
local externalities as these models predict the relationship between a neighbor-
hood skill-mix and college enrollment to be positive and independent of earn-
ings. Thus, in the second part of the paper, I develop a theoretical framework
that formally illustrates and quantifies the role of information frictions and local
information transmission in explaining the observed pattern.

In the model, parents decide where to locate within a city and children decide
whether to invest in education, and become high-skill workers, or not to invest
in education, and be low-skill workers. As standard in the literature, the cost of
undertaking this investment depends on the child’s innate ability and two charac-
teristics of the place where she lives: school quality and the location’s skill-mix
proxied by the share of high-skill neighbors. The key novelty is that children
are uncertain about the returns to the investment in education, and learn about it
in a Bayesian fashion by observing signals from wage realizations of individuals
living in the same location. Wages differ among high-skill individuals because I
consider they are a linear combination of a common and an idiosyncratic term; in
turn the skill-composition is different across neighborhoods because of the loca-
tion decision of parents that depends on exogenous amenities, school quality, and
taste heterogeneity.

3



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page 4 — #26

By Bayesian learning, children’s beliefs about the high-skill wage are a
weighted average of their prior belief and the public signal observed. Under the
assumption that the precision of the signal is proportional to the population size
of a location, the share of high-skill neighbors plays two roles. First, it reduces
uncertainty about the skill premium, making children more likely to invest in edu-
cation. Second, it determines the weight children put on the observed signal. This
means that the higher is the share of high-skill neighbors, the more precise is the
signal and therefore, the more children rely on the information disclosed by their
neighbors. In this environment, what happens when children observe a low signal
about the high-skill wage? A low signal leads to the perception of a lower skill
premium, so a higher share of high-skill neighbors makes children more certain
that the skill premium is low, hence higher exposure to high-skill neighbors with
low wages translates into lower investment in education. In contrast, a high signal
leads to the perception of a higher skill premium. Thus, as the share of high-skill
neighbors increases, children have more information that the value of education
is high, and therefore are more likely to invest in education. Consistent with the
empirical findings, locations with a higher share of high-skill neighbors only have
more children investing in education if the earnings of these high-skill neighbors,
i.e. the signal observed, are sufficiently high. More exposure to highly educated
neighbors brings about more information, but additional information only trans-
lates into greater investment in education if it leads to the perception of a higher
skill premium.

To evaluate the quantitative implications of imperfect information and the lo-
cal information transmission mechanism, I discipline the parameters of the model
by a set of moments that describe the wage distribution by educational attainment,
the distribution of households, and college enrollment across neighborhoods in
the city of Detroit in 2013. First, I show that the model provides a good fit for the
data. Armed with the calibrated economy, I then ask the following question: by
how much would the college enrollment rate change in the absence of the informa-
tion disclosed by high-skill neighbors? I find that the learning mechanism plays
an important role. If individuals did not observe any public signal from high-skill
neighbors, the fraction of students enrolling into college would drop from 38% to
21%. This result lies on the fact that learning from high-skill neighbors decreases
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uncertainty about the skill-premium by 31% and increases its expected value by
2.3%, on average.

In the model, differences in college enrollment across locations arise through
three different channels: (i) information externalities due to local learning; (ii)

local spillovers in the cost of human capital formation, and (iii) school quality. I
decompose the contribution of each channel, and find that local learning is, by far,
the most important in explaining inequality across school districts, in particular it
accounts for 57% of the observed dispersion in college enrollment across school
districts. Furthermore, it has important implications for intergenerational mobil-
ity. Due differences in the choice location of parents, the probability of becoming
a high-skill worker for a children of low-skill parents is lower than the one for
children born to high-skill families: 38% vs. 46%. Learning externalities explain
53% of this difference.

These results highlight the importance of imperfect information and local in-
formation transmission for the intergenerational propagation of inequality. There-
fore, they have important policy implications for policy-makers interested in ad-
dressing opportunity equality, as policies that reduce information frictions differ
substantially from policies aimed at tackling liquidity constraints or school qual-
ity. In particular, they underline the role of relocation policies such as the Moving
to Opportunity that move disadvantageous families to better neighborhoods, and
disclosure policies that inform individuals about the skill premium distribution
(Hoxby and Turner, 2015; Bleemer and Zafar, 2016; Hastings et al., 2017) as a
way to improve outcomes for children born to parents with low levels of educa-
tion. I simulate such policies in the model. First, I find that moving children with
low-skill parents from locations in the first quartile of the college graduate distri-
bution to those in the last quartile increases their probability of enrolling in college
from 25% to 49%. More than half of this effect is explained by the information
role of neighborhoods. Second, I find that a disclosure policy, which informs
children about the distribution of the high-skill wage, increases the college enroll-
ment rate in 20 percentage points. More important, implementing only this policy,
while leaving the other sources of inequality—human capital spillovers and school
qualities—across neighborhoods at work, reduces significantly inequalities across
locations and children from different backgrounds: (i) the standard deviation of
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the college enrollment distribution across neighborhoods reduces in 60%, while
the enrollment gap between children with low educated parents and those with
highly educated parents reduces in 62%. Given the low cost of these information
campaigns, the policy case for implementing them is clear, specially when the
success of other policies, such as subsidies or students loans, depends on whether
children have have full information on education returns and costs.

1.1.1 Related Literature

This chapter relates to a number of existing literatures. First, it is primarily related
to the theoretical literature that studies the role of residential location in determin-
ing intergenerational mobility and persistent inequality across generations. This
literature has focused on two main channels. One is the local financing of pub-

lic schools (Bénabou, 1996b,a; Férnandez and Rogerson, 1996; Durlauf, 1996).
Because schools are funded through property taxes, wealthier families segregate
into homogenous communities and poor children attend schools with lower re-
sources. The other channel is human capital spillovers. These spillovers have
been modeled in different ways. Akerlof (1997) and Akerlof and Kranton (2000,
2002), relate spillovers to the idea of identity. In locations where few parents are
well educated, obtaining a high level of education may render the feeling of being
alienated from those with whom one wants to share an identity. Bénabou (1993),
Bowles et al. (2014), Cavalcanti and Giannitsarou (2013) and Kim and Loury
(2013) consider instead that either the skill acquisition technology or the cost of
human capital formation depend on the human capital of the individual’s social
network or neighborhood, without specifying a particular mechanism. Lastly,
Mookherjee et al. (2010) suggest that location affects parents’ aspirations and,
thus, children’s occupational choice. These theories, however, cannot account for
the heterogeneous relationship between college graduates and college enrollment
in a location along the earnings dimension. To explain this finding, this chapter
introduces uncertainty about the skill premium and local information transmission
into an otherwise standard model of human capital formation. To the best of my
knowledge, this is the first model of human capital accumulation to take these fea-
tures into account. I show that the interplay between imperfect information and
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local information transmission is important for the persistence of inequality across
generations. On the one hand, I show it can reconcile my empirical findings. On
the other hand, I show that this new channel explains a substantial portion of dif-
ferences in enrollment across neighborhoods.

Second, this chapter builds on a theoretical and empirical literature that stud-
ies environments with information frictions and social learning, and shows how
these features affect agents’ decision making in different contexts such as tech-
nology adoption (Munshi, 2004), fertility decisions (Munshi and Mayaux, 2006),
retirement savings (Duflo and Saez, 2003), female labor participation (Férnandez,
2013) and firms’ investment decisions (Fajgelbaum et al., 2016). Closely related
to this chapter is Fogli and Veldkamp (2011). They focus on explaining the rise
of women’s labor force participation in a few locations that gradually spread to
nearby areas, as information about the costs of working was transmitted locally.
My model introduces a similar learning environment in a model of human capital
investment with local interactions under uncertainty. In doing so, it shows that
imperfect information paired with local information transmission is an important
channel through each neighborhoods affect education decisions and the intergen-
erational propagation of inequality.

Third, the documented facts speak to an important and vast empirical litera-
ture aimed at studying the impact of neighborhoods’ socioeconomic environment
on educational attainment of the young generation. This literature is reviewed in
Durlauf (2004) and Topa and Zenou (2015). Despite being key to understand-
ing the implications of the neighborhoods’ skill-mix, the existing literature does
little to investigate heterogeneity in the effect of neighborhoods’ composition on
students’ educational attainment. The exception is Gibbons et al. (2013) who
finds no heterogeneous effects on test scores of students between age 11 and 14
across different location characteristics such as number of students or population
density. This chapter suggests that there are also important heterogeneities along
the earnings dimension. Furthermore, while most of this literature (Oreopolous,
2003; Kling et al., 2007; Sanbonmatsu et al., 2008; Gibbons et al., 2013; Chetty
et al., 2016, among others) treats neighborhoods as a “black box” in terms of the
specific causal channels, I am able to shed some light over the role of different
mechanisms through which the characteristics of a neighborhood affect educa-
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tional attainment. In particular, my results suggest that information externalities
at the neighborhood level are important: they are able to explain observed regu-
larities and they are quantitatively important when compared to other channels in
the literature.

Finally, this chapter is related to a growing literature that studies the role of
imperfect information on educational choices. Recent studies show that individu-
als are uncertain about schooling returns, and that perceptions about the value of
education and information constraints have significant impacts on different educa-
tional decisions (e.g. Jensen (2010), Attanasio and Kaufmann (2014), Kaufmann
(2014), Bleemer and Zafar (2016), Hoxby and Turner (2014) and Belfield et al.
(2016) look these effects on the choice to obtain further education, while Stine-
brickner and Stinebrickner (2014) and Wiswall and Zafar (2015) focus on the
the students’ choice of major and Delevande and Zafar (2014) on the university
choice).3 I incorporate these features into a model of human capital accumulation
with local externalities, and show that residential location is an important determi-
nant of perceptions about the education value, and that correcting these inaccurate
perceptions through a disclosure policy has important impacts in leveling the play-
ing field among children from different backgrounds

The remaining of this chapter proceeds as follows. Section 1.2 presents novel
evidence regarding the relationship between neighborhood’s characteristics and
educational outcomes, and Section 1.3 explains the empirical findings through a
model of educational choice with uncertainty and local information transmission.
In Section 1.4, I assess the quantitative importance of the proposed mechanism.

3The role played by perceptions and information on the decision to pursue further education is
transversal to developed and developing countries. In the context of developing countries, Jensen
(2010) finds that an intervention in Dominican Republic which informs 8th grade students about
actual returns increases school attendance. Also, Attanasio and Kaufmann (2014) and Kaufmann
(2014) show that expected returns and risk perceptions are key determinants of education decisions
in Mexico. In the context of a high income country, Bleemer and Zafar (2016) have similar results:
using survey data for households in the US, they find that a higher perception about the college
relative returns, increases the probability of parents sending their child to university. Also in the
US, Hoxby and Turner (2015) designed an intervention aimed to improve information of disad-
vantaged students at the college application stage and find that it made them more likely to submit
applications and attend college. Using a unique survey of secondary students in the UK, Belfield
et al. (2016) show that perceptions about the returns and the consumption value of education play
a role in education decisions.
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Section 1.5 concludes.

1.2 Neighborhoods and Education: An
Heterogeneous Relationship

In this section, I use school district level data from Michigan and document that
when the college premium is low, a higher share of college graduates living in a
school district is associated with lower college enrollment of students graduating
from that district.

1.2.1 Data and Descriptive Statistics

The empirical exercise relies on a school district panel with annual frequency that
runs from 2008 to 2014. This panel combines school district information along
three dimensions (i) college enrollment, (ii) socio-economic characteristics of the
school district, and (iii) school quality using the following sources:

College enrollment data comes from the Michigan Department of Education
(CEPI). I measure college enrollment in a school district as the share of high-
school students graduating from a public high-school in that district that enroll in
a 4-year college within 6 months after graduation. This data also provides infor-
mation on total number of students and cohort characteristics, namely students’
gender and race per grade and the average American College Testing (ACT) score
at the school district level.4

Socio-demographic data comes from the Education Demographic and Geo-
graphic Estimates of the National Center for Education Statistics (NCES - EDGE).
This data has rich information on the socio-economic characteristics of school dis-
tricts such as racial composition, family median income, unemployment rate and

4The ACT is a standardized test that measures high school students’ skills to complete college-
level work in four different areas (english, math, reading, and science) and is used as a college
entrance exam in the United States. There is one ACT score (1 to 36) for each test and a composite
ACT score, which is an average of the four tests. In my sample I have information on the latter.
More information here: http://www.act.org/.
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total population. Using this dataset, allows me to observe median annual earnings
by education level, and the education level of individuals over 25 years old.

School district financing data comes from the Common Core of Data of the
National Center for Education Statistics (NCES - CCD). Besides detailed infor-
mation on expenditures and revenues, broken down by source (state, federal and
local), this data has information on K-12 enrollment and the number of teachers
in public schools per school district.

The sample for the empirical analysis is an unbalanced panel of school districts
in Michigan urban areas covering the period from 2008 to 2014 and all public
schools within a school district boundaries. Note that in Michigan a significant
portion of the student body attends public schools, which mitigates concerns that
the sample used is not representative of the whole student population in Michi-
gan.5 Further, coverage is close to universal, reaching 86% of urban school dis-
tricts per year, on average.6

I summarize the main variables for the analysis in Table 1.A1. We observe
that, on average, 33% of high-school students enroll college within 6 months after
graduation and 23% of residents with 25 years old or more are college graduates.
Descriptive statistics show that median earnings and the share of college gradu-
ates vary widely across districts, as do expenditures and revenues per student and
student achievement, measured by the average ACT score and college enrollment
rate. In addition, Table 1.A2 presents correlations among the main variables. As
expected, college graduates’ earnings, the average ACT score and the share of
college graduates living in the school district are highly and positively correlated
with the share of high-school graduates that enroll in a 4-year college within 6
months of graduation. Local revenue per pupil is also positively correlated with
college enrollment. However, note that expenditures per pupil show no correla-
tion with this variable. Interestingly, expenditures per pupil exhibits a small, but

5For instance, in 2013 around 83% of total students were enrolled in a public school, the vast
majority in a local neighborhood school (only 6.5% of those enrolled in public K-12 schools were
in a charter or magnet school).

6Due to data availability, in the year 2008 I only have data for 131 school districts, which
compares to an average of 546.4 for the following years. I show that the results do not rely on
including 2008 in the analysis.
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negative, correlation with ACT score. The observed pattern seems to suggest that
school resources play a small role in student achievement, as measured by college
enrollment and the score in the ACT.

1.2.2 Empirical Framework

To formally examine the relationship between the share of college graduates living
in a school district and college enrollment, and the presence of heterogeneities
along the earnings dimension, I estimate the following equation:

Enrollmentijt = β0 + β1Collegeijt + β2Collegeijt × Yijt + β3Yijt

+ δXijt + γj + γt + ρjt + εijt (1.1)

where Enrollmentijt is the share of high-school students graduating from a pub-
lic schools that enroll in a 4-year college within 6 months of graduation in school
district i within city j at year t, Collegeijt is the share of individuals over 25 years
old with a college degree living in school district i within city j at year t, and Yijt
corresponds to the median annual earnings of individuals with a college degree
living in school district i within city j at year t. Xijt is a set of school district
controls, γj and γt are city and year fixed effects, and ρj is a city-specific time
trend. εijt is the error term, that captures all unobserved determinants of college
enrollment of school district i within city j at year t. I allow for arbitrary within-
district correlation of the errors by clustering standard errors at the school district
level. Under the standard exogeneity restrictions, the effect of the share of college
graduates living in the school district on the college enrollment of high-school
graduates is identified by β1 and β2,

∂Enrollmentijt
∂Collegeijt

= β1 + β2 × Yijt (1.2)

If β1 > 0 and β2 = 0, the effect of the share of college graduates is constant
across different levels of earnings, in line with standard models of human capital
formation with local externalities. In contrast, if β1 < 0 and β2 > 0 or β1 > 0

and β2 < 0, there is an earnings threshold above which the effect of the share
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of college graduates living in school district on the college enrollment is positive,
and below which is negative.

Identification To identify β1 and β2, I exploit variation in the share of residents
with a college degree and their median earnings across school districts within a
city over time. To illustrate that there are indeed important differences in the mag-
nitude of the main variables of interest between a city’s school districts: within
a city, the share of college graduates living in a school district varies, on aver-
age, between 9% and 37%, and the median annual earnings of individuals with
a college degree range, on average, from around 30 000 to 82 000 dollars. The
empirical framework exploits these variations to study to what extent the skill-mix
of a school district correlates with within-city differences in college enrollment,
and whether there are differences in this correlation along the earnings dimension.
Note that I do not exploit within school district variation because the variables of
interest have little variation within school districts over time when compared to
across school districts within a city. For instance, in the panel used for the empiri-
cal analysis, the share of college graduates in a school district ranges, on average,
from 18% to 22%,

Identification in the OLS framework relies on the assumption that the skill-
mix of a school district is exogenous to share of high-school students enrolling
in college. However, there are many potential confounders at the school district
level that could correlate with both the skill-mix of a school district and college
enrollment. school districts with a higher share of college graduates might also
be school districts where the ability of high-school students is lower, and lower
ability is likely bad for college enrollment. school districts with a higher share of
college graduates might also be places where high-school students attend public
schools with better resources or have higher family income. For instance, Bayer
et al. (2004) and Bayer et al. (2007) find that individuals with a college degree
are willing to pay $13.03 more per month than high-school graduates to live in
a neighborhood with a higher school quality, as measured by average test scores.
They are also willing to pay more for locations with higher population density,
average income and a higher share of black residents.

I partially address potential omitted variable bias by including the vector of
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controls Xijt. First, I control for the characteristics of the cohort that graduated
from high-school in a given year by including (i) the share of females in the 12th
grade7, and (ii) the average ACT score of the graduating class. The latter is partic-
ularly important as it allows me to control for the fact that highly educated parents
may have children with higher ability, hence more likely to enroll in college. Be-
cause in 2007 Michigan implemented a mandatory ACT policy, which requires
and pays for college entrance exams for all public school eleventh graders, the
average ACT score is a good proxy for the ability of high-school graduates in
public schools. Second, Xijt includes school quality measures, namely expendi-
ture, local revenue and teachers per pupil. Thus, the coefficients on Collegeijt and
the interaction term are not capturing the effect of better schools in locations with
highly educated adults as suggested by models that explore local funding of educa-
tion as a mechanism that links neighborhoods to educational outcomes (Bénabou,
1996a,b; Férnandez and Rogerson, 1996; Durlauf, 1996). Third, Equation (1.1)
also controls for socioeconomic characteristics at the school district level such as
the the share of black and white residents, the median annual family income, the
unemployment rate and the median earnings of high-school graduates. Finally, I
also control for location attributes by including population density.

OLS estimation of the relationship between college graduates and college en-
rollment using specification (1.1) also controls for (i) unobserved factors that may
influence enrollment and are associated with the city to which the school district
belongs to; (ii) for time varying shocks affecting all school districts; and (iii) for
unobserved city level characteristics that might be trending over time such as gen-
trification dynamics or deterioration in housing quality. As a robustness check, I
also run a specification that controls for time shocks affecting all school districts
within a city. Given this, the key assumption for causal interpretation of β1 and β2

is then that unobserved determinants of college enrollment are mean-independent
of the share of college graduates and their earnings, conditional on the controls
included. I discuss the plausibility of this interpretation further in Section 1.2.5.

7It has been widely documented that nowadays females are more likely to enroll in college
than males.
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1.2.3 Results

I start by estimating the relationship of college enrollment with the neighbor-
hood’s skill-mix that with the standard specification in the literature, i.e. a version
of specification (1.1) that does not include the interaction term, Collegeijt × Yijt.
Panel A in Table 1.1 provides points estimates of the coefficients of interest. Col-
umn 1 shows a positive and statistically significant relationship between the share
of college graduates living in the school district and college enrollment by high-
school graduates attending public schools in the same district.

As one can see in column 2, even though ACT scores seem correlated with
the share of college graduates and earnings, the coefficient of interest β̂1 remains
positive, large and significant. Column 3 and 4 present, respectively, results from
specifications controlling for socioeconomic conditions of the school district and
school resources, in order to account for neighborhood traits that can be correlated
with both college enrollment rate and the share of college graduates. Column 5
includes city-year fixed effects, so as to control for shocks affecting all school
district in a given city and year. Finally, to address possible concerns over het-
erogeneous trends, column 6 includes city-specific linear trends. 8 Across all
these different specifications, the sign, the magnitude and significance of β̂1 are
barely affected. Also, note that the fact that the coefficient estimate of Collegeijt
remains unchanged when I introduce school resources variables suggests that the
role played by highly educated neighbors goes beyond the school resources, in
contrast to what is suggested by models of local public funding proposed by de-
veloped by Bénabou (1996b), Bénabou (1996a), Férnandez and Rogerson (1996)
and Durlauf (1996). Table 1.A3 reports the coefficients on school quality mea-
sures and average ACT score, and shows that while average ACT test score is
statistically significant, school quality measures are not.

According to the estimate in column 6, an increase in the share of college
graduates living in the school district by 10 percentage points, is associated with
an increase of college enrollment at the school district by 3.66 percentage points.
This result is in line with the findings in Chetty and Hendren (2017), who find that

8As I include additional controls, I loose some observations due to missing variables. My
results are robust to restricting the sample to school districts with the full set of controls.
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moving to an area with higher college attendance rates at a younger age increases
a child’s probability of attending college.

Heterogeneity by Earnings The results presented so far show that the relation-
ship between the skills of older neighbors and college enrollment is positive re-
gardless of other socioeconomic characteristics of school districts. However, this
result might mask important heterogeneities. I now investigate whether this rela-
tionship is heterogeneous along the earning dimensions by replicating all specifi-
cations in Panel A, Table 1.1, including now the interaction term, Collegeijt×Yijt
as well as Yijt by itself. I also include as a control the median annual earnings of
high-school graduates, which allows me to control for differences in the skill pre-
mium across school districts. Panel B in Table 1.1 presents OLS estimates of
Equation (1.1).

Column 1 shows that the coefficients of Collegeijt and the interaction are sig-
nificant at the 99% confidence level, with β̂1 < 0 and β̂2 > 0. This result uncovers
a threshold in the earnings distribution below which a higher share of college of
college graduates living in the school district is associated with a decrease in the
college enrollment rate. Panel A in Figure 1.A1 illustrates the average marginal
effect of college graduates on college enrollment along the earnings dimension.
One can see that as earnings increase, the correlation between the share of college
graduates and college enrollment increases. More important, it shows that for low
values of college graduates’ earnings, this correlation is negative, while at high
values is positive.

This pattern remains almost unchanged if I control for the share of females and
the average ACT score (column 2), socioeconomic and location characteristics
(column 3), school quality measures (column 4), as well as if I take into account
time shocks that affect all school districts within a city (column 5) and city-specific
linear trends (column 6), with the latter being the preferred specification. As
before, when I include school quality controls, not only the coefficient estimates
of school quality are small and statistically insignificant, but the magnitude of the
coefficients of interest — β̂1 and β̂2 — are very similar to the ones reported in
column 3. This evidence, points against school quality as channel through which
neighborhoods affect and educational outcomes.

15



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page 16 — #38

Table 1.1: College Enrollment and College Graduates

Dependent Variable: Share of High-School Graduates that Enroll in a 4-year College

(1) (2) (3) (4) (5) (6)
Panel A: No Heterogeneity
College Graduates 0.777∗∗∗ 0.437∗∗∗ 0.387∗∗∗ 0.375∗∗∗ 0.367∗∗∗ 0.366∗∗∗

(0.029) (0.035) (0.050) (0.053) (0.054) (0.053)
Observations 1841 1839 1827 1818 1818 1818
Adjusted R2 0.703 0.786 0.798 0.798 0.803 0.801
Panel B: Heterogeneity by Earnings
College Graduates -5.989∗∗∗ -5.508∗∗∗ -4.763∗∗∗ -4.783∗∗∗ -4.771∗∗∗ -4.708∗∗∗

(1.468) (1.252) (1.122) (1.110) (1.111) (1.097)

College Graduates × Earnings 0.619∗∗∗ 0.550∗∗∗ 0.478∗∗∗ 0.479∗∗∗ 0.477∗∗∗ 0.471∗∗∗

(0.135) (0.115) (0.104) (0.103) (0.103) (0.102)
Observations 1841 1839 1827 1818 1818 1818
Adjusted R2 0.737 0.795 0.804 0.805 0.810 0.807

Notes: The table reports coefficients from an OLS regression with robust standard errors clustered
at the school district level reported in parentheses. Column 1 includes only city and year fixed ef-
fects. Column 2 to 6 control for characteristics of the graduating class (the share of females among
the high-school graduates and the average ACT score). Column 3 to 6 also include socioeconomic
controls, which include the share of black and white residents, the unemployment rate, the me-
dian family income, school district size. Column 5 includes city-year fixed effects and column 6
city fixed effects and a city-specific time trend. The sample includes all school districts within all
MSAs in Michigan over the period 2008 and 2014. ***, ** and * represent statistical significance
at 1%, 5% and 10% levels, respectively. Source: CEPI, NCES-EDGE and NCES-CCD.

1.2.4 Robustness Checks

Next, I provide evidence that my results are robust to (i) omitted variable bias,
(ii) a quadratic specification in earnings, (iii) adding lagged enrollment as a con-
trol, (iv) a reduced sample to include only school districts with few non-resident
students and the years after the Great Recession, and (v) different measures of
earnings of college graduates.

Omitted Variable Bias As discussed in Section 1.2.2, there could be many con-
founders at the school district level correlating with both the share of college
graduates, their labor market income and college enrollment. Although we ad-
dress potential omitted variable bias by (i) cohort variables, (ii) socioeconomic
characteristics of the school district and (iii) school quality measures in all our
regressions as well as city effects, we cannot fully rule out the existence of unob-
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servable determinants of college enrollment which correlate with initial income
inequality even conditional on these controls. Therefore, I now follow the ap-
proach of Oster (2016) to evaluate the robustness of my estimates to potential
omitted variable bias.

Under the assumption that selection on the observables is proportional to se-
lection on the unobservables by a factor δ9, Oster (2016)’s bias-adjusted coeffi-
cient is

β∗i = β̂i − δ(β̃i − β̂i)
Rmax − R̂
R̂− R̃

, i = 1, 2 (1.3)

where β̂i and R̂ are the estimated coefficients and R2 of column 6 in Panel B
of Table 1.1 and β̃i and R̃ come from OLS estimation of Equation (1.1) with no
controls (i.e. not including city and year fixed effects, a city-specific trend and
the vector X). δ captures the explanatory power of unobserved variables as a
proportion of the explanatory power of observed variables and Rmax denotes the
R2 of a hypothetical OLS regression if one could control for all relevant (observed
and unobserved) variables. To identify β∗i , I use δ = 1 and Rmax = 1, which
yields the identified set for the coefficient estimates [β̂i, β

∗
i ].

10 The identified set
for β1 is [−4.697,−3.424] and for β2 is [0.472, 0.331]. Because both exclude
zero, my results can be interpreted to be robust to omitted variable bias under
the assumption that selection on the observables is proportional to selection on
the unobservables by a factor δ as argued by Oster (2016). Figure 1.A2 plots
the average marginal effect with β̂i and β∗i , and it shows that the heterogeneity
in the relationship between college graduates and enrollment along the earnings
dimension remains unchanged.

Quadratic Specification Equation (1.1) assumes that the correlation between
college graduates and college enrollment is linear in earnings. However, if it is
instead quadratic in earnings, approximating it with a linear specification could be
driving the negative sign of β̂1. Given this, I estimate a version of Equation (1.1)
where I consider the effect of college graduates on enrollment to be quadratic in

9This assumptions means that δ · cov(x,w1)
var(w1)

= cov(x,w2)
var(w2)

, where x is the independent variable
of interest, w1 are observable controls and w2 are unobservable controls.

10According to Oster (2016), to determined the identified set one should set δ = 1 andRmax =
min{2.2R̂, 1}.
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earnings: ∂Enrollmentijt
∂Collegeijt

= β1 + β2 × Y 2
ijt. Column 1 in Table 1.A5 reports the

estimated coefficients, and Panel B in Figure 1.A1 displays the average marginal
effect of college graduates on college enrollment along the earnings dimension
under this specification. This figure is very similar to the left panel, thus the
assumption that the effect of college graduates on enrollment is linear in earnings
is suitable.

Lagged Enrollment school districts where college graduates have low earnings
could also be the school districts where college enrollment has been low over the
years. To account for this issue, I include college enrollment in the previous year
as a control. Column 2 in Table 1.A5 and Panel C in Figure 1.A1 show that the
main result still holds: there is a threshold in the earnings distribution below which
the association between enrollment and college graduates is negative, and above
which is positive

Pre-determined Controls Equation (1.1) includes the vector of controls Xijt

to take into account the fact that individuals with different education levels may
locate in systematically different neighborhoods, whose characteristics might lead
to differences in college enrollment. These controls are contemporaneous to the
variables of interest, Collegeijt and Yijt. While their inclusion might partially
control for omitted factors, these variables can themselves be affected by the vari-
ables of interest: for instance, it is likely that the unemployment rate or the median
family income at the school district level are determined by its skill composition.
To assess whether my results are robust to the bad controls problem, I estimate
the a version of Equation (1.1) including instead a vector of 2009 school district
level controls, Xij2009. Column 3 in Table 1.A5 shows that my findings remain
unchanged.11

School Choice The empirical analysis in the previous section assumes that high-
school graduates live in the school district where they go to school. However,

11I estimate the following regression: Enrollmentijt = β0 + β1Collegeijt + β2Collegeijt×
Yijt + β3Yijt + δXij2009 + γj + γt + ρjt + εijt. I use the sample from 2010 to 2014 in
this estimation, therefore the results from this estimation should be compared with the ones that
exclude the great recession period in Table 1.A5, column 4.
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in Michigan there is a school choice program, established in 1996, under which
families can opt to move their children out of the schools they would attend by
residency to neighboring districts.12 Between 2008 and 2014, only 19% of the
12th students were non-resident students. Nevertheless, to check the robustness
of the results to the inclusion/exclusion of students that do not live in the school
district they attend, I re-estimate Equation (1.1) focusing only on school districts
which have a low share of non-resident students attending the 12th grade (I fix the
share threshold at 10%). Column 4 in Table 1.A5 shows that my findings hold
when we exclude from the analysis school districts with a higher share of non-
resident students attending 12th grade. More important, the coefficients estimates
are relatively similar.13

Great Recession The sample used in the empirical analysis covers the period
between 2008 and 2014, which includes the period of the Great Recession. Ac-
cording to the National Bureau of Economic Research, the Great Recession began
in December 2007 and ended in June 2009. To assess the sensitivity of my results
to this period, I re-estimate Equation (1.1) restricting the sample to the years after
this period, 2010-2014. I find that the results are robust to the Great Recession
(columns 5 and 6 in Table 1.A5): the sign of the estimated coefficients is the same
as the one in column 6 in Table 1.1 and their magnitude is relatively unchanged.

Urban and Rural school districts So far, I have focused on school districts that
are located within MSA’s boundaries. Column7 in Table 1.A5 shows that the sign
and significance of coefficients remains unchanged when I also take into account
school districts in rural areas, albeit their magnitude are smaller.

Earnings of High-skill Neighbors I replicate the estimation of column 6 in Ta-
ble 1.1 using median annual earnings of individuals with a post-graduate degree

12According to section 105/105C of the Michigan State School Aid Act, all students in Michi-
gan must be allowed to choose to leave their home districts, and when students move districts, the
state aid funding travels with them to the destination district. Nevertheless, school districts are
allowed to choose whether to accept students from other districts (http://www.michigan.gov/mde/
0,4615,7-140-6530 30334-106922--,00.html).

13Data on non-resident students per grade and school district comes from the Michigan De-
partment of Education.
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and the average between this measure and the median annual earnings of individu-
als with a college degree so as to capture the earnings of individuals with a college
education or higher. Columns 8 and 9 in Table 1.A5 show that using these two
alternatives proxies leaves the magnitude, sign and significance of the coefficients
of interest relatively unchanged.

All in all, I find robust evidence that there is a threshold in the earnings distri-
bution below which a higher share of college graduates living in the school district
is associated with lower college enrollment in that district; and above which this
relationship is positive.

1.2.5 Mechanisms

The previous sections reported the results of several descriptive exercises that in-
vestigated how a school district skill-mix is related with college enrollment of
high-school students living and graduating from that district. In particular, I un-
cover a new pattern showing that the correlation between the share college gradu-
ates and college enrollment at the school district level is only positive if their labor
market earnings are sufficiently high.

Why do individuals with a college degree may have negative or positive exter-
nalities in the decision to enroll in college depending on their level of earnings?
I now argue that a potential mechanism behind the documented evidence is the
transmission of information about the returns to education at the local level. First
of all, the observed pattern is hard to to reconcile with existing models of hu-
man capital formation with local spillovers (Bénabou, 1993; Bowles et al., 2014;
Cavalcanti and Giannitsarou, 2013; Kim and Loury, 2013) because these models
predict the relationship between the neighborhood’s skill-mix and college enroll-
ment to be (i) positive and (ii) independent of the level of earnings. Second, the
controls included in Equation (1.1) exclude the following alternative explanations:

Credit Constraints In school districts where the college premium is low, students
could be credit constrained, which is likely to reduce the college enrollment rate.
Under this scenario, a negative relationship between the share of college graduates
and college enrollment would arise when the earnings of college graduates are
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low. However, specification (1.1) controls for the median household income, so I
compare districts where families have on average the same resources but earnings
of college graduates vary.

Ability Parents with a college degree but low earnings, may also have low abil-
ity children, a feature that is expected to be negatively associated with college
enrollment. Thus, this would potentially generate a negative correlation between
the share of college graduates and college enrollment. I address this alternative
channel by including the average ACT test score of high-school students in the
12th grade as a I control, which I previously mentioned, is a good proxy for the
ability of the students.

School Resources One may also think that the empirical findings are driven by
differences in the resources of public schools across school districts: children
living in school districts with where college graduates earn low earnings attend
schools with lower resources, hence are less likely to attend college. Nonetheless,
I control for school expenditures at the school district level, local funding of the
school district, and teachers per student.

To build intuition for the proposed mechanism, under a context of uncertainty,
if the assessment of the education value depends on the distributions of educa-
tional levels and incomes observed in a neighborhood, then in locations where
the earnings of college graduates are low, and the share of college graduates is
high, high-school students have a lot of information that the value of education
is low, and therefore are less likely to enroll in college. In contrast, in neighbor-
hoods where the exposure to college graduates is high and their earnings are also
high, high-school students have a large amount of information suggesting that the
returns to education are high.

Figure 1.1 plots the predicted college enrollment for different levels of the
neighborhood’s skill-mix. The red line corresponds to school districts where col-
lege graduates have low earnings, and the blue line represents school districts
where college graduates have high earnings. Two important facts can be drawn
from that picture. First, when the share of college graduates is low, the difference
in college enrollment between locations where college graduates have high earn-
ings and locations where their earnings are low is not significantly different from
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0. Second, as the share of college graduates increases, the difference between
both groups of school districts widens substantially. This plot strongly supports
the local information transmission as a mechanism behind the observed pattern.
When students have little information, i.e. live in a district with a low share of col-
lege graduates, students’ beliefs about the skill premium will not differ between
neighborhoods with high and low earnings, and therefore enrollment is similar.
As high-school graduates have more labor market information, i.e. are exposed to
a higher share of college graduates, they rely more on the information on the infor-
mation at the neighborhood level. As a result, in places where college graduates
earn more, perceptions about college earnings are higher, which translates into a
higher college enrollments. Next, I formally illustrate how the empirical findings
described in this section are consistent with a theory of local learning about an
uncertain skill premium.

Figure 1.1: Local Information Transmission in the Data

Predicted College Enrollment

Distribution of the Share of College Graduates (Quartiles)

Notes: This figure plots predicted college enrollment for each quartile of the distribution of the
share of college graduates. The blue and the red line represent, respectively, school districts in
the last and first quartile of the distribution of college graduates’ earnings. Source: CEPI, NCES-
EDGE and author’s calculations (2008-2014).
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1.3 Education Choice with Information Frictions
and Local Learning

Section 1.2 documents that when the earnings of college graduates are low, a
higher share of college graduates living in a school district is associated with lower
college enrollment of high-school students graduating from that district. This is a
surprising result as existing models of human capital formation with human cap-
ital spillovers predict this relationship to be positive and independent of earnings.
This section outlines a model that provides a natural role for imperfect information
and local information transmission in explaining the documented pattern.

Motivated by empirical evidence showing that individuals lack information
about education returns and that neighborhoods play a role as an information
source, the model makes two key assumptions. First, when deciding whether to
become a high-skill worker or not, children do not know the skill premium. Sec-
ond, children learn about it by observing wage realizations of their direct neigh-
bors. The neighborhood’s skill-mix, which is driven by exogenous amenities and
dispersion forces (in the form of an inelastic supply of houses in each neighbor-
hood and taste heterogeneity), shapes children’s perception about the skill pre-
mium and, therefore, the education choice.

Consistent with the facts described in Section 1.2, the model shows that in an
environment with imperfect information and local learning, there is a wage thresh-
old below which a higher share of high-skill neighbors living in the neighborhood
translate into lower investment in education. To clearly illustrate the mechanism,
I make several assumptions that make the model simpler. Section 1.3.6 discusses
their implications, and shows that they do not affect the model’s key prediction.

1.3.1 Environment

Population There are M households living in a city. Each household is com-
posed by a parent and a child. Parents are of two types, high-skill (H) and low-
skill (L), k ∈ {H,L}.14 Each parent provides, inelastically, one unit of labor in

14As in Diamond (2016), I use a two skill group model because the largest group divide in
wages across education is seen between college and non-college graduates, as found by Katz and
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the city, for which she is compensated with a wage. The city is closed, hence the
population of high-skill and low-skill parents in the city,MH andML respectively,
are exogenously given.

City The city is composed by a set of J discrete neighborhoods, indexed by
j ∈ {1, ..., J} ≡ J . Neighborhoods differ in their attractiveness. This can be
due to geographical characteristics (weather, coastal access, etc), but also due to
man-made features (school quality, retail environment, distances to places of em-
ployment, recreation, noisy streets, etc.). I call amenities to all these features that
influence a location attractiveness besides rental prices. As in Busso et al. (2013),
each neighborhood is characterized a fixed bundle of amenities Aj composed of
two skill-specific attributes, Aj = {AjH , AjL}15, and school quality qj . Both Aj
and qj attributes of each location are taken by individuals as exogenously given.16

All local residents have access to these amenities. Even though the city’s high-
skill and low-skill populations are exogenous, the quantity of high and low-skill
parents living in a given neighborhood j, MjH and MjL respectively, are endoge-
nously determined equilibrium outcomes. The city has sufficient capacity that
everyone can reside on it, but I consider that each location j is endowed with
an inelastic supply of identical houses Hj as in Bayer et al. (2007) and Ferreyra
(2009). Houses are owned by a zero measure of absentee landlords, who rent it to
households. Families live in only one house.

Preferences All individuals have preferences over an homogeneous consump-
tion good c and amenities. The consumption good is a tradable numeraire good

Murphy (1992) and Goldin and Katz (2008).
15This aims to capture the idea that different types of individuals tend to prefer different types

of amenities as in Glaeser et al. (2016) and Diamond (2016). Glaeser et al. (2016) assume that
the income share of amenities is higher for skilled than unskilled individuals. Diamond (2016)
allows for the utility value of the cities’ amenities to differ between high and low skill groups.
There is empirical evidence that supports this specification. Bayer et al. (2004) and Bayer et
al. (2007) document that individuals with different education levels have a different willingness-
to-pay for different location attributes: for instance, when compared to high-school graduates,
college graduates are slightly more willing to pay to live in locations that are further away from
the workplace and characterized by a higher population density.

16Even though this may strike as a strong assumption, in Section 1.3.6 I argue that introducing
endogenous amenities (considering, for instance, that a component of neighborhood’s attractive-
ness depends on its skill-mix) would not change the main prediction of the model.
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with price normalized to one. For simplicity, I consider that only parents consume.
I assume that all individuals have constant absolute risk aversion (CARA) utility
over consumption with risk-aversion parameter γ.17 The utility for an individual i
of type k ∈ {H,L} living in neighborhood j is given by

U(cki,j,Φ
k
i,j) =

− exp(−γ(cki,j))

Φk
i,j

(1.4)

where cki,j is consumption of individual i of with skill-type k ∈ {H,L} living in
neighborhood j. Φk

i,j maps the attractiveness of neighborhood j to the individual
i’s utility value for her.

Wages Parents pay for consumption and one unit of housing out of their labor in-
come. I consider wages to be exogenous. Let wH ≡ log(ωH) and wL ≡ log(ωL),
I assume that wHi = wH + εHi , with εHi ∼ N (0, σ2

εH ), and that wLi = wL + εLi ,
with εLi ∼ N (0, σ2

εL). wH > wL. Following empirical evidence showing that
wage dispersion is substantially higher among highly educated workers (Lee et
al., 2017), I normalize σ2

εL to 0. Section 1.3.6 discusses the implications if instead
σ2
εL > 0.

Timing and Decisions The timing of decisions in the model is the following.
Parents draw a wage from the wage distribution corresponding to their skill level
and then choose where to locate within the city. Children are born with identical
beliefs about the high-skill wage, receive information from high-skill neighbors
and update these beliefs. Based on these beliefs, children decide to invest or not in
education by comparing the cost of skill acquisition with their perceptions about
the skill premium.

1.3.2 Parents’ Location Choice

At the very beginning of the period, before their children decide whether to invest
or not in education, a k-type parent draws a wage from the k-type wage distri-

17In Section 1.3.6, I show that the model’s main prediction is qualitatively robust to this as-
sumption.
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bution. Then, parents simultaneously choose a neighborhood j to live in such
that they maximize their utility taking as given labor income. The location choice
is affected by two factors. First, an utility shock associated with living in each
neighborhood in the city. This can be interpreted as the idiosyncratic utility cost
or benefit of living in a given neighborhood. Second, parents compare the at-
tractiveness of living in different neighborhoods. Taking this into consideration,
a parent chooses to live in neighborhood j if either he likes location j for id-
iosyncratic reasons or because amenities are much better in j. For tractability,
I proxy altruism by assuming that, when choosing where to locate, parents take
into account the school quality of the neighborhood.18 Parents i with skill level
k ∈ {H,L} solves the following program:

Max
j

U(cki,j,Φ
k
i,j) =

− exp(−γ · cki,j)
Φk
i,j

subject to cki,j + rj = wki (1.5)

where wki is the wage of parent i with skill level k and rj is the rent payed to live
in neighborhood j. I consider that

Φk
i,j = qj · Aj,k · εi,j (1.6)

Individual’s i idiosyncratic taste for neighborhood j is denoted by εi,j . I model
this heterogeneity following McFadden (1973).19 For each parent i, I consider that
the idiosyncratic taste for neighborhood j is drawn from a Fréchet distribution
(also called the Type II extreme value distribution):

Pr(εi,j ≤ x) = e−x
−θ
, for x > 0, iid, θ > 0 (1.7)

where the parameter θ reflects the amount of variation in the distribution and is

18Alternatively, I could assume that parents have warm-glow preferences in which the parents’
utility function depends on the expected value of the child’s income. This would entail solving
a fixed-point problem when determining the location problem of parents as their utility would
depend on the equilibrium skill-mix of the location.

19Following McFadden (1973), a long line of models with location decisions using preference
heterogeneity has emerged, such as (Bayer et al., 2007), Kennan and Walker (2011), Ferreyra
(2009), Busso et al. (2013), Ahlfeldt et al. (2015), Monte et al. (2015), Diamond (2016), among
others.
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treated as common across all parents.20 In the location choice context, θ gov-
erns preference heterogeneity for locations across parents.21 The idiosyncratic
taste shock implies that when faced with the same rental prices and neighborhood
amenities equal parents, with the same skill and wage, may choose to live in dif-
ferent locations.

The indirect utility function of parent i of type k ∈ {H,L} living in neighbor-
hood j can then be represented as

U(wki , rj, qj, Aj,k, εi,j) =
− exp(−γ(wki − rj))

qj · Aj,k
εi,j (1.8)

Let ρki,j be the probability that, after observing the vector of εi,j (one for each
location), parent iwith skill level k chooses to live in location j. The distributional
assumption on the idiosyncratic taste allows me to derive a close-form expression
for ρki,j:

ρki,j =
(qjAj,k)

θ(exp(−γ(wki − rj)))−θ∑
j′∈J (qjAj′,k)θ(exp(−γ(wki − rj′)))−θ

(1.9)

Other things equal, a type-k parent is more likely to live in a neighborhood the
more attractive are j-specific amenities and the lower are rental prices (rj). Since
migration is only allowed in the beginning of the period, ρki,j translate directly into
the neighborhood size distribution. The equilibrium number of k-skill parents in
neighborhood j, Mk,j , is given by

Mk,j =

Mk∑
i=1

ρki,j = ρkjMk (1.10)

where Mk is the exogenous measure of k-type parents living in the city.22 Given
this, the total population living in neighborhood j is Mj = MH

j + ML
j . In order

for the housing market to clear, the demand for houses in neighborhood j must

20The general cumulative distribution function for the Fréchet distribution is Pr(X ≤ x) =
exp(−(x−µβ )−θ) if x > µ, where µ is the location parameter and β is the scale parameter. I am
implicitly setting β=1 and µ=0.

21The larger is θ, the smaller is taste dispersion: if θ tends to infinite, the variance of idiosyn-
cratic shocks is zero. In that case, only amenities determines neighborhood choice.

22See Appendix 1.6.2 for details.
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equal the supply in that location and so:

Hj = ρHj MH + ρLjML,∀j ∈ J (1.11)

The distribution of amenities across neighborhoods determines the skill-mix of
each neighborhood and, therefore, whether low-skill households live more or less
isolated from the high-skill ones. As shown in the example in Appendix 1.6.2,
when amenities are equal across neighborhoods the spatial equilibrium is non-
sorted. In this environment, amenities do not react to the characteristics of the
population that chooses to live on it. In Section 1.3.6, I discuss the implications
of relaxing this assumption.

1.3.3 Children Investment Decision

Children are born to a household of type k, k ∈ {H,L}, living in neighborhood
j. Besides family background, children differ in their innate ability a, which is
known. The distribution of ability is assumed to be the same across neighborhoods
and households types and is given by the distribution function G(a), with support
[a, a]. Innate ability together with human capital spillovers from the location skill-
mix, as in Bénabou (1993), Bowles et al. (2014) and Kim and Loury (2013), and
school resources (Bénabou, 1996a,b; Durlauf, 1996) determine the cost of skill
acquisition. The cost function c is continuous and strictly decreasing in innate
ability, human capital spillovers and school resources.

Given the cost c(ai, qj,mjH), all children have to decide whether to invest or
not in education. Not investing implies the child to work as a low-skill worker,
while investing, implies the payment of the investment cost and working as a
high-skill worker. The key and novel feature in this model is that, at the invest-
ment stage, children are uncertain about the return to human capital investment,
namely, they do not know the true value of the wage they will receive as a high-
skill worker, wHi . Therefore, children make their investment choice based on their
perceptions about the skill premium.

Information Set Spatial location determines the composition of the signals in
the children’s information set. Children acquire information about wHi through
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social learning. In particular, they learn about it by observing noisy signals of the
wage realizations of high-skill parents living in the same neighborhood as them.
Each signal from a high-skill neighbor s living in neighborhood j is given by

wHs,j = wH + εHs,j, (1.12)

where εHs,j denotes the signal noise. Following Fajgelbaum et al. (2016), I assume
that the information gathered by each high-skill neighbor in neighborhood j is
proportional to its size,

εHs,j ∼ N (0,Mjσ
2
εH ), (1.13)

this means that the largest is the neighborhood, the noisier are the signals. Because
of the normality assumption, a sufficient statistic for the information provided by
high-skill parents living in neighborhood j is the public signal

wHj ≡
1

MjH

MjH∑
i=1

wHs,j = wH + εHj , (1.14)

with

εHj ≡
1

MjH

MjH∑
s=1

εHs,j ∼ N (0,m−1
jH · σ

2
εH ), (1.15)

where mjH is the fraction of high-skill parents living neighborhood j. The sig-
nal is neighborhood-specific: all children born in j observe the same high-skill
parents, hence a common public signal, wHj . Important for the model’s key pre-
diction, the signal’s precision, mjH · σ−2

ε , increases with the share of high-skill
parents in the neighborhood.

Learning Initial beliefs are assumed to be identical across all children, w̃Hi ∼
N (µ̃, σ̃2).23 To update these beliefs, they use information gathered by the public
signal wHj . Children are passive learners and cannot take any action to change
the quality of this signal: after receiving information from high-skill parents, each

23This assumption can be relaxed by allowing the prior to be heterogeneous along the parent’s
skill-type, with the prior mean and/or variance of a child born to a low-skill parent, being different
than the ones of children in high-skill households. Section 1.3.6 discusses the implications of
relaxing this assumption for the model’s main prediction
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child just updates her prior beliefs using Bayes’ rule. The normality assumption
about the prior and the signal implies that the posterior belief about wHi is also
normally distributed with mean µ̂j and variance σ̂2

j given by

µ̂j =
σ2
j

σ̃2 + σ2
j︸ ︷︷ ︸

weight on prior

µ̃+
σ̃2

σ̃2 + σ2
j︸ ︷︷ ︸

weight on signal

wHj , (1.16)

σ̂2
j =

(
σ̃−2 + σ−2

j

)−1 (1.17)

where σ2
j , the signal’s variance, is equal to σ2

εH/mjH . The Bayesian estimator of
the high-skill wage is an uncertainty-weighted average of the initial belief and the
new information given by the public signal wHj . Uncertainty about the high-skill
wage, defined as the variance of the children beliefs about wHi , does not depend
on the realization of the public signal but on the fraction of high-skill neighbors
mjH , the prior’s variance σ̃2, and wage dispersion σ̃2

εH . From Equations (1.16)
and (1.17), I establish the following:

Lemma 1.1 Uncertainty about wHi σ̂2
j decreases in the fraction of high-skill

neighbors in the neighborhood mjH but increases with prior uncertainty σ̃2 and

wage dispersion σ̃2
εH .

Lemma 1.2 When making their estimates about wHi , children living in neigh-

borhoods with a higher fraction of high-skill neighbors mjH , put relatively more

weight on the public signal wHj .

Note that because children share a common prior and information is
neighborhood-specific, beliefs about wHi are common across children living in
the same neighborhood. Nevertheless, they may differ across neighborhoods de-
pending on the allocation of high-skill parents across locations. The fraction of
high-skill parents in neighborhood j, mjH , plays two roles. On the one hand, it
determines uncertainty associated with the returns to educational investment. On
the other hand, it determines the weight children put on the public signal: as the
fraction of high-skill parents increases, the weight on the prior decreases relative
to the weight on the public signal. This implies that those children who have more
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labor market information, meaning that live in a neighborhood with a higher frac-
tion of high-skill parents, update their beliefs in response to signals to a greater
extent than those that have less information: ∆µj ≡ µ̂j − µ̃ =

σ̃2
j

σ̃2+σ2
j
(wHj − µ̃)

increases with mjH (this follows from Equation (1.16)).

Educational choice Given the cost of skill acquisition, c(ai,mjH , qj), and be-
liefs about wHi , a child chooses either to invest or not in education. Let Ij be the
information set of any child born to a family living in neighborhood j, Ij = {wHj }.
The optimal policy of a child i born in neighborhood j with innate ability ai is to
invest in education if and only the cost of doing so is lower than the perceived
skill premium, conditional on the information set:

V (wL, µ̂j, σ̂j
2, ai) = max{V L

j (wL), V H
j (µ̂j, σ̂

2
j )− c(ai, qj,mjH)}, (1.18)

where V H
j (µ̂, σ̂2) is the perceived value of investing in education for a child born

in neighborhood j,

V H
j =

∑
j′∈J

EwHi [U(cHi,j,Φ
H
j′ )|Ij]ρHj′ (1.19)

with EwHi [U(cHi,j,Φ
H
j′ )|Ij] being the expected utility of being high-skilled and liv-

ing in location j′, and V L
j (wL) is the expected value of being a low-skill worker

for a child living in neighborhood j (because V L
j is equal across neighborhoods I

will drop the subscript j from now on),

V L =
∑
j′∈J

U(cLi,j,Φ
L
j′)ρ

L
j′ (1.20)

where ΦH
j = qj ·AjH , ΦL

j = qj ·AjL E is the expectations operator and the expec-
tation is taken over the high-skill wage. ρHj′ and ρLj′ are the probability of living
in neighborhood j′ conditional on being a high-skill worker and the probability of
living in neighborhood j′ conditional on being an low-skill worker, respectively.
I assume children are myopic in the sense that they not consider that their edu-
cation decision will determine populations and rental prices, so when computing
the expected skill premium, they consider that they will pay the same rent as their
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parents. Note that in this setting I completely abstract from credit constraints. I
do it so not because I do not think they might be important for the decision to
invest in education, but so I can start with the simplest model possible that allows
me to isolate the the implications of the local information transmission channel
in human capital formation. This choice is also supported by empirical evidence
found by Carneiro and Heckman (2002), who found that credit constraints do not
play a significant role in post-secondary education.

Since the skill acquisition cost is decreasing in ability, the child’s optimal in-
vestment decision takes the form of a cut-off rule a∗j(w

L, µ̃j, σ̃
2,mjH , qj) such

that a child only invests in education if ai ≥ a∗j . This threshold is defined by the
following indifference condition

V H
j (µ̂j, σ̂

2
j )− V L(wL) = c(a∗j). (1.21)

Given this threshold, for a child i born to a household living in neighborhood j,
the probability of investing in education is then given by

si,j = 1− G(a∗j). (1.22)

Note that si,j does not depend on the parents’ type but only on the optimal thresh-
old, a∗j , which is equal across all children living in neighborhood j. Hence, the
decision to invest in human capital is not linked to the parents’ educational at-
tainment directly, but it is rather linked to the skill-mix of the neighborhood: all
children living in same neighborhood, with an ability level higher than a∗j invest in
education, independently of their parents’ type. This result lies on the fact that the
driver for the investment decision is the child’s information endowment, which is
common across children living within the boundaries of a neighborhood. Given
this, the fraction of children investing in education in neighborhood j is

sj =

∑Mj

i=1 si,j
Mj

= 1− G(a∗j) (1.23)
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1.3.4 Equilibrium

Given MH , ML, the distribution of high-skill and low-skill wages, the distribution
of ability ai, a vector of school quality q = {q1, ...qJ}, and the vector of neigh-
borhood amenities A = {A1, ...AJ}, the equilibrium is defined by an allocation
of MH and ML over J neighborhoods with an associated vector of housing rental
prices r = {r1...rJ}, a vector of cutoff rules a∗={a∗1, ..., a∗J}, a vector of high-skill
wage estimates µ̂ = {µ̂1, ..., µ̂J} and uncertainty σ̂2={σ̂2

1, ..., σ̂
2
J}, value functions

Vj(w
L, µ̂j, σ̂

2
j , ai), V L

j (wL), V H
j (µ̂, σ̂2) in each neighborhood j, and a vector with

the fraction of children investing in education in each location s = {s1, ..., sJ}
such that:

1. Parents choose a location j within the city boundaries to maximize utility
in Equation (1.4) subject to the budget constraint,

2. For each neighborhood j, the value function Vj(wL, µ̂j, σ̂2
j , ai) solves Equa-

tion (1.18), yielding the cutoff rule in a∗j ,

3. Housing market clears in each neighborhood.

Because there are no agglomeration forces (amenities are exogenous), the disper-
sion forces of the model—inelastic supply of land and taste heterogeneity—ensure
the existence of a unique set of rents that clears the housing market, as shown in
Bayer et al. (2004). In this environment, the distribution of amenities and school
quality across neighborhoods determines the skill-mix of each neighborhood and
whether low-skill households live more or less isolated from the high-skill ones.
In turn, the spatial allocation of families determines children’s inference about
the skill premium and, therefore, the optimal decision regarding the investment in
education.

1.3.5 Comparative Statics

Taking the expectations over the unknown wage, wHi , the perceived skill premium
for a child born in neighborhood j,4Vj ≡ V H

j (µ̂j, σ̂
2
j )−V L

j (wL), conditional on
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the information set, is24

4 Vj = J

ρHj′ − exp(−γ
(
µ̂j − γ(σ̂2

j/2))∑
j′∈J

ΦH
j′

exp(γrj′ )

− − exp(−γwL)∑
j′∈J

ΦL
j′

exp(γrj′ )

 . (1.24)

The key variable that drives the optimal investment threshold a∗j and, as a
consequence, the optimal investment decision is beliefs about wHi . Combining
Equations (1.21) and (1.22), I begin by establishing two intuitive properties of the
optimal investment decision. All proofs are provided in the Appendix 1.6.2.

Lemma 1.3 The ability threshold a∗j is strictly decreasing in µ̂j and strictly in-

creasing in σ̂2
j . Hence, the probability of investing in education sj is strictly in-

creasing in µ̂j and strictly decreasing in σ̂2
j .

First, a higher expected value of the high-skill wage µ̂j increases the probability
that a child invests in education, holding all else equal. Increasing the expected
value of the high-skill wage (µ̂j) increases the perceived skill premium (Equa-
tion (1.B13)), decreasing a∗j and, therefore, increasing the fraction of children
from neighborhood j that invest in education. Second, greater uncertainty about
the high-skill wage (σ̂2

j ) translates into a lower perception of the skill premium
(Equation (1.B13)) and, as thus into a lower probability of investing in education,
holding all else equal. More uncertainty makes educational investment more risky.
Because I consider individuals to be risk-averse, as uncertainty increases, the abil-
ity threshold increases and the share of children investing in education decreases.
Higher levels of risk aversion amplify this effect.

24Note that in contrast to the literature (Bowles et al., 2014; Kim and Loury, 2013), the benefit
of human capital investment is not merely the expected wage gap. Instead, in this framework,
the benefit of investing in education takes into account differences in amenities and rental prices
payed across different skill groups. This is important because high-skill workers tend to live in
places with higher housing costs which may offset some of the consumption benefits from higher
wages, but they also tend to enjoy better amenities which may compensate for higher housing
costs possibly increasing their well-being. The importance of these differences is highlighted by
Diamond (2016), who finds that from 1980 to 2000 changes in cities’ rents and amenities increased
welfare inequality between college and high-school graduates by more than the increase suggested
by the wage gap alone. For details, see Appendix 1.6.2.
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High-skill Neighbors (mjH) Spatial location matters for the decision to invest
in education because high-skill neighbors determine the cost of skill acquisition
but also because, in this environment, they shape children’s perception about the
skill premium through their estimate of the high-skill wage µ̂j and its uncertainty
σ̂2
j . Regarding uncertainty, the role played by high-skill neighbors is straight-

forward. A higher share of highly educated neighbors living in a given location
j means that children born to that location observe more a precise signal (σ2

j is
lower), holding all else equal. As a consequence, they are less uncertain about the
high-skill wage. This result follows from the filtering problem (Equation (1.17)),
and is established in Lemma 1.1. Panel A in Figure 1.2 illustrates this effect.
Because children are risk averse, lower uncertainty associated with human cap-
ital investment translates into a widening of the mass of children that invest in
education (a∗j decreases, thus s∗j increases), as established in Lemma 1.3.

The effect of high-skill neighbors on µ̂j is, however, ambiguous. As a reaction
to a more precise signal, when estimating wHi using Baye’s rule (Equation (1.16)),
children place a higher weight on the labor market information disclosed by their
neighbors (the public signal wHj ), as formalized in Lemma 1.2. This implies that
those children with more information, i.e. those that live in a neighborhood with
a larger fraction of high-skill neighbors, update their beliefs in response to new
information to a greater extent than those that have less information: ∆µj ≡ µ̂j −
µ̃ increases with mjH . However, having more information does not necessarily
translate into a higher perception about the skill premium: ∆µj may be positive or
negative depending on the size of the signal relative to the prior (Equation (1.16)).
If the signal is sufficiently low, living in a neighborhood with a high fraction of
high-skill neighbors translates into a lower µ̂j than the one in locations with a
low share of high-skill neighbors. On the other hand, if the signal is sufficiently
high, children from neighborhoods with a larger share of high-skill neighbors will
have a higher µ̂j . As shown in Lemma 1.3, a lower/higher µ̂j translates into a
lower/higher fraction of children investing in education. Panel B in Figure 1.2
plots the posterior meanµ̂j when the public signal wHj is sufficiently high and low.
First, the magnitude of the posterior mean change increases in the share of high-
skill neighbors. However, while at high values of wHj , the estimate is higher in
the neighborhood with a higher human capital level, the opposite is true when the
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signal’s magnitude is small. In this case, being exposed to high-skill neighbors
translates into a lower perception of the skill premium.

The total effect of high-skill neighbors on the share of children investing in
education depends then on the size of the signal. If the signal is sufficiently high
such that ∆µj > 0, a higher of high-skill neighbors increases the perceived skill
premium increases (the estimate of wHi is higher and its uncertainty is lower).
Thus, the share of children that decide to invest in education increases. In contrast,
if the signal is sufficiently low and ∆µj < 0, there are two opposing forces on the
perceived skill premium. High-skill neighbors decrease uncertainty and the cost
of skill-acquisition, but they also decrease children’s estimate about the high-skill
wage. Whether the share of children investing in education increases or decreases
depends on which effect dominates. This, in turn, depends on the size of the signal
relative to a threshold w∗.

Overall, more information about wHj (living in a location with a high mjH)
increases the share of children investing in education if and only if wHj > w∗. Un-
der this condition, perceived skill premium is increasing in the share of high-skill
neighbors. Otherwise, if wHj < w∗, the expected value of wHj decreases in the
fraction of highly educated parents in the neighborhood, and this effect dominates
the fact that uncertainty is lower, reducing the probability of investing in educa-
tion even though the exposure to high-skill neighbors is higher. Proposition 1.1
formalizes this result.

Proposition 1.1 Given a spatial allocation ofMH andML over J neighborhoods

in the city, locations with a higher fraction of high-skill parents, mjH , have a

higher fraction of children investing in education sj if and only if wHj > w∗.

Wage dispersion (σ2
εH ) Information transmission from high-skill neighbors as

a channel through which children learn about the high-skill wage wHi depends on
its dispersion σ2

εH . For a given spatial equilibrium, the higher is σ2
εH , the lower is

the change in the estimate of wHi and its uncertainty upon arrival of new informa-
tion. Therefore, the lower is the potential to learn from high-skill neighbors. This
follows from the fact that as σ2

εH increases, the public signal becomes less precise
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Figure 1.2: Posterior Mean and Uncertainty: Different Neighborhoods Skill-Mix

A. Uncertainty, σ̂j

B. Perceived High-skill wage, µ̂j

Notes: Panel A plots the posterior sigma σ̂2
j for different skill compositions of neighborhoods.

Panel B the posterior mean µ̂j for different skill compositions of neighborhoods and different
signals. To compute µ̂j and σ̂2

j , I use the following parameter values µ̃ = 7.6, σ̃2 = 0.06,
σ2
εH = 0.03, the high signal is equal to 8.5 and the low signal is equal to 7. Expect for the signals,

these values correspond to the values used in the calibration in Section 1.4.

as shown in Equation (1.15). Figure 1.3 illustrates this effect by plotting the pos-
terior uncertainty (Panel A) and mean (Panel B) across different values of σ2

εH .
For the same skill-mix level, the magnitude’s change of both µ̂j and σ̂2

j is lower
for higher values of σ2

εH . The overall effect of wage dispersion on the share of
children investing in education depends also on the size of the signal. If the signal
is sufficiently high, such that ∆µj > 0, the share of children that decide to invest
in education is decreasing in wage dispersion because the perceived skill premium
decreases (the estimate of wHi is lower and its uncertainty is higher). In contrast,
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if the signal is sufficiently low, such that ∆µj < 0, there are two opposing effects.
Wage dispersion increases uncertainty, but it also increases the estimate. So, the
total effect depends on which effect dominates.

Figure 1.3: Posterior Mean and Uncertainty: The Role of Wage Dispersion

A. Uncertainty, σ̂j

B. Perceived High-skill wage, µ̂j

Notes: Panel A plots the posterior sigma σ̂2
j for different skill compositions of neighborhoods

and three different levels os wage dispersion (σ2
εH ) - low, medium and high. Panel B plots the

posterior mean µ̂j for different skill compositions of neighborhoods and three different levels
of wage dispersion (σ2

εH ) - low, medium and high. The red and yellow lines correspond to a
scenario where the signal is low and high, respectively. To compute µ̂j and σ̂2

j , I use the following
parameter values µ̃ = 9, σ̃2 = 0.06, µ̃ = 7.6, σ2

εH = 0.03, the high signal is equal to 8.5 and the
low signal is equal to 7. Expect for the signals, these values correspond to the values used in the
calibration in Section 1.4.

School quality (qj) Holding all else equal, higher values of school quality trans-
late into a lower cost of investing in human capital is lower, hence the probability
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of investing in education increases.

Low-skill wage (wL) The wage of low-skill workers also plays a standard role:
for lower values of the low-skill wage, the perceived skill premium is higher,
hence the probability of investing in education increases, holding all else equal.

All in all, the skill-mix of neighborhoods and the education decision of chil-
dren are connected through an information channel. The configuration of the
city, namely, the distribution of high-skill parents across neighborhoods shapes
the public signal wHj children observe. Local information diffusion creates in-
equalities between neighborhoods as their skill-mix generates different percep-
tions about the skill premium. Under information frictions and social learning,
the effect of local interactions in the education decision is not only about being
more exposed to high-skill neighbors, as suggested by previous literature, it is also
about the labor market information they disclose. More exposure implies more in-
formation, but more information does not necessarily increase the probability of
investing in education, this will depend on the information that children observe,
namely, the magnitude of the public signal about the high-skill wage. This result
is consistent with the empirical evidence presented in the previous section.

1.3.6 Discussion of the Model’s Assumptions

I make several assumptions that make the model more tractable without affect-
ing its main qualitative result. In this section, I discuss the implications of each
assumption for the model’s results.

Exogenous amenities I consider that neighborhood’s amenities are taken to be
exogenous. However, places that attract a higher share of skilled workers may en-
dogenously become more desirable places to live in (see, for instance Diamond,
2016). In line with this, one could consider that neighborhood amenities have two
distinct parts: (i) an exogenous component that is invariant to the skill-mix of the
neighborhood such as the geographic characteristics, and (ii) an endogenous com-
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ponent that depends on the share of high-skill workers in the neighborhood.25 One
could re-define Φk,j in Equation (1.8) as Φk,j = qjA

βk
1,jA

1−βk
2,j , with A1,j = mjH

being a location attribute that I allow to endogenously respond to the types of fam-
ilies living in the neighborhood, namely the share of high-skill parents. Allowing
for endogenous amenities affects the spatial allocation of households across neigh-
borhoods within the city without affecting the role of high-skill neighbors in the
decision to invest in education described in Proposition 1.1. Note that the intro-
duction of these agglomeration forces generates the potential for multiple equi-
libria in the model, if these agglomeration forces are sufficiently strong relative
to the exogenous differences in characteristics across locations. However, within
each equilibrium the main prediction of the model holds.

Uncertainty about low-skill wage If σ2
εL > 0, children are both uncertain about

the high-skill wage and the low-skill wage. In this case, a higher fraction of high-
skill neighbors yields more information about the high-skill wage, but less infor-
mation about the low-skill wage. This amplifies differences in the perceived skill
premium across neighborhoods and, therefore, in the share of children investing
in education. Appendix 1.6.2 shows that under this scenario there is also a signal
threshold w∗ below which a higher fraction of high-skill neighbors decreases the
fraction of children investing in education. However, in this setting, the magni-
tude of this threshold also depends on the magnitude of the signal children receive
about the low-skill wage.

Common prior In Section 1.3.3, I assume that children share a common prior
about wHi and update this prior using information at the neighborhood level. This
implies that the probability of investing in education, defined in Equation (1.22),
is independent of the parent’s type. This assumption can be relaxed by allowing
the prior to be heterogeneous along the parent’s type, with the prior mean and/or
variance of a child born to a low-skill parent, being different than the ones of chil-
dren in high-skill households. If children priors depend on their parent’s type, for

25A growing literature has considered how amenities change in response the composition of
an location residents: Bayer et al. (2007), Card et al. (2008), Guerrieri et al. (2013) and Diamond
(2016).
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a neighborhood j, there are two ability thresholds that determine the probability
of investing in education for children born to high and low-skill families, sHj and
sLj , respectively. The thresholds a∗H,j and a∗L,j are defined by the indifference con-
dition, V H

k,j(µ̂
k
j , σ̂

2
k,j) − V L(wu) = c(a∗k,j), where V H

k,j(µ̂
k
j , σ̂

2
k,j) is the perceived

value of being a high-skill worker for a child born to a k-type household living in
neighborhood j. Given this, the probability of investing in education for a child i
born to a household of type k living in neighborhood j is ski,j = 1 − G(a∗k,j), and
the fraction of children investing in education in neighborhood j is

sj =

∑MH
j

i=1 s
H
i,j +

∑ML
j

i=1 s
L
i,j

Mj

(1.25)

sj increases in the fraction of high-skill neighbors mjH if
∂sHi,j
∂mjH

+
∂sLi,j
∂mjH

> 0.

Whether
∂sHi,j
∂mjH

and
∂sLi,j
∂mjH

are greater or lower than zero depends, respectively,
on the magnitude of the signal wHj relative to the threshold w∗,Hj and w∗,Lj , as
stated in Proposition 1.1. In Section 1.4, I relax this assumption and show that my
quantitative results remain similar once I allow for different priors.

Correlated human capital across generations The importance of the parents’
human capital as an input in the formation of the human capital of the child has
been extensively explored theoretically as well as empirically. One can introduce
such a feature by allowing the level of human capital of the child to depend on the
level of human capital of its parent hi = aϕi ·hη · qκj ·m

ρ
H,j , with h being the parent

human capital level. Under this specification, the parent affects the child directly:
for a given level of innate ability, children born to parents with higher levels of
human capital will have a higher level of human capital as well. Importantly, the
main prediction of the model is robust to this specification and the threshold level
w∗ above which the relationship between the share of high-skill neighbors and
children investing in education remains unchanged.

Risk-aversion Assuming individuals have CARA utility function over con-
sumption with risk-aversion parameter γ is not crucial for the model’s prediction
regarding the role of high-skill neighbors in education decisions, as described in
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Proposition 1.1. Appendix 1.6.2 shows that if instead individuals are risk neutral
with a linear utility function in consumption and amenities, there is also a thresh-
old w∗ below which the relationship between the share of high-skill neighbors and
children investing in education is negative – albeit higher than the one in Propo-
sition 1.1 due to the fact that now individuals do not dislike uncertainty. Hence,
under risk neutrality, the magnitude of the signal has to be higher in order to trig-
ger a positive relationship between the probability of investing in education and
the share of high-skill neighbors. This is due to the fact that under risk neutrality
a∗j depends only on the posterior mean µ̂j but not on the posterior variance σ̂2

j .

To sum up, I have shown that if one takes into account information frictions and
local learning, the relationship between the share of high-skill neighbors on the
fraction of children investing in education may be negative depending on the earn-
ings of high-skill neighbors, consistent with the empirical evidence presented in
Section 1.2. In contrast with the existing literature, in this model, more exposure
to high-skill neighbors brings more information, but additional does not necessar-
ily translate into more investment in education. This depends on the labor market
information disclosed by highly educated neighbors. In the next section, I esti-
mate the model and assess the quantitative importance of information frictions
and local learning as a channel through which neighborhoods affect the decision
to enroll in college.

1.4 The Importance of Local Learning

Even though imperfect information paired with local learning can reconcile the
documented pattern in Section 1.2, it remains an open question whether this novel
mechanism is quantitatively important. To tackle this issue, I calibrate the model
to match 2013 data regarding the wage distribution by educational attainment, the
distribution of individuals and college enrollment rates across school districts in
the city of Detroit. I choose Detroit because it is the largest city in Michigan, with
95 school districts in 2013.

Armed with the calibrated economy, I ask three different questions. First, I
ask by how much would college enrollment change if children did not observe
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any information from high-skill neighbors. Second, which neighborhood channel
is more important in explaining differences in college enrollment across school
districts? Third, can a disclosure policy that corrects children’s perceptions about
the skill premium equalize opportunities? It should be noted that a more realis-
tic analysis would nest the learning mechanism within a richer framework. As
this is the first study about the contribution of the local information constraints
to the accumulation of human capital and, therefore, in persistent inequality, as-
sessing its quantitative potential in a simple model that allows both the theory and
the calibration to be fairly transparent is an important first step to subsequently
developing more complicated quantitative models.

1.4.1 Definition of Variables in the Model

City A city in the model corresponds to a metropolitan statistical area (MSA)
that is a region consisting of a group of counties that have a high degree of eco-
nomic and social integration with the core county as measured through commut-
ing.26

Neighborhoods I define a neighborhood in the model to be a school district.
The most commonly definition of a neighborhood is a census tract, a “small, rela-
tively permanent statistical subdivisions of a county”, which have generally a size
between 1200 and 8000 people.27 school districts tend to be relatively larger. I
pick school districts over census tracts, because school districts are the smallest
unit of analysis for which I observe both college enrollment by high-school grad-
uates and socioeconomic characteristiscs of the location such as the % of college
graduates, median family income, among others. I use the Geographic Corre-
spondence Engine with Census 2010 from the Missouri Census Data Center to
link school districts to MSA’s.28

High and Low-skill Neighbors I use education to proxy for skills as in Ace-
moglu and Autor (2011) and Diamond (2016), and define “high-skill” neighbors

26More information here https://www.census.gov/geo/reference/gtc/gtc cbsa.html.
27More information here https://www.census.gov/geo/reference/gtc/gtc ct.html.
28The linking file can be download here http://mcdc.missouri.edu/websas/geocorr14.html.
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as those individuals living in the school district who have at least a 4-year bache-
lor’s degree while “low-skill” neighbors are those who have less years of educa-
tion than that.

1.4.2 Functional Forms

The parameterization of the model is as follows: The utility function is CARA
with risk aversion parameter γ. Innate ability is assumed to be uniformly dis-
tributed between a and a. The cost functions is given by C(ai) = c − φ(aϕi · qκj ·
mρ
jH

), where ai is innate ability, qj is expenditures per student in school district
j and mjH corresponds to the share of high-skill neighbors living in the school
district.

1.4.3 Calibration Strategy

Calibration is proceed in two steps. In the first step, I set parameters that either
have a direct counterpart in the data or that have been used in previous litera-
ture. In the second step, I use the simulated method of moments to estimate the
remaining parameters, which are the ones that characterize the cost function.

I set a equal to one, a to zero, and θ=1. The number of neighborhoods J equals
the number of school districts in Detroit in 2013, 95. As in Babcock et al. (1993),
I set the risk aversion parameter of the CARA utility function γ to 0.5.

Wages and prior distributions Wage distributions in the model match the em-
pirical distributions of labor income of full-time workers with different skills from
the American Community Survey 2008-2013. Full-time workers are defined to be
individuals aged between 25 and 55 years working at least 35 hours per week, 48
weeks per year. For the low-skill wage distribution, I normalize the variance to 0
and calibrate the mean wL to match the mean of the log monthly-wage distribu-
tion of low-skill full time workers. For the mean of the high-skill wage distribution
wH , I match the mean of the distribution of the log monthly-wage distribution of
high-skill full-time workers. Because I normalize the variance of the low-skill
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wage to 0, I set the variance of the high-skill wage distribution equal to the differ-
ence between the variance of the labor income distribution of high-skill full-time
workers and the variance of the labor income distribution of low-skill full-time
workers. I set the mean and variance prior (µ̃ and σ̃2) such that the average of the
perceived skill-premium after observing the signals from the neighbors matches
the one in Bleemer and Zafar (2016): 1.63.

Amenities I recover the distribution of AjH and AjL across the school districts
from the data. From NCES-EDGE, I observe for each school district: total popu-
lation Mj , the number of high-skill and low-skill individuals, MjH and MjL, ex-
penditures per student qj and rents rj . Following Diamond (2016), as a measure
of rents, I use the median gross rent at each school district, which includes both
the housing rent and the cost of utilities.29 Assuming that the current allocation of
individuals across school districts is in equilibrium, for any two neighborhoods j
and j′, the following holds

Mk
j

Mk
j′

=
Φk
j

exp(γrj)

exp(γrj′)

Φk
j′

(1.26)

where Mk
j is the number of type k-individuals that live in j. For high-skilled

individuals, ΦH
j = qjAjH , for low-skill individuals, ΦL

j = qjAjH . I set both ΦL
j

and ΦH
j equal to one for Detroit City school district, and then back out the level

of AjH and AjL for the other school districts using Equation (1.26).

Cost function The parameters without observable counterparts are the cost
function parameters, c, ϕ, φ, κ and ρ. I estimate them using the simulated of
method of moments, which picks the parameter vector θ=(c, ϕ, φ, κ, ρ) that min-
imizes the weighted sum of square deviations between data moments and their

29Ideally, I would like to have school district specific rent indices controlling for differences
in the quality of housing across school districts following the hedonic-regression approach by
Eeckhout et al. (2014). However, because I cannot link individuals in the ACS to the school
districts where they live, this is not possible, thus I use the reported median gross rent in NCES-
EDGE.
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model-generated counterpart:

θ̂ = arg min (y(θ)− y∗)′W(y(θ)− y∗)

where W is the identity matrix, implying that each moment is equally weighted,
y∗ is a t×1 vector of moments observed in the data and y(θ)∗ is a t×1 of those mo-
ments from the model evaluated at a given parameter vector θ. In the estimation,
I match data moments of the distribution of college enrollment in 2013 (mean,
standard deviation and p75-p50 ratio), the correlation between college enrollment
and college graduates and the correlation between college enrollment and expen-
ditures per student. An advantage of estimating the model is the understanding of
what features of the data identify each parameter. The mean of college enrollment
across districts identifies c̄. The school district variation in enrollment identifies
ϕ, while p75-p50 ratio identifies φ. Finally, the correlation of enrollment with the
share of college graduates and expenditures per student identify ρ and κ, respec-
tively. Table 1.A6 summarizes all parameters.

1.4.4 Model Fit

This section discusses the calibrated economy. Panel A in Table 1.2 compares the
empirical targets for the calibrated parameters and the corresponding moments
produced by the model. Panel A in Figure 1.4 depicts the predicted and observed
values of the college enrollment rate for the 95 school districts within Detroit, and
Panel B plots the enrollment distribution in the model and the one observed in the
data. The calibrated model reproduces reasonably well the five targeted moments,
and the distribution of enrollment is highly correlated with the one observed in
the data. The model can also be used to derive enrollment rates in out-of-sample
years. I assume that the prior distribution is constant across years, and construct
wage and amenities distributions for each year. As shown in Panel B of Table 1.2,
the correlation between fitted and observed values of college enrollment for out-
of-sample years is high. These results show that the model successfully captures
patterns in the data.

In the calibrated economy, the average high-skill family lives in a school dis-
trict where 24.4% of its population is high-skill, while the average low-skill fam-

46



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page 47 — #69

ily lives in a location where the proportion of high-skill is 8 percentage points
lower. Differences in the skill-composition of locations as well as differences in
school resources translate into differences in the subsequence education decisions
of children. The probability of becoming a high-skill worker for a child born to
a low-skill household is 8 percentage points lower than the probability of becom-
ing a high-skill worker for a child from a high-skill family. Next, I quantify the
role of the novel mechanism proposed in this chapter, local learning, and then I
assess which channel matters the most for differences in enrollment across neigh-
borhoods.

Table 1.2: Model Fit

A. Targeted Moments

Mean Std. Dev. p75/p50 Corr. w/ mj,H Corr. w/ qj
Data 0.38 0.13 1.28 0.84 0.12
Model 0.38 0.10 1.22 0.95 0.15

B. Out-of-sample Years

2009 2010 2011 2012 2014
Correlation 0.50 0.74 0.83 0.80 0.80

Notes: The table in Panel A reports targeted moments in the estimation. Corr w/ mH
j corresponds

to the correlation between the share of college graduates and college enrollment. Corr w/ qj cor-
responds to the correlation between expenditures per student and college enrollment. The table in
Panel B reports the correlation between fitted and observed enrollment rate across school districts
in out-of-sample years. Observations are at school district level. The sample is composed by 95
school districts within Detroit in the year 2013.

1.4.5 Quantifying Local Learning

Armed with the calibrated economy, I ask the following question: by how much

would college enrollment rate change in the absence of the public signal from

high-skill neighbors? To answer this question, I simulate what would happen
if individuals did not update their initial beliefs (µ̂j = µ̃ and σ̂2

j = σ̃2). Panel
A and B in Figure 1.5 plot, respectively, the perceived skill premium and college
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Figure 1.4: Model vs. Data

A. Enrollment Rate

B. Enrollment Distribution

Notes: Panel A plots fitted and observed values for the college enrollment rate across school dis-
tricts. Fitted values are on the horizontal axis; observed values are on the vertical axis. Correlation
between fitted and observed values is equal to 0.8. Observations are at school district level. Panel
B plots the enrollment distribution simulated in the model and observed in the data. The sample is
composed by the 95 school districts within Detroit in 2013.

enrollment in the baseline model (with the learning mechanism, and thus matching
the data) versus the no-learning counterfactual across school districts.

I find that high-skill neighbors play an important role in correcting initial be-
liefs. Before observing any information, children hold beliefs about the high-skill
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wage that are downward biased (µ̃ < wH) and more uncertain (σ̃2 > σ2
ε ). By ob-

serving the public signal wHj , children’s estimate of the high-skill wage increases
by 2.3% and its uncertainty decreases by 21%, on average. As a consequence, the
perceived skill premium rises 6.7%, on average (Panel B in Figure 1.5). This has
a significant effect on enrollment as shown in the right panel of Figure 1.5. I find
that if individuals did not observe any public signal from high-skill neighbors,
the college enrollment rate across school districts at the would be 17 percentage
points lower, on average. This means that instead of having 38% of high-school
graduates enrolling in college within 6 months of graduation in Detroit, only 21%
would.

Skill persistence A high-skill family lives in a neighborhood with a share of
college graduates that is 8 percentage points higher, on average, than the average
neighborhood where low-skill families live. This difference translates into differ-
ences in the average perceived skill premium, which in turn translate into different
probabilities of investing in education. Namely, a child that is born to a high-skill
family has a probability of becoming a high-skill worker that is 22% higher when
compared to a child that is born to a low-skill family. By shutting down local
learning, I find that differences in perceptions are responsible for 60% of the gap
between children from high-skill families and those from low-skill families.

1.4.6 Decomposition: Which channel is more important?

In the calibrated economy, differences in enrollment across neighborhoods arise
from three different channels: (i) information externalities: school districts that
have a higher share of college graduates generate more information about school-
ing returns; (ii) human capital spillovers in the cost function, and (iii) expenditures
per student. Given this, a natural extension of the main counterfactual exercise
is to ask which channel is more important in explaining differences in college
enrollment across locations. One way to conduct this decomposition is to start
from a counterfactual with information externalities only, and then activate one of
the other two channels at a time, by setting school resources and human capital
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Figure 1.5: Benchmark vs. No-Learning Counterfactual

A. Perceived Skill Premium

B. Enrollment Rate

Notes: Panel A plots the perceived skill premium across school districts in the benchmark econ-
omy (blue) versus the no-learning counterfactual (red). Panel B plots college enrollment rate
across school districts in the full model (blue) versus the no-learning counterfactual (red). The
sample is composed by the 95 school districts within Detroit in 2013.

spillovers equal to the average value across school districts.30 Table 1.3 reports the

30Alternatively, one could shut down each channels at the time by setting ρ and κ equal to zero.
This procedure, however, produces a level effect. Because the focus in this chapter is to understand
what is driving inequalities across locations, I eliminate differences produced by each channel by
setting their to the mean, and keep ρ and κ unchanged. The implications of each channel for
dispersion of college enrollment are similar under these two approaches.
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dispersion of enrollment across school districts and the enrollment gap between a
child born to a high-skill family and a child born to a low-skill family in the full
benchmark as well as when I turn off each channel at a time. This table suggests
that local learning is, by far, the most important channel in explaining enrollment
inequality across school districts. This channel accounts for 57% of the dispersion
in college enrollment across school districts, and it explains 53% of the difference
between the probability of being high-skill for a child born to a high-skill family
and a child born to a low-skill family.

Table 1.3: Benchmark Economy vs. Counterfactuals

mjH = m̄ mjH 6= m̄ mjH 6= m̄
Data Benchmark qj = q̄ qj = q̄ qj 6= q̄

Std. Dev. Enrollment 0.13 0.10 0.057 0.10 0.10
Enrollment Gap 0.08 0.072 0.043 0.073 0.072

Notes: The table reports the standard deviation of the distribution of college enrollment across
school districts and the enrollment gap, defined as the difference between the average college
enrollment rate of children with high- and low-skill parents, under the benchmark economy and
four different scenarios: no local learning, equal human capital spillovers (mjH = m̄) and equal
school resources (qj = q̄). Observations are at school district level. The sample is composed by
95 school districts within Detroit in 2013.

1.4.7 Policy Counterfactuals

Imperfect information paired with local information transmission explains more
than half of the differences in college enrollment across locations, and more than
half of the enrollment gap between children from different backgrounds. This
result points in favor for policies that either correct individuals’ perceptions about
the skill premium, like the information interventions studied by Hoxby and Turner
(2015), Bleemer and Zafar (2016) and Hastings et al. (2017), or that change the
location where children grow up as a way to improve outcomes for children of
parents with a low level of education. In this section, I examine the effects of
implementing such policies by simulating a disclosure policy that informs the
students about the high-skill wage distribution, and a reallocation program that
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moves a fraction of children from low-skill parents into a better location.

Relocation Policy I simulate the implementation of a policy that moves “disad-
vantageous” children (and their parents) into an “advantageous” location. To do
this exercise, I assume that the policy is implemented after parents choose where
to locate, and that there are extra housing units in the “advantageous” location to
accommodate the moves.31 The simulated policy targets children of low-skill par-
ents living in a location within the first quartile of college graduates distribution,
and moves 25% of these children to locations within the last quartile of the col-
lege graduates distribution. Such a policy changes the skill-mix of both locations,
therefore it will affect (i) targeted children who are moved, (ii) children who live
in the receiving location, and (iii) children who remain in the disadvantageous
location.

Panel A in Table 1.4 shows the effects of this policy for children who stayed
(stayers) in the “disadvantageous” neighborhood, those that moved (movers) and
those living in the “advantageous” location (receivers). Two results stand out.
First, the policy has a small effect stayers and receivers. For the former, the proba-
bility of becoming a high-skill worker drops 5 percentage points, and for the latter
it increases 5 percentage points. Second, for the movers the probability of becom-
ing a high-skill worker increases from 0.25 to 0.49. Panel B in Table 1.4 reports
the decomposition of the overall effect for the movers with respect to each of the
components that characterize a location in the model: information externalities,
school quality and spillovers. I find that 70% of the change in the probability of
becoming a high-skill worker is due to the information channel of neighborhoods.

The effect of the relocation policy hinges on the change in the locations’ skill-
mix, therefore it is important to assess its dependency on the size of the population
that moves from one location to the other. Table 1.4 reports the policy counter-
factual if the policy moves 5%, 25% or 50% of children living locations within
the first quartile of the college graduates distribution. I find that the effect of the

31This can be rationalized by the existence of a Government that has land in all locations where
it can build public houses. Also note that if amenities were endogenous and depended, for instance,
on the share of high-skill neighbors as in Diamond (2016), the effects of this policy would be the
same if I assume that parents cannot move after the policy implementation and that they do not
anticipate it when choosing where to locate.

52



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page 53 — #75

reallocation policy on the probability of enrolling in college for movers ranges
between 0.20 to 0.28.

Table 1.4: Reallocation Policy

High-skill neighbors Enrollment rate

1stqtl 4thqtl Movers Stayers Receivers
Panel A: Total Effect
Benchmark 0.11 0.47 0.25 0.25 0.54
Policy Counterfactual 0.15 0.38 0.49 0.30 0.49
Panel B: Decomposition
Local learning 0.42
School quality 0.42
Spillovers 0.49

Notes: The table reports the effects for movers, stayers and receivers when a policy that moves
25% of the children living in the 25th percentile of the college graduates distribution to location
in the 75th percentile of the college graduates distribution is implemented. High-skill neighbors
corresponds to the share of high-skill neighbors in both the baseline and the counterfactual

Disclosure Policy To understand the potential of an information campaign, I
perform a counterfactual analysis where all children are informed about the true
distribution of the high-skill wage: ω = wH + εH , with εHi ∼ N (0, σ2

εH ). Fig-
ure 1.6 plots college enrollment across school districts under this policy and the
benchmark economy, and shows that giving information to children about wage’
distribution increases college enrollment substantially in all school districts: 58%
of high school graduates would enroll in college, which compares to 38% in the
benchmark economy. This result relies on the fact that with the extra signal the
perception high-skill wage is increases in 2.8% with respect to the benchmark
economy. More important, my results show that by implementing a policy that
correct beliefs, while leaving the other sources of inequalities across neighbor-
hoods at work, one can reduce significantly inequalities across locations and be-
tween children from different backgrounds: in particular, the enrollment gap be-
tween children with low educated parents and those with highly educated parents
reduces in 62%.

This policy counterfactual exercise is comparable to the recent information
experiment run in Bleemer and Zafar (2016), where a representative sample of US
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households was informed about the average skill-premium and look to the effect
of this intervention in the intention to enroll their children in college. First, they
find that non-college graduates update their beliefs to a greater extent than college
graduates — as predicted by my model. Second, they find that this intervention
increased the intention to enroll their children in college in 5 percentage points.
If we believe that intention to enroll in college maps one to one with enrollment
rate, then the model estimates are substantially larger. This could be explained by
the fact that I do not take into account credit constraints. Given this, my model
provides an upper bound estimate of the effect of a policy intervention like the
one in Bleemer and Zafar (2016).

Figure 1.6: Disclosure Policy

Notes: The panel plots college enrollment across school districts in a scenario where individuals
know the right distribution of high-skill wage (µ̂j = wH and σ̂2

j = σεH ), pink). The sample is
composed by the 95 school districts within Detroit in 2013.

1.4.8 Robustness: Different Priors

The results from the previous counterfactual analysis rely on the assumption that
children share a common prior regardless of their parents skills. However, it is
likely case that growing up with high-skill parents gives children a different per-
ception about the value of education. To assess the implications of this assump-
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tion, I relax it by allowing the prior to be different for each type of parents. In
particular, I consider that the prior mean of children born to a low-skill parent is
lower than the one of children in high-skill households: µ̃L < µ̃H , while prior
uncertainty remains equal. As before, I discipline these parameters using the dis-
tribution of perceived skill premium by educational attainment from the survey
conducted by Bleemer and Zafar (2016). This extension of the model improves
its fit to the data, namely in explaining dispersion of college enrollment across
school districts: it explains 93% of the standard deviation of college enrollment,
which compares to 70% in the benchmark economy. Figure 1.A3 shows the fit
of the extended model. I simulate the model under all three different scenarios
considered previously: (i) no local learning (µ̂L = µ̃L and µ̂H = µ̃H), (ii) no
differences in school resources (qj = q̄), and (iii) no differences in human capital
spillovers (mjH = m̄). Figure 1.A4 and Table 1.A8 display the results, and show
that my findings are robust to different priors depending on parents skills. First,
local learning increases the enrollment rate in 23 percentage points, which com-
pares to 22 percentage points in the benchmark model. Second, local learning is,
as before, the most important channel in explain differences in college enrollment
across school districts: it accounts for 43% of the dispersion in college enrollment
across school districts. This magnitude is, however, smaller than the one found
previously.

1.5 Conclusion

Why does the place where children grow up shape their opportunities in life?
I have proposed a novel explanation featuring imperfect information about the
skill premium and local information transmission, i.e. learning about the skill-
premium by observing noisy signals of wage realizations of their neighbors. In
this environment, spatial location matters because it shapes children’s perception
about the skill premium. To the best of my knowledge, this mechanism is new in
the literature.

I find that imperfect information paired with local learning is able to recon-
cile novel empirical evidence showing that when earnings of college graduates
are sufficiently low, a higher share of college graduates living in a school district
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is associated with lower college enrollment of students graduating from a high-
school in that district. Moreover, I show that it is the most important channel in
explaining inequality in college enrollment across school districts ad the enroll-
ment gap. A disclosure policy that is able to correct initial beliefs about the skill
premium, while keeping differences in human capital spillovers and school re-
sources across location, has a significant effect in leveling the playing field across
children from different backgrounds. These results have important policy impli-
cations. In particular, they point in favor of broader information interventions,
specially among individuals from lower socio-economic backgrounds, as a tool to
address opportunity inequality.

Going forward, it would be interesting to explore the role of local learning
interacted with “The Great Divergence” in explaining the geography of upward
mobility in the US documented in Chetty et al. (2016). Diamond (2016) shows
that, from 1980 to 2000, more productive cities for high skill workers attracted a
larger share of these workers, which caused increases in local productivity, boost-
ing all worker’s wages, and improved the local amenities. How does this diver-
gence across cities reflect into differences in education decisions, and thus upward
mobility? Local learning predicts children in cities more productive for high skill
workers to have higher perceptions about the skill premium, hence more likely to
enroll in college, potentially feeding the “The Great Divergence” phenomenon. I
plan to study this issue in future research.
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1.6 Appendix

1.6.1 Data Appendix

This section contains additional tables and figures referred to in the main text.

Table 1.A1: Summary Statistics

The table reports summary statistics for the main variables used in the empirical analysis. Obser-
vations are at the school district level and cover the period from 2008 to 2014. Enrollment in a
4-year College measures the share of high-school graduates in all public schools that enroll in a
4-year college within 6 months after graduation. College graduates is the share of population over
25 years old with 4 or more years of college. Black and white residents are measured as the share
of total population in the school district that are black and white, and the unemployment rate is
the share of the civilian labor force that is unemployed. ACT score is the score in the American
College Testing averaged over all high-school graduates in all public schools. Females measures
the share of high school graduates in all public schools that are females. Earnings by Educational
Attainment correspond to median annual earnings per education level at the school district level
and are expressed in 2010 dollars. Expenditures and revenues per pupil are also expressed in 2010
dollars. Source: CEPI, NCES-EDGE and NCES-CCD.

Observations Mean Std. Dev Min. Max.
College Enrollment
Enrollment in a 4-year College 1847 0.33 0.14 0.05 0.80

Earnings by Educational Attainment
High School Degree 1851 26462.86 4039.23 12365.45 42366.31
College Degree 1851 46730.47 9205.04 11230.26 85625.00
Post-Graduate Degree 1848 60924.20 12024.40 15378.39 107063.21

Socioeconomic Variables
College Graduates 1851 0.23 0.13 0.04 0.79
Median Family Income 1851 62700.72 17822.69 19409.57 147755.92
Black Residents 1839 0.08 0.15 0.00 0.93
White Residents 1839 0.86 0.16 0.04 1.00
Unemployment Rate 1851 0.11 0.04 0.03 0.36
Total Population 1839 28834.78 53748.40 2145.00 916133.00

Cohort Variables
ACT Score 1851 19.10 2.01 12.23 25.93
Females 1845 0.51 0.05 0.33 0.75

School Quality Variables
Expenditure per student 1840 10820.13 2312.69 7624.06 30499.21
Local revenue per student 1840 3432.45 2034.61 761.49 23402.94
Teachers to student ratio 1842 0.05 0.01 0.03 0.09
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Table 1.A3: College Enrollment and College Graduates

The table reports coefficients from an OLS regression with robust standard errors clustered at the
school district level reported in parentheses. The dependent variable is the share of high-school
graduates that enroll in a 4-year college within 6 months of graduation, with mean equal to 0.33.
Column 2 to 6 control for characteristics of the graduating class (the share of females among the
high-school graduates and the average ACT score). Socioeconomic controls include the share of
black and white residents, the unemployment rate, the median family income, school district size.
The sample includes all school districts within MSA’s in Michigan over the period 2008 and 2014.
***, ** and * represent statistical significance at 1%, 5% and 10% levels, respectively. Source:
CEPI, NCES-EDGE and NCES-CCD.

Dependent Variable: Share of High-School Graduates that Enroll in a 4-year College

(1) (2) (3) (4) (5) (6)
College Graduates 0.777∗∗∗ 0.437∗∗∗ 0.387∗∗∗ 0.375∗∗∗ 0.367∗∗∗ 0.366∗∗∗

(0.029) (0.035) (0.050) (0.053) (0.054) (0.053)

ACT Score 0.031∗∗∗ 0.038∗∗∗ 0.038∗∗∗ 0.038∗∗∗ 0.039∗∗∗

(0.003) (0.003) (0.003) (0.003) (0.003)

Median Family Income 0.045 0.046 0.047 0.049∗

(0.028) (0.029) (0.029) (0.029)

Expenditure per student 0.004 0.003 0.004
(0.004) (0.005) (0.005)

Local Revenue per student 0.002 0.004 0.003
(0.005) (0.005) (0.005)

Teachers to student ratio -0.001 -0.000 -0.000
(0.006) (0.006) (0.006)

Observations 1841 1839 1827 1818 1818 1818
Adjusted R2 0.703 0.786 0.798 0.798 0.803 0.801
Socieconomic controls N N Y Y Y Y
Year FE Y Y Y Y N Y
City FE Y Y Y Y N Y
City-year FE N N N N Y N
City trend N N N N N Y

59



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page 60 — #82

Table 1.A4: College Enrollment and College Graduates: Heterogeneity by Earn-
ings

The table reports coefficients from an OLS regression with robust standard errors clustered at the
school district level reported in parentheses. The dependent variable is the share of high-school
graduates that enroll in a 4-year college within 6 months of graduation, with mean equal to 0.33.
Column 2 to 6 control for characteristics of the graduating class (the share of females among the
high-school graduates and the average ACT score). Socioeconomic controls include the share of
black and white residents, the unemployment rate, the median family income, school district size
and median annual earnings of high-school graduates. The sample includes all school districts
within MSA’s in Michigan over the period 2008 and 2014. ***, ** and * represent statistical
significance at 1%, 5% and 10% levels, respectively. Source: CEPI, NCES-EDGE and NCES-
CCD.

Dependent Variable: Share of High-School Graduates that Enroll in a 4-year College

(1) (2) (3) (4) (5) (6)
College Graduates -5.989∗∗∗ -5.508∗∗∗ -4.763∗∗∗ -4.783∗∗∗ -4.771∗∗∗ -4.708∗∗∗

(1.468) (1.252) (1.122) (1.110) (1.111) (1.097)

College Graduates × Earnings 0.619∗∗∗ 0.550∗∗∗ 0.478∗∗∗ 0.479∗∗∗ 0.477∗∗∗ 0.471∗∗∗

(0.135) (0.115) (0.104) (0.103) (0.103) (0.102)

Earnings -0.008 -0.078∗∗∗ -0.062∗∗ -0.060∗∗ -0.062∗∗ -0.057∗∗

(0.030) (0.026) (0.025) (0.025) (0.026) (0.026)

Earnings, High-school Degree 0.061∗∗ -0.032 -0.018 -0.022 -0.016 -0.018
(0.024) (0.021) (0.022) (0.022) (0.023) (0.022)

ACT Score 0.030∗∗∗ 0.036∗∗∗ 0.036∗∗∗ 0.036∗∗∗ 0.036∗∗∗

(0.002) (0.003) (0.003) (0.003) (0.003)

Median Family Income 0.020 0.022 0.021 0.021
(0.028) (0.028) (0.029) (0.028)

Expenditure per student 0.003 0.002 0.003
(0.004) (0.004) (0.004)

Local Revenue per student 0.004 0.005 0.004
(0.005) (0.005) (0.005)

Teachers to student ratio -0.003 -0.002 -0.003
(0.006) (0.006) (0.006)

Observations 1841 1839 1827 1818 1818 1818
Adjusted R2 0.737 0.795 0.804 0.805 0.810 0.807
Socieconomic controls N N Y Y Y Y
Year FE Y Y Y Y N Y
City FE Y Y Y Y N Y
City-year FE N N N N Y N
City trend N N N N N Y
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Table 1.A6: Parameters

Description Parameter Value Source/Target
Panel A: Exogenously chosen
Number of neighborhoods J 95 Number of school-districts within Detroit in 2013 (CEPI)
Risk-aversion (CARA) γ 0.5 (Babcock et al., 1993)
Low-skill wage’s mean wL 7.9 Low-skill workers earnings distribution (ACS 2008-2013)
High-skill wage’s mean wH 8.8 High-skill workers earnings distribution (ACS 2008-2013)
High-skill wage’s variance σHε 0.03 High-skill workers earnings distribution (ACS 2008-2013)
Prior mean µ̃2 8.2 (Bleemer and Zafar, 2016)
Prior variance σ̃2 0.06 (Bleemer and Zafar, 2016)
Panel B: Estimated
Cost function parameter c 7.91 Mean of enrollment
Cost function parameter ϕ 0.72 Std. deviation of enrollment
Cost function parameter φ 1.46 p75/p50
Cost function parameter ρ 0.09 Corr. btw. enrollment and college graduates
Cost function parameter κ 0.21 Corr. btw. enrollment and expenditures per student
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Table 1.A8: Different Priors: Benchmark Economy vs. Counterfactuals

The table reports the standard deviation of the college enrollment distribution across school
districts under the benchmark economy and four different scenarios: no local learning, equal
human capital spillovers (mjH = m̄) and equal school resources (qj = q̄), and no information
frictions (µ̂j = wH and σ̂2

j = σεH ). Observations are at school district level. The sample is
composed by 95 school districts within Detroit in 2013.

Benchmark No-learning amj,H = m̄a aqj = q̄a No Frictions
Std. Dev. Enrollment 0.13 0.07 0.10 0.13 0.01
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Figure 1.A1: Correlation between College graduates and Enrollment: Hetero-
geneity By Earnings

A. Linear Specification (column 4 in Table 1.A4)

B. Quadratic Specification (column 1 in Table 1.A5)

C. Lagged Enrollment (column 2 in Table 1.A5)

Notes: All panels plot the average marginal effect of an increase in the share of college graduates
by one unit on the college enrollment rate for different levels of median earnings of college grad-
uates. Panel A plots the average marginal effect from the specification in column 7 in Table 1.A4,
while Panels B and C plot the average marginal effect when I consider a quadratic specification
in earnings (column 1 in Table 1.A5) and control for college enrollment in the previous period
(column 2 in Table 1.A5). The shaded area represents 95% confidence intervals. The x-axis
corresponds to the log median earnings of college graduates in 2010 dollars.
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Figure 1.A2: College graduates and Enrollment: Adjusted-bias Coefficients

Earningsijt

Notes: This figure plots the average marginal effect when I use the estimated coefficients in col-
umn 6 in Table 1.A4 (blue line) and the bias-adjusted coefficients, β∗1 and β∗2 (green line) when
the influence of unobservables on the outcome variable is of similar magnitude as the impact of
observable variables, δ = 1. β∗i = β̂i − δ(β̃i − β̂i) 1−R̂

R̂−R̃ , where β̂ are the estimated coefficients

and R2 of column 6 in Table 1.A4 and β̃ and R̃ are the estimated coefficients and R2 of OLS
estimation of Equation (1.1) with no controls (i.e. not including city and year fixed effects, a city-
specific trend and the controls vector Xijt). The x-axis corresponds to the log median earnings of
college graduates in 2010 dollars.
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Figure 1.A3: Different Priors: Model vs. Data

A. Enrollment Rate

B. Enrollment Distribution

Panel A plots fitted and observed values for the college enrollment rate across school districts.
Fitted values are on the horizontal axis; observed values are on the vertical axis. Correlation
between fitted and observed values is equal to 0.8. Observations are at school district level. Panel
B plots the enrollment distribution simulated in the model and observed in the data. The sample is
composed by the 95 school districts within Detroit in 2013.
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Figure 1.A4: Different Priors: Benchmark Economy vs. Counterfactuals

The panel plots college enrollment across school districts under the benchmark economy (blue)
and three different scenarios: no local learning (red), equal human capital spillovers (mjH = m̄,
yellow) and equal school resources (qj = q̄, green). The sample is composed by the 95 school
districts within Detroit in 2013.
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1.6.2 Theoretical Appendix

Location decisions

I report additional details for the characterization of parents locations decisions, as
described by Equation (1.9). Given the Fréchet distribution for the idiosyncratic
taste, εi,j ∼ Fréchet(θ, 1), it follows that ε−1

i,j ∼ Weibull(θ, 1).32 Hence, the
indirect utility function described by Equation (1.8) is also Weibull distributed:

υi,k,jεi,j ∼Weibull(θ, υi,k,j) (1.B1)

where υi,k,j =
− exp(−γ(wi,k,j−Rj))

Φk,j
, with Φk,j = qj · Ajk, is a constant.33 Let

X1, ..., Xn be statistically independent, with each Xi ∼ Weibull(θ, υi), for
θ, υ1, ...υn > 0. Then

Pr[k ∈ argmin Xi] =
υ−θk∑
i υ
−θ
i

,∀k ∈ I (1.B2)

Combining Equations (1.B1) and (1.B2), and setting θ = 1, the probability that a
parent i with skill level k chooses to live in location j out of all possible locations,
ρi,k,n, is:

ρki,j = Pr[Ui,k,j ≥ Ui,k,n′ ;∀j′ ∈ J ], =
Φk,j exp(γ(wki − rj))∑

j′∈J Φk,j′ exp(γ(wki − rj′))
(1.B3)

which simplifies to

ρkj =
Φk,j exp(γ(−rj))∑

j′∈J Φk,j′ exp(γ(−rj′))
(1.B4)

Because ρki,j does not depend on the wage, which is the same no matter where the
family lives in the city, it is equal across individuals in the same skill group. Given

32The cumulative distribution function of the Weibull distribution with parameters θ and λ is
Pr(X ≤ x) = 1 − exp(−(xλ )θ) with x ≥ 0. The mean is λΓ(1 + 1/θ) and the variance is
λ2[Γ(1 + 2/θ) − Γ2(1 + 1/θ)]. Since β, the scale parameter of the Fréchet distribution, is equal
to 1, λ = 1.

33If Y = tX , where X ∼Weibull(θ, 1), then Y is Weillbul(θ, t).
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this, the number of k-skill parents in each neighborhood is

Mk,j =

Mk∑
i=1

ρki,j =
Mk∑
i=1

ρkj = ρk,j ·Mk (1.B5)

Spatial Equilibrium - An Illustration

Let’s consider the example of a city with two neighborhoods, 1 and 2, each with
the same capacity, H1 = H2. I set A2H = A1L = A2L = 2.5, and look to the
spatial equilibrium for different values of A1,1. Panels A, B and C in Figure 1.B1
show, respectively, the equilibrium skill-mix in neighborhood 1 and 2 and equilib-
rium rents in both locations, the endogenous variables, as a function of A1H . At
low values of A1H , the probability of choosing to live in neighborhood 2, condi-
tional on being a high-skill parent, is high relative to the probability of choosing
to live in neighborhood 1. On the other hand, the probability of choosing to live
in neighborhood 2, conditional on being a low-skill parent, is very low due to the
high rents in this location. This makes neighborhood 2 mainly composed of high-
skill households. At high values of A1,1, neighborhood 1 becomes more attractive
to high-skill families, increasing housing prices in neighborhood 1. Higher rents
in neighborhood 1, in turn, make this neighborhood less attractive, and low-skill
households transfer to neighborhood 2. Note that when amenities are equal across
neighborhoods, rents and the skill-mix of each location is also equal. In this situ-
ation, the spatial equilibrium is non-sorted.

Value Functions

For a child born in neighborhood j, the perceived value of being a high-skill
worker, V H

j , is given by

V H
j =

∑
j′∈J

Γ

(
1 +

1

θ

)
EwHi [U(cHi,j,ΦH,j′)|Ij]︸ ︷︷ ︸

Expected utility of living in location j′ if k = H

ρHj′ (1.B6)
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Figure 1.B1: Spatial Equilibrium - An Example

Panel A: Equilibrium skill-mix in neighborhood 1 for different levels of A1 in neighborhood 1, share of high-skill house-
holds (solid line) and share of low-skill households (dotted line). Panel B: Equilibrium skill-mix in neighborhood 2 for
different levels of A1 in neighborhood 1, share of skilled families (solid line) and share of unskilled families (dotted line).
Panel C: Equilibrium rents in neighborhood 1 (dotted line) and neighborhood 2 (solid line) for different levels of A1 in
neighborhood 1. H1 = H2 = 75, MH = 100, ML = 50, βH = 1, βL = 0, A1,2 = A1,2 = A2,2.

where Γ
(

1 + 1
θ

)
is the expected value of the idiosyncratic component of utility

and Γ(.) the gamma function. E is the expectations operator and the expectation
is taken over the high-skill wage. ρHj′ is the probability of living in neighborhood
j′ conditional on being a high-skill worker.34 I assume θ = 1 for simplicity, hence
Γ
(

1 + 1
θ

)
= 1. Equation (1.B6) can be rewritten as

∑
j′∈J

EwHi
[− exp(−γ(wHi − rj′))

Φs,n′

∣∣∣Ij]ρHj′ =

=
∑
j′∈J

[− exp(−γ(µ̂j − γ(σ̂2
j/2)− rj′))

ΦH
j′

]
ρHj′ =

which simplifies to

V H
j = − exp(−γ(µ̂j − γ(σ̂2

j/2))

 J∑
j′∈J

ΦH
j′

exp(γrj′ )

 (1.B7)

34Since the idiosyncratic taste and the skilled wage are two independent random variables, it
follows that E[wHi · εi,j ] = E[wHi ] · E[εi,j ]
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Equation (1.B7) is equal for all children born in neighborhood j, but different
across children from neighborhoods as long as the share of skilled individuals
differs.

For a child born in neighborhood j, the expected value of becoming an unskilled
worker, V L

j , is given by

V L
j =

∑
j′∈J

Γ

(
1 +

1

θ

)
U(cLi,j,Φ

L
j′)︸ ︷︷ ︸

Expected utility of living in location j′ if k = L

ρLj′ = (1.B8)

where Γ
(

1 + 1
θ

)
is the expected value of the idiosyncratic component of utility

and Γ(.) the gamma function. ρLj′ is the probability of living in neighborhood j′

conditional on being a high-skill worker. I assume θ = 1 for simplicity, hence
Γ
(

1 + 1
θ

)
= 1. Equation (1.B8) can be rewritten as

∑
j′∈J

[exp(γ(wL − rj′))
ΦL
j′

]
ρLj′

which simplifies to

V L = − exp(−γwL)

 J∑
j′∈J

ΦL,j′

exp(γrj′ )

 (1.B9)

Equation (1.B9) is equal for all children in the city, regardless of where they live.
Hence I suppress j.

Proofs

Proof of Lemma 1.3 Given V H
j (Equation (1.B7)) and V L (Equation (1.B9)),

the perceived skill premium for a child born in neighborhood j,4Vj ≡ V H
j −V L,
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is given by

4 Vj = J

− exp(−γ
(
µ̂j − γ(σ̂2

j/2))∑
j′∈J

ΦH
j′

exp(γrj′ )

− − exp(−γwL)∑
j′∈J

ΦL
j′

exp(γrj′ )

 (1.B10)

where j indexes the neighborhood where the child lives, and J is the number
of neighborhoods in the city. The optimal investment decision takes the form of
a cut-off rule. The ability cut-off, a∗J , is defined by the indifference condition
4Vn = c(a∗n). Defining $j ≡ 4Vj − c(a∗j), I establish the following:

1. ∂si,j
∂µ̂j

> 0. The effect of µ̂j on the probability of becoming a high-skill
worker, si,j is given by

∂si,j
∂µ̂j

=

∂si,j
∂a∗j
∂a∗j
∂µ̂j

By the implicit function theorem,
∂a∗j
∂µ̂j

= −
∂$
∂a∗
j

∂$
∂µ̂j

< 0, because ∂$
∂a∗j

> 0 and

∂$
∂µ̂j

> 0. Since ∂si,j
∂a∗j

< 0 and
∂a∗j
∂µ̂j

< 0, one can conclude that ∂si,j
∂µ̂j

> 0.

2. ∂si,j
∂σ̂2
j
< 0. The effect of σ̂2

j on the probability of becoming a high-skill
worker si,j is given by

∂si,j
∂σ̂2

j

=

∂si,j
∂a∗j
∂a∗j
∂σ̂2
j

By the implicit function theorem,
∂a∗j
∂σ̂2
j

= −
∂$
∂a∗
j

∂$

∂σ̂2
j

> 0, because ∂$
∂a∗j

> 0 and

∂$
∂σ̂2
j
< 0. Since ∂si,j

∂a∗j
< 0 and

∂a∗j
∂σ̂2
j
> 0, one can conclude that ∂si,j

∂σ̂2
j
< 0.
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Proof of Proposition 1.1 The effect of mjH on the probability of investing in
education si,j is given by

∂si,j
∂mjH

=

∂si,j
∂a∗j
∂a∗j
∂mjH

By the implicit function theorem,
∂a∗j
∂mjH

= −
∂$
∂a∗
j

∂$
∂mjH

. The numerator is higher than

zero, the denominator is given by

∂$

∂mjH

=
∂$

∂ 4 Vj

∂ 4 Vj
∂mjH

+
∂$

∂c(a∗i )

∂c(a∗i )

∂mjH

=

= Υ ·
σ2
εH

mjH

σ̃2

(σ̃2 + σ2
j )

2
·
[
wHj − µ̃j +

γ

2
σ̃2
]

︸ ︷︷ ︸
A>0 or A<0

+
∂$

∂c(a∗i )

∂c(a∗i )

∂mjH︸ ︷︷ ︸
B>0

where Υ = J · γ exp(−γ(µ̂j−γ(σ̂2
j /2)))∑

j′∈J
ΦH,j′

exp(γrj′ )

.

If wHj > µ̃j − γ
2
σ̃2, then A > 0 and ∂si,j

∂mjH
> 0. If wHj < µ̃j − γ

2
σ̃2, then A < 0.

If wHj is sufficiently low such that |A| > B, the positive effect through the cost
function does not compensate the negative effect through the information channel,
∂si,j
∂mjH

¡0. The signal threshold below which ∂si,j
∂mjH

< 0 is lower than the one in the
case with no human capital spillovers in the cost function.

Implications of Different Specifications for the Model

Risk neutrality Consider that individuals have a linear indirect utility function
given by

U(wki , rj,Φ
k
j , εi,j) = wki − rj + Φk

j + εi,j (1.B11)
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where Φk
j = qjAj,k and the utility shock εi,j follows the extreme value type 1

distribution with parameters µε and σε.35 The distributional assumption on the
idiosyncratic taste, ε, allows me to derive a close-form expression for ρki,j , as
before:

ρki,j =
exp(wki − rj + Φk

j )∑
j′∈J exp(wki − rj′ + Φk

j′)
(1.B12)

Other things equal, as before, a type-j parent is more likely to live in a neighbor-
hood the more attractive are j-specific amenities and the lower are rental prices
(rj). Since migration is only allowed in the beginning of the period, ρki,j trans-
late directly into the neighborhood size distribution. The equilibrium number of
j-skill parents in neighborhood j, Mk

j , is given by

Mj,k =
∑Mk

i=1 ρ
k
i,j = ρkjMk

Using Equations (1.B11) and (1.B12), I can compute the perceived expected value
of being a high-skill worker, V H

j and the expected value of being a low-skill
worker, V L

j functions, and the perceived skill premium for a child born in neigh-
borhood j,4Vj , Equation (1.B13):

4 Vj =
∑
j′∈J

[
µ̂j − rj′ + ΦH

j′

]
ρHj′︸ ︷︷ ︸

V Hj

−
∑
j′∈J

[
wL − rj′ + ΦL

j′

]
ρLj′︸ ︷︷ ︸

V Lj

(1.B13)

It can be shown that:

1. ∂si,j
∂µ̂j

> 0,

2. ∂si,j
∂σ̂2
j

= 0, this follows from the fact that children are risk neutral, and,

3. ∂si,j
∂mjH

> 0 if wHj > µ̃,

as before.

35The extreme value type 1 distribution is commonly used in the discrete-choice literature.
The density of the extreme value type 1 distribution with parameters parameters µε and σε is
f(x) = exp(− exp(−(x− µε)/σε)).
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Uncertainty about Low-Skill Wage If σ2
εL > 0, Equation (1.B14) can be re-

written as

4 Vj = J

− exp(−γ
(
µ̂Hj − γ(σ̂2

H,j/2))∑
j′∈J

ΦH
j′

exp(γrj′ )

−
− exp(−γ

(
µ̂Lj − γ(σ̂2

L,j/2))∑
j′∈J

ΦL
j′

exp(γrj′ )


(1.B14)

where are µ̂Hj and σ̂2
H,j the posterior mean and variance of the beliefs about wHi ;

µ̂Lj and σ̂2
L,j are the posterior mean and variance of the beliefs about wLi for a child

born in neighborhood j. Following the same steps as in the proof of lemma 1.3
above, it can be shown that:

1. ∂si,j
∂µ̂Hj

> 0 and ∂si,j
∂µ̂Lj

< 0

2. ∂si,j
∂σ̂2
H,j

< 0 and ∂si,j
∂σ̂2
L,j

> 0

Naturally, the higher is the expected value of the low-skill wage, the lower
is the probability to invest in education, since the perceived skill-premium is
lower, holding all else constant. On the other hand, because individuals are risk-
averse, higher uncertainty about the low-skill wage, increases the perceived skill-
premium, hence the probability of investing in education.

As before, the effect of mjH on the probability of investing in education si,j is
given by

∂si,j
∂mjH

=

∂si,j
∂a∗j
∂a∗j
∂mjH

By the implicit function theorem,
∂a∗j
∂mjH

= −
∂$
∂a∗
j

∂$
∂mjH

. The numerator is higher than
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zero, the denominator is given by

∂$

∂mjH

=
∂$

∂ 4 Vj︸ ︷︷ ︸
>0

[ ∂V H
j

∂mjH

+
∂V L

j

∂mjH

]
︸ ︷︷ ︸

?

+
∂$

∂c(a∗i )

∂c(a∗i )

∂mjH︸ ︷︷ ︸
>0

=

= J ·
[

ΥH ·
σ2
εH

mjH

σ̃2
H

(σ̃2
H + σ2

H,j)
2︸ ︷︷ ︸

>0

·
[
wHj − µ̃Hj +

γ

2
σ̃2
H

]
︸ ︷︷ ︸

A

= −ΥL ·
σ2
εL

mjH

σ̃2
L

(σ̃2
L + σ2

L,j)
2︸ ︷︷ ︸

>0

·
[
− wLj + µ̃Lj −

γ

2
σ̃2
L

]
︸ ︷︷ ︸

B

]
+

∂$

∂c(a∗i )

∂c(a∗i )

∂mjH︸ ︷︷ ︸
>0

where ΥH = γ
exp(−γ(µ̂Hj −γ(σ̂2

H,j/2)))∑
j′∈J

ΦH,j′
exp(γrj′ )

, and ΥL = γ
exp(−γ(µ̂Lj −γ(σ̂2

L,j/2)))∑
j′∈J

ΦL,j′
exp(γrj′ )

.

1. If wLj = µ̃Lj −
γ
2
σ̃2
L such that B = 0, the results in proposition 1.1 hold:

∂si,j
∂mjH

> 0 if wHi > µ̃Hj + γ
2
σ̃2
H .

2. If wLj < µ̃Lj −
γ
2
σ̃2
L such thatB > 0, then the threshold below which ∂si,j

∂mjH
<

0 is higher than the one in in Proposition 1.1.

3. If wLj > µ̃Lj −
γ
2
σ̃2
L such thatB < 0, then the threshold below which ∂si,j

∂mjH
<

0 is lower than the one in in Proposition 1.1.
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Chapter 2

Mismatch Cycles

Joint with Isaac Baley (Universitat Pompeu Fabra and Barcelona GSE) and
Robert Ulbricht (Toulouse School of Economics)

2.1 Introduction

The function of a labor market is to allocate each worker to the right job. How-
ever, information and search frictions might prevent firms and workers from find-
ing their best match. In this chapter, we ask: How do business cycles affect the
allocation of workers to jobs? Do workers end up more mismatched when jobs
are scarce, or is it the opposite? Using a measure of mismatch recently devel-
oped by Guvenen et al. (2018), we present new empirical evidence that mismatch
is procyclical: in recessions, workers skills are more aligned with job require-
ments; whereas in expansions mismatch increases. This pattern, however, masks
important heterogeneities along the flows of job destruction and job creation. In
particular, our results suggest that during recessions highly mismatched jobs are
destroyed but also created.

To explain our empirical findings, we build a model of learning about un-
observed skill mismatch. The novel feature is that recessions are characterized
by lower aggregate productivity but also a higher fraction of worker-firm pairs
with high mismatch uncertainty. Consistent with the empirical findings, we show
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that negative productivity shocks destroy (perceived) high mismatched worker-job
pairs, but at the same time large information frictions create undetected worker-
firm matches with high levels of skill mismatch. We explore the role of occu-
pational switching as a source of the countercyclical uncertainty and document
suggestive evidence pointing towards this channel.

Cleansing or Sullying? Economic theory provides two opposing predictions
for the cyclical behavior of worker-occupation mismatch. On the one hand, the
matching model with endogenous separations in Mortensen and Pissarides (1994)
suggests that mismatch is procyclical. In downturns, reservation match quality
increases; low quality matches are destroyed while only high quality matches are
formed, decreasing average mismatch. This is known as the cleansing effect of
recessions. On the other hand, the matching model in Barlevy (2002), which
allows for on-the-job search, points in favor of countercyclical mismatch because
in recessions workers in ongoing job relationships reallocate to better matches
(climb the ladder) more slowly, and get stuck in worst matches. This is referred to
as the sullying effect of recessions. In addition to this, as in recessions firms post
fewer vacancies a different type of sullying effect may arise. Moscarini (2001)
suggests that unemployed job seekers accept less desirable jobs due to higher
competition among them, which increases mismatch.

To assess which of these two effects dominates, we study the cyclical be-
havior of mismatch using a worker-level panel from the 1979 National Longitu-
dinal Study of Youth (NLSY79), that runs from 1979 to 2012, combined with
occupational-level data from O*NET and data on aggregate unemployment. We
adopt the mismatch index developed in Guvenen et al. (2018) as a direct measure
of skill mismatch. This measure is defined as the difference between a worker’s
abilities in different skills and how intensive these skills are required by a job. As
such, it can be interpreted as the lack of match quality: the larger is this differ-
ence, the lower is the quality of a match.1 In order to estimate the effect of busi-
ness cycle conditions on mismatch, our identification strategy takes advantage of

1Guvenen et al. (2018) use the index of mismatch to study the impact of match quality on
wages and patterns of occupational switching. They find that mismatch decreases wages, but
increases the probability of switching occupations. Thus, they argue that this mismatch index can
be interpreted as a signal of the lack of job match quality.
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within-individual variation in the unemployment rate across months the individ-
ual is employed, using the monthly unemployment rate at the national level as a
proxy for the macroeconomic shocks. Our results show a robust negative asso-
ciation between mismatch and the aggregate unemployment rate, i.e. mismatch
is procyclical, consistent with the cleansing hypothesis. In particular, during a
typical recession, mismatch seems to decrease from its high to its low point.

What job flow drives this pattern, job destruction or job creation? Are reces-
sions times in which better matches are created or times when the worst matches
are destroyed? Or both? One advantage of using Guvenen et al. (2018)’s mis-
match index is that it allows us to isolate the effect of business cycle conditions
on the mismatch of ongoing job relationships from their effect on the mismatch
of newly formed relationships at a given point in time. In doing so, we uncover
important differences. While for workers in ongoing job relationships mismatch
is negatively associated with unemployment in line with the cleansing effect of
recessions; for new hires from unemployment an increase in unemployment is as-
sociated with an increase in mismatch, consistent with the sullying effect. Thus,
recessions destroy but also create highly mismatched jobs, with the former be-
ing the dominant effect. Using quantile regressions, we further show that, for
both job stayers and new hires from unemployment, the relationship between eco-
nomic conditions and mismatch differs significantly across the mismatch distri-
bution. For instance, for job stayers that are perfectly matched, the correlation
between the unemployment rate and mismatch is not statistically different from
zero; whereas for job stayers that are poorly matched this correlation is 2.4 times
larger than the average. Digging deeper, we decompose Guvenen et al. (2018)’s
mismatch index into a measure of positive and negative mismatch, which capture,
respectively, the extent to which workers’ abilities are higher (over-qualification)
or lower (under-qualification) than the skill requirements, and examine whether
one of the two is driving our results. Surprisingly, we find that while the decrease
in mismatch for job stayers is only driven by negative mismatch — workers are
less under-qualified in bad times — the increase in mismatch for new hires from
unemployment arises from an increase in both over- and under-qualification.

Overall, our results show strong evidence that even tough both the cleansing
and the sullying hypothesis are present in recessions, the former dominates, i.e.
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average mismatch is procyclical, and that this effect is stronger for poorly matched
workers. These findings hold true across industries, occupations, different mea-
sures of economic activity and a variety of alternative specifications.

Revisiting job tenure cyclicality Because match quality is not observed, it has
been traditionally been proxied by employment duration and wages. This liter-
ature has found that matches starting in recessions are shorter and have lower
wages, concluding that job match quality is lower in recessions (Bowlus, 1995;
Kahn, 2010; Oreopoulos et al., 2012). Armed with a direct measure of mismatch,
we revisit the cyclical behavior of job tenure. To do so, we estimate the hazard
rate of separation as a function of the current unemployment rate, the unemploy-
ment rate at the start of the job spell, as in Bowlus (1995), as well as our mismatch
measure. Two results stand out. First, mismatch is positively associated with the
hazard rate of separation, and this effect increases with the current level of un-
employment. Second, conditional on mismatch, a match that starts in a recession
has a shorter duration. This result is surprising as according to the definition of
match quality as an experience good, first suggested by Jovanovic (1979), once
we control for mismatch, there should be no relationship between business cycle
conditions at the start of the job and job tenure.

A Model of Mismatch Cycles What forces can reconcile (i) the opposite be-
havior of mismatch for new hires from unemployment and job stayers, and (ii) the
variation in job duration for different initial economic conditions? Because these
findings are difficult to reconcile with current labor market theories, we provide a
theoretical framework that gives a natural role to cyclical information frictions.

Building on Jovanovic (1979) and Moscarini (2005), we develop a model of
learning about worker-firm mismatch augmented with fixed adjustment costs (it
is costly to break and create relationships) and aggregate shocks. Each match
between a worker and a firm is characterized by a skill mismatch level that is un-
observed. This is defined by the difference workers’ ability in a given skill, which
is not know, and how intensive this skill is required by the job. The worker-firm
pair uses Baye’s law to learn about mismatch from a stream of signal realiza-
tions. In this setup, there are two drivers of the reallocation process. Workers
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who become sufficiently pessimistic about the quality of the match separate to
unemployment and continue searching as unemployed. Workers can also leave in
response to a new aggregate productivity shock. In particular, the worker selec-
tion policy takes the form of an inaction region that varies with uncertainty, as in
Baley and Blanco (2018), and aggregate productivity. Regarding the former, as
uncertainty decreases over time, the inaction region decreases as well, and only
lower levels of perceived mismatch are tolerated. We show that newer, hence more
uncertain, relationships are more likely to separate. This is because with higher
uncertainty the volatility of the estimates is larger and overcomes the option effect
embedded in a wider inaction region. Hence, the probability of separating from a
job declines with worker’s tenure as in Jovanovic (1979).

A key feature of the model is the interaction between aggregate productivity
shocks and uncertainty. More specifically, in recessions lower aggregate produc-
tivity is accompanied a higher uncertainty. While there are several potential mech-
anisms that would generate countercyclical mismatch uncertainty, we consider un-
certainty arising from occupational switching. In the model, an employed worker
only learns about her abilities in the skills required by an occupation. Therefore,
when a match starts in an new occupation than the one held previously, worker and
firms are initially more uncertain about the mismatch. With large uncertainty, it is
plausible that workers and firms create relationships that are perceived as highly
mismatched but with high uncertainty surrounding their estimates. The mecha-
nism that yields countercyclical uncertainty is that in recessions a higher fraction
of unemployed job seekers switch occupations. We provide evidence supporting
countercyclical uncertainty arising from occupational switching. First, we show
that the likelihood of occupational switching for new hires is countercyclical. Sec-
ond, keeping everything else constant, the separation hazard is higher for new
hires from unemployment that switched occupation upon reemployment. Third,
mismatch dispersion increases in recession. Lastly, in recessions the correlation
between skill requirements and workers’ abilities decreases for new matches, and
this is true for all skills.

The model accounts for the documented empirical facts. First, following
a negative productivity shock, mismatch becomes less tolerable; this destroys
worker-firm matches with high levels of perceived mismatch. At the same, there
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are more matches with high levels of mismatch uncertainty. This countercyclical
information friction reconciles the fact that in recessions, jobs with high mismatch
are destroyed, while matches with high mismatch are created. Second, newer
(more uncertain) relationships are more likely to separate. Because, on average,
in matches that start in a recession, firms and workers have higher uncertainty
about the mismatch level, the model reconciles the fact that matches that start in a
recession are shorter.

2.1.1 Related Literature

Over the business cycle, economies face a large amount of reallocation: firms
enter and exit, plants are built and destroyed, and workers change jobs and oc-
cupations. How do recessions affect resource allocation? This question has long
attracted the attention of economists. According to the conventional Schumpete-
rian view (Schumpeter, 1939), recessions give rise to a more efficient allocation
of resources by driving out less productive producers. However, several theories
have contested this view. For instance, Barlevy (2002) argues that in recessions
is harder for workers to reallocate from low to high productivity jobs and, thus,
the misallocation of resources may increase; while Ouyang (2009) suggests that
recessions may lower average productivity by increasing the exit of infant and
potentially productive firms before they realize their potential.

This chapter contributes to this debate by showing that during recessions
highly mismatched jobs are destroyed but also created, with the former being the
dominant effect. In doing so, it draws on the empirical literature that examines the
cyclical behavior of match quality and the scarring effects of recessions. Overall,
this literature has concluded that job match quality is procyclical. Using a sample
from the NLSY79 that runs from 1979 to 1988, the pioneering work by Bowlus
(1995) proxies match quality with job duration and finds that job relationships that
start in downturns are shorter, concluding that mismatch is countercyclical. Kahn
(2010) and Oreopoulos et al. (2012) instead offer causal evidence that initial labor
market conditions significantly affect wages. In particular, they show that reces-
sions are associated with lower wages in the short- and long-term. Related to their
work, Liua et al. (2016) provide evidence that lower wages from entering the labor
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market in a recession arise due to a lower likelihood of finding a job in an industry
that is well-matched to the workers’ field of study. A common feature of this liter-
ature is that its findings hinge on a sample of newly hired workers at a giving point
in time. This means that it focuses on the flow of job creation and, therefore, ig-
nores an alternative channel through which economic fluctuations may affect the
allocation of workers into jobs: job destruction. We contribute to this literature
by showing that both margins are important. In line with the existing evidence,
we find that new hires from unemployment are more mismatched in bad times,
yet we also find that for workers in ongoing job relationship mismatch decreases.
This result suggests that in downturns highly mismatched jobs are created but also
destroyed. Interestingly, we show that the latter effect is stronger.

An advantage of using Guvenen et al. (2018)’s skill mismatch index, when
compared to wages or job duration, is that by characterizing separately workers
and jobs in terms of their abilities and requirements along a set of skills, it allows
us to assess the behavior of the mismatch distribution. Given this, we move this
literature a step forward by showing first that recessions affect mainly highly mis-
matched workers, and second that new hires from unemployment are both more
over- and under-qualified increase in recessions, whereas for job stayers the de-
crease in mismatch is only driven by under-qualification. So, matches at most risk
of separation during an economic contraction are the ones between “low-type”
workers and “high-type” jobs. This finding is consistent with recent work by Lise
and Robin (2017). Using an empirical application of a tractable model of equilib-
rium search with two-sided ex ante heterogeneity and aggregate shocks, they show
that when the economy enters a recession, low-type workers are fired, particularly
those matched with high-type firms.

Our work also relates to previous contributions searching for identification
and quantification of sorting in labor markets using realized wages. Conclusions
in this literature are mixed. On the one hand, Eeckhout and Kircher (2011) argue
that using wage data alone we cannot identify the sign of the sorting, but we can
identify its strength. On the other hand, Hagedorn et al. (2017) show that assorta-
tive matching is indeed recoverable with wages and, by applying their framework
to matched employer-employee data from Germany, they find signs of strong pos-
itive assortative matching. Closely related to this chapter, Crane et al. (2018) rank
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workers and firms using wages and provide evidence that higher unemployment
is associated with (i) a shifting in the employment distribution towards high pro-
ductivity workers, and (ii) a stronger positive correlation between worker ranks
and firm ranks. Our results are consistent with their findings. Nonetheless, our
approach and findings are complementary to theirs. Unlike these previous stud-
ies, we build on recent contributions that exploit the unique properties of NLSY79
and O*NET (Guvenen et al., 2018; Lise and Postel-Vinay, 2016), and rank work-
ers and occupations using data on workers’ abilities and the skill requirements of
occupations instead of wages. Moreover, by relying on these datasets, we are able
to use a definition of mismatch that is multidimensional: while in this literature
workers and firms are heterogeneous in one-dimension, we characterize them in 4
different skill dimensions. The importance of this feature has been recently high-
lighted by Lindenlaub and Postel-Vinay (2016), who show in simulation exercises
that approximating workers’ and jobs’ true multidimensional characteristics by a
one-dimensional index in empirical applications may translate into quantitatively
biased results about the extent of mismatch. Overall, we add to this literature by
showing, through a different identification strategy, that there is a positive correla-
tion between workers and occupations and, more importantly, that this correlation
varies cyclically, being stronger in recessions for job stayers but weaker for new
hires from unemployment.

Finally, this chapter contributes to a body of literature that has built on Jo-
vanovic (1979)’s idea that firms and workers learn about the quality of the match
as it is experienced. An example is Pries (2004) who shows that when interacted
with exogenous shocks (separation probability), this mechanism can explain high
job finding rate combined with a persistent high unemployment rate. More re-
cently,Borovickova (2016) interacts firm productivity shocks with unobservable
match quality to explain the fact that long-tenure workers in growing firms have
a higher separation rate. A common feature to this literature is that the learning
experience about mismatch is the same over the cycle. In our model, learning ex-
periences vary in the cycle as during recessions average prior uncertainty rises due
to a larger fraction of matches with high uncertainty driven by more occupational
switching.

While there is a vast literature on uncertainty shocks, this literature is still
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scant with respect to the role of uncertainty on labor market flows. Few examples
are (Lin, 2014), Leduc and Liu (2016), Pries (2016) and Schaal (2017). Pries
(2016) models uncertainty as a noisy component in a firm’s initial signal about
job productivity when they are considering creating a new job. In this setting, a
more noisy environment decreases job creation because firms face a higher risk of
making a mistake in deciding to create a job that will turn out to be unprofitable.
However, he assumes that job’s productivity is fully revealed after the firm makes
the start-up investment and it does not capture the decreasing hazard of separation
as our model does. Schaal (2017) shows that time-varying idiosyncratic risk is
important to explain the magnitude of fluctuations in aggregate unemployment
for past US recessions. None of these papers explore the implications of changes
in the uncertainty distribution for the learning process of match quality. We fill
this gap in the literature.

The remainder of this chapter proceeds as follows. The next section presents
the empirical strategy and the estimation results. Section 2.3 builds a model of
learning about skill mismatch that is able to account for our empirical findings,
and Section 2.4 concludes.

2.2 Empirical Facts: Mismatch and Job Duration
over the Cycle

In this section we document a set of new empirical facts about the cyclical behav-
ior of worker-occupation mismatch and job tenure. Using a worker-level panel
from the NLSY79 combined with occupation-level data from O*NET and aggre-
gate data on unemployment, we find that (1) mismatch is procyclical for workers
in ongoing job relationships, but countercyclical for new hires from unemploy-
ment; (2) for job stayers, the decrease in mismatch is driven by negative mismatch,
while for new hires from unemployment both positive and negative mismatch in-
crease in downturns; (3) conditional on mismatch, a match that starts in a recession
has a shorter duration; and (4) mismatch decreases job duration, and this effect is
increasing in the level of current unemployment.
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2.2.1 Measuring Skill Mismatch

To measure the extent to which a worker’s skills are aligned with the skills re-
quired by a job, we adopt the skill mismatch index recently developed by Guve-
nen et al. (2018). This measure is defined by the difference between a worker’s
abilities in different skills and the intensity these skills are required by a job. We
interpret this measure as the lack of match quality: the larger is this difference,
the lower is the quality of a match.2

Skill Mismatch Index Consider that jobs and workers are characterized by J
skill dimensions, j = {1, .., J}. Let ai,j be the measured score of worker i’s ability
in skill dimension j, and rct,j be the measured score of the job requirement in skill
dimension j by the occupation held at time t, ct. At a given point in time, the
mismatch between individual i and his occupation ct is measured as the weighted
sum of the absolute value of the difference between the worker’s skills and the
skill requirements in each dimension:

mi,ct ≡
J∑
j=1

ωj |ai,j − rct,j|,
J∑
j=1

ωj = 1, (2.1)

where ωj is is the weight of skill j. In the empirical analysis, ai,j will correspond
to the the percentile rank of worker i’s ability in skill dimension j and rct,j to
the percentile rank of the job requirement in skill dimension j. Therefore, mi,ct

ranges between 0 and 100, with 0 indicating a perfect match between a worker’s
abilities and the job skill requirements, and 100 the highest level of mismatch.3

Asymmetric Mismatch A worker is said to be mismatched at time t whenever
mi,ct is higher than zero. This may happen either because in one of the J dimen-
sions, the worker is under-qualified, i.e. has a level of ability that falls short of the

2Because mismatch is negatively correlated with wages, Guvenen et al. (2018) argue that their
mismatch index can be interpreted as a signal of the lack of job match quality. In the next chapter,
I replicate this result.

3In the empirical analysis, we set equal weights for all dimensions. Guvenen et al. (2018)
instead use the factor loadings from the first principal component. The results are robust to using
different weighting strategies.
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job’s skill requirement (ai,j < rct,j), or because he is over-qualified, meaning that
his abilities are higher than the job’s skill requirements (ai,j > rct,j). Given this,
mi,ct can be decomposed into a measure of over-qualification, positive mismatch
m+
i,ct

:

m+
i,ct
≡

J∑
j=1

ωj max{ai,j − rct,j, 0}, (2.2)

and a measure of under-qualification, negative mismatch m−i,ct:

m−i,ct ≡
J∑
j=1

ωj |min{ai,j − rct,j, 0}| (2.3)

Relevant Skills To measure mismatch, we need to define the set of relevant
skills. Empirical evidence suggests that both cognitive and non-cognitive abil-
ities have important implications for labor market outcomes, namely for wages
and occupational choice (see, for example, Heckman, Stixrud and Urzua, 2006;
Lindqvist and Vestman, 2011). Therefore, for our empirical exercise, we compute
the skill mismatch index in Equation (2.1) and its decomposition, Equations (2.2)
and (2.3) using workers’ and jobs’ scores in four different skill dimensions (J=4).
In particular, we capture cognitive skills through individual’s abilities in verbal,
math and technical skills, and non-cognitive skills through a social dimension.
A similar definition of skills has been adopted by several recent papers studying
the education and labor market effects of different worker abilities (Boehm, 2015;
Guvenen et al., 2018; Prada and Urzúa, 2016; Lise and Postel-Vinay, 2016; Speer,
2017). Note that to capture cognitive skills, Guvenen et al. (2018) use only the
verbal and math dimensions. These are the two components of the Armed Forces
Qualifications Test (AFQT), a score that has been extensively used as proxy of
cognitive ability in the literature. We add the technical component because it has
been shown to be an important determinant of labor market outcomes (Prada and
Urzúa, 2016). Our results are robust to using the 3-skill mismatch index.
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2.2.2 Data

Our empirical exercise relies on a worker-level panel from the NLSY79 combined
with occupational-level data from O*NET and aggregate data on business cycle
conditions.

NLSY79 The NLSY79 is a nationally representative longitudinal survey whose
respondents were between the ages of 14-22 when they were first interviewed in
1979, and have been followed through the present. We focus on a sub-sample
of males and females from the NLSY79 cross-sectional sample, which includes
2,991 individuals and runs from 1979 and 2012. The complete description of our
sample selection criteria is in Appendix 2.5.1. Using the Work History Data File,
we construct a monthly frequency panel reporting information on individuals’ la-
bor market history, including wages, occupation and industry for each employ-
ment spell. Although individuals may hold more than one job, we focus on the
main job. As standard in the literature, we define a main job as the one at which
an individual spends the most hours working within a given month. With this
panel at hand, we are able to identify job-to-job transitions and transitions from
non-employment to employment.

Besides reporting the labor market history of each respondent, the NLSY79
also has information on the Armed Services Vocational Aptitude Battery
(ASVAB) test scores. Following Guvenen et al. (2018), these scores are used
to measure individual ability in each skill dimension (ai,j). The procedure to con-
vert the different components of the test into ability scores for the four skills is
described in Appendix 2.5.1. ai,j corresponds to the percentile of the distribution
of ability in skill dimension j across individuals in our sample. Panel A in Ta-
ble 2.A5 reports the correlation of workers’ abilities across skill dimensions. The
observed pattern suggests that workers with high abilities in one skill dimension
tend to have high ability in the other three, in line with Guvenen et al. (2018) and
Lise and Postel-Vinay (2016). Appendix 2.5.1 contains further details on the con-
struction of the panel and the methodology used to measure abilities in each skill
dimension.
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O*NET An occupation is defined by Dorn (2009)’s three-digit occupational
classification system. This has the advantage of being consistent over time. Ex-
amples of occupations in our sample are nurses, teachers, lawyers or bartenders.
For each occupation, we compute the skill requirements in each dimension (rct,j)
using O*NET. This is a database that describes occupations in terms of skill and
knowledge requirements.4 The importance score of 32 out of the 277 descrip-
tors provided by O*NET are transformed into skill requirements employing Gu-
venen et al. (2018)’s methodology, as detailed in Appendix 2.5.1.5 rct,j corre-
sponds to the percentile of the skill requirement distribution across all occupations
in O*NET. To check whether the constructed variables characterize occupations
reasonably, Table 2.A4 presents the percentile rank scores for selected occupa-
tions. For instance, economists require the use of the math skill more intensively,
whereas lawyers require a higher the use of the verbal skill and elevator installers
require mostly technical skills. These scores are consistent with the ones pre-
sented by Speer (2017) and Lise and Postel-Vinay (2016). The occupation skill
requirements are merged with the worker-level panel using Dorn (2009)’s three-
digit occupational codes. Panel B in Table 2.A5 presents the correlation between
occupation skill requirements and workers’ ability in each skill dimension. We
observe that while workers tend to select themselves into jobs that fit their skill
bundles best, sorting is far from perfect.

4The O*NET database is the successor to the Dictionary of Occupational Titles, which classi-
fied the types of tasks necessary to work in a particular occupation. The O*NET expands upon this,
by providing quantitative information on several descriptors that are organized into 9 broad cat-
egories: skills, abilities, work activities, work content, experience/education level required, work
values, job interests, knowledge and work styles. The scores for each descriptor are built using
questionnaires that ask workers to rate their own occupation in terms of a subset of the O*NET
descriptors, and a survey of occupation analysts who are asked to rate others descriptors. More
information is available at http://www.onetcenter.org.

5We follow Guvenen et al. (2018) and use 26 descriptors that were considered by the Defense
Manpower Data Center to be most related to the ASVAB component tests and another 6 descrip-
tors related to the social skills. The descriptors used are the following: oral comprehension, writ-
ten comprehension, deductive reasoning, inductive reasoning, information ordering, mathematical
reasoning, number facility, reading comprehension, mathematics skill, science, technology design,
equipment selection installation, operation and control, equipment maintenance, troubleshooting,
repairing, computers and electronics, engineering and technology, building and construction, me-
chanical, mathematics knowledge, physics, chemistry, biology, english language, social percep-
tiveness, coordination persuasion, negotiation instructing, service orientation.
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Business Cycle Conditions The primary indicator of the state of the economy
is the unemployment rate, measured by the monthly, national, civilian unemploy-
ment rate for ages 16+ obtained from the Bureau of Labor Statistics (BLS). This
is a widely accepted proxy of macroeconomic shocks. We also investigate the ro-
bustness of the results to alternatives measures of economic conditions such as the
difference of the unemployment rate from its Hodrick-Prescott filter, the compos-
ite Help-Wanted Index developed by Barnichon (2010), a proxy for the number of
job openings at a given point in time, and the Industrial Production Index.

We summarize the main variables used in the empirical analysis in Table 2.A2.

2.2.3 Empirical Framework

To formally examine the dynamics of mismatch over the business cycle, we focus
on the set of existing matches at time t, and estimate the following regression:

mi,ct = β0 + β1Ut + γ′xi,t + δi + δm + δy + εi,t (2.4)

where mi,ct is the mismatch level of worker i in the occupation held at time t,
xi,t is a set of individual controls, which includes the region of residence, occu-
pation, industry, and a quadratic polynomial in age; Ut is the demeaned aggregate
unemployment rate in month m and year y; δi, δm, and δy are individual, monthly
and yearly fixed effects, respectively; and εi,t is the error term, which includes all
unobserved determinants of mismatch for worker i at time t. Standard errors are
clustered at the individual level to allow for serial correlation.6 We run separate re-
gressions for total (mi,ct), positive (m+

i,ct
) and negative (m−i,ct) mismatch, and also

for mismatch in each skill dimension separately, to examine whether sensitivity to
the business cycle is heterogeneous across skills.

Under the standard exogeneity restrictions, the effect of macroeconomic con-
ditions in month m and year y on the level of mismatch of existing worker-job

6By clustering the standard errors at the individual level, observations may be correlated
within each individual, but must be independent across individuals. However, common shocks
such as the business cycles may induce correlation between individuals at a moment in time. The
results are robust to the inclusion of standard errors clustered at the month-year level and double
clustered at the month-year and individual level instead.
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matches is identified by β1. If β1 > 0, mismatch increases during downturns,
i.e. mismatch is countercyclical, consistent with the sullying effect of recessions.
Otherwise, if β1 < 0, mismatch is procyclical, in line with the cleansing effect of
recessions.

Identification OLS estimation of Equation (2.4) hinges on a sample of individ-
uals that are employed in month m and year y. Thus, we face an endogeneity
problem related to the decision of working. If the distribution of the workers’
skills changes systematically with the business cycle for other reasons not related
to macroeconomic shocks, that could generate a positive (negative) association
between economic conditions and mismatch, which would be mistakenly inter-
preted as mismatch being procyclical (countercyclical). For instance, Solon et al.
(1994) showed that the pool of employed shifts towards high-ability workers in
expansions. To tackle the problem of selection into employment, our empirical
strategy exploits within-individual variation in business cycle conditions across
months the individual is reported to be employed. Under the assumption that the
selection process across individuals is constant over time, the inclusion of individ-
ual fixed effects restores the orthogonality condition violated by the operation of
the selection process. OLS estimates of β1 further control for unobserved factors
that may influence mismatch and are associated with the region of residence, in-
dustry and occupation (at the one-digit level7) as well as for time varying shocks
affecting all individuals and individuals’ age. The later is particularly important
as mismatch decreases non-linearly with age, as shown in Figure 2.A1.

2.2.4 Mismatch Dynamics over the Cycle

Panel A in Table 2.1 presents OLS estimates of Equation (2.4). Column 1 shows a
negative relationship between economic conditions and mismatch, i.e mismatch is
procyclical. This is consistent with the cleansing effect of recessions as suggested

7NLSY79 reports industry codes in the Census 1970 Industry Classification Code before 1994,
in the Census 1980 Industry Classification Code for the year 1994, and in the Census 2000 Industry
Classification Code after 2000. We use Guvenen et al. (2018)’s crosswalk to convert them into
the Census 1970 one-digit industry code, and use these one-digit level codes to create industry
dummies.
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by the Mortensen and Pissarides (1994)’s matching model with endogenous sep-
arations: in downturns bad matches are destroyed and only high quality matches
are created, thus mismatch decreases. Our coefficient of interest (β1) is robust to
the inclusion of (i) time and month fixed effects (column 2), so as to control for
year and monthly shocks affecting all individuals, (ii) region fixed effects (column
3), and (iii) occupation and industry controls (column 4), this alleviates concerns
over the change in the composition of occupations and industry over the cycle.
The latter is our preferred specification. To illustrate the magnitude of the point
estimates, an increase in the unemployment rate from the 50th to the 90th percentile
is associated with a 1.65% decrease in mismatch, on average.

Digging deeper, columns 5 and 6 of Panel A show that mismatch between
workers and jobs diminishes because workers are less under-qualified for the job:
for positive mismatch (column 2), our measure of over-qualification, the estimated
coefficient on the unemployment rate is statistically insignificant, while for nega-
tive mismatch (column 3), that captures under-qualification, the coefficient is neg-
ative and statistically significant. These findings suggest that following a negative
productivity shock, the matches which are at most risk of separation are those be-
tween high-type jobs and low-type workers, and workers in ongoing job-results
are less under-qualified.

Panel A in Figure 2.1 compares the evolution of the aggregate unemployment
rate to a measure of mismatch overlaid on shaded areas indicating NBER reces-
sion periods. The mismatch series represents the average partial residuals:

Mt =
1

N

N∑
i=1

ε̂i,t + β̂1Ut (2.5)

with ε̂i,t and β̂1 being the residuals and the coefficient estimated from Equa-
tion (2.4). Mt captures the relationship between unemployment and mismatch,
keeping all other variables in the model constant. Two important facts can be
drawn from that picture. First, as shown in Table 2.1, mismatch is procyclical.
Second, mismatch decreases as recessions unfold. In particular, a typical reces-
sion encompasses periods in which mismatch is decreasing from its high point to
its low point, while unemployment increases from its low point to its high point.
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Table 2.A6 show estimation results when we use as dependent variable total,
positive and negative mismatch in each skill dimension separately. Interestingly,
we find that the decrease in total and negative mismatch following an increase in
unemployment is driven by the decrease in mismatch along the math and technical
skills. In contrast, for the verbal and social skills, the estimated coefficient on
the unemployment rate is statistically insignificant and substantially smaller. A
potential explanation for the difference in the cyclical behavior of the different
skills may be that math and technical skills are easier to observe by employers,
while verbal and social skills capture more subtle traits.

Heterogeneity by Previous Employment Status The set of existing matches at
time t is composed of worker-job pairs that were created before t and those that
were created at time t. By estimating Equation (2.4), we are implicitly assuming
that macroeconomic shocks affect mismatch of workers in on-going job relation-
ships and new hires equally. However, recessions affect the allocation of workers
to jobs both through job destruction and job creation, and the effect along these
two margins is potentially different. On the one hand, the cleansing hypothesis
suggests that recessions are times of productivity-enhancing reallocation. Bad
matches are destroyed and only good matches are created, meaning that mismatch
decreases both for workers in on-going relationships and new hires. On the other
hand, the sullying hypothesis tell us that recessions distort the reallocation of re-
sources, increasing mismatch both for job stayers and new hires: Barlevy (2002)
argues that workers climb the job ladder more slowly, hence get stuck in poor
matches, while Moscarini (2001) predicts that unemployed job seekers accept less
desirable jobs due to higher competition. Consistent with the latter, the empirical
literature that uses indirect measures of mismatch, such as earnings (Kahn, 2010;
Oreopoulos et al., 2012) or job duration (Bowlus, 1995; Baydur and Mukoyama,
2015), and focus only on the flow of new matches suggests that match quality is
procyclical.

To better understand what is behind the evidence of mismatch procyclicality
shown in Panel A of Table 2.1, it is then important to isolate the mismatch behavior
of new hires from that of workers in on-going job relationships. To do so, we
estimate a version of Equation (2.4) that allows for a separate new hire effect
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for workers coming from non-employment and workers making direct job-to-job
transitions:

mi,ct = β0 + β1Ut + β2EE
′
i,t + β3UEi,t + β4(Ut · EE ′i,t)

+ β5(Ut · UEi,t) + γ′xi,t + δi + δy + δm + εi,t, (2.6)

where UEi,t equals one for workers with an intervening spell of non-employment
at t, meaning that the worker was not working at time t − 18 but reported to be
employed at time t; and EE ′i,t is a dummy for whether the worker i is making
a job-to-job transition at t, which we define to be a situation where the worker
was employed at time t− 1 and t, but with a different employer. Over the period
from 1974 to 2012, individuals in our sample start a new job 13.77 times, on av-
erage. Around 44% of these changes are job-to-job transitions and the remaining
correspond to transitions from non-employment to employment. Appendix 2.5.1
provides further details on how we identify each transition.9

Our coefficients of interest are β1, which measures mismatch cyclicality for
job stayers; β4 and β5 which correspond, respectively, to the differential in mis-
match cyclicality between job stayers and job-to-job transition and between job
stayers and new hires from unemployment. In light of the results in Panel A of
Table 2.1, which suggest that β1 < 0, mismatch of new hires coming from em-
ployment and coming from unemployment is countercyclical if β1 + β4 > 0 and
β1 + β5 > 0, respectively.

Panel B in Table 2.1 provides points estimates of the coefficients of interest.
Three results stand out. First, mismatch is, on average, larger for new hires from
unemployment (across all specifications estimated in columns 1 to 4 we observe
that β3 > β2 > 0). Second, an increase in unemployment is associated with a
decrease in mismatch for job-stayers, but with an increase in mismatch for new
hires from unemployment: β1 remains negative, and the sum β1+β5 is positive and
statistically different from zero, as reported in Panel C. Interestingly, our results

8We define a worker to be in non-employment if she reported to be not working, unemployed
or out of the labor force.

9Transitions from non-employment to employment include recalls, workers that return to their
previous employer after a jobless spell. For robustness, we also consider different measures of
what constitutes a new hire from non-employment.

96



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page 97 — #119

show that for job-to-job transitions mismatch is acyclical, i.e. the sum β1 + β4 is
not statistically different from zero (Panel C, Table 2.1). Third, columns 5 and 6
show that while the decrease in mismatch for job stayers is only driven by negative
mismatch, i.e. as unemployment increases, workers in going-job relationships are
less under-qualified, the increase in mismatch for new hires from unemployment
is supported by an increase in both over- and under-qualification.

Panel B in Figure 2.1 plots aggregate unemployment rate against mismatch
of job stayers and new hires, along with shaded areas that correspond to NBER
recessions. This plot strongly suggests that NBER recession periods coincide with
a decrease in mismatch for workers in ongoing job relationships, as proposed by
the cleansing hypothesis, and an increase in mismatch for new hires, in line with
the sullying effect of recessions. The latter reaches its peak at the end of the
downturn. Interestingly, the recession that followed the 2007-2008 collapse of the
financial markets seems to be different from the previous ones, with mismatch for
job stayers and new hires decreasing during the downturn.

Table 2.A7 reports the results for mismatch in each skill separately. We find
that for workers in ongoing job relationships the decrease in mismatch in down-
turns is mainly due to a decrease in mismatch in the math and technical skill
dimensions, while for new hires from unemployment mismatch increases across
all skills. One potential interpretation for this difference is that for workers in
ongoing job relationships, firms know the worker’s abilities in the skills that are
easily observable, such as math, and therefore fire those workers that are more
mismatch in those dimensions. In contrast, for new hires from unemployment,
nor the firms or the workers have less information about each others characteris-
tics, and therefore, mismatch is higher across all skills.

Overall, our findings suggest that even though, on the aggregate, the cleansing
effect dominates the sullying effect, both are present in the data. In particular,
an increase in the unemployment rate from the 50th to the 90th percentile, is as-
sociated with a 1.86% decrease in mismatch for workers in ongoing job relation-
ships, and a 2.56% increase in mismatch for new hires from unemployment, on
average.10 To sum up, during economic contractions highly mismatched jobs are

10I emphasize that this exercise is only meaningful under the assumption that the estimates
reflect a causal relationship.
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Table 2.1: Mismatch and the Business Cycle

mi,ct m+
i,ct

m−i,ct

(1) (2) (3) (4) (5) (6)
Panel A: No Heterogeneity

(β1) Unemploymentt -0.191∗∗∗ -0.138∗∗∗ -0.139∗∗∗ -0.141∗∗∗ -0.041 -0.099∗∗∗

(0.044) (0.051) (0.051) (0.050) (0.037) (0.035)
Observations 510788 510788 510788 510788 510788 510788
Adjusted R2 0.488 0.490 0.490 0.500 0.771 0.763
Panel B: Heterogeneity

(β1) Unemploymentt -0.206∗∗∗ -0.158∗∗∗ -0.158∗∗∗ -0.159∗∗∗ -0.050 -0.109∗∗∗

(0.044) (0.051) (0.051) (0.050) (0.038) (0.035)

(β2) EE’i,t, 0.244∗ 0.236∗ 0.238∗ 0.245∗ 0.159∗ 0.086
(0.135) (0.135) (0.135) (0.133) (0.096) (0.096)

(β3) UEi,t, 0.669∗∗∗ 0.457∗∗∗ 0.459∗∗∗ 0.412∗∗∗ 0.474∗∗∗ -0.062
(0.142) (0.139) (0.139) (0.135) (0.096) (0.092)

(β4) EE’i,t, × Unemploymentt 0.169∗ 0.147 0.146 0.147 0.072 0.074
(0.094) (0.094) (0.094) (0.093) (0.068) (0.064)

(β5) UEi,t, × Unemploymentt 0.417∗∗∗ 0.411∗∗∗ 0.408∗∗∗ 0.383∗∗∗ 0.168∗∗∗ 0.216∗∗∗

(0.083) (0.086) (0.086) (0.084) (0.061) (0.056)
Panel C: Mismatch Cylicality

(β2 + β4) EE’i,t -0.036 -0.011 -0.012 -0.012 0.022 -0.035
(0.100) (0.101) (0.101) (0.099) (0.075) (0.070)

(β3 + β5) UE’i,t 0.211** 0.253*** 0.249*** 0.224** 0.118* 0.106*
(0.088) (0.092) (0.092) (0.091) (0.067) (0.060)

Observations 510788 510788 510788 510788 510788 510788
Adjusted R2 0.488 0.490 0.490 0.500 0.771 0.763

Notes: The table reports coefficients from an OLS regression with robust standard errors clustered
at the individual level reported in parentheses. Panel A and B report, respectively, estimation re-
sults of Equation (2.4) and (2.6). Panel C reports statistics for β1 + β4 and β1 + β5 in Equation
(2.6). All columns include a quadratic polynomial in age and individuals fixed effects. The sam-
ple includes all worker-job matches between 1979 and 2012. ***, ** and * represent statistical
significance at 1%, 5% and 10% levels, respectively.

destroyed but also created.

Heterogeneity along the Mismatch Distribution Our results so far show that
the relationship between aggregate unemployment and average mismatch is neg-
ative for job stayers but positive for new hires from unemployment. However,
the magnitude of this correlation may be different at the different locations of the
mismatch distribution. Naturally, one could expect worker-job relationships char-
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Figure 2.1: Aggregate Mismatch and Unemployment

A. Mismatch

B. Heterogeneity by Employment Status

Notes: Data are shown in standard deviations. Unemployment is the aggregate civilian unemploy-
ment rate at a monthly frequency. In Panel A, Mismatch displays the average partial residuals,
Mt = 1

N

∑N
i=1 ε̂i,ct + β̂1Ut, estimated from Equation (2.4). In Panel B the blue line corresponds

to mismatch of job stayers and the red line to mismatch for new hires. Shaded areas correspond to
NBER recessions. Source: NLSY79, BLS, NBER and authors’ calculations.
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acterized by high levels of mismatch to be more at risk of separation in bad times
when compared to perfectly matched workers. To understand how the relationship
between mismatch and economic conditions changes along the distribution of mis-
match, we measure the correlation between the unemployment rate and mismatch
at different quantiles of the mismatch distribution conditional on the explanatory
variables.

Qθ(mi,ct |Ut, EE ′i,t, UEi,t, xi,t) = βθ0 + βθ1Ut + βθ2EE
′
i,t + βθ3UEi,t

+ βθ4(Ut · EE ′i,t) + βθ5(Ut · UEi,t) + δθ
′
xi,t (2.7)

where θ ∈ (0, 1) and xi,t is a quadratic polynomial in age.11 Figure 2.2 plots
the OLS estimates of the conditional mean effect (dashed lines), and the quantile
regression estimates for θ ranging from the 10th to the 95th quantile (solid lines).
The shaded gray areas depict a 95% pointwise confidence band for the quantile
regression estimates. We can observe that for job stayers (these correspond to
the blue lines in the graph) an increase in unemployment is associated with lower
mismatch, nonetheless, the quantile estimations show that this correlation is much
weaker in the lower quantiles of the mismatch distribution and considerably larger
in the upper tail of this distribution. In particular, for workers at the 95th quantile,
the correlation between unemployment and mismatch is negative and 2.4 times
larger than the OLS estimate; whereas for the lowest mismatched workers, those
located at the 10th quantile, this correlation is not statistically different from zero.
The same happens for new hires from unemployment. Given this, we can con-
clude that business cycle conditions affect mainly the upper tail of the mismatch
distribution, i.e. those workers that are poorly matched.

2.2.5 Robustness Checks

This section provides evidence showing our results are robust across different
specifications. First, Figures 2.A2 and 2.A3 show that our results hold across dif-
ferent industries and occupations at the one digit level. This suggests that the doc-

11Because the OLS estimate of β1 has a small variation when we exclusion individual, industry
and occupation fixed effects, for the purpose of the quantile regression analysis we do not include
them.
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Figure 2.2: Quantile and OLS Estimates

Notes: The dashed lines display point estimates based on OLS estimation of Equation (2.6), the
solid lines correspond to the quantile regression estimates based on Equation (2.7) for θ ranging
from the 10th to the 95th quantile. Shaded areas correspond to the latter 95% confidence intervals.

umented facts are not driven by any industry or occupation in particular. Next, we
explore the sensitivity of our results to (i) different definitions of new hires from
non-employment to address concerns regarding short jobless spells, (ii) changes
in the composition of occupations over the cycle, (iii) expanding the set of con-
trols, (iv) using alternative measures of economic conditions, (v) a reduced sample
to include only males and the years before the Great Recession, and finally (vi)

using different methods to compute the mismatch index.

Redefining new hires from non-employment In the baseline case presented in
Table 2.1, we used the broadest definition of new hires from non-employment:
independent of how long the unemployment spell was, all workers who did not
reported a job at time t− 1 (i.e reported to be not working, unemployed or out of
the labor force) and are working at time t were considered to be new hires from
unemployment. This definition includes recalls — workers that return to their
previous employer after a jobless spell — as new hires from non-employment.12

The concern with using a broad definition that does not take into account unem-

12Using data from the Survey of Income and Program Participation, ? document that in the US
over 40% of the employed workers who separate into unemployment return, after the jobless spell,
to their last employer.
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ployment duration is that new hires from unemployment with short jobless spells
may be in fact be job-changers taking a short break between jobs. To address
this issue, we recode workers with jobless spells equal or smaller than 1, 2 and 3
months as workers making job-to-job transitions instead of transitions from non-
employment to employment. Under these new definitions, recalls, i.e. those
workers that return to their previous employer within 1, 2 and 3 months, are rede-
fined as job stayers. We can observe in Table 2.A8 that our results are robust to
these different definitions.

Job skill requirements over the cycle We observe that in recessions mismatch
increases for new hires. This pattern could be driven by worst labor market con-
ditions (Moscarini, 2001), but also by a systematic change in the skill supply and
demand distribution over the business cycle. If there is a substantial difference
between the skills that are needed and those that are supplied by unemployed
job seekers, then the labor market can only clear under considerable mismatch,
even in the absence of search frictions (Lindenlaub, 2017). By exploiting within-
individual variation, we keep the skill supply distribution fixed. In addition, by
controlling for one-digit level occupations, we mitigate concerns over the change
in the skills demanded over the cycle. In addition to this, I now estimate a version
of Equations (2.4) and (2.6) with occupation-year fixed effects, so as to control
for shocks affecting an occupation in a given year. Table 2.A9 shows our results
remain unchanged. Thus, we can conclude that the increase in mismatch is not
driven by an increase in the difference between the skills demanded and the skills
supplied.

Additional controls We investigate whether the results are robust to introducing
additional controls. In particular, we introduce in Equations (2.4) and (2.6) (i)

lagged unemployment rate, Ut−1, (ii) wages, measured using the log real hourly
earnings, and (iii) a quadratic polynomial of labor market experience instead of
age. Table 2.A10 shows that expanding the set of controls with the unemployment
rate in the previous month as well as with wages and labor market experience has
a small effect on the estimates.
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Alternative measures of the state of the economy We replicate the estima-
tion of Equations (2.4) and (2.6) using three different measures of business cycle
conditions at the national level. First, we use the composite Help-Wanted Index
developed by Barnichon (2010). This measure of vacancy posting captures the
behavior of total — print and online — help-wanted advertising, thus is an impor-
tant alternative indicator of labor market conditions. Second, we use the Industrial
Production Index published by the Federal Reserve Board. This economic indica-
tor measures real output for manufacturing, mining, and electric, and gas utilities
at a monthly frequency. Finally, we replace demeaned unemployment by its de-
viations from the Hodrick-Prescott (HP) filtered unemployment rate. As shown
in Panel A of Table 2.A11, an increase in vacancy postings, i.e. an improvement
in economic conditions, is associated with (i) an increase in mismatch between
worker’s abilities and job skill requirements (column 1), and (ii) an increase in
under-qualifications (columns 5). We also find important heterogeneity along pre-
vious employment status: for job stayers, mismatch increases when the number of
vacancies increases; but for new hires from unemployment, mismatch decreases;
and for new hires from employment, mismatch is acyclical (column 2). We ob-
serve the same pattern when using the Industrial Production Index, as shown in
Panel B of Table 2.A11. Finally, Panel C shows that our estimates remain barely
unchanged when we use deviations of unemployment from the HP filtered un-
employment rate. Thus, we conclude that the main results are robust to using
alternative state variables.

Great Recession The sample used in the empirical analysis covers the period
between 1979 and 2012, which includes the period of the Great Recession. Ac-
cording to the National Bureau of Economic Research, the Great Recession began
in December 2007 and ended in June 2009. To assess the extent to which our re-
sults are driven by this particular period, we re-estimate Equation (2.4) and (2.6)
restricting the sample to the years before this period, 1979-2006. We can observe
in Table 2.A12 that the sign and significant of the estimated coefficients are the
same as the ones reported in Table 2.1 and that their magnitude is relatively un-
changed. Hence, the documented pattern hold if we exclude the Great Recession.
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Only males The OLS estimates shown in Table 2.1 hinge on a sub-sample of
males and females from the cross-sectional sample of the NLSY79. However,
most of the studies on match quality and wage cyclicality restrict the sample to
males. First, because it is a more homogeneous group. Second, because of the
sharp transitional dynamics of female participation in the past decades. To check
that our results are not driven by the sample of females, Table 2.A13 provides
OLS estimates of Equations (2.4) and (2.6) using a sample restricted to males,
and shows that our key findings remain unchanged.

Alternative mismatch measures In the empirical analysis, we measured mis-
match as an unweighted average of the mismatch along 4 skill dimensions (math,
verbal, social and technical) and that uses factor analysis to identify the set of
underlying factors used to compute the skill scores, as in Guvenen et al. (2018).
Table 2.A14 shows that our findings are robust to four different versions the mis-
match index. First, Panel A uses a mismatch index taking into account only 3
skill dimensions (math, verbal and social) as in Guvenen et al. (2018). Second,
estimates in Panel B rely on a mismatch index that is a weighted average of the
mismatch along 3 skills, in which I use the same weights as in Guvenen et al.
(2018): (verbal, math,social) = (0.43, 0.43, 0.12). Third, we use a mismatch index
that follows Speer (2017)’s methodology in the computation of the worker’s abili-
ties and the job skill requirements.13. Finally, we also measure mismatch in terms
of mean squared deviation between worker’s abilities and job skill requirements:

mi,ct ≡
(∑J

j=1 (ai,j − rct,j)
2/J
)0.5

.

All in all, we provide robust evidence that during recessions mismatch decreases
for job stayers consistent with the cleansing hypothesis, but it increases for new

13Speer (2017)’s methodology differs in two dimensions. First, instead of collapsing the several
categories into 3 skill dimensions using PCA, he computes the score of each skill as the mean
score across the different components of the test. Given this, the math score is the mean of the
mathematics knowledge and arithmetic reasoning tests, verbal the mean of word knowledge and
paragraph comprehension and the technical score is the mean of general science and electronics
information. Second, while Guvenen et al. (2018) run PCA on the whole set of O*NET descriptors,
and do not rely on an priori judgment of which descriptors are measures of skills, Speer (2017)
chooses a subset of O*NET descriptors for each skill, and takes the mean as the score for the job
skill requirement in each skill dimension.

104



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page 105 — #127

hires from unemployment in line with the sullying effect. So, business cycles af-
fect the allocation of workers to jobs both through job destruction and job creation:
when the economy contracts, highly mismatched jobs are destroyed but also cre-
ated. Furthermore, while job stayers become less under-qualified, new hires from
unemployment become both more under- and over-qualified during downturns.

2.2.6 Revisiting Job Tenure Cyclicality

Because match quality is hard to observe, it has been traditionally been proxied
by employment duration. This approach has its roots in Jovanovic (1979)’s inter-
pretation of a match as an experience good: in a context of imperfect information,
the productivity of the match only becomes known as the match is experienced,
hence a match that lasts longer signals better quality. In light of this, the pioneer-
ing work by Bowlus (1995) finds that jobs that start in recessions have a shorter
duration, which shes interpret as evidence that match quality is procyclical. In
line with these findings, we find that, for new hires from unemployment, and in-
crease in aggregate unemployment is associated with higher mismatch. Having
an alternative proxy for match quality, a natural question then is whether the rela-
tionship between job duration and business cycle conditions at the start of the job
still holds when we control for the mismatch index.

Empirical Framework To address this issue, we estimate a discrete propor-
tional hazard model using the complementary log model,

hi(τ) = α0 + α1 U0 + α2 Uτ + α3 mi,c0 + δ xi,τ + h0(τ) + εi,τ , (2.8)

where hi(τ) be the probability that individual i’s job ends at date τ given that
it lasted until τ , h0(τ) is the baseline hazard, which is parameterized as ln(τ),
U0 is the unemployment rate at the start of the job relationship, Uτ is the current
unemployment rate, mi,c0 is the mismatch level on the current job, and xi,τ is a set
of controls that includes the following variables: a quadratic polynomial in age,
current wage, education, race, gender, one-digit level occupation and one-digit
level industry.
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Results Table 2.2 gives the parameter estimates. As a preliminary step, we repli-
cate Bowlus (1995)’s proportional hazard model specification. Column 1 shows
that, by using the same sample but relying on a larger period (Bowlus (1995) sam-
ple runs from 1979 to 1988), we recover coefficient estimates that are similar to
hers: the initial unemployment rate is positively associated with the likelihood of
separation, while the current unemployment has a non-linear relationship with the
likelihood of separation.

Columns 2 to 5 present the results from estimating the proportional hazard
model specified in Equation (2.8). Column 3 shows that the observed pattern re-
mains unchanged once we control for mismatch. This means that when comparing
two jobs with a similar level of mismatch between the abilities of the worker and
the job skill requirements, the one that started during times with higher unem-
ployment is more likely to end, however the one that is currently active in times of
higher unemployment it is less likely to end. Further, as expected, the estimated
coefficients show that mismatch increases the likelihood of separation. This result
implies that the better is the alignment between workers’ skills and job require-
ments, the less likely is the match to end. Following Jovanovic (1979), this result
suggests that better matches are the ones where skill mismatch is smaller.

Heterogeneity by Ut In Section 2.2.4, we presented robust evidence that in re-
cessions mismatch decreases for workers in ongoing job relationships, meaning
highly mismatched job are destroyed. Given this, the relationship between mis-
match and the hazard rate of separation should be increasing in the level of current
unemployment. Column 4 reports the estimates a version of Equation 2.8 that
includes an interaction of mi,c0 with Uτ . Figure 3.A2 plots the marginal effect
of mismatch for different levels of the current unemployment rate. Our results
shows that a higher mismatch level is associated with an increase in the likeli-
hood of separation, with this relationship being stronger as the level of current
unemployment increases. The observed pattern is in line with the cleansing effect

of recessions: as the unemployment rate increases, mismatch decreases through
the destruction of worker-occupation matches that are more mismatched. Under
this specification, the role of initial unemployment remains unchanged, i.e. jobs
started in downturns are more likely to end, keeping all else constant. This pattern
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Table 2.2: Job Tenure Cyclicality

Dependent Variable: Hazard rate of Separation
(1) (2) (3) (4) (5)

Unemploymentτ0 0.0218∗∗∗ 0.0236∗∗∗ 0.0234∗∗∗ 0.0228∗∗∗ 0.0222∗∗∗

(0.0062) (0.0062) (0.0063) (0.0063) (0.0063)
Unemploymentτ -0.5820∗∗∗ -0.0666∗∗∗ -0.0659∗∗∗ -0.0951∗∗∗ -0.0958∗∗∗

(0.0271) (0.0058) (0.0059) (0.0099) (0.0098)
Unemploymentτ squared 0.0356∗∗∗

(0.0018)
Mismatchi, c0 0.0039∗∗∗ -0.0030 -0.0030∗

(0.0005) (0.0018) (0.0018)
Unemploymentτ ×Mismatchi, c0 0.0010∗∗∗ 0.0010∗∗∗

(0.0003) (0.0003)
UEi,τ0 0.1139∗∗∗

(0.0143)
Observations 595395 596372 592792 592792 592792

Notes: The table reports coefficients from the proportional hazard model specified in Equa-
tion (2.8), except column 1 that replicates Bowlus (1995)’s specification, with robust standard
errors clustered at the individual level reported in parentheses. The dependent variable is the prob-
ability that the worker-job pair ends in τ given that it lasted until τ . Unemploymentτ0 corresponds
to the aggregate unemployment rate when the match was created, and Unemploymentτ measures
current aggregate unemployment rate. UE is a dummy variable that equals one if the worker was
hired out of unemployment. All columns include the following controls: quadratic polynomial in
age, current wage, education, race, gender, one-digit industry, one-digit occupation. The sample
includes all worker-job matches between 1980 and 2012. * ***, ** and * represent statistical
significance at 1%, 5% and 10% levels, respectively.

could however be capturing compositional bias arising from the difference in the
types of new hires (from employment or from unemployment). For instance, it is
known that in times of low unemployment, there are more job-to-job transitions,
and these matches potentially last longer.

Column 5 in Table 2.2 further controls for whether the worker-job match was
originated from a hire from unemployment or a worker making a job-to-job transi-
tion. While previous results remain unchanged, interestingly the estimated coeffi-
cient on the dummy variable is negative and statistically significant meaning that,
keeping all else constant including mismatch, new hires from unemployment have
lower job duration as compared to matches that arise from job-to-job transitions:
a worker that was hired out of unemployment is 11% more likely to separate.
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Figure 2.3: Marginal Effect of mi,c0 on the Hazard Rate of Separation

Notes: The graph plots the marginal effect of mi,ct on the hazard of separation for different
levels of current unemployment Uτ computed using estimated parameters reported in column 4 of
Table 2.2 The shaded area corresponds to 95% confidence interval.

2.2.7 Mechanisms

The previous sections presented a set of new empirical facts about the cyclical
behavior of worker-occupation mismatch and its implications for job tenure:

Fact 1 Mismatch is procyclical for workers in ongoing job relationships, acycli-
cal for workers making job-to-job transitions, and countercyclical for new hires
from unemployment.

Fact 2 For job stayers, the decrease in mismatch during recessions is driven by
negative mismatch, while for new hires from unemployment both positive and
negative mismatch support the increase in mismatch as the unemployment rate
increases.

Fact 3 Conditional on mismatch, a match that starts in a recession is more likely
to end.

Fact 4 Mismatch increases probability of separation into unemployment, and
this effect is increasing in the level of current unemployment.
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Overall, our findings are difficult to explain simultaneously by current theories.
According to the matching model with endogenous separations in Mortensen and
Pissarides (1994), recessions cleanse the labor market of low quality matches.
The idea behind this framework is that following a negative productivity shock
reservation match quality increases; low quality matches are destroyed while only
high quality matches are formed, decreasing average mismatch. Given this, while
Mortensen and Pissarides (1994)’s framework can explain the negative associ-
ation between mismatch of workers in ongoing job relationships and aggregate
unemployment, it cannot account for the increase in mismatch for new hires from
unemployment, as it predicts lower mismatch also for newly created matches in
downturns.

Where is the sullying force coming from? In Moscarini (2001)’s version of
the Roy model with search and matching frictions, as unemployment rises, work-
ers pay less attention on locating the specific occupations which are best suited
to their skills and focus more on remaining employed. As a consequence, there
are fewer unemployed workers who direct their search to the sector that provides
them the highest value in the market, and more unemployed workers who ac-
cept any job that comes along, i.e in downturns unemployed workers sort more
randomly. This increases the potential for workers to be more under-qualified,
increasing mismatch in recessions for new hires. At the same time, more recently,
Lise and Robin (2017) provide evidence that in recessions there is an increase
in positive mismatch for new hires from unemployment driven by an increase in
hiring from medium and high type firms of medium and high type unemployed
workers. Nonetheless, we find that for new hires from unemployment the increase
in mismatch during recessions is driven by an in increase in both over- and under-
qualification (Fact 2).

Another surprising result is Fact 3. According to the notion of match quality
as an experience good, first suggested by Jovanovic (1979), once we control for
mismatch, there should be no relationship between business cycle conditions at
the start of the job and job tenure.

What mechanism can reconcile (i) the opposite behavior of mismatch for new
hires from unemployment and job stayers, and (ii) the variation in job duration
for different initial economic conditions, conditional on mismatch? In the next
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section, we provide a theoretical framework that yields a natural role to cyclical
information frictions. As in Jovanovic (1979), workers and firms learn about mis-
match while the match is active. The key feature is that in recessions negative
productivity shocks destroy (perceived) highly mismatched worker-job pairs, but
at the same time an increase in uncertainty creates undetected highly mismatched
worker-job pairs. As a source of countercyclical uncertainty, we explore the role
of occupational switching. Upon switching occupation, workers start learning
about skills not previously used, hence uncertainty at the start of a match is higher.
A larger fraction of larger fraction of unemployed job seekers switching occupa-
tions during recessions creates an increase in mismatch due to the fact that it is
hard to estimate whether the worker is going to be a good match or not. This
novel mechanism is supported by four empirical regularities. First, occupational
switching for new hires is countercyclical. Second, keeping all else constant, the
separation hazard is higher for new hires from unemployment that switched oc-
cupation upon reemployment. Third, mismatch dispersion increases in recession.
Lastly, in recessions the correlation between skill requirements and workers’ abil-
ities decreases for new matches, and this is true for all skills.

Using the sample of the previous sections, we first estimate a linear probabil-
ity model for the event that a worker hired at time t is observed to be working in
a different occupation from the one in the previous job. Occupational mobility is
defined as a movement across three-digit occupations codes from the time consis-
tent occupation system developed by Dorn (2009).14 The set of controls include a
quadratic polynomial in age, one-digit level occupation and industry, individual,
year and month fixed effects. Robust standard errors are provided, clustered at the
individual level to allow for serial correlation. Results in Table 2.3 show statisti-
cally significant evidence for countercyclical occupation switching conditional on
being a new hire. This result is in line with Kambourov and Manovskii (2008) and
Huckfeldt (2016). The former uses the Panel Study of Income Dynamics (PSID)
over the period from 1968 to 1997, and, using all types of work flows, finds that
occupational mobility is countercyclical for young and old workers. The latter

14The NLSY79 reports the three-digit Census occupation code. Because this classification
system changed over time, we converted all the occupational codes across the years into the
occ1990dd occupation system developed by Dorn (2009) that is time-consistent.
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uses the Displaced Worker Supplement from the Current Population Survey (CPS)
and finds evidence for countercyclical movements of displaced workers across oc-
cupations. In contrast, Moscarini and Thomsson (2007) and Carrillo-Tudela and
Visschers (2014) use, respectively, the CPS and the SIPP, and provide suggestive
evidence that occupational mobility is larger in expansions. Note, however, that
Carrillo-Tudela and Visschers (2014) do not consider issues of statistical infer-
ence. Further, Moscarini and Thomsson (2007) only consider switches among
workers who were employed two months in a row, while Carrillo-Tudela and
Visschers (2014)’s analysis considers only unemployed job seekers upon reem-
ployment and focus on mobility across broad occupational categories (one-digit
level).

Next, we show that new hires from unemployment that switch occupations
have lower job durations. We consider the separation hazard model in Equa-
tion (2.8), including (i) a dummy for occupational switcher, and (ii) an indica-
tor for transitions from unemployment to employment and occupational switcher.
Column 3 in Table 2.3 shows that, conditional on mismatch, the separation hazard
is around 9% higher for new hires from unemployment with a different occupation
than the held in the previous job. This can be reconciled with a model of learning
about skill mismatch between a worker and a job: when workers switch occu-
pation, both the firm and the worker are more uncertain about how the worker’s
skills fit the requirements in the new occupation, in turn higher uncertainty trans-
lates into a higher probability of breaking the match.

Finally, Figure 2.4 plots the standard deviation of residuals estimated from a
version of Equation (2.4) that does not include the regressor corresponding to the
state of the economy. This plots strongly suggest that mismatch is more dispersed
when the unemployment rate is high. Figure 2.5 pictures the correlation between
worker’s abilities and job skill requirements for new hires against the aggregate
unemployment rate. This plot shows that as the unemployment rate increases,
worker’s tend to sort into jobs where their skill bundle is less fitted.
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Figure 2.4: Mismatch Dispersion and Unemployment

Notes: This graph plots the aggregate unemployment rate against the dispersion in estimated resid-
uals from a version Equation (2.4) without controlling for the state of the economy. Source:
NLSY79, BLS and author’s calculations.

Figure 2.5: Correlation between abilties and skill requirements and Unemploy-
ment

Notes: This graph plots the correlation between worker’s abilities and job skill requirements for
new hires along four skill dimensions against aggregate unemployment rate. Source: NLSY79,
BLS and author’s calculations.
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Table 2.3: Occupational Switching, Hazard Rate and the Business Cycle

Occupational Switch Hazard Rate

(1) (2) (3)
Unemploymentt 0.024∗∗ 0.028∗∗ Unemploymentτ0 0.0193∗∗∗

(0.011) (0.012) (0.0064)
Prev. Mismatch 0.002∗∗∗ 0.002∗∗∗ Unemploymentτ -0.0945∗∗∗

(0.000) (0.000) (0.0102)
UEi,t× Unemploymentt -0.005 UEi,τ0 0.05404∗∗

(0.006) (0.0252)
UEi,τ × Switcheri,τ0 0.0989∗∗∗

(0.0306)
Observations 19229 19229 574862
Ajusted R2 0.161 0.161 -

Notes: The table reports coefficients with robust standard errors clustered at the individual level
reported in parentheses. In columns 1 and 2, the dependent variable is the probability of occu-
pational switching. Both columns include a quadratic polynomial in age, and the following fixed
effects: individual, month, year, region, one-digit industry and one-digit occupation. Prev. Mis-
match corresponds to mismatch in the previous job. UEi,τ0 is a dummy for whether individual
i is a new hire from unemployment. In column 3, the dependent variable is the probability that
the worker-job pair ends given that it lasted until τ . It includes the following controls: quadratic
polynomial in age, current wage, education, race, gender, one-digit industry, one-digit occupation.
Switcheri,τ0 is a dummy for whether individual i switched occupation at the start of the match in
τ0. The sample includes all new hires between 1980 and 2012. ***, ** and * represent statistical
significance at 1%, 5% and 10% levels, respectively.

2.3 A Model of Mismatch Cycles

In this section we develop an inaction model with learning that builds on Jo-
vanovic (1979) and Baley and Blanco (2018). The key new element is that in
recessions, lower aggregate productivity is also accompanied by higher uncer-
tainty; in turn, higher average uncertainty arises by a higher fraction of worker
that switches occupations and thus needs to learn about a new skill. Within this
framework, learning experiences about the match will depend on the business
cycle conditions, on average. When a match starts in an unfamiliar occupation
(more likely in a recession), worker and firms are initially more uncertainty about
their mismatch. As the pair observes signals about mismatch, their uncertainty
decreases and they produce more precise estimates.
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2.3.1 Environment

Time is continuous and the future is discounted by all agents at a rate ρ. There is a
continuum of risk-neutral workers and potential firms. There is a large number of
occupations, indexed by k ∈ {1, 2, ..., K}. Workers are ex-ante heterogeneous in
their abilities in each skill dimensions. An occupation is defined by the single skill
it uses for production, implying an equal number of occupations and skills. A job
in career k is a single firm-worker pair. Firms within an occupation differ on how
intensively they use skill k. The productivity of a worker-job pair is determined
by the skills of the worker and the skill intensity of the job.

Workers Each worker i ∈ [0, 1] is endowed with different abilities in each skill
dimension. Denote a as the time-invariant vector that characterizes individual i’s
abilities at different skills. a= [a1, ..., aK ] is drawn from a Log-normal distribu-
tion with mean āKx1 and variance Sa = IKxK · σ2

a. These skills are not directly
observable to either the worker or the employer, but the distribution of the initial
skills is public information.

Production Within a occupation k, there is unit mass of firms. A firm j within
occupation k is characterized by a match-specific requirement rkj which is drawn
(and publicly observed) from some distribution G(r). Each firm consists of only
one job that can be either vacant or filled. Production is subject to an aggregate
shock z that uniformly affects output at all occupations, and is reduced by mis-
match. Mismatch between firm j in occupation k and worker i ability in skill
dimension k is defined as

mijk = rkj − aki . (2.9)

The per-period output of a worker-firm pair is

dyij,t = (zt − φm2
ijk)dt.

The firm-worker only observes the aggregate productivity shock zt, but the value
of the match-specific productivitymijk is unobserved because aki is not know. The
worker-firm pair infers the value of mijk by solving a filtering problem, described
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in Section 2.3.2.

Labor market and Matching While unemployed, workers receive flow unem-
ployment benefits (or value of home production) equal to bdt and search for jobs
randomly across the K occupations. A key assumption is that firms in different
occupations do not congest each other in the matching process. Each occupation
labor market has the DMP structure. Firms within an occupation meet all un-
employed workers through a standard matching function M(u, v) which converts
unemployed workers u and vacancies v into matches. Denote the job finding prob-
ability with p(θ) and the vacancy filling rate with q(θ) = θp(θ) where θ = v/u is
labor market tightness. We assume that all labor markets have the same matching
technology. Firms pay a flow cost cdt to keep a vacancy open. Free entry of firms
at each occupation determines endogenously the number of entrants. Search is
costless and unemployed workers search in all labor markets at the same time.
This means that one can think of unemployed workers as sending an application
for a job in each occupation. This setting is similar to Carrillo-Tudela and Viss-
chers (2014) where workers randomly search across different occupations. For
simplicity, we consider that when a firm hires a worker out of unemployment, it
offers a wage w to make the worker indifferent between taking the offer and stay-
ing unemployed, i.e. we set the bargaining power of the worker to zero. Given
this wage-protocol, the value of unemployment does not depend on the vacancy
distribution and the match surplus only depends on time through zt, as show in
Appendix 2.5.215

A worker-firm match can end with an exogenous (and constant) probability
δdt, but can also end if the worker and the firm decide to do so, as we describe
below. As in Borovickova (2016), in case of an endogenous separation, the firm
pays a cost κ to end the relationship (severance pay, or other type of costs). We
model this cost as a fee that the firm pays to the government every time a match
breaks. This means that only created matches are potentially subject to the pay-
ment of κ. Hence, if a firm contacts a worker but decide not to form a match,

15Even though this may strike as a strong assumption, this wage-setting for firms hiring workers
out of unemployment holds in a model with on-the-job search and wages determined by sequential
auctions as in Postel-Vinay and Robin (2002).
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firms do not incur in a cost. Once the match is broken, workers go back to unem-
ployment and firms decide whether to post a vacancies or not. Importantly, if the
firm finds a new worker, it redraws its requirement level r from its unconditional
distribution; in this way, the separation value is fully pinned down by free entry
and there is no need to keep track of (πt,Γt) for the purpose of computing value
of filled positions.

Reallocation Upon separation, unemployed workers switch occupation with
probability πt and search for jobs in a different occupation than the one they pre-
viously held. Because abilities are not correlated across occupations, working at
an occupation k does not reveal the worker’s aptitude at other occupations that
utilize different skills. Also, for simplicity we assume no recall of abilities once
the worker has left his occupation as in Carrillo-Tudela and Visschers (2014).
Thus, whenever an unemployed worker is reallocated to another occupation, upon
matching the firm and the worker set their beliefs about the worker’s abilities equal
to the unconditional prior (ā, Sa). With probability 1 − πt, a worker retains his
current career path, and when matched to a firm in an identical occupation as his
previous employer, the new match is initialized at their current beliefs about the
worker’s abilities (â,Σ).

Aggregate state The aggregate state in this economy consists of a triple Ωt ≡
(zt, πt,Γt), where Γ is the distribution over (a, â,Σ) for filled vacancies, and
over (a, â,Σ) among unemployed workers. Aggregate productivity zt and the
switching probability πt may take two different values: zt ∈ {zL, zH} and
πt ∈ {πL, πH}. In line with the empirical evidence presented in Section 2.2.7,
we assume that πt and zt are negatively correlated so that we have two aggregate
states (zL, πH) and (zH , πL). The switches between (zL, πH) and (zH , πL) are
Poisson, with arrival rate λL and λH per unit of time, respectively. Finally, we
normalize z1 ≤ z2 and assume π1 ≥ π2.
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2.3.2 Information and Learning

Signals Following Jovanovic (1979), Moscarini (2005) and Borovickova
(2016), among others, firms and workers do not observe match-specific mismatch
mijk (or aki ) directly. However, in contrast with the existing literature, where
firms and workers observe output flow, we assume that agents do not observe flow
output dyij,t directly but receive continuous noisy observations about mismatch,
denoted by st, which evolve according to

dst = m dt+ σsdWt (2.10)

where the signal noise Wt follows a Wiener process. Nonetheless, this setup is
isomorphic (up to a constant shift in z of −ψσ2

s ) to a case in which flow output
is observed by agents but contains transitory shocks to mismatch which generate
noise around its true value.

Information Set The information set at time t is given by the σ-algebra gener-
ated by the history of signals s and aggregate productivities z:

It = σ{sr, zr; r < t} (2.11)

Filtering Firms and workers estimate mismatch in a Bayesian way by optimally
weighing new information from signals in Equation (2.10) against old information
from prior estimates. This is a passive learning technology in the sense that firms
process the information that is available to them, but they cannot take any action
to change the quality of the signals. Let µt ≡ E[m|It] be the best estimate (in a
mean-squared error sense) of the mismatch and let Σt ≡ E[(mt − µt)2|It] be its
variance. We call Σt mismatch uncertainty. Proposition 2.1 establishes the laws
of motion for mismatch estimates and uncertainty.

Proposition 2.1 Let the signal evolve according to (2.10), and consider the in-

formation set in (2.11). Then the posterior distribution of mismatch is Gaussian
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mt|It ∼ N (µt,Σt) where the first two moments evolve as follows:

dµt =
Σt

σs
dŴt (2.12)

dΣt = −
(

Σt

σs

)2

dt (2.13)

The filtered process (news) is a Brownian motion under the information set of the

pair It:
dŴt =

1

σs
(mt − µt) dt+ dWt (2.14)

According to the Proposition 2.1, the mismatch estimate µt follows a Brownian
motion. Mismatch uncertainty Σt decreases with tenure as mismatch is revealed
through the observation of the signal st. Due to Bayesian updating, when uncer-
tainty is high, estimates optimally put more weight on signals instead of the prior.
Learning is faster, but it also brings more white noise into the estimation. As such,
estimates become more volatile with high uncertainty.

2.3.3 Equilibrium Separation Policy

With the filtering problem at hand, we now derive the optimal match break up
decision. The wage-setting rule implies that the separation decision depends only
on the match surplus and not the wage itself. We can therefore focus on the value
function for the match surplus.

Proposition 2.2 (Separation problem) Let J(µ,Σ, z) be the surplus of a match.

Also let κ be the cost of ending a relationship. Then the optimal separation time

τ solves the following problem

J(ā, Sa, z0) = max
τ

E
[∫ τ

0

e−(ρ+δ)t
(
zt − ψ(µ2

t + Σt)− b
)
dt− e−(ρ+δ)τκ

]
subject to the filtering Equations in (2.12) and (2.13) and aggregate productivity
zt.

Inaction Region The solution to the separation problem is characterized by
an inaction region R such that the optimal time to break the match is given
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by the first time that the state falls outside such a region. The inaction re-
gion is three-dimensional because the worker-firm pair has three states: µt, Σt

and zt. Let µ̄(Σ, z) denote the inaction region’s border as a function of uncer-
tainty and the aggregate productivity. The inaction region is described by the set
Rt = {(µ,Σ, z) : |µ| < µ(Σ, z)}. Its symmetry around zero is inherited from the
specification of the stochastic process and the quadratic payoffs. A match between
a worker and a firm breaks if (µt,Σ, z) /∈ Rt, otherwise it continues. Note that,
as in Baley and Blanco (2018), the inaction region refers to mismatch estimates
and not the true mismatch. As a result, there are relationships that are destroyed
because they are perceived to be highly mismatched, when the true mismatch is
actually low. This feature is key to account for evidence showing that, conditional
on mismatch, younger relationships and relationships starting in bad times are
more likely to break.

This inaction problem is non-standard because it is three-dimensional. Fol-
lowing Baley and Blanco (2018), in order to provide sufficient conditions of op-
timality, we impose the Hamilton-Jacobi-Bellman equation, the value matching
condition, and the standard smooth pasting condition for the three states (µ,Σ, z).
Proposition 2.3 formalizes this.

Proposition 2.3 (HJB Equation, Value Matching and Smooth Pasting) τ is the

optimal separation time if:

1. Inside the inaction region, it satisfies the solves the Hamilton-Jacobi-

Bellman (HJB) for (µt,Σ, z) ∈ R

(ρ+ δ)J(µ,Σ, zi) = zi − ψ(µ2 + Σ)− b+

(
Σ

σs

)2(
Jµµ
2
− JΣ

)
− δκ

+ λj
[
J(µ,Σ, zj)− J(µ,Σ, zi)

]
(2.15)

where µ = rk − â is the mismatch estimate, b is the flow of unemployment

benefits, δ is the intensity of exogenous separation, and z − ψ(µ2 + Σ) is

the expected output flow from the match with zi ∈ {zL, zH}.

2. At the border of the inaction region, it satisfies value matching for µ = ±µ̄,
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which sets the value of separating equal to the value of not separating:

J(µ,Σ, zi) = −κ (2.16)

3. At the border of the inaction region, it satisfies the smooth pasting condi-

tions for µ = ±µ̄

Jµ(µ,Σ, zi) = JΣ(µ,Σ, zi) = Jz(µ,Σ, z
i) = 0 (2.17)

Note that the value of preserving the match (Equation 2.15) equals the ex-
pected net flow return z − ψ(µ2 + Σ) − b, the gain from learning reflected in
the second-derivative terms and the net benefit from receiving a new productivity
shock. Interestingly, in a setting with (i) on-the-job search and (ii) wages de-
termined by the sequential auction model of Postel-Vinay and Robin (2002), as
in Borovickova (2016), the value of match would be equal to the one in Equa-
tion (2.15). This is because when wage contracts are renegotiated sequentially
by mutual agreement the benefit from searching while on the job does not ap-
pear in the value function: outside offers do not affect the surplus of the match,
but only how it is shared between the firm and the worker. Thus, the following
results regarding the optimal separation policy to unemployment hold in a more
general setting incorporating search on-the-job with wages determined through
the sequential auction framework by Postel-Vinay and Robin (2002).

Comparative Statics: Inaction Region Following Baley and Blanco (2018), it
can be shown that:

1. Uncertainty widens the inaction region, holding all else constant. This feature
captures the well known option value effect in Dixit (1991): due to high uncer-
tainty, firms and workers are more tolerant to higher mismatch levels and delay
any adjustment. As a result of uncertainty dynamics, the option value is time vary-
ing and the inaction region is time dependent. In particular, for a given worker-
firm pair, mismatch uncertainty decreases over time due to the filtering problem
described in Section 2.3.2, so the inaction region shrinks with match tenure.
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2. Separation hazard decreases with tenure as in Jovanovic (1979). The elas-
ticity of the inaction region with respect to mismatch uncertainty Σt is positive
(option value effect) and lower than 1. This implies that the “volatility effect” —
the fact that mismatch estimates in younger matches are more volatile following
the Bayesian updating — dominates the “option value effect”, thus newer (more
uncertain) job relationships are more likely to separate.

3. The cost of separation κ increases the width of the inaction region The role
of the firing cost is straightforward: when κ increases it is more costly to fire
a worker, thus keeping everything else constant, higher levels of perceived mis-
match becomes more tolerable.

4. The sensitivity of output to mismatch ψ decreases the inaction region. If ψ is
higher, the decrease in output following an increase in mismatch is larger, hence
highly mismatched jobs are less tolerated.

5. For any level of uncertainty Σ, the inaction region increases in aggregate pro-

ductivity z. When aggregate productivity z increases, the mismatch estimate µ
that makes the worker and the firm indifferent between breaking the match or
continuing is higher, hence the inaction region widens for all levels of uncertainty
Σ.

In this setup, a firm and worker prefer to break up when the match prospects are
bad. This depends on two different forces. On the one hand, workers and firms
who become sufficiently pessimistic about their match quality, i.e. perceive mis-
match between workers abilities and job skill requirements to be high, decide to
break up: workers go back to unemployment and continue searching as unem-
ployed firms post vacancies. On the other hand, workers and firms can also decide
to separate in response to negative productivity shocks. Thus, the inaction region
R is both time and state dependent.

2.3.4 Distribution of Beliefs

Let Γ(rk, â,Σ) be the measure over skill-requirements and worker-specific beliefs
(â,Σ) among active worker-firm matches in an occupation k. For (rk, â,Σ) such
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Figure 2.6: The Inaction Region for Mismatch Estimates

Notes: This graph pictures the inaction region for a given aggregate productivity level zt, separa-
tion cost κ and ψ. A firm and a worker decide to break a match whenever the mismatch estimate
µt falls outside the inaction region (the blue area) otherwise it continues. The inaction region is
wider for larger mismatch uncertainty. Due to Bayesian learning, mismatch uncertainty decreases
with match tenure, as such the option value decreases, implying that the inaction region shrinks
over time.

that a worker-firm pair does not exist, the measure Γ(rk, â,Σ) is zero. For the
others, the Kolmogorov forward equation describes the dynamics of this measure:

∂Γ(rk, â,Σ)

∂t
=

∂Γact(rk, â,Σ)

∂t

+
∂Γin(rk, â,Σ)

∂t
− ∂Γout(rk, â,Σ)

∂t
(2.18)

where the first term balances all flows that are due to learning, given by

∂Γact(rk, â,Σ)

∂t
=

(
Σ

σs

)2

ΓΣ +
2Σ

σs
+

1

2

(
Σ

σs

)2

Γµ2 , (2.19)

the second term corresponds to the inflow of workers from unemployment condi-
tional to belief (rk, â,Σ) and is equal to

∂Γin(rk, â,Σ)

∂t
= p(θt) · 1{J(rk − â,Σ, z) > 0} · Λ(â,Σ) ·G(rk), (2.20)

where Λ(â,Σ) is measure over unemployed workers; and finally the third term
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corresponds to outflows at (rk, â,Σ) due exogenous separations and caused new
productivity shocks and is given by

∂Γout(rk, â,Σ)

∂t
= Γt(r

k, â,Σ) · [δ + (1− δ)1{J(rk − â,Σ, z) ≤ −κ}]. (2.21)

2.3.5 Vacancy Posting

To hire new workers, firms have to post vacancies. Their decision to post va-
cancies depends on the expected value from randomly meeting a worker. Any
vacancy that does not deliver a contact with a worker is lost and generates no con-
tinuation value. Also any contact with a worker that does not end up in a match is
lost and has zero value. The expected value of a vacancy, J̄ is then given by

J̄ =

∫ [
(1− πt)

∫
J∗(µ̂,Σ, z)dΛ(â,Σ)︸ ︷︷ ︸

no switch

+πt J
∗(rk − ā, Sa, z)︸ ︷︷ ︸

switch

]
dGk(r)

where J∗ = max{J, 0}, with J being the surplus of a match. With probability πt
the firm contacts an unemployed job seeker that switched occupations, the match
is formed if the match surplus is positive and upon matching the firm and the
worker set their beliefs about the worker’s abilities equal to the unconditional prior
with mean ā and variance Sa. In turn, if a contact is with an unemployed worker
that did not switch occupation happens with probability 1− πt, in which case the
match begins with priors at their current beliefs about the worker’s abilities with
mean â and variance Σ. As long as the expected value from meeting a worker
is positive, the firm posts vacancies up to the point where the marginal cost of
posting a vacancy equals the expected value from filling the vacancy. Thus, in
equilibrium the number of advertised job opportunities is determined by equating
the marginal cost to the expected value of a job opening,

c = q(θt)J̄ . (2.22)

123



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page 124 — #146

2.3.6 Equilibrium

Given the distribution of workers abilities, the exogenous stochastic process for
idiosyncratic noise Wt and for each aggregate state Ωt, an equilibrium consists
of mismatch estimates µ and uncertainty Σ, a match surplus J(rk, â,Σ), a hiring
cost c, and labor market tightness θ across all occupations such that equations
(2.12)- (2.22), are satisfied.

2.3.7 Implications

We now turn to explore the main implications of our theory. In this set up, reces-
sions are characterized by lower aggregate productivity and higher occupational
switching, in line with the documented evidence in Section 2.2.7. These two
forces have distinct effects in the economy.

On the one hand, following a negative aggregate productivity shock the inac-
tion region shrinks, as shown in the left panel in Figure 2.7. The intuition is the
following. From Equation (2.15), it follows that, conditional on µ and Σ, higher
productivity increases the surplus from the match. Thus, when aggregate produc-
tivity is lower, the worker and the firm are less willing to tolerate a match with
high levels of perceived mismatch, for any level of uncertainty. The perceived
mismatch at the threshold that makes the worker and the firm indifferent between
breaking up the match or continuing decreases and, therefore, relationships with a
higher level of perceived mismatch are destroyed. This is the “cleansing effect”

of recessions. On the other hand, because the probability of switching occupation
increases there is a larger fraction of unemployed workers switching occupation.
For these workers, mismatch uncertainty in the new occupation is equal to the
unconditional prior Sa, hence mismatch uncertainty is larger. This creates a larger
number of worker-firm pairs with undetected high mismatch. As such, the un-
certainty distribution changes in recessions towards higher uncertain matches, as
shown in the right panel in Figure 2.7. We call this the “sullying effect”. This
countercyclical information friction combined with aggregate productivity shocks
reconciles the fact that in recessions, jobs with high mismatch are destroyed, while
matches with high mismatch are created.

One important feature to note is that our model with perfect information nests
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the standard search and matching model of the labor market in the tradition of
Diamond, Mortensen and Pissarides. Recall that in Mortensen and Pissarides
(1994)’s matching model with endogenous separations during recessions reserva-
tion match quality increases, low quality jobs are destroyed and only high quality
jobs are created, hence mismatch decreases. Under our framework, when mis-
match is perfectly observed, Σ = 0, the sullying effect is shut down, because even
if there is more occupational switching in recessions firms and workers know
perfectly the mismatch level. Given this, only the cleansing effect of recessions
exists: following a negative productivity shock reservation mismatch decreases;
high mismatched worker-firm pairs are destroyed while only high quality matches
are formed, decreasing average mismatch.

Another result that follows from our set up is that conditional on mismatch,
worker-firm relationships starting in recessions are more likely to separate, on
average. Due to higher occupational switching, workers and firms in matches
that start in a recession are, on average, more uncertain about the mismatch level.
As such, mismatch estimates µ̂ are more volatile. As previously mention, the
elasticity of the inaction region with respect to mismatch uncertainty Σt is positive
(option value effect) and lower than 1 (Baley and Blanco, 2018). Given this, the
“volatility effect” — the fact that mismatch estimates in younger matches are
more volatile due to the filtering problem described in Section 2.3.2 — dominates
the “option value effect” — the fact that the inaction region is wider for higher
levels of uncertainty. As such, more uncertain job relationships are more likely to
separate, meaning that on average matches that start in a recession are more likely
to end.

All in all, the proposed mechanism is able to account for the (i) the opposite
behavior of mismatch for new hires from unemployment and job stayers, and (ii)

the variation in job duration for different initial economic conditions.

2.4 Conclusion

This chapter has explored the role of business cycles in the allocation of workers to
jobs. Using a measure of skill mismatch developed by Guvenen et al. (2018) com-
bined with a worker-level panel from the NLSY79 over the period 1979-2012, we
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Figure 2.7: Inaction Region and Uncertainty Distribution over the Cycle

Notes: The left graph pictures the inaction region when the aggregate productivity level is high
(red) or low (blue). The downward shift of the inaction region boundary corresponds to matches
that are destroyed in a recession because they are no longer profitable. The right graph changes in
the distribution of uncertainty across employed workers in an expansion (red) and in a recession
(blue). The shift of the distribution to the right is driven by an increase the fraction of unemployed
workers that switch occupation when the aggregate productivity level is low: upon switching to
a new occupation, these workers re-start learning as such their beliefs equal to the unconditional
prior (ā, Sa).
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document robust evidence that during economic contractions mismatch decreases,
meaning that in recessions workers’ skills are more aligned with the jobs’ skill re-
quirements. Surprisingly, we show that this pattern masks important differences
along the flow of job creation and the flow of job destruction. For job stayers mis-
match decreases, meaning that workers that lose their jobs are more mismatched
than average, consistent with the cleansing effect of recessions, but new hires from
unemployment are more mismatched in line with the sullying effect of recessions.
Therefore, both the cleansing and the sullying effects of bad times are present in
the labor market, but the first dominates. We further show that following a nega-
tive productivity shock, job stayers are less under-qualified, while new hires from
unemployment are both more under- and over-qualified. Digging deeper, we have
also examined the implications of mismatch fluctuations over the cycle for the
cyclical behavior of job duration. We showed that conditional on mismatch, job
duration is lower for matches that start in times of high unemployment. This is a
surprising result as according to the notion of match as an experience good, first
suggested by Jovanovic (1979), once we control for mismatch, there should be
no relationship between business cycle conditions at the start of the job and job
tenure.

We developed a model of learning about unobserved skill mismatch that con-
stitutes a first step to understand the potential role to cyclical information frictions
in reconciling our empirical findings. The key novelty of the model is that re-
cessions are characterized by lower aggregate productivity but also a larger frac-
tion of matches with high uncertainty about mismatch. Consistent with the doc-
umented patterns, we showed that following a negative productivity shock, (per-
ceived) high mismatched worker-job pairs are destroyed, but at the same time
large information frictions create undetected worker-firm matches with high lev-
els of skill mismatch. In this chapter, we have explored the role of occupational
switching as a source of the countercyclical uncertainty and document suggestive
evidence pointing towards this channel. In a current project, we endogenize the
decision to switch occupations by consider a directed search framework in which
unemployed workers choose to search in the occupation that gives then the highest
value.
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2.5 Appendix

2.5.1 Data Appendix

Sample Selection and Construction of Variables

Sample selection The NLSY79 is a nationally longitudinal survey of 12,696
individuals who were between 14 and 22 years when they were first interviewed
in 1979. This dataset consists of three sub-samples: (i) a cross-sectional sample;
(ii) a supplemental sample designed to oversample civilian Hispanic, black, and
economically disadvantaged non-black/non-Hispanic youths; and (iii) a military
sample designed to represent the youths enlisted in the active military forces as
of September 30, 1978. We focus on a sub-sample of males and females from
the cross-sectional sample, because many members of supplemental and mili-
tary samples were dropped from the NLSY79. The cross-sectional sample has
6,111 respondents and was designed to represent the non-institutionalized civil-
ian segment of people living in the United States in 1979 with ages 14-22 as of
December 31, 1978. Following standard procedures in the literature, we further
drop individuals who were more than two years in the military force, individuals
who displayed weak labor market attachment, i.e. individuals spent more than 10
years out of the labor force, individuals that were already working in 1979, and
those that do not have information on the Armed Services Vocational Aptitude
Battery (ASVAB) test scores. Our final sample is composed of 2,991 individuals.
Descriptive statistics for the sample are reported in Panel A of Table 2.A1.

Worker’s employment history The NLSY79 interviewed individuals on an an-
nual basis in the years from 1979 to 1993, and on a biannual basis for the period
1994-2012. Information on labor force status is recorded at a weekly frequency
throughout the sample period, even in the later period where interviews were at
biannual frequency. To construct a monthly panel for our main analysis, we use
the NLSY79’s Work History Data file. This file is a week-by-week record of the
working history for each respondent, which contains information about weekly
labor status and hours worked. While an individual may hold more than one job,
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we focus on the primary job at a given month, which is defined as the one for
which an individual worked the most hours in a given month. For each primary
job, we retain information on the hourly wage, occupation and industry codes.
Before merging occupation and industry information with the employment panel,
we clean occupational and industry titles following Guvenen et al. (2018)’s ap-
proach: to each job, we assign the occupation and industry code that is most often
observed during the employment spell. In the NLSY79, occupation titles are de-
scribed by the three-digit Census occupation code. Because this classification
system changed over time16, before cleaning we converted all the occupational
codes across the years into the occ1990dd occupation system developed by (Dorn,
2009), which has the advantage of being time-consistent.17 Wages correspond to
the hourly wage, which include tips, overtime and bonuses, and are measured in
2000 dollars (we use the consumer price index from the BLS to deflate wages).

Worker’s employment transitions We identify a job-to-job transition when the
primary job for an individual at month t is different from the one reported in the
previous month, and a non-employment to employment transition if the worker
was unemployed in month t − 1 (i.e. reported to be not working, unemployed
or out of the labor force) and employed in month t, meaning that she reported
a job.18 We consider that new hires from non-employment include also recalls,
workers that return to their previous employer after a jobless spell. Additionally,
we define a worker making an occupational switch when the occupation at month
t is different from the one in the last reported job. Panel B in Table 2.A1 reports
descriptive statistics about employer and occupational mobility. We observe that,
from 1979 and 2012, individuals change employer, on average, 13.77 times (in-
cluding job-to-job and non-employment to employment transitions), out of which
7 they also change occupation. Annual occupational mobility in our sample is
21.49% compared with 15.79% reported in Guvenen et al. (2018) and 18.48% re-

16Until 2000, NLSY79 reports occupation codes in the Census 1970 three-digit occupation
code. After this year, occupation codes are reported in the Census 2000 three-digit occupation
code.

17The crosswalk files between the Census classification codes and the occ1990dd occupation
aggregates created by (Autor and Dorn, 2013) can be found at http://www.ddorn.net/data.

18The NLSY79 provides a mapping that links jobs across consecutive interviews, which allows
us to build employment spells for each job reported by the respondent.
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ported in Kambourov and Manovskii (2008) who use the Panel Study of Income
Dynamics (PSID) for the period 1968-1997.

Worker’s abilities The NLSY79 has information on the ASVAB test scores,
which was taken by individuals between ages 14 and 24. The ASVAB is a gen-
eral test that measures knowledge and skills in 10 different components.19 We
focus on a subset of six components (arithmetic reasoning, mathematics knowl-
edge, paragraph comprehension, word knowledge, mechanical comprehension,
general science and electronics information) which are linked to the 3 skill coun-
terparts considered in the empirical analysis: math, verbal and technical. To mea-
sure individuals’ skills in each dimension, ai,j , we follow Guvenen et al. (2018)’s
approach: the ASVAB categories are reduced into the 3 skill dimensions using
Principal Component Analysis (PCA). For the social dimension, we proceed in
the same fashion using the individual scores in two different tests provided by
the NLSY79: the Rotter Locus of Control Scale and the Rosenberg Self-Esteem
Scale. The Rotter Locus of Control Scale measures the degree of control individ-
uals feel they possess over their life, and the Rosenberg Self-Esteem Scale aims
at reflecting the degree of approval or disapproval towards oneself. These mea-
sures have been commonly used in previous studies as measures of non-cognitive
skills (Speer, 2017; Lise and Postel-Vinay, 2016; Guvenen et al., 2018). For more
details, see Heckman et al. (2006).

Note that to adjust for differences in the test-taking age, before proceeding
with PCA, we normalize the mean and the variance of each ASVAB test score
according to their age-specific values. Also, once we have the raw scores in
each skill dimension, we convert them into percentile rank scores, ai,j in Equa-
tion (2.1).20

19The components are arithmetic reasoning, mathematics knowledge, paragraph comprehen-
sion, word knowledge, general science, numerical operations, coding speed, automotive and shop
information, mechanical comprehension, and electronics information.

20Because the raw scores that result from PCA do not have any meaning, we transform them
into percentile rank scores, as in Guvenen et al. (2018). This allows us to have a clear interpretation
of the scores and compare two different scores. The percentile rank is the percentage of scores
that fall below a given score. For example, if an individual’s raw score in math is transformed into
a percentile rank score of 50, it means that the individual is better than 50% of the sample in math.
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Job skill requirements To obtain measures of the skill requirements in each
occupation, rct,j , we use the O*NET database, that collects that on a list of 277
descriptors, with the ratings of importance level and relevance, for 974 different
occupations. As in Guvenen et al. (2018), we use 26 O*NET descriptors from
the Knowledge, Skills and Abilities categories that were identified by the De-
fense Manpower Data Center (DMDC) to be related to each ASVAB category;
and other six descriptors to describe the social dimension.21 Following Guvenen
et al. (2018)’s methodology, for each occupation, we build a score comparable to
each ASVAB category, and then we collapse the seven ASVAB categories ana-
logues into the 3 skill dimensions (verbal, math and technical) by applying PCA.
For the social dimension, we also collapse six O*NET descriptors related to social
skills into a single dimension by taking the first principal component. Finally, we
rescale the scores by converting them into percentile rank scores, rct,j in Equa-
tion 2.1. Panel B in Table 2.A2 reports summary statistics of the measures of
job skill requirements. To check whether the constructed variables characterize
occupations reasonably, we report the mean percentile rank score of each main
occupation category of the occ1990dd occupation system from Dorn (2009) in
Table 2.A3. Managerial occupations require more verbal and math skills than
Repair occupations, which have a higher requirement of the technical skill. As
expected, within each broad category there is a large variation in job skill require-
ments as shown in table 2.A4. For instance, economists require the use of the math
skill more intensively, whereas lawyers, within the same broad category, require a
higher the use of the verbal skill but use the technical skill less intensively.

To compute job skill requirements, we use O*NET 21.1, which was released
in November 2016. Because our panel data starts in 1979, one might be concerned
that the computed scores do not reflect the change in the requirements of which
occupation over time. To mitigate these concerns, we computed the job skill re-
quirements using the first version of O*NET. We find the correlation between

21The descriptors used are the following oral comprehension, written comprehension, deduc-
tive reasoning, inductive reasoning, information ordering, mathematical reasoning, number facil-
ity, reading comprehension, mathematics skill, science, technology design, equipment selection
installation, operation and control, equipment maintenance, troubleshooting, repairing, computers
and electronics, engineering and technology, building and construction, mechanical, mathemat-
ics knowledge, physics, chemistry, biology, english language, social perceptiveness, coordination
persuasion, negotiation instructing, service orientation.
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these and the scores we use in the main analysis is very strong (0.80).

Merge Once we have the percentile rank scores in each skill dimension on the
occupation and worker-side, we merge the panel of worker-level data with the
occupation data using using three-digit occupational codes from Dorn (2009)’s
classification system. Note that O*NET uses SOC codes from 2000, which are
more detailed than the occupational codes in the NLYS79, based on the three-
digit Census occupation codes, hence several occupations in NLSY79 have more
than one score. Using a crosswalk to identify each SOC code with a Census
code, we take an unweighted average over all the SOC codes that map to the
same code in the census three-digit level occupation classification, and then we
use Dorn (2009)’s crosswalk to convert occupational codes to a time consistent
classification system.
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Table 2.A1: Descriptive Statistics of the Sample

The table reports descriptive statistics of the sample used in the empirical analysis, which is a
sub-sample of 2,991 individuals from the cross-sectional sample of the NLSY79 and runs over
the period from 1979 and 2012. Job mobility is defined as the fraction of individuals who start
a new job in a given month, including job-to-job and non-employment to employment transitions.
Occupational mobility is defined as the fraction of individuals who switch occupations in a given
month. Source: NLSY79 and author’s calculations.

Mean Std. Dev p10 p90
Panel A: Sample characteristics
Female (% of total) 48.51
Male (% of total) 51.49
African-American (% of total) 11.27
Hispanic (% of total) 7.15
Age at interview 33.70 10.03 20.00 47.00
Panel B: Work history
# Job Transitions per individual 13.77 7.65 5.00 24.00

# Job to Job Transitions 6.03 4.89 1.00 12.00
# Non-employment to Job Transitions 7.74 4.63 2.00 14.00

# Occupation Transitions per individual 7.28 4.77 2.00 14.00
Job mobility (per month, % of total) 3.24 2.66 0.85 7.07
Occupation mobility (per month, % of total) 1.78 1.50 0.50 3.91
Job tenure (months) 14 21 1 35
Occupation tenure (months) 39 65 2 120
Unemp. duration (months) 7 11 1 17
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Additional Tables and Figures

This section contains additional tables and figures referred to in the main text.

Table 2.A2: Summary Statistics

The table reports summary statistics for the main variables used in the empirical analysis. Panel
A presents the statistics for the measure of worker’s abilities in the different skills dimensions,
ai,j . The sample includes respondents in the NLSY79 dataset that satisfy the selection criteria in
Appendix 2.5.1. Panel B reports the statistics for the measures of job skill requirements, rc,j , at
the three-digit occupational code level constructed by Dorn (2009). Panel C presents the statistics
for the job mismatch measures. Mismatcht is defined as mi,ct ≡

∑J
j=1 ωj |ai,j − rct,j |; Pos-

itive mismatcht as m+
i,ct
≡
∑4
j=1 ωj max{ai,j − rct,j , 0}; and Negative mismatcht as m−i,ct ≡∑4

j=1 ωj |min{ai,j − rct,j , 0}|. The sample consists of unique occupations observed in NLSY79
with occupational characteristics in O*NET. Panel D reports summary statistics of the business
cycle indicators. Unemployment Ratet is the monthly unemployment rate at the national level pub-
lished by BLS. Vacancies Indext is the Composite Help-Wanted index developed by Barnichon
(2010) which captures the behavior of total - print and online - help-wanted advertising, a proxy
for the number of job openings at a given point in time. Industrial Productiont is the monthly
industrial production index. Source: NLSY79, O*NET, BLS and author’s calculations.

Observations Mean Std. Dev Min. Max.
Panel A: Worker’s abilities
Pctl. rank of the verbal skill 2991 49.81 28.44 1 100
Pctl. rank of the math skill 2991 50.15 28.76 1 100
Pctl. rank of the mechanical skill 2991 50.36 28.87 1 100
Pctl. rank of the social skill 2991 49.95 28.86 1 100
Panel B: Job Skill Requirements
Pctl. rank of the verbal skill 324 50.47 28.92 1 100
Pctl. rank of the match skill 324 50.46 28.92 1 100
Pctl. rank of the technical skill 324 50.37 28.96 1 100
Pctl. rank of the social skill 324 50.44 28.94 1 100
Panel C: Job Match Quality
Mismatcht 581027 27.43 14.33 1.25 91.25
Positive mismatcht 581027 13.74 15.69 0.00 91.25
Negative mismatcht 581027 13.69 14.48 0.00 82.00
Panel D: Business Cycle Indicators
Unemployment Ratet 408 0.06 0.02 0.04 0.11
Vacancies Indext 408 2.75 0.44 1.70 3.90
Industrial Productiont 408 77.17 18.40 48.47 105.33
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Table 2.A3: Mean Percentile Scores of Job Skill Requirements for Broad Occu-
pation Classes

The table reports the mean percentile rank scores, rct,j , along the four skill dimensions considered
in the empirical analysis for the main occupation categories of occ1990dd occupation system from
Dorn (2009). Source: O*NET, ASVAB and author’s calculations.

Occupation Percentile rank score

Verbal Social Math Technical

Economists 91 65 96 10
Elevator Installers and Repairers 52 45 53 100
Lawyers 100 89 72 6
Waiters 71 29 7 13

Table 2.A4: Percentile Scores of Job Skill Requirements for Selected Occupations

The table reports the percentile rank scores, rct,j , along the four skill dimensions considered in
the empirical analysis for selected three-digit occupations in the O*NET dataset. Source: O*NET,
ASVAB and author’s calculations.

Occupation
Percentile rank score

Verbal Social Math Technical

Agents and Business Managers of Artists, Performers, and Athletes 93 99 64 3
Economists 91 65 96 10
Elevator Installers and Repairers 52 45 53 100
Helpers–Installation, Maintenance, and Repair Workers 30 29 16 92
Lawyers 100 89 72 6
Painting Workers 4 14 9 62
Tour and Travel Guides 51 73 31 18
Waiters 71 29 7 13
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Table 2.A5: Correlation between Worker’s Abilities and Job Skill Requirements

The table reports the correlation pattern between the percentile rank scores of worker’s abilities,
ai,j , and the percentile scores of job skill requirements, rct,j , across 4 skill dimensions: verbal,
math, technical and social. The values in bold capture the sorting pattern between worker’s abilities
and job skill requirements. In Panel A, correlations are computed using the sample of individuals
in the sample. The correlations in Panel B are computed using the individual-month observations
for employed individuals in the sample. Source: NLSY79, O*NET and author’s calculations.

ai,v ai,m ai,t ai,s
Panel A: Worker’s abilities
ai,v 1 0.785 0.728 0.319
ai,m 0.785 1 0.760 0.317
ai,t 0.728 0.760 1 0.295
ai,s 0.319 0.317 0.295 1
Panel B: Job Skill Requirements
rct,v 0.315 0.362 0.316 0.189
rct,m 0.271 0.338 0.313 0.168
rct,t 0.114 0.198 0.277 0.0951
rct,s 0.311 0.299 0.181 0.179
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Table 2.A6: Mismatch and the Business Cycle: Effects by Skill

The table reports coefficients with robust standard errors clustered at the individual level reported
in parentheses. The dependent variable is the level of total (Panel A), positive (Panel B) and neg-
ative (Panel C) mismatch in each skill dimension: math (mm

i,ct
), verbal (mv

i,ct
), technical (mt

i,ct
)

and social (ms
i,ct

). The mismatch measure in skill j is defined as mj
i,ct
≡ |ai,j − rct,j |, where ai,j

is the worker i’s ability in skill j and rct,j the job requirements of skill j. All columns include a
quadratic polynomial in age, and the following fixed effects: individual, month, year, region, one-
digit industry and one-digit occupation. The sample includes all worker-job matches between 1979
and 2012. ***, ** and * represent statistical significance at 1%, 5% and 10% levels, respectively.

Dependent Variable: mm
i,ct

mv
i,ct

mt
i,ct

ms
i,ct

(1) (2) (3) (4)
Panel A: Total Mismatch

Unemploymentt −0.202∗∗∗ −0.097 −0.230∗∗∗ −0.034
(0.071) (0.071) (0.067) (0.071)

Observations 510788 510788 510788 510788
Adjusted R2 0.498 0.501 0.547 0.604
Panel B: Positive Mismatch

Unemploymentt −0.058 −0.026 −0.085∗ 0.004
(0.049) (0.048) (0.051) (0.045)

Observations 510788 510788 510788 510788
Adjusted R2 0.752 0.780 0.773 0.765
Panel C: Negative Mismatch

Unemploymentt −0.143∗∗∗ −0.071 −0.146∗∗∗ −0.037
(0.045) (0.044) (0.043) (0.052)

Observations 510788 510788 510788 510788
Adjusted R2 0.747 0.771 0.740 0.812
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Table 2.A7: Mismatch and the Business Cycle: Heterogeneous Effects By Skill

The table reports coefficients with robust standard errors clustered at the individual level reported
in parentheses. In column 1, the dependent variable is total mismatch, mi,ct (Equation 2.1). In
columns 2-5, the dependent variable is the level of mismatch in each skill dimension: math (mm

i,ct
),

verbal (mv
i,ct

), technical (mt
i,ct

) and social (ms
i,ct

). The mismatch measure in skill j is defined as
mj
i,ct
≡ |ai,j − rct,j |, where ai,j is the worker i’s ability in skill j and rct,j the job requirements

of skill j. All columns include a quadratic polynomial in age, and the following fixed effects:
individual, month, year, region, one-digit industry and one-digit occupation. The sample includes
all worker-job matches between 1979 and 2012. ***, ** and * represent statistical significance at
1%, 5% and 10% levels, respectively.

Dependent Variable: mi,ct mm
i,ct

mv
i,ct

mt
i,ct

ms
i,ct

(1) (2) (3) (4) (5)
Unemploymentt −0.159∗∗∗ −0.222∗∗∗ −0.123∗ −0.242∗∗∗ −0.048

(0.050) (0.071) (0.072) (0.068) (0.071)
EE’i,t × Unemploymentt 0.146 0.044 0.165 0.174 0.203

(0.093) (0.132) (0.135) (0.127) (0.132)
UEi,t × Unemploymentt 0.378∗∗∗ 0.486∗∗∗ 0.566∗∗∗ 0.202∗ 0.260∗∗

(0.085) (0.120) (0.119) (0.114) (0.124)
Observations 510788 510788 510788 510788 510788
Adjusted R2 0.500 0.498 0.501 0.547 0.604
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Table
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errors
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atthe
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0.145
∗∗∗

−
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(0.050
)

(0.037
)
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Table
2.A
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easures

forthe
State
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table
reports

coefficients
from

an
O

L
S

regression
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ith
robuststandard

errors
clustered

atthe
individuallevelreported

in
parentheses.In

colum
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dependentvariable
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colum
ns

3-4
is

positive
m

ism
atch,m

+i,c
t ,and

in
colum

ns
5-6

is
negative

m
ism

atch,m
−i,c

t .PanelA
uses

as
the

business
cycle

indicatorthe
C

om
posite

H
elp-W

anted
index

developed
by

B
arnichon

(2010),PanelB
uses

the
industrialproduction

index,
and

PanelC
uses

the
deviations

from
the

H
odrick-Prescottfiltered

unem
ploym

entrate.
E
E
′i,t

is
a

dum
m

y
for

w
hether

individual
i

is
a

new
hire

from
em

ploym
entand

U
E
i,t

is
a

dum
m

y
forw

hetherindividual
iis

a
new

hire
from

unem
ploym

ent.A
llcolum

ns
include

a
quadratic

polynom
ialin

age,and
the

follow
ing

fixed
effects:individual,m
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and
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0.763
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Figure 2.A1: Mismatch and Age

Notes: The graph plots average mismatch across employed individuals in the sample for each age.
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Figure 2.A2: Mismatch by Occupation and Unemployment

A. Managerial and Professional Specialty Occ.

C. Service Occ.

E. Precision Production, Craft, and Repair Occ.

B. Technical, Sales, and Administrative Support Occ.

D. Farming, Forestry, and Fishing Occ.

F. Operators, Fabricators, and Laborers Occ.

Notes: Data are shown in standard deviations. Unemployment is the monthly unemployment
rate at the national level. Mismatch is average mismatch Mt in Equation (2.5). Positive Mis. and
Negative Mis. are, respectively, average positive and negative mismatch as defined in Section 2.2.1
and constructed the same way as Mt. Shaded areas correspond to NBER recessions.
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Figure 2.A3: Mismatch by Industry and Unemployment

A. Agri., Forestry, Fish., and Hunt.

D. Manufacturing

G. Finance, Insur., Real Est.

J. Entert. and Recreation Services

B. Mining

E. Transp., Comm.,Others

H. Business and Repair Services

K. Professional Services

C. Construction

F. Wholesale and Retail Trade

I. Personal Services

L. Public Administration

Notes: Data are shown in standard deviations. Unemployment is the monthly unemployment
rate at the national level. Mismatch is average mismatch Mt in Equation (2.5). Positive Mis. and
Negative Mis. are, respectively, average positive and negative mismatch as defined in Section 2.2.1
and constructed the same way as Mt. Shaded areas correspond to NBER recessions.
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2.5.2 Theoretical Appendix

For notation simplicity, we index value functions with time t, to express their
dependence on the aggregate state, i.e. Vt(·) ≡ V (·,Ωt).

Value of Unemployment Let Ut(â,Σ) andWt(â,Σ) be the values of unemploy-
ment and employment for a given worker, respectively. Upon separation, unem-
ployed workers change occupation with probability πt, meet a vacancy in career
k′ with probability p(θt), and receive W (rk

′ − ā, Sa, zt); with probability 1 − πt
they remain in the same occupation and receive W ((rk

′ − â,Σ, zt).

ρUt(â,Σ) = b+ πt

∫
p(θt)

∫
Et
[
Wt(r

k′ − ā, Sa)− Ut(â,Σ)︸ ︷︷ ︸
switch

]
dGk′(r) dk′

+ (1− πt)p(θt)
∫

Et
[
Wt(r

k − â,Σ)− Ut(â,Σ)︸ ︷︷ ︸
no switch

]
dGk(r) (2.A1)

We assume that the unemployed have zero bargaining power. As such, whether
they switch or not occupation, firms hire unemployed workers at a wage w which
sets the value of the match for the worker to the value of unemployment:

Wt(r
k − ā, Sa) = Wt(r

k − â,Σ) = Ut(â,Σi) (2.A2)

. This implies that that the value of unemployment does not depend on the vacancy
distribution.

Value and Surplus of a Match Let P (µ,Σ, zi) the value of a match (which
corresponds to the joint value for the worker and the firm) with mismatch estimate
µ and uncertainty Σ, and aggregate productivity z. Inside the continuation region
(if the match continues) P satisfies the following HJB equation:

ρP (µ,Σ, zi) = zi − ψ(µ2 + Σ)

(
Σ

σs

)2(
Pµµ
2
− PΣ

)
− δ(P (µ,Σ, zi)− Ut(â,Σ) + κ) (2.A3)

+ λj
[
P (µ,Σ, zj)− P (µ,Σ, zi)

]
(2.A4)
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where µ = rk − â, zi − ψ(µ2 + Σ) is the expected output flow from the match
with zi ∈ {zL, zH}, and δ is the intensity of exogenous separation. The first term
corresponds to the output flow of the match plus the value of learning about the
mismatch level. The term in 2.A3 captures the capital loss following exogenous
separation at rate: a match is destroyed at an exogenous rate δ, in which case the
firm obtains the value of a vacancy which is zero due to free entry and pays the
firing cost κ and the unemployed worker receives the value of unemployment, Ut.
The last term reflects the net benefit from a new aggregate productivity shock.
Finally, let the joint surplus of a match be defined as Jt(µ,Σ, zi) ≡ Pt(µ,Σ, z

i)−
Ut − Vt. Given that Vt equals zero by free entry, by subtracting the value of
unemployment to the value of the match we obtain the following

(ρ+ δ)J(µ,Σ, zi) = zi − ψ(µ2 + Σ)− b+

(
Σ

σs

)2(
Jµµ
2
− JΣ

)
− δκ

+ λj
[
J(µ,Σ, zj)− J(µ,Σ, zi)

]
(2.A5)

where b is the flow of unemployment benefits or home production. Given Equa-
tion (2.A5), we can observe that as in Lise and Robin (2017), the match surplus
at time t depends on time only through the current aggregate productivity shock z
and does not depend on the distributions of vacancies, unemployed workers.
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Chapter 3

Wage Cyclicality and Mismatch

3.1 Introduction

Macroeconomists have long been interested in the dynamics of the price of labor
over the business cycle. Aggregate wage data suggests relatively little movement
in real wages as compared to output and unemployment; whereas an extensive
empirical literature relying on panel data shows that new hires wages are more
cyclical than the ones of workers in ongoing job relationships. This literature,
however, has not yet been able to assess whether these movements in wages over
the cycle capture wage cyclicality or instead confounding variation in the wages
new hires due to workers moving to better jobs during expansions, i.e. the pro-
cyclicality of match quality. This chapter addresses this issue by relying on the
skill mismatch measure developed by Guvenen et al. (2018) to account for cycli-
cal dynamics of match quality. I provide evidence that excess wage cyclicality
of workers making job-to-job transitions goes beyond skill mismatch cyclicality,
and that skill mismatch amplifies wage cyclicality. These results bring impor-
tant insights to the ongoing debate about what wage setting protocol is consistent
with the observed behavior of wages and the role of wage rigidity in search and
matching models.

Search and matching models of the labor market in the tradition of Diamond,
Mortensen and Pissarides have become a leading model of unemployment in
macroeconomics. Under this framework, wages are not competitively determined
due to matching frictions, thus most of the literature considers that they are de-
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termined by a particular solution to a bargaining problem between workers and
firms: the Nash bargaining solution. The outcome is the “Nash wage equation”,
according to which wages correspond to a linear combination of the match pro-
ductivity and the worker’s returns from search and other non-market activities As
such, wages increase when productivity is high. This feature, however, reduces
incentives to create jobs. Given this, search and matching models fail to gen-
erate the empirical volatility of the vacancy-unemployment ratio under common
parameter value, as documented by Shimer (2005).

Motivated by aggregated time-series evidence showing that real wages exhibit
relatively little variation as compared to output, Shimer (2005) and Hall (2005)
show that by incorporating wage rigidity instead of period-by-period Nash bar-
gaining over wages, they are able to account for unemployment fluctuations. How-
ever, evidence based on aggregate data ignores the variation in the composition of
the workforce over the cycle, and assumes that the dynamics of real wages and
over the cycle is the same for all individuals or groups of individuals. In recent
years, the presence of compositional effects have been shown to be important.

Starting with Bils (1985), an extensive literature based on individual-level
panel data points toward a procyclical behavior of real wages, and finds that wages
of newly hired workers are more cyclical than wages of workers in ongoing em-
ployment relationships (Solon et al., 1994; Solon, 1994; Barlevy, 2001; Shin and
Solon, 2007; Carneiro et al., 2012, for example). Following this micro-level ev-
idence, Pissarides (2009) calls into question efforts to incorporate wage rigidity
into macroeconomic models arguing that what matters for job creation are the
wages of new matches. As such, “...explanations of the unemployment volatility
puzzle have to preserve the cyclical volatility of wages.” (Pissarides, 2009, 1339).
More recently, Gertler et al. (2016) contest this view. Using the SIPP, they find
evidence that wages of workers making job-to-job transitions are more cyclical
than those in ongoing job relationships, but no evidence of excess wage cycli-
cality among new hires from unemployment. Following evidence showing jobs
starting in recessions are shorter and that graduates that enter the labor market
during a recession receive lower wages (Bowlus, 1995; Kahn, 2010; Oreopoulos
et al., 2012), Gertler et al. (2016) argue that wage cyclicality of new hires cap-
tures instead variation in new hire wages that is due to workers moving to better
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jobs during expansions, i.e. the procyclicality of match quality across new hires
from employment. Therefore, supporting the introduction of wage rigidity into
search and matching models. However, using a measure of skill mismatch be-
tween worker’s skills and job skill requirements to proxy match quality, a recent
work by Baley et al. (2018) show that skill mismatch is countercyclical for new
hires from unemployment, i.e. match quality decreases in recessions for workers
coming from unemployment, but acyclical for workers making job-to-job transi-
tions.

This chapter contributes to the ongoing debate about wage dynamics over the
business cycle. While I rely on a dataset and empirical framework that are com-
mon in the literature, the key novelty is that I account for cyclical movements
in match quality.1 To address this issue, I measure the sensitivity of wages to
changes in aggregate labor market conditions using a worker-level panel from
the 1979 National Longitudinal Study of Youth. Using this dataset allows me to
separately estimate wage cyclicality of new hires from unemployment and those
making job-to-job transitions, but more importantly it allows me to measure match
quality through the lens of the skill mismatch measure developed by Guvenen et
al. (2018). This measure is defined as the difference between a worker’s abilities
in different skills and how intensive these skills are required by a job, thus it can
be interpreted as the lack of match quality: the larger is this difference, the lower
is the quality of a match. In order to estimate the semi-elasticity of wages with
respect to aggregate economic conditions, my identification strategy takes advan-
tage of within-individual variation in the unemployment rate across months the
individual reported to be employed, using the monthly unemployment rate at the
national level to describe the state of the economy.

I first show that with the worker-level panel at hand I can replicate the results
of the existing literature. On the one hand, when I do not separate between job
switchers and new hires from unemployment, I find that new hire wages are more
cyclical than the wages of continuing workers. In particular, I recover a wage
semi-elasticity of -3.1%, which compares to -3.0% in Bils (1985), Barlevy (2001)

1Carneiro et al. (2012) control for job (permanent) unobserved heterogeneity using job fixed
effects. The empirical exercise in this chapter differs from them in two ways. First, in the strategy
to control for job match quality. Second, in the context in which this issue is studied: they use a
matched employer-employee data from Portugal, while I use survey data from the U.S.
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and Kudlyak (2014). On the other hand, consistent with Gertler et al. (2016), when
I distinguish between job-to-job transitions and new hires coming from unemploy-
ment, I find that for the latter the excess wage cyclicality disappeears; whereas for
the former wages are more cyclical than those of job stayers. While Gertler et al.
(2016) argue that movements in wages of job switchers capture match quality dy-
namics over the cycle, their dataset does not allow them to disentangle wage cycli-
cality from fluctuations in match quality. To account for the dynamics of match
quality over the cycle, I then introduce skill mismatch in the baseline regression.
Two results can be drawn from this analysis. First, excess wage cyclicality for
workers making job-to-job transitions goes beyond the dynamics of mismatch
over the cycle. Second, mismatch amplifies wage cyclicality. For workers in on-
going job relationships and job switchers, I find that when the unemployment rate
increases by one percentage point, workers in the 95th percentile of mismatch face
a decrease in wages that is 2.1 times larger than the one faced by perfectly matched
workers. More interestingly, I show that the extent to which wages of new hires
from unemployment exhibit excessive cyclicality depends on mismatch. For per-
fectly matched workers, wages of new hires from unemployment are no more
cyclical than those of job stayers consistent with Gertler et al. (2016); in con-
trast, for the 95th percentile of mismatch the wage semi-elasticity for new hires
from unemployment to unemployment is 21% higher when compared to work-
ers in ongoing job relationships. Thus, while recent research in macroeconomics
has incorporated some form of wage rigidity to improve the ability of search and
matching models to account for unemployment fluctuations (Hall, 2005; Gertler
and Trigari, 2009; Blanchard and Galı́, 2010), my findings seem to point against
this explanation.

The remainder of the chapter proceeds as follows. The next section describes
the data used in the empirical exercise. Section 3.3 outlines the empirical frame-
work and Section 3.4 presents the main results as well as their sensitivity to alter-
native specifications. Section 3.5 concludes.

154



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page 155 — #177

3.2 Data

To explore how wages evolve over the business cycle, I exploit a worker-level
panel from the 1979 National Longitudinal Study of Youth (NLSY79) combined
with aggregate data on economic conditions. While other studies exploring wage
cyclicality use the Current Population Survey (CPS) (Haefke et al., 2013), which
has a much larger number of observations and is representative of the U.S. econ-
omy — recall that the NLSY79 constitutes a representative sample of a cohort
that were between 14 and 22 years old when they were first interviewed in 1979
— or the Panel Study of Income Dynamics (PSID) (Barlevy, 2001), I opt for the
NLSY79 for three main reasons. First, by tracking individuals over the years, I
can isolate the individual-specific fixed effects such as unobserved ability. This
is not possible using the CPS because respondents are not followed over time.
Second, if a worker held more than one job at a given point in time, the NLSY79
kept a separate record for each job, as opposed to PSID data that report the av-
erage wage in such cases. Third, the NLSY79 allows me to compute a measure
of match quality, as described below. This is key to disentangle wage cyclicality
from confounding variation in match quality over the cycle, the main purpose of
our empirical exercise.

Wages and Employment I use data on wages and employment from the
NLSY79. This survey tracks information on the labor market history of a rep-
resentative sample of individuals that were between 14 to 21 years old at the time
of the first year interview from 1979 until today. As in Baley et al. (2018), I restrict
my focus to a sub-sample of males and females from the cross-sectional sample
of the NLSY79 that covers the period 1979-2012. This sample consists of 2,991
individuals. Appendix 2.5.1 in the previous chapter documents the steps taken to
derive the sample and reports descriptive statistics about it.

From the Work History Data file, a detailed week-by-week work history data
from the NLSY79, I build a monthly panel at the worker level as in Baley et al.
(2018). I opt for a monthly frequency data because it mitigates concerns about
missing transitions when there is a high turnover. I can then observe individ-
uals’ labor market status, and whenever they are employed I have information

155



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page 156 — #178

about wages measured by the hour rate of pay. These include tips, overtime and
bonuses, are corrected for outliers2, and deflated using the annual consumer price
index of the year the observation refers to from the Bureau of Labor Statistics
(BLS). In addition to this, I observe (i) three-digit level occupation and industry,
(ii) the extent of skill mismatch between workeri’s abilities in skill j (ai, j) and
job requirements in the occupation3 held at time t (rct,j) in 4 skill dimensions
(J = {verbal, math, technical, social}) computed as in Guvenen et al. (2018) and
Baley et al. (2018)4,

mi,ct ≡
J∑
j=1

1

J
|ai,j − rct,j|, (3.1)

and (iii) job mobility. This allows me to identify workers making job-to-job
transitions and newly hired workers out of unemployment. In particular, I identify
an individual to be a job switcher if she was employed at time t and t − 1, but
with a different employer; and to be a new hire from unemployment if she was
unemployed in month t−1 (i.e. reported to be not working, unemployed or out of
the labor force) but employed in month t. To identify these transitions, I focus on
the main job an individual works at in a given month. As common in the literature
using the NLSY79, the main job corresponds to the job at which an individual
spends the most hours working within a given month. In an average month, 5%
of employed individuals found their job within the current month, out of which
2.1% are classified as job switchers and the remaining 2.9% as new hires from
non-employment.

State of the Economy To describe economic conditions, I use the monthly un-
employment rate. This is measured using the civilian unemployment rate at the
national level from the BLS. During the period covered by our sample, 1979-2012,
this indicator varied from 3.8% to 10.8%.

2As in Guvenen et al. (2018), I trim wages at the top and bottom 0.1% of observations
3As in the previous chapter, an occupation is defined by Dorn (2009)’s three-digit occupational

classification system.
4Appendix 2.5.1 provides a detailed description of how the skill mismatch index described in

Equation (3.1) is computed.
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Table 3.A1 reports descriptive statistics of the main variables I use in the empirical
analysis.

3.3 Empirical Framework

To assess the extent to which wages move with the business cycle, I use the semi-
elasticity of wages with respect to the aggregate unemployment rate. This is a
commonly used measure of cyclicality in the literature studying wage dynamics
over the cycle (Pissarides, 2009). To estimate wage semi-elasticity, I adopt Gertler
et al. (2016)’s framework. This allows me to isolate the wage behavior of new
hires from unemployment from workers switching jobs and those in ongoing job
relationships. Specifically, the estimating regression takes the following form:

wi,t = λ0 + λ1Ut + λ2EE
′
i,t + λ3UEi,t + λ4(Ut × EE ′i,t) + λ5(Ut × UEi,t)

+ λ6mi,ct + trend + γ′xi,t + δi + δm + εi,t (3.2)

where wi,t is the log real hourly earnings of individual i at time t. As in Gertler
et al. (2016) and Baley et al. (2018), UEi,t and EE ′i,t correspond to dummies
for whether the worker i is a new hire from unemployment and a job switcher
at time t, respectively. The coefficients of interest are λ1, which measures the
semi-elasticity of real wages with respect to the unemployment rate for job stay-
ers; λ4 that corresponds to the differential in the semi-elasticity of wages to the
unemployment rate between job stayers and job-to-job transition; and λ5 which
captures excess wage cyclicality for new hires from unemployment. I also run a
regression in which I pool the two types of new hires: instead of including UEi,t
and EE ′i,t, I include a dummy variable NHi,t = UEi,t + EE ′i,t which equals one
if the individual i started a new job at time t. This is the standard framework used
in the literature. The key novelty in specification (3.2) is that I am able to take
into account cyclical variations in the quality of the match, i.e. job (permanent)
unobserved heterogeneity, by using skill mismatch (mi,ct) as a control variable.
Because this measure is defined by the extent to which workers abilities differ
from the skills required by the job, it can be interpreted as the lack of match
quality (Guvenen et al., 2018; Baley et al., 2018). Equation (3.2) also includes
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a set of time-varying individual characteristics xi,t including age, job tenure (a
quadratic term), education level, region of residence, one-digit level industry and
occupation; a time trend; and individual, monthly and yearly fixed effects. εi,t
corresponds to the error term, which includes all unobserved determinants of wi,t.
I cluster the standard errors at the individual level to allow for serial correlation.

Identification Taking advantage of the panel nature of the data, our identifica-
tion strategy exploits within-individual variation in the unemployment rate across
months when the individual is employed, using the aggregate unemployment rate
of the month as a proxy for the state of the economy. To illustrate that there is
indeed substantial variation in unemployment over the considered sample period,
Figure 3.A1 plots unemployment rate over the years covered by our sample. The
fixed individual effect allows me to take into account for systematic differences
in the types of individuals who move over the business cycle. This is important
as Solon et al. (1994) provides evidence that the employment pool shifts towards
high-ability workers during expansions. In this context, the underlying assump-
tion for unbiased estimation of the coefficients of interest, λ1, λ4 and λ5, is that
the selection process is constant over time. Following Bils (1985), the common
approach in the literature to control for individual unobserved (permanent) het-
erogeneity has been to use first differences. However, taking first differences of
individual wages restricts the exercise to workers that were employed both in the
current and in the previous month (those making job-to-job transitions and work-
ers in ongoing job relationships), as new hires that were unemployment or out of
the labor force in the previous month did not receive a wage. Given this, I choose
to define the wage equation in levels and use individual fixed effects to drop in-
dividual so that I can estimate separately wage cyclicality for both job switchers
and new hires from unemployment.

To account for occupation and industry changes over the cycle, I use dummies
that describe one-digit level industries and occupations. OLS estimation of Equa-
tion (3.2) also controls for individual characteristics such as age and job tenure
(quadratic polynomial), region of residence, time shocks (monthly and yearly)
common to all individuals, and unobserved factors that might be trending over
time and that could be correlated with both unemployment and earnings. Note,
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however, that while Equation (3.2) controls for worker observed and unobserved
(permanent) heterogeneity and job (permanent) unobserved heterogeneity, by in-
cluding skill mismatch, time-varying controls and individual fixed effects, it does
not control for firm heterogeneity over the cycle: wages can be lower in reces-
sions because these are times when low-wage paying firms hire more. However,
Carneiro et al. (2012), who are able to control for worker, firm and worker het-
erogeneity, show that by adding the control of firm permanent unobserved hetero-
geneity has a small effect on the estimates of the semi-elasticity of wages with
respect to the unemployment rate for stayers, concluding that their results do not
seem to support the hypothesis that workers move from low-paying to high-paying
firms during expansions, and vice-versa during recessions. Given this, concerns
regarding changes in the composition of firms over the cycle are small. If any,
given Carneiro et al. (2012)’s evidence, the estimated coefficients are slightly
downward biased. Thus, they constitute a lower bound of wage semi-elasticity
with respect to economic conditions.5

3.4 Results

This section presents the estimation results. I first show that with the worker-
level panel at hand I can obtain the results in the literature. Then, I introduce skill
mismatch as a control into the baseline framework in order to take into account the
dynamics of match quality over the cycle, and I show that mismatch has important
amplification effects. Finally, I explore the sensitivity of the results to different
specifications.

3.4.1 Main Findings

Table 3.A2 provides OLS estimates of the real wage semi-elasticity with respect
to the aggregate unemployment rate.

5Carneiro et al. (2012) find that by including firm fixed effects the real wage sensitivity to the
unemployment rate increases from 1.61% to 1.85% (in absolute value).
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Replicating results in the literature Column 1 in Table 3.A2 reports OLS es-
timates of the regression that has been popular in the literature after the seminal
paper by Bils (1985) to examine the response of individual level wages to changes
in aggregate labor market conditions,

wi,t = λ0 + λ1Ut + λ2NHi,t + λ3(Ut ×NHi,t) + trend

+ γ′xi,t + δi + δm + εi,t, (3.3)

where NHi,t equals to one if individual i started a new job at time t, i.e. it pools
together workers making job-to-job transitions and new hires from unemploy-
ment. The coefficient λ1 can be interpreted as the semi-elasticity of wages with
respect to unemployment, while λ1 +λ3 captures the semi-elasticity of new hires.
The key result in the literature is that both λ1 and λ3 are negative, suggesting that
wages of new hires are more sensitive to aggregate labor market conditions. From
the estimated coefficients in column 1, we can observe that for every percentage
point rise in unemployment, the wages of workers in ongoing job relationships
decrease by about 2.18%, whereas for new hires wages are 3.13% lower. The
estimated semi-elasticity is significant at the 1% level for continuing workers and
the new hire differential is significant at the 1% level as well.

Studies of wage cyclicality in the U.S. seem to find wages semi-elasticities
with respect to the contemporaneous unemployment rate between -1.0% and -
2.0% for job stayers, while the consensus in the literature for the cyclicality of
the wages of newly hired workers is -3.0% for new hires. For instance, using
annual NLSY data from 1966-1980, Bils (1985) reports a wage semi-elasticity of
-3.0% for changers; Barlevy (2001), using both PSID and NLSY through 1993,
recovers a semi-elasticity of -3.0% for job changers. More recently, Kudlyak
(2014) relies on a sample from the NLSY79 over the period 1978-2004, and finds
that a one percentage point increase in the unemployment rate is associated with
a 3% decrease in wages of newly hired workers and a 1.78% decrease in wages of
all workers. For a complete review of this literature, see Pissarides (2009).

The estimated coefficients in column 1 of Table 3.A2 recover the semi-
elasticity of wages for new hires, however for job stayers my estimates are slightly
at the high end of the literature range. I speculate that the higher estimates might
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be due to (i) the high-frequency of the data: the regressions are based on a monthly
panel rather than a yearly panel as most of the literature, (ii) the fact that I focus
on the main job of each respondent, whereas some literature restrict their focus to
workers with only one job, or (iii) that in my sample there are young workers —
the minimum age observed in the sample is 14. In the Section 3.4.2, I explore the
sensitivity of my results to different age intervals.

In a recent paper, Haefke et al. (2013) argue that the key hiring flow to gen-
erate unemployment volatility in search and matching models with sticky wages
is that of workers coming from unemployment, not that of workers making job-
to-job transitions. As such, Gertler et al. (2016) move the literature a step for-
ward by estimating a regression that allows to separate wage cyclicality of new
hires from unemployment from movements in wages of workers making job tran-
sitions: Gertler et al. (2016)’s specification equals to the one in Equation (3.2)
without controlling for skill mismatch. Their key finding is that for new hires
coming from unemployment, wages are no more cyclical than those for workers
in ongoing job relationships, but that there is significant evidence of procyclical
changes in wages of job switchers. Column 2 shows that I can replicate their
finding. When I distinguish between new hires coming from unemployment and
job-to-job transitions, I find that for the former, the excess wage cyclicality disap-
pears; whereas for the latter wages are more cyclical than those of job stayers: an
increase in unemployment by one percentage point is associated with a fall in the
real wage of 2.18% for on-going workers and new hires from unemployment, and
of 3.75% for job-to-job transitions.

Disentangling wage cyclicality from match quality On the grounds that “it is
hard to rationalize a bargaining mechanism whereby wages for new hires from
employment are flexible, but wages for new hires from unemployment are not”,
Gertler et al. (2016) interpret their results as indicative of procyclical match qual-
ity for job switchers. This means that wages of job changers are not more cyclical
than those of job stayers, instead they just reflect movements in the quality of the
match over the cycle. Nonetheless, given the features of their data, they are not
able to assess how much of the movements of job switchers’ wages are due to
variations of match quality. I now address this issue.
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One can control for the dynamics of match quality over the cycle in two dif-
ferent ways: (i) by including job fixed effects and exploit within-job variation in
wages, as in Carneiro et al. (2012), or (ii) by including a measure of match quality
as a control. In this chapter, I focus on the latter approach using a unique feature
of the data at hand that allows me to compute a multidimensional measure of skill
mismatch in Equation (3.1). As previously, mentioned this measure corresponds
to the unweighted average of the difference between workers abilities in different
skills dimensions and how insensitively these skills are required by the job, thus
it can be interpreted as the lack of match quality.

Column 3 reports OLS estimates of Equation (3.2). First, in line with Guvenen
et al. (2018)’s findings, mismatch is negatively associated with wages. To illus-
trate the point estimates, the 90th percentile worst-matched workers face 7.16%
lower wages when compared with perfectly matched workers. Second, column 3
shows that, conditional on mismatch, wages remain more cyclical for new hires
from employment, when compared to existing workers; whereas for workers mak-
ing transitions from non-employment to employment wages are no more cyclical
than those for existing workers: the coefficient λ5 in Equation (3.2) is not statisti-
cally significant. Note that by adding mismatch as a control, the magnitude of the
coefficient λ1 decreases while λ4 and λ5 slightly increase. This pattern captures
the fact that for job stayers mismatch decreases with unemployment and that, in
comparison to job stayers, mismatch of new hires is higher when unemployment
increases, as shown in Baley et al. (2018).6 In sum, I conclude that excess wage
cyclicality of job switchers is not capturing the dynamics of mismatch. This find-
ings are not surprising as Baley et al. (2018) provide evidence that skill mismatch
is acyclical for workers making job-to-job transitions.

Mismatch amplification effect I now examine whether skill mismatch am-
plifies wage cyclicality. To do so, I estimate two different versions of Equa-
tion (3.2). One that also includes the interaction between the unemployment rate
and mismatch (Ut ·mi,ct), and another that adds the following interaction terms:

6Recall that using the same sample, Baley et al. (2018) estimate a version of Equation (3.2)
with mismatch as a dependent variable and find that λ1 is negative while λ4 and λ5 are positive,
albeit the former is not statistically significant.
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(Ut ·EE ′i,t ·mi,ct), and (Ut ·UEi,t ·mi,ct). Columns 4 and 5 provide the point esti-
mates of such specifications. Figure 3.A2 plots wage semi-elasticity with respect
to unemployment for different levels of mismatch and the three types of workers,
and Figure 3.A3 reports both wage semi-elasticity estimates and the respective
confidence intervals.

Two important results stand out. First, for workers in ongoing job relationships
and those making job-to-job transitions, mismatch amplifies wage cyclicality. If
the unemployment rates increases by one percentage point, the 95th worst-matched
workers face a decrease in wages that is 2.1 times larger than the one faced by
perfectly matched workers. Second, I can observe that, for new hires from unem-
ployment, the extent to which their wages exhibit excessive cyclicality depends on
the level of mismatch between worker’s abilities and job skill requirements. For
perfectly matched workers, wages of new hires from unemployment are no more
cyclical than those of job-stayers; in contrast, for the 95th percentile of mismatch
the wage-unemployment semi-elasticity is 19% percentage points lower for new
hires from unemployment. Furthermore, across the different flow types, at the
upper part of the mismatch distribution, the OLS estimates of the wage semi-
elasticity in column 3 table lie outside the confidence intervals of the estimates
reported in column 4, meaning that these coefficient estimates are significantly
different from each other, and thus that mismatch has important amplification ef-
fects on wage cyclicality.

3.4.2 Robustness Checks

In this section, I show that the observed pattern is robust across different spec-
ifications. First, I use a different definition of what constitutes a new hire from
non-employment that takes into account the length of the jobless spell. Second, I
replicate Table 3.A2 taking into account occupation-industry fixed effects. Third,
I restrict my focus to employed individuals older than 20 years old.

New hires from non-employment As in Gertler et al. (2016), the baseline coef-
ficient estimates reported in Table 3.A2 rely on the broadest definition of new hires
from non-employment. This means that regardless of how long the unemployment

163



“Tesis˙Figueiredo˙imprimir˙FINAL˙2” — 2018/6/22 — 8:44 — page 164 — #186

spell was, all workers who did not reported a job at time t − 1 and are working
at time t were considered to be new hires from unemployment. Nonetheless, new
hires from unemployment with short non-employment spells may be instead job
switchers taking a short break between jobs. To mitigate these concerns, I redefine
transitions from non-employment. More specifically, I assume that workers with
jobless spells equal or smaller than 1 month are workers making job-to-job tran-
sitions instead of transitions from non-employment to employment. Under these
new definitions, recalls, i.e. those workers that return to their previous employer
within 1 month, are recoded as job stayers. Table 3.A3 shows that the baseline
results remain unchanged.

Occupation-Industry FE In the baseline estimation, I included dummies for
one-digit level occupations and one-digit level industries so as to control for
changes in the composition of occupations and industry over the cycle. I now
explore the sensitivity of the results presented in the previously to the inclusion of
occupation-industry fixed effects to account for the changes in the composition of
occupation-industry pairs along the business cycle. This is important as one can
find some of the occupations across different industries. We can observe in Ta-
ble 3.A4 that the observed patterns are robust to this specification: the magnitude,
sign and significance of coefficients remain unchanged.

Age at interview The point estimates reported in Table 3.A2 hinge on a sub-
sample of individuals from the cross-sectional sample of the NLSY79 that over
the sample period are between 14 and 55 years old at the time of the interview, as
shown in Table 3.A1. Following Bils (1985) among others, I now restrict my sam-
ple to observations for individuals between older than 20 years old. Table 3.A5
shows that the sign of the coefficients of interest does not change. However, the
magnitude of the wage semi-elasticity with respect to unemployment for job stay-
ers decreases, and now lies between the range reported in the existing literature.
In particular, if I do not distinguish between new hires and job stayers I recover
a semi-elasticity of wages of 1.79% for all workers, which compares to 1.78%
found by Kudlyak (2014), who also relies on the NLSY79. As before, we find
that excess wage cyclicality for workers making job-to-job transitions does not
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capture changes in match quality, as measured by skill mismatch, and that mis-
match amplifies wage cyclicality.

Overall, I find robust evidence that excess wage cyclicality of workers making
job-to-job transitions goes beyond the dynamics of mismatch, while for new hires
from unemployment whether their wages are more cyclical or not than those in
ongoing job relationships depends how different are workers abilities from the
job skill requirements. These results are in line with the findings of Carneiro et al.
(2012). Using matching employer-employee data from Portugal, they control for
job heterogeneity using job fixed effects and show that still wages procyclical and
that wages of new hires are more cyclical than those of job stayers. This evidence
points in favor of Pissarides (2009)’s argument that a good explanation for the
unemployment volatility puzzle needs to be consistent with flexible wages.

3.5 Conclusion

In this chapter, I have revisited the issue of wage cyclicality. In line with earlier
studies, I find that wages of newly hired workers are more cyclical than those
of workers in ongoing relationships. Further, separating new hires who change
jobs between employers and new hires coming from a jobless spell, we find that
wage cyclicality of newly hired workers is driven by the former as in Gertler et
al. (2016). While they interpret this evidence as capturing changes in match qual-
ity over the cycle, I take advantage of a unique feature of NLSY79 to disentangle
movements in wages due to business cycle fluctuations from wages changes driven
by match quality dynamics. This is the key novelty in my empirical exercise. To
account for unobserved (permanent) heterogeneity at the job level, I use Guvenen
et al. (2018)’s skill mismatch measure, which can be interpreted as the inverse
of match quality. Controlling for mismatch, I show that wage dynamics of job
switchers goes beyond skill mismatch fluctuations. This result is not surprising as
Baley et al. (2018) have shown that skill mismatch is acyclical for workers mak-
ing job-to-job transitions. Additionally, my results show that mismatch amplifies
wage cyclicality.
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3.6 Appendix

Table 3.A1: Descriptive Statistics

The table reports summary statistics for the main variables used in the empirical analysis. Panel A
presents the statistics for individual characteristics: age at interview (years), job tenure in months,
wages, and skill mismatch, defined asmi,ct ≡

∑J
j=1

1
J |ai,j − rct,j | with ai,j and rct correspond-

ing, respectively, to workers’ abilities and skill requirements of the occupation held at time t along
4 different dimensions: J = {verbal,math, technical, social}. The sample constitutes a sub-
sample of 2,991 individuals from the cross-sectional sample of the NLSY79 and runs over the
period from 1979 and 2012. Panel B reports summary statistics of the business cycle indicator.
Unemployment Ratet is the monthly unemployment rate at the national level published by BLS.
Source: NLSY79, O*NET, BLS and author’s calculations.

Observations Mean Std. Dev Min. Max.
Panel A: Individual Characteristics
Age (years) 560187 31.15 9.21 14.00 55.00
Job Tenure (months) 560187 32.72 36.69 1.00 357.00
Mismatcht 560187 27.38 14.30 1.25 91.25
Log real hourly earnings 560187 7.09 0.69 2.24 10.24
Panel B: Business Cycle Indicators
Unemployment Ratet 408 0.06 0.02 0.04 0.11
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Figure 3.A1: Unemployment Rate

Notes: This graph shows seasonally adjusted civilian unemployment from the BLS. Shaded areas
correspond to NBER recessions. Source: BLS and NBER.

Figure 3.A2: Wage Cyclicality

(Coefficient on Ut ×−100)

Notes: This graph plots the % change in wages when the unemployment rate increases by one
percentage points for different percentiles of mismatch and three types of workers: workers in
ongoing job relationships (blue), job-to-job transitions (green) and new hires from unemployment
(red). The dashed and solid and lines correspond to the wage-unemployment semi-elasticity cal-
culated using the estimated coefficients reported in column 3 and 5 of Table 3.A2. Figure 3.A3
shows that these estimates are statistically significant.
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Figure 3.A3: Wage Cyclicality and Mismatch

A. Job Stayers

B. Job Changers

C. New Hires from Unemployment

Notes: Each panel plots estimates of wage semi-elasticity with respect to unemployment based on
coefficient estimates reported in column 5 of Table 3.A2.
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