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Abstract

Power line communication (PLC) is considered as the most viable enabler of

the smart grid. PLC exploits the power line infrastructure for data trans-

mission and provides an economical communication backbone to support the

requirements of smart grid applications. Though PLC brings a lot of bene-

fits to the smart grid implementation, impairments such as frequency selective

attenuation of the high-frequency communication signal, the presence of impul-

sive noise (IN) and the narrowband interference (NBI) from closely operating

wireless communication systems, make the power line a hostile environment

for reliable data transmission. Hence, the main objective of this dissertation is

to design signal processing algorithms that are specifically tailored to overcome

the inevitable impairments in the power line environment.

First, we propose a novel IN mitigation scheme for PLC systems. The

proposed scheme actively estimates the locations of IN samples and eliminates

the effect of IN only from the contaminated samples of the received signal. By

doing so, the typical problem encountered while mitigating the IN is avoided

by using passive IN power suppression algorithms, where samples besides the

ones containing the IN are also affected creating additional distortion in the

received signal.

Apart from the IN, the PLC transmission is also impaired by NBI. Exploit-

ing the duality of the problem where the IN is impulsive in the time domain

and the NBI is impulsive in the frequency domain, an extended IN mitigation

algorithm is proposed in order to accurately estimate and effectively cancel

both impairments from the received signal. The numerical validation of the

proposed schemes shows improved BER performance of PLC systems in the

presence of IN and NBI.

Secondly, we pay attention to the problem of channel estimation in the
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power line environment. The presence of IN makes channel estimation chal-

lenging for PLC systems. To accurately estimate the channel, two maximum-

likelihood (ML) channel estimators for PLC systems are proposed in this thesis.

Both ML estimators exploit the estimated IN samples to determine the channel

coefficients. Among the proposed channel estimators, one treats the estimated

IN as a deterministic quantity, and the other assumes that the estimated IN

is a random quantity. The performance of both estimators is analyzed and

numerically evaluated to show the superiority of the proposed estimators in

comparison to conventional channel estimation strategies in the presence of

IN. Furthermore, between the two proposed estimators, the one that is based

on the random approach outperforms the deterministic one in all typical PLC

scenarios. However, the deterministic approach based estimator can perform

consistent channel estimation regardless of the IN behavior with less computa-

tional effort and becomes an efficient channel estimation strategy in situations

where high computational complexity cannot be afforded.

Finally, we propose two ML algorithms to perform a precise IN support

detection. The proposed algorithms perform a greedy search of the samples in

the received signal that are contaminated by IN. To design such algorithms,

statistics defined for deterministic and random ML channel estimators are ex-

ploited and two multiple hypothesis tests are built according to Bonferroni

and Benjamini and Hochberg design criteria. Among the proposed estima-

tors, the random ML-based approach outperforms the deterministic ML-based

approach while detecting the IN support in typical power line environment.

Hence, this thesis studies the power line environment for reliable data trans-

mission to support smart grid. The proposed signal processing schemes are

robust and allow PLC systems to effectively overcome the major impairments

in an active electrical network. The efficient mitigation of IN and NBI and

accurate estimation of channel enhances the applicability of PLC to support

critical applications that are envisioned for the future electrical power grid.
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Notation

x A scalar.

x A column vector.

X A matrix.

X−1 Inverse of matrix X.

X A set.

|X | Cardinality of set X .

| · | Absolute value.

[·] An entry of a matrix or vector.

diag(x) Matrix with the entries of vector x in its diagonal.

XT Transpose of matrix X.

XH Hermitian of matrix X.

log Logarithm of base 2.

E[·] Expected value.

det(X) Determinant of matrix X.

IN Identity matrix of dimension N ×N .

‖ · ‖ Norm.

CN (µ,Σ) Circularly symmetric complex Gaussian distributed vector with mean µ

and covariance matrix Σ.

tr[X] Trace of matrix X unless explicitly defined otherwise.

R (x)
[
ReT (x) , ImT (x)

]T
unless defined otherwise.

f (x) A function of x.

∇f (x) A column vector denoting the Gradient of function f (x) with respect to x.
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∂f(x)
∂x∗

Derivative of function f(x) with respect to x∗, “∗” denoting

the conjugate of complex vector x.

∂f(x,y,z)
∂x

Derivative of function f(x, y, z) with respect to x.

Hf (x) Hessian matrix of function f (x) with respect to x.

PA is a diagonal selection matrix of dimension N ×N with

ones at its entries denotes by the IN support set A.

P⊥A IN −PA.

→ Converges to.

$ Defined as.

∼ Equivalence relation.⋃
Set union.

⊂ Subset.

∈ Set membership.

N\A All those elements of N that are not in A.

lim Limit.

lim sup Limit superior.

lim inf Limit inferior.∑
Summation.∮
Contour integral.
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Chapter 1
Introduction

The technological evolution that we are witnessing today would not have been

possible without the innovations in electrical energy production and distribu-

tion technologies. In fact, we make extensive use of electrical energy powered

devices to make our daily life easier. As a consequence, the growth in en-

ergy demand has increased significantly and has outpaced the rate at which

the electrical energy can be produced only by exploiting conventional power

generation strategies. Recent practices integrate distributed energy generators

(DEGs) that exploit renewable energy sources (RESs) to produce electrical

energy to the existing grid to fulfill increased energy demand [1]. The addition

of RES-based DEGs alongside the conventional fossil fuel-based generators

transforms the traditional unidirectional power flow electrical network into a

bi-directional power flow network [2]. This transformation of the power grid

instigates complexity on its safe, efficient, and reliable operation [3,4]. In such

a heterogeneous network, an optimum balance between the energy generation

and demand, real-time control of the grid operation, and wide area monitoring

of the power network needs to be done to maintain grid stability and achieve

efficient delivery of the power to the end consumers. Hence to achieve per-

formance and operation of such granularity, the concept of smart grid has

emerged [5].

Smart grid envisions to modernize the traditional electrical power system

by fostering sustainable models of energy production, distribution, and us-

age [6]. As its key features, it will incorporate pervasive communication for

realtime monitoring of the complex grid operations and will inherit distributed

autonomous control and management capabilities to the electrical power grid

for its efficient operation. Moreover, a successful smart grid implementation

1
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Figure 1.1: Schematic diagram of a fully operational smart grid [8].

will essentially [7]:

� enable efficient deployment of massive DEGs that exploit RESs to pro-

duce electrical energy;

� enhance efficiency, resilience, and sustainability of the traditional elec-

trical power grid by incorporating real-time distributed intelligence en-

abling automated protection, optimization, and control functions;

� provide customers with information about energy usage pricing and allow

them to minimize their consumption by optimizing the usage time and

pattern of their appliances;

� enable real-time time situational awareness of the grid status and oper-

ation by deploying smart metering and monitoring systems.

To successfully implement the smart grid, as shown in Fig. 1.1, extensive

deployment of sensors, actuators and metering devices to collect information

from all the relevant components of the electrical grid in real-time is required.

The data collected from such devices, typically containing energy usage pat-

terns, the status of the DEGs and the components of the grids, needs to
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be securely and reliably delivered to distributed energy management systems

(DEMSs). Upon reception, the DEMS is then responsible for analyzing the

data to study the network load profile and forecast energy demand, identify

faults and disturbances in the network and make power system fault rectifi-

cations, control and operation optimization decisions and execute them [8].

Application Communication Technology

Substation Automation WiMAX, WLAN

Transmission Line

Monitoring

Cellular technologies based on

GSM/GPRS/UMTS

Home Energy Management ZigBee, Bluetooth, Power line

communication

Automatic Metering Power line communication

Demand Response

Management

Power line communication

Table 1.1: Potential communication technologies to support smart applications

[2].

Smart grid envisions to entail innovative services and applications by ex-

ploiting the fine-grained information collected from all the relevant parts of

the electrical network for efficient power delivery from the generators to the

end consumers. To name some of the key smart grid applications, substa-

tion automation, transmission line monitoring, home energy management, ad-

vanced metering infrastructure, wide area situational awareness, demand re-

sponse management, outage management, and distribution automation are of

utmost importance to achieve the smart grid goals [2]. All these applications

demand diverse communication requirements. To identify suitable commu-

nication technologies to provide the communications backbone for the smart

grid, quantitative and qualitative characteristics of the candidate technologies

play vital roles [7, 9–13]. The quantitative characteristics define the latency1,

1An algorithm for precise clock synchronization in low latency communication system

has been proposed in [14].
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Figure 1.2: Location of energy consumption metering devices in high-rise

apartments [15].

reliability, and bandwidth offered by the candidate communication technol-

ogy [9–11]. In contrast, the qualitative requirements define the scalability, in-

teroperability, flexibility, and security of the communication technology under

consideration [7,9,12,13]. As shown in Table. 1.1, depending upon the commu-

nication requirements, wireless communication technologies such as WiMAX

and WLAN are considered suitable for the substation automation. Likewise,

cellular technologies based on GSM, GPRS and UMTS are favored to monitor

the status of transmission and distribution lines in the electrical power grid

system. For applications like home energy management, short range communi-

cation technologies such as ZigBee and Bluetooth are considered as candidates.

Similarly, power line communication (PLC) is considered for demand response

management and automatic metering applications.

At present, the smart grid implementation is in its infancy, and only basic

application such as automatic meter reading (AMR) to collect consumer en-

ergy consumption data is deployed. To realize a fully operational smart grid,

the crucial phase of technology development of establishing a robust advanced

metering infrastructure (AMI), however, needs to be surpassed as shown in Fig.

1.3. To achieve these milestones, proper exploitation of communication tech-

nologies is very crucial [8]. Among the available communication technologies,

PLC exploits existing power lines in the electrical grid for data transmission

and offers the most economical solution to the smart grid implementation [16].

Besides, the extensive outreach of power lines in an electrical network adds

more value to PLC and makes it the most viable enabler of smart grid ap-
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Figure 1.3: Smart grid deployment road map [2].

plication in comparison to other wired or wireless alternatives. Virtually all

line powered devices in the network become targets of the value-added ser-

vices that smart grid envisions to incorporate [17]. In addition to this, PLC

provides an additional coverage boost to smart grid applications that other

technologies such as wireless fail to provide [15]. In an urban area that is

densely populated with people living in high-rises, metering instruments are

installed in basements, as shown in Fig. 1.2. Wireless communication sig-

nals cannot penetrate and reach these underground areas and make wireless

communication-based technologies less favorable for AMR applications. Be-

sides, exploiting power lines also to transmit data, opens a door to realizing a

single technology that is decoupled from other telecommunication technologies

and can support smart grid applications in all domains of the electrical power

grid.
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Figure 1.4: Power line communication based smart meter deployment graphical

representation [18].

1.1 Motivation

Owing to the benefits that PLC can bring along, it is gaining a lot of attention

from the utility service providers, who are in the front line of smart grid imple-

mentation [17]. The deployment of PLC devices to gather energy consumption

data from the consumer premises is increasing rapidly, and a huge geograph-

ical area is already covered by PLC based metering devices to establish an

extensive AMR infrastructure. A graphical representation of project rollouts

to deploy PLC based metering devices is shown in Fig. 1.4 [18].

Extensive use of PLC based technologies, in recent deployments for AMR,

not only signifies interest of utility service providers on this technology, but

also shows an efficient approach through which we can reach the goal of estab-

lishing an AMI. Enhancing the use of already established AMR infrastructure

and transforming it into a robust AMI by incorporating new and innovative

features to perform power outage detection, establishing customer information

systems, enabling distributed automation, performing fraud detection, and de-

mand response management by exploiting PLC will lead towards realizing a

fully operational smart grid. However, extending the application of PLC based

technologies also to support critical smart grid applications is challenging. The
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presence of random impulsive noise (IN) and narrowband interference (NBI)

in the power line environment and the frequency selective attenuation of the

communication signal transmitted through power lines hinder the application

of PLC to support stringent requirements beyond those of AMR [19]. There-

fore, to achieve efficient and reliable data transmission through power lines,

robust and efficient signal processing algorithms that are tailored specifically

to overcome impairments in harsh power line environment are required.

1.2 Thesis Outline

This thesis studies and analyzes signal processing techniques that deal with

interference, noise, and channel frequency selectivity in PLC for smart grids.

The main aim is to study impairments that make power line a harsh medium

for data transmission and propose signal processing algorithms to overcome

them.

In order to concisely elaborate the challenges that PLC systems have to face

and the solutions that can enhance their applicability to support smart grid

applications, this thesis is divided into five chapters. The current chapter has

been dedicated to introducing the concept of smart grid and a brief motivation

behind pursuing PLC for smart grid applications. The rest are dedicated to

providing insights on modeling power lines as communication channels, on the

inevitable impairments in power line environment and on the signal processing

schemes that are proposed for reliable PLC. Furthermore, signal processing

algorithms will be proposed to effectively overcome the impairments in power

line environments. A brief outline of the remaining chapters follows:

Chapter 2

This chapter analyzes power lines in the electrical grid as communication chan-

nels. Since medium voltage (MV) distribution and low voltage (LV) access

grids are considered as primary domains where smart grid applications will be

deployed, in this chapter, we focus on:

� characterization of power lines in MV distribution and LV access grids

as communication channels;

� impairments that make power lines in distribution and access grids a

hostile medium for reliable data transmission.
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Furthermore, given the uprising interest in using PLC for smart grids,

signal processing schemes are proposed to overcome the power line environment

impairments. In this chapter, we will provide a brief introduction to noise and

interference mitigation schemes along with the channel estimation strategies

that are richly discussed in PLC literature.

Chapter 3

In this chapter, we propose new IN mitigation and NBI cancellation schemes

for PLC systems. The proposed schemes perform active estimation of the IN

and NBI and cancel them from the received signal to provide noise mitigated

samples for demodulation. They inherently exploit the fact that a part of

the spectrum is not employed by PLC for data transmission (guard band).

The proposed schemes improve the BER performance of the PLC systems by

mitigating the effect of IN and NBI only from those samples in the received

signal that are corrupted by these impairments. In brief, the goal of this

chapter will be to:

� introduce the proposed IN estimation and cancellation scheme for PLC

systems;

� numerically validate the proposed scheme’s performance in a typical

power line environment with IN;

� derive an extension of the proposed IN mitigation scheme for successive

cancellation of simultaneously occurring IN and NBI during the PLC

transmission;

� study the performance of the proposed algorithm numerically when the

PLC transmission is impaired by both IN and NBI.

The signal processing algorithms proposed in this chapter along with their

numerical validations are published in:

� D. Shrestha, X. Mestre and M. Payaró,“Asynchronous Impulsive Noise

Mitigation Based on Subspace Support Estimation for PLC Systems”,

IEEE International Symposium on Power Line Communications and its

Applications, Bottrop, Germany, 2016.

� D. Shrestha, A. Tonello, X. Mestre and M. Payaró, “Simultaneous

Cancellation of Narrow Band Interference and Impulsive Noise in PLC

Systems”, IEEE International Conference on Smart Grid Communica-

tions, Sydney, Australia, 2016.
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Chapter 4

The presence of IN in an active power line network hinders accurate estimation

of the channel. The wideband contribution of such noise typically corrupts

pilot symbols that are transmitted in an OFDM based system to assist the

receiver to estimate the channel. Therefore, a robust and efficient channel

estimator is required to perform precise channel estimation in harsh power line

environment, such that the received symbols affected by frequency selectivity

of power line channels can easily be equalized.

To precisely estimate the channel in the presence of IN, in this chapter, we

propose two maximum-likelihood (ML) channel estimators for PLC systems.

The proposed ML channel estimators exploit the estimated IN while estimat-

ing the channel. The first ML estimator considers IN as a random quantity

and the second treats the estimated IN as a deterministic quantity. Both es-

timators show improved accuracy in channel estimation as compared to the

conventional channel estimation. Moreover, the performance of proposed es-

timators is analyzed both analytically and numerically. In brief, the goal will

be to:

� introduce the concept of ML channel estimation by exploiting the esti-

mated IN in terms of support and amplitude;

� perform analysis and validation of the performance of the proposed chan-

nel estimators in a typical power line environment;

� provide simulation results of the proposed channel estimators in varied

PLC scenarios.

The signal processing algorithms that are proposed in section 4.1 of this

chapter along with the simulation results are published in:

� D. Shrestha, X. Mestre and M. Payaró,“Maximum-Likelihood Chan-

nel Estimation in Presence of Impulsive Noise for PLC Systems”, IEEE

Global Conference on Signal and Information Processing (GlobalSIP),

Washington DC, USA, 2016.

and the joint ML CIR and IN estimator proposed in section 4.2 and has been

published in:

� D. Shrestha, X. Mestre and M. Payaró,“On Channel Estimation for

Power Line Communication Systems in the Presence of Impulsive Noise”,

Journal of Computers and Electrical Engineering, Vol. 72, Pages 406-

419, 2018.
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.

Chapter 5

The channel estimators proposed in chapter 4 rely on the estimated IN to

estimate the channel. The numerical validation of the proposed estimators

show that the accuracy of IN support detection has an effect on the precision

of channel estimation. The optimum performance in channel estimation is

achieved when the IN support is estimated correctly. In a situation when the

IN support is underestimated or overestimated, the error in channel estimation

increases proportionally to the number of underestimated or overestimated IN

sample locations.

In order to perform precise detection of the IN support, in this chapter we

propose novel IN support estimation algorithms. To do so, chapter 5 will focus

on:

� exploiting the statistics introduced in chapter 4, used to design the ML

channel estimators, to design ML IN support estimators;

� proposing an incremental greedy procedure to obtain the ML estimate

of the IN support estimators;

� analyzing the performance of the proposed estimators;

� performing numerical validation of the proposed estimators in varied

power line environment where IN with distinct power level is present.

The work in this chapter has been submitted to:

� X. Mestre, M. Payaró and D. Shrestha,“Maximum-Likelihood Detec-

tion of Impulsive Noise Support with Application to Channel Parameter

Estimation”, IEEE International Conference on Acoustics, Speech, and

Signal Processing, 2019.

� D. Shrestha, X. Mestre and M. Payaró,“On Maximum-Likelihood De-

tection of the Impulsive Noise Support”, IEEE Transactions on Signal

Processing.

for review.
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Chapter 6

Finally, we conclude this thesis by providing a brief conclusion and some final

remarks on the signal processing algorithms proposed in this thesis. Further-

more, we also provide research directions that may be interesting to realize as

the next generation of PLC systems for smart grid communication.
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Chapter 2
PLC for Smart Grid

Communications

The idea of exploiting power lines in the electrical grid also for communication

is an old concept. The first power line communication (PLC) based systems

were proposed in the early 1920s [17]. Since then, utility service providers have

been using this technology for low data rate telecommunications. The prim-

itive PLC systems, namely the Two-Way Automatic Communication System

(TWACS) and Turtle, used the alteration of the electrical signal for commu-

nication. Both systems relied on the disturbance in the current waveform for

the inbound communication, between the remote device and the control cen-

ter, and the alteration of the voltage waveform for outbound communication,

between the control center and the remote device. Offering data transmission

capability of 60 bits in a second by TWACS and 1/1000 bit per second by

Turtle, these systems were extensively used for remote meter reading and load

control applications [20, 21]. With the advent of the smart grid, the scope of

PLC has widened and modern PLC systems, both broadband PLC (BB-PLC)

and narrowband PLC (NB-PLC), provide higher data transmission capabilities

in comparison to the classical PLC. In particular, BB-PLC exploits a frequency

band (2-30 MHz) and offers data transfer rates up to few hundred Mbps. The

key application areas of BB-PLC are home automation and home energy man-

agement of the smart grid [17]. Conversely, NB-PLC, which operates in the

CENELEC bands (3-148.5 kHz) or in FCC/ARIB bands extending up to 500

kHz, is gaining special attention for smart grid applications in medium voltage

(MV) distribution and low voltage (LV) access grids [22]. Evolving from the

interest of utility service providers, NB-PLC has emerged as a promising tech-

13
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nology and over the years has gone through rapid development (a brief timeline

showing the evolution of PLC technology is depicted in Fig. 2.1) [23]. There

Figure 2.1: Development of high data rate PLC communication system stan-

dards for smart grid applications.

exist several NB-PLC standards, such as PRIME and G3-PLC (proposed by

the alliance of the industries using PLC for automatic metering application),

and ITU-G.9902 and 1901.2 from the standardizing bodies ITU-T and IEEE,

respectively. At present, PLC systems based on these standards are extensively

used to establish automatic meter reading (AMR) infrastructure. To enhance

the applicability of PLC based technologies beyond AMR it is of utmost im-

portance to understand the PLC environment and design signal processing

algorithms tailored specifically to overcome its impairments.

To elaborate on the characteristics of PLC environment, in this chapter we

will discuss the key behavior shown by power lines as communication channels.
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Specifically, we will discuss the effect on high-frequency communication signals

when transmitted through power lines. Furthermore, we will present channel

modeling approaches to characterize power lines as communication channels.

Apart from the effect of power line channels on high-frequency communication

signals, in this chapter we will also elaborate on other impairments that turn an

active electrical network into one of the most hostile environments for reliable

data transmission. Later, we will introduce signal processing schemes that

are proposed for PLC systems to overcome such impairments. We devote this

chapter to defining the background on PLC and lay down the foundations to

the research work that has been carried out during this Ph.D.

2.1 Power Lines as Communication Channels

A typical electrical grid has three domains. As shown in Fig. 2.2, a power

grid is divided into high voltage (HV), medium voltage (MV), and low voltage

(LV) networks. The HV part is called transmission grid and transports large

quantities of high-voltage electricity from large power generation plants across

large distances and delivers them to the MV distribution network. The MV

part steps down the high-powered electrical energy from the HV transmission

grid into lower voltages and distributes it among big to medium sized con-

sumers. Further lowering the power, the LV part of the grid referred to as

access grid, serves as a power delivery network and supplies electrical energy

to the residential customers and small-sized enterprises [24]. Each domain of

power grid represents a different communication environment for PLC. Recent

field trials show that the HV transmission grid is the least noisy environment

in comparison to the other domains of the grid. Furthermore, due to the less

electrical branches and segregation from other parts of the power network, the

HV transmission grid is a suitable environment for PLC [17, 25]. However,

the multiple electrical branches and the impedance mismatches along an elec-

trical path, and the presence of power converters along with other essential

electro-mechanical components in the MV distribution and LV access grids

make these domains harsh environments for PLC [26]. As MV distribution

and LV access grids are the primary domains of smart grid applications [27],

in the upcoming subsections we will elaborate on the behavior of power lines

as a communication channel and their associated impairments.
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Figure 2.2: A typical electrical power grid network.

2.1.1 Channel Models

In the recent past years, a significant amount of effort has been made to char-

acterize power lines in the distribution and access grids as communication

channels. Understanding the behavior of power lines as data transmission me-

dia is of paramount importance to develop signal processing algorithms for

PLC. Based on the proposed channel modeling approaches, power lines in an

active electrical network can be modeled following three distinct approaches.

Namely: top-down approach, bottom-up approach, and hybrid approach. In

the upcoming subsections, we briefly elaborate on all three channel modeling

approaches proposed for PLC.

2.1.1.1 Top-Down Approach

According to the top-down approach, the characterization of the power lines

as a communication channel is done based on the net signal propagation phe-

nomenon [28]. Typically, when a communication signal with a frequency higher

than the fundamental electrical operating frequency (50 Hz or 60 Hz) is passed
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through the power line in an active electrical network, it is reflected multiple

times before reaching the receiving node. Due to the electrical branches and

impedance mismatches along an electrical path, multiple copies of the trans-

mitted signal are received at the receiving end via multiple paths. As a con-

sequence, high-frequency communication signals are affected by a frequency

selective channel [29]. To depict this property of power lines, the top-down ap-

proach treats communication channel as a black box and describes its transfer

function characteristics by incorporating very few relevant parameters to the

channel model. To base the power line communication channels on the fun-

damental physical effects, the values of the model parameters are determined

by fitting them to the empirical data obtained via channel measurement cam-

paigns.

To understand how this approach models power line communication chan-

nels, let us assume a typical single branch power line network as shown in

Fig. 2.3. The nodes A and C in the network have matched impedances. The

electrical branch originating at node B and terminating at node D divides this

network into three distinct segments: (1), (2) and (3). In such a network,

when a communication signal is transmitted from node A and is received at

node C, the propagation of signal does not only take place along a line-of-sight

(LOS) path between the transmitter and the receiver. Because of the reflec-

tion and transmission of the signal, due to intermediate discontinuities, there

exist infinite propagation paths between the nodes A and C apart from the

LOS path, i.e., A → B → C. Multiple copies of the transmitted communica-

tion signal via paths A → B → D → B → C, A → B → D → B → A → B

→ C and so on are received at the receiving nodes as the aggregation of the

transmitted signal echoes. Denoting the reflection factors from: node D to B

by r3D, node B to D by r3B, node B to A by r1B and denoting the transmis-

sion factors from: node D to B by t3B, node A to B by t1B, each path i has a

weighting factor gi, representing the product of the reflection and transmission

factors along the path. Moreover, the weighting factor of each path in power

line is considered |gi| ≤ 1. The more transitions and reflections occur along

a path, the smaller the weighting factor becomes. Furthermore, longer paths

exhibit higher attenuation and contribute less to the overall signal received at

the receiving end. Due to these reasons, the infinite number of paths between

the transmitting end and the receiving end can be approximated using a finite

number of propagation paths N to characterize a frequency selective multi-

path power line channel. In addition, the delay due to ith path is related to
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Figure 2.3: Multipath signal propagation through a cable with one tap.

the dielectric constant of the insulating material used in the power line and the

signal propagation speed through the cable as τi = di
√
ε

co
, where di is the length

of the ith propagation path, ε is the dielectric constant and co is the signal

propagation speed. Also incorporating the attenuation of the communication

signal A(f, d) that increases with the propagation length and the transmis-

sion frequency, the signal components of the individual paths between A and

C needs to be combined by superposition. Therefore, the frequency response

between A and C following the top-down approach is expressed as [30]:

H(f) =
N∑
i=1

giA(f, di)e
−j2πfτi , (2.1)

where f denotes the communication signal frequency, N is the total number of

multi-paths between transmitter and receiver, gi is the gain of the ith propaga-

tion path, τi is the signal propagation delay due to the ith path and A(f, di) is

the attenuation of the communication signal due to the cable loss that depends

on the transmitted communication signal frequency and the distance between

the transmitter and the receiver following ith propagation path.

2.1.1.2 Bottom-Up Approach

In contrast to the top-down approach, the bottom-up approach generates the

power line channel transfer function (CTF) based on transmission-line theory.
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This approach uses detailed knowledge of the power line network and char-

acterizes the power line communication channels either in time domain or in

frequency domain [31]. Typically detail information on large number of dis-

tributed components, such as cable types, number of joints and the connected

loads, within the network is required to stetting up the network behavior.

The CTF is then derived based on the scattering parameters or based on the

four-pole impedance and admittance values of the network [32, 33]. Provided

that all the relevant information on a typical power line network is available,

bottom-up approach provides a deterministic characterization of the CTF.

A wide range of channel models based on the bottom-up approach are pro-

posed to represent power lines as communication channels [34–37]. One such

simplified channel model is proposed in [36]. Furthermore, an efficient transfer

function computation for statistical PLC channel modeling is presented in [37].

2.1.1.3 Hybrid Approach

Following the hybrid method, the top-down and the bottom-up channel mod-

eling approaches are exploited in conjunction to characterize power lines as a

communication channel [24]. To generate the channel transfer function, first,

the primary parameters referring to the power line impedance and admittance,

and secondary parameters related to the propagation constant and the char-

acteristic impedance of power lines are determined. Based on the evaluated

values of these parameters, the end-to-end channel attenuation is character-

ized. To exploit the hybrid approach, three different methods (namely: multi-

path echo based model, scattering matrix method, and hybrid Smith chart)

are proposed in [38].

2.1.1.4 Remarks on Channel Modeling Approaches

Both bottom-up and hybrid approaches provide a precise relationship between

the channel effect on the communication signal and the physical characteristics

of the power lines. Any relevant changes in the network configuration can be

easily related to the channel transfer function. However, a price in terms of

acquiring a priori information on the network topology and physical character-

istics of the electrical cables needs to be paid to model the power line channel

with such a degree of determinism. As a downside, the bottom-up and hybrid

channel models cannot predict the behavior of power lines in a multitude of

scenarios.
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Given the fact that a broad variety of electrical network topologies and

wiring practices exist in the real world, it becomes significantly important to

have a channel model that can replicate multiple PLC scenarios. To ease the

development of robust and reliable signal processing algorithms, it is more

important to focus on the propagation phenomena of a communication signal

in an active electrical network, rather than on the physical characteristics and

parameters of the network. The top-down models best suit to fulfill this need.

Hence, a multi-path channel model proposed in [30,39] to express the channel

transfer function of power line in a closed-form equation is used in this thesis.

The used channel model is a particular version of the general channel model

in (2.1) and is expressed as [39]:

H(f) =
N∑
i=1

gie
−(α0+α1fk)die−j2πf(di/vp), (2.2)

where

� i is the index number of the path, with the shortest path indexed as

i = 1;

� α0, α1 are the cable attenuation parameters;

� k is the exponent of the attenuation factor (typical values are between

0.5 and 1);

� gi is the weighting factor of path i;

� di is the length of path i;

� vp is the ratio of signal propagation speed and the dielectric constant of

the electric cable.

The frequency response of a typical power line in the MV distribution grid

following the channel model in (2.2) is shown in Fig. 2.4.

2.2 PHY of Modern PLC Systems

The standardization organizations propose CENELEC bands for communica-

tion over power line networks. The CENELEC band, which is divided into

four sub-frequency bands, reserves CENELEC-A (3-95 kHz) for utility service

providers to exploit for smart grid applications. All the proposed standards
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Figure 2.4: Frequency response of a typical power line in MV distribution grid.

adopt orthogonal frequency division multiplexing (OFDM) to efficiently use the

available bandwidth and provide high data transmission capabilities. Apart

from that, OFDM also provides robustness against the intersymbol interference

caused due to the dispersive nature of the channel by using cyclic prefix (CP)

and a simple one-tap channel equalization to overcome the channel frequency

selectivity.

The PRIME standard uses fs = 250 kHz as sampling frequency and fast

Fourier transformation (FFT) size of 512 to modulate the transmission data.

Accounting to the FFT size and the bandwidth used for transmission, the

PRIME based PLC systems has ∆f = 488 Hz of subcarrier spacing. Among

the available subcarriers, exploitation of subcarriers indexed from 86-182 are

only used for transmission such that the PRIME signal is located in the fre-

quency range 42-89 kHz. By employing the DPSK modulation scheme with

the modulation order ranging from 2 to 8 and switching on or off the convolu-

tional coding, PRIME supports data transmission rates up to 128.6 kbps. An

overview of the PHY parameters of PRIME is provided in the first column of

Table. 2.1.

Different to PRIME, G3-PLC operates at the sampling frequency of fs =
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400 kHz and uses 256 as FFT size. The subcarrier spacing in G3-PLC is

∆f = 1.65625 kHz. Using only the subcarriers indexed from 23 to 58, G3-PLC

occupies the frequency range 35.9-90.6 kHz in the CENELEC-A spectrum.

Offering three different transmission modes (robust, DBPSK and DQPSK),

G3-PLC offers data transmission rate scalable up to 33.4 kbps (maximum

using DQPSK). For error correction, a convolutional code in conjunction with

Reed Solomon and repetition codes are applied. An overview of the OFDM

PHY parameters of G3-PLC is provided in the second column of Table. 2.1.

The standards PRIME and G3-PLC are proposed by the alliance of indus-

tries that deploy PLC based devices for metering purposes. To resolve interop-

erability issues among these standards, a unified standard for next generation

NB-PLC technology has been proposed by IEEE. The NB-PLC standard op-

erating in CENELEC-A band proposed by IEEE is called IEEE 1901.2 and is

being developed to advance features based on G3-PLC. Operating with a sam-

pling frequency equivalent to fs = 400 kHz, an FFT size of 256, a subcarrier

spacing of 1.5625 kHz and employing higher order modulation with error cor-

rection coding pertaining to convolutional codes applied in conjunction with

Reed Solomon and repetition coding, IEEE 1901.2 offers data transmission

rates scalable up to 52.3 kbps. The third column in the Table. 2.1 provides

the OFDM parameters of the IEEE 1901.2 standard.

Today, PLC modems based on the PRIME, G3-PLC and IEEE 1901.2

standards are widely deployed for metering applications. As mentioned earlier

in section 1.1 of chapter 1, a huge geographical area has already been covered

by PLC based modems for energy consumption data collection. However,

OFDM based systems are vulnerable to impulsive noise (IN) and narrowband

interference (NBI) that are inevitable in PLC environments [40]. To design

robust signal processing algorithms to overcome these impairments, a better

understanding of these nuisance types is important. Hence, in the upcoming

subsections, we present brief description of noise types that make power line a

hostile environment for data transmission.

2.3 Noise and Interference in PLC Environ-

ment

Different from the conventional radio communication environment, where ther-

mal noise at the receiver front end is considered as the predominant source of
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Parameter PRIME G3-PLC IEEE 1901.2

Frequency

Range

42-89 kHz 35.9-90.6 kHz 35.9-90.6 kHz

Sampling

Frequency

250 kHz 400 kHz 400 kHz

FFT Length 512 256 256

Cyclic Prefix 48 30 30

Subcarrier

Spacing

488 kHz 1.5625 kHz 1.5625 kHz

Modulation DBPSK,

DQPSK,

D8PSK

DBPSK, DQPSK DPSK (QAM) M

= 2,4,8,16

Forward Error

Correction

Conv code Conv code, RS

code, Rep code

Conv code, RS

code

Data rate

(max)

128.6 kbps 33.4 kbps 52.3 kbps

Table 2.1: PHY layer parameters of OFDM based CENELEC-A band PRIME,

G3, IEEE 1901.2 PLC standards. The term ”Conv, RS and Rep” in the for-

ward error correction row denote convolutional, Reed Solomon and Repetition

codes, respectively.

noise, in the power line environment, the noise is broadly categorized into

background noise and IN. Besides, PLC systems are also susceptible to inter-

ference from wireless communication systems operating in the close proximity.

In the following three subsections, we briefly describe the noise and interference

phenomena in the PLC environment.
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2.3.1 Background Noise

Due to the thermal noise originating from the front-end amplifiers in PLC sys-

tems, background noise with a constant spectral density and constant power

typically arises. A different version of the background noise appears if an elec-

trical appliance with an oscillator with rectified power supply, but unsmoothed

voltage, is connected to the electrical network. The power of this background

noise changes synchronously with the mains absolute voltage with periodicity

equivalent to half of the mains cycle [24]. The time-variant background noise is

more evident in an in-home scenario where consumers can directly plug their

electrical appliances into the electrical network, rather than in the MV dis-

tribution and LV access grids. The background noise in MV and LV grids is

typically white [41,42].

2.3.2 Impulsive Noise

In an electrical network, apart from the background noise, noise with very

brief time duration arises due to the operation of the power converters con-

nected to the network. Such noise bears higher power spectral density than

the background noise and occurs randomly in the time domain and severely

impairs communication signals. The IN in PLC environments, depending on

the pattern of occurrence, can be classified as [43–45]:

� Synchronous IN: A sample of IN falling in this category bears the pe-

riodicity of occurrence equivalent to the frequency of alternating current

(AC) mains frequency or twice the operational frequency of a typical

electrical signal. Operation of the electrical appliances that are con-

nected to the electrical network and have a thyristor-based controller or

silicon-controlled rectifier create this type of noise. Apart from this, ap-

pliances operating on brush motors also create IN samples when frequent

switching of motor brushes takes place [24].

� Asynchronous IN: Transients of switching regulators connected to the

electrical grid are the main sources of asynchronous IN. A sample of

this noise type does not follow a periodicity related to the AC mains fre-

quency. Rather, it occurs randomly and bears higher power spectral den-

sity as compared to the background noise [46]. Presence of asynchronous

IN is one of the most peculiar characteristics of the MV distribution and

LV access grids and make these domains hostile for reliable PLC [47].
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The occurrence of asynchronous IN in PLC environment is studied and

extensively elaborated in an abundance of literature related to PLC. Over the

years, efforts have been made to characterize the occurrence of IN in power

lines and models such as Bernoulli-Gaussian (BG), Middleton Class A (MC-A),

Markov-Middleton (MM), and Markov-Gaussian (MG) are proposed to depict

IN in power line channels [48–51]. The BG model defines the probability

density function (PDF) of IN as a mixture of Bernoulli and Gaussian random

processes. The MC-A model defines the IN PDF as a sum of different zero mean

Gaussian PDFs with different variances weighted by the Poisson distribution.

Both BG and MC-A models are widely accepted to model effects of IN in

communication systems. Furthermore, to address rare situations where the IN

samples occur in burst, the BG model has been extended to MG and MC-A

model has been extended to MM.

Among the available models, BG noise model is widely adopted in the

literature to represent the effect of IN on PLC systems. BG model ensures

a good tradeoff between the mathematical simplicity and fitting the physical

phenomenon [52]. Based on this model, a sample of IN is denoted as [53,54]:

in = bngn, (2.3)

where in denotes the nth sample of IN, bn is an independent and identically

distributed (i.i.d.) Bernoulli random variable and gn is an i.i.d. complex

Gaussian random variable with zero mean and variance σ2
i . The variance σ2

i

denotes the power of the IN sample.

2.3.3 Narrowband Interference

Apart from the background noise and IN, PLC systems are also susceptible

to interferences from wireless communication systems. Typically, if a wireless

communication system is operating in close proximity, it creates interference

and impairs the operation of PLC systems [55]. Similar to the IN, interference

to PLC systems from wireless communication devices is impulsive, but now in

the frequency domain. These NBIs act as tone jammers and can be modeled

as [55]:

en =
c∑

k=1

Ake
j(ωkn+φk), (2.4)

where en is the nth sample of the NBI, Ak is the amplitude of kth interference,

ωk is the normalized frequency of the kth interference, φk is the phase of the

kth interference, c is the total number of NBIs.
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2.4 General Communication Model for PLC

Figure 2.5: A general PLC communication model.

Considering the frequency selective multi path effect and the noise en-

countered during power line data transmission, a typical PLC model can be

graphically represented as in Fig. 2.5 and mathematically expressed as [56]:

y(t) = h(t) ∗ x(t) + n(t), (2.5)

where y is the received signal, h denotes the channel, x represents the trans-

mitted signal and n refers to the noise occurring during data transmission at

a given time t. The notation ∗ in (2.5) refers to the convolution operation

between the communication channel and the transmitted signal. Addressing

to the theoretical possibility of having an infinite number of reflection paths

between a transmitting point and a receiving point in a power line network,

the multi path behavior of the channel can hence be expressed as:

h(t) =
∞∑
i=1

aiδ(t− Ti)ejϕi , (2.6)

where ai, Ti and ϕi respectively denote the magnitude, delay and phase of the

ith path. Moreover, the time domain system model in (2.5) can be represented

in frequency domain as:

Y (f) = H(f)X(f) +N(f). (2.7)

The variables Y,H,X and N in (2.7) respectively denote the received symbol,

channel impulse response, transmitted symbol and the frequency domain noise

samples at a given frequency f .
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In order to overcome the frequency selective behavior of the power line

channel, as mentioned in section 2.2, modern PLC systems exploit multi car-

rier schemes for data transmission and reception. The communication system

model in (2.5) as discrete tone model can be expressed as:

y̆ = Λh̆ + Fn, (2.8)

where y̆ = [y̆1, y̆2, . . . , y̆N ]T is a vector of received symbols, Λ is diagonal

matrix of dimension N × N with frequency domain transmitted symbols as

its entries, h̆ is a vector of dimension N × 1 containing the channel frequency

response coefficients corresponding to the discrete frequency points, F is the

N×N discrete Fourier transform matrix and n = [n1, n2, . . . , nN ]T is the vector

containing the time domain samples of the noise. The variable N in above

notations denotes the number of subcarriers in the system. In the upcoming

chapters we will recall this signal model where necessary and adapt it according

to the scenario under study.

2.5 Challenges for Reliable Data Transmission

using PLC

Summarizing the characteristics of the PLC environment, an active power

line network is a complex domain where data transmission is impaired by the

channel frequency selectivity and by the occurrence of background noise, IN,

and NBI.

In contrast to the traditional signal processing algorithm design done for the

conventional communication systems, which are mainly impaired by AWGN

efficient and robust signal processing schemes to overcome the effect of IN and

NBI, and effective equalization against the channel frequency selectivity are

required for the PLC systems. The frequency selective multipath fading of

the power lines adds significant importance to an accurate channel estima-

tion strategy to effectively equalize the received symbols against the channel

response. In addition, the presence of random IN and NBI demands more

sophisticated noise and interference mitigation schemes. In the following two

sections, we elaborate on the signal processing algorithms that are usually pro-

posed to mitigate noise and robustly estimate the channel in the presence of

IN for the PLC systems.
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2.6 Noise and Interference Mitigation

The peculiar behavior of random IN and NBI severely affects the performance

of OFDM-based PLC systems [57–59]. In order to overcome such impairments,

modern PLC systems use interleaving and forwarding error correction (FEC)

coding schemes. Following this approach, FEC codes are first applied to the

raw input bits. After generating the symbols to be transmitted by mapping

the error correction coded input bits, the symbols are allocated to the subcar-

riers of the system to generate the OFDM symbols. One such scheme based on

LDPC coding for error correction is proposed in [60]. In order to further en-

hance the performance of PLC systems in the presence of IN, some algorithms

propose to use interleaving schemes in conjunction with FEC. In such schemes

interleaving is applied either in the time domain or in the frequency domain.

To perform frequency domain interleaving (FDI) the sequence of OFDM sym-

bols goes through the FDI block before inverse discrete Fourier transformation

(IDFT) is applied at the transmitter [61]. Upon reception, the de-interleaving

block at the receiver effectively spreads the IN energy over a large number

of OFDM symbols. The errors due to the occurrence of IN and NBI dur-

ing data transmission are hence distributed among multiple OFDM symbols.

Demodulating the received deinterleaved symbols and using a FEC decoder,

corrupted data due to noise are recovered at the receiver. By employing such

technique, the overall BER performance of the system can be improved. Some

other schemes deploy time domain block interleaving (TDBI) in conjunction

with FEC. The trade-off between these two approaches is that, at high signal

to noise ratio (SNR) regime TDBI performs better than the FDBI, whereas at

low SNR regime FDBI outperforms TDBI [39, 62, 63]. Furthermore, IN miti-

gation schemes exploiting generalized array codes and row and column array

codes are proposed in [64]. Some other schemes that exploit Luby transform

codes and space-time block codes to overcome the effect of IN are proposed

in [42,65].

Apart from the coding and interleaving schemes, signal processing algo-

rithms that are tailored specifically to overcome IN and NBI can be used.

In this section, we briefly elaborate on the noise and interference mitigation

schemes that are proposed for OFDM based PLC systems.
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2.6.1 Impulsive Noise Mitigation

One of the most intuitive approaches to reliably exchange data between two

communicating nodes in an IN environment is to perform retransmission of

data until an error-free reception is achieved [66]. However, a scheme like this

not only instigates latency in data transmission time hindering real-time com-

munication between the participating nodes, but also makes inefficient use of

the available bandwidth [58]. To overcome the need for data retransmission,

signal processing algorithms that mitigate the effect of IN on communication

signals are proposed. Broadly categorized into passive mitigation and active

mitigation, the proposed algorithms are detailed in the following two subsec-

tions.

2.6.1.1 Passive Mitigation

In passive mitigation, the power of IN is suppressed by nulling or clipping the

IN corrupted samples in the received signal [67, 68]. These schemes compare

the amplitude of each sample in the received signal with a reference threshold

value to determine the IN corrupted samples. Any sample bearing ampli-

tude higher than the threshold value is considered corrupted by the IN. The

IN affected samples are then nulled, following the nulling algorithm, or their

amplitudes are clipped to a safe level, following the clipping algorithm to sup-

press the IN power. Simplified nulling schemes for PLC system are proposed

in [69, 70]. Likewise, a simplified clipping algorithm is proposed in [71, 72]

for PLC systems. To further improve the system’s performance, an algorithm

that exploits clipping and nulling schemes in conjunction is proposed in [73,74].

The performance gain by exploiting both schemes in an ad-hoc manner is sig-

nificant [73, 75]. Enhancing the performance that can be achieved by passive

mitigation schemes, a composite algorithm that incorporates sample replace-

ment in addition to nulling and clipping of IN corrupted samples is proposed

in [75]. Following this approach, three different threshold values are defined

for clipping, replacing and nulling operations. The amplitude of each sample

in the received signal is compared with all three reference threshold values and

appropriate action is carried out: clipping of sample having amplitude higher

than clipping threshold, nulling of the sample that has amplitude higher than

the nulling threshold and replacing the samples having amplitudes between

clipping and nulling thresholds by predetermined values.

Passive noise mitigation algorithms employ threshold values that are exper-
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Operation Remarks References

Nulling Threshold based operation [68–70,76]

Clipping Threshold based operation [67, 71, 72,

74]

Nulling + Clipping Threshold based operation [73,74]

Clipping + Replacement +

Nulling

Threshold based operation [75]

Nulling/clipping Adaptive Threshold based opera-

tion

[58,77–79]

Table 2.2: Impulsive noise mitigation schemes based on passive approach.

imentally determined. The identified threshold value is used as a static limit

to capture IN affected samples. However, the noise in power lines, in general,

is not static and changes depending upon the number of loads connected to

the grid, the number of switching operations performed to stabilize the net-

work and ongoing human interaction with the electrical appliances at a specific

point of time [74]. Due to the variation in the occurrence and power of the

IN, adaptive mitigation schemes that adjust their threshold values according

to changes in the IN are required to better segregate the corrupted samples

in the received signal. Several such algorithms are reported in [58, 76, 77]. By

employing an adaptive determination of the threshold value, the dynamic non-

linear operation based algorithm suppress IN power better than the classical

non-linear operation based schemes. Moreover, an iterative nulling scheme

based on an adaptive threshold to mitigate the effect of IN in the received

signal is proposed in [76], where the threshold value for nulling is dynamically

determined by exploiting outlier detection theory. Furthermore, an iterative

approach comprising of pre-IN mitigation block, dealing with the stronger

portion of the IN, and post-IN mitigation block, dealing with cancellation of

residual IN in the received signal, is adopted [76]. A similar adaptive clipping

based IN mitigation algorithm is proposed in [58]. In addition, some variants

of the non-linear IN mitigation schemes are also reported in [78,79].



31

2.6.1.2 Active Mitigation

Unlike passive mitigation schemes, active mitigation schemes estimate the IN

and cancel it from the received signal. To estimate the IN, active mitigation

schemes first identify the location of IN samples. After estimating the IN

support, amplitude and phase estimation is performed. Finally the estimated

IN is canceled from the received signal to achieve IN mitigated samples for

demodulation.

In order to estimate the IN support, active mitigation algorithms exploit the

time domain sparsity characteristics of IN. Sparse signal recovery schemes that

are based on compressive sensing (CS) and sparse Bayesian learning methods

are proposed in [80–84] to estimate the support of IN. After estimating the

support, two different approaches are then followed to mitigate the effect of

IN from the received signal in [80]. In the first approach, the samples in the

received signal corresponding to the estimated locations of the IN samples

are blanked. Different to this, in the second approach the amplitude and

phase of the IN samples at the selected locations are estimated. Thus, the

estimated IN is then subtracted from the received signal. Similar to the noise

cancellation approach proposed in [80], [85] and [86] propose IN cancellation

schemes that rely on sparse Bayesian learning methods. A further enhancement

in IN sample support estimation is proposed in [81], which assumes CS-based

estimated supports as a coarse estimation of IN support and further refines it

by exploiting a priori information on the IN samples distribution. A similar

approach is proposed in [84] where the fine estimation of IN support is done by

employing an adaptive threshold based operation. Moreover, the algorithms

proposed in [61, 87] exploit time domain interleaving in conjunction with the

support detection algorithm to estimate the IN samples occurring in burst.

Different to the application of sparse signal recovery techniques, the algorithms

proposed in [88, 89] perform replica signal estimation of impulses to mitigate

the effect of IN. After estimating it the impulse replica is canceled from the

received signal. The resulting samples are then compared against a reference

threshold value to perform fine estimation of the IN support. This procedure

is iterated until all the IN samples are estimated.

To enhance the precision in IN support detection that can be achieved

by the CS-based schemes, a basis pursuit (BP) based algorithm is proposed

in [90,91]. This approach performs IN support detection with minimal number

of measurements and bears high computational complexity. Reducing the com-
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Operation Remarks References

Nulling CS-based support estimation [80]

Cancellation CS-based support estimation + least-squares

amplitude estimation, Replica Signal Esti-

mation

[61,80,85–

89]

Spectrum

Whitening

CS-based support estimation + minimum

mean squared error amplitude estimation

[81,84]

Greedy

Pursuit

IN support detection [92–98,

100,101]

Table 2.3: Impulsive noise mitigation schemes based on active approach.

putational complexity bared by the BP scheme, algorithms based on iterative

greedy pursuit of IN support are proposed in [92–96]. The proposed schemes

exploit orthogonal matching pursuit (OMP) [92, 95], stagewise OMP [93] and

regularized OMP for sparse signal reconstruction. Some other algorithms based

on subspace pursuit and compressive sampling matching pursuit (CoSaMP) are

proposed in [97,98]. These algorithms require a priori information on the spar-

sity level of the signal. In a practical power line setup, where it is not possible

to have this information beforehand, a high quality estimation of IN cannot be

guaranteed. To address this situation, a new greedy algorithm has been pro-

posed in [99]. The proposed scheme, called sparsity adaptive matching pursuit

(SAMP), performs blind signal recovery as it does not require a priori infor-

mation on the signal sparsity. The SAMP approach performs stage-by-stage

estimation of the sparsity level and the true support set of the target signal.

The performance of the SAMP can be further enhanced by the priori-aided

SAMP (PA-SAMP) algorithm proposed in [100]. Moreover, a recent work

in the literature proposes an improved version of classical CS based schemes

and greedy algorithms based on OMP and CoSaMP for accurate IN support

estimation [101].

To summarize the IN mitigation schemes in the existing literature, the

proposed algorithms for OFDM-based PLC systems are differentiated and re-

ported as active and passive methods in Table.2.2 and Table.2.3.
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2.6.2 Narrowband Interference Mitigation

In order to mitigate the effect of NBI, two approaches (namely: Nyquist

windowing and modified soft decision decoding) are proposed in [55] for an

OFDM-based PLC system. Different to this, a non-linear technique based on

subcarrier excision is proposed in [59]. The subcarrier excision algorithm has a

simpler implementation in comparison to the ones proposed in [55], where the

subcarriers bearing power higher than a reference threshold value are deter-

mined contaminated and are nulled to mitigate the effect of NBI. To further

enhance the performance that can be achieved by nulling the NBI-corrupted

subcarriers, [102,103] propose implementing a time domain notch filter in con-

junction with the subcarrier nulling algorithm. By exploiting the time domain

notch filter and frequency domain nulling algorithm in an ad-hoc manner, the

noise floor problem that is typically encountered while using the nulling algo-

rithm is mitigated. Moreover, when the NBI occurs non-orthogonally with the

OFDM symbol, the subcarriers close to the ones that are corrupted also need

to be nulled to overcome the spectral leakage of the NBI. In order to mitigate

this type of problem, [104] proposes using a prediction error filter to localize

the erasures to the subcarriers surrounding the interference, while not affecting

the remaining subcarriers. Furthermore, [104] employs a bit-interleaved coded

OFDM system to overcome the data loss due to the subcarrier erasure.

Apart from performing subcarrier excision/nulling, [105] proposes employ-

ing extreme value theory (EVT) to identify subcarriers that are corrupted by

NBI in a Turbo coded OFDM transmission. The EVT is used to define a

weight function and the corrupted subcarriers are down weighted to mitigate

the effect of NBI. Other approaches that employ low rank parity check codes

and an optimized time-frequency interleaving scheme to mitigate the effect of

NBI on an OFDM-based system are illustrated respectively in [106,107]. Apart

from these schemes, some sophisticated CS based algorithms to estimate the

NBI and cancel it from the received signal are proposed in [108–113].

2.7 Channel Estimation in PLC Systems

As mentioned earlier in section 2.1.1, in a typical power line network (due to

the branching and impedance mismatches along an electrical path) the com-

munication signals are typically received via multiple paths. As a consequence,

the high-frequency communication signals are distorted by a frequency selec-
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tive channel. To overcome the frequency selectivity it is necessary to estimate

its fading behavior [114]. By accurate tracking of the channel during data

transmission, the received symbols can be effectively equalized against the

channel impairments [115]. Modern NB-PLC systems use OFDM to combat

channel frequency selectivity [116]. To facilitate the receiver estimate the chan-

nel, apart from the payload symbols, pilot symbols which are known to the

receiver are also transmitted within a transmission frame [117]. Upon recep-

tion, the receiver exploits the known pilot symbols to estimate the channel and

uses it to equalize the payload symbols against the channel frequency selectiv-

ity [115,118,119]. However, the brief duration IN samples that occur randomly

during the PLC transmission show wide band characteristics and corrupt pilot

symbols resulting in erroneous channel estimation [120].

In conventional OFDM based PLC systems, least squares (LS) channel es-

timators are deployed in conjunction with passive IN mitigation techniques.

Following these approaches, the IN power is first suppressed by employing

nulling or clipping based algorithms [76,121]. After suppressing the IN power,

the receiver then performs LS estimation of the channel exploiting the known

pilot symbols [122,123]. An iterative approach to improve the performance of

such channel estimators is proposed in [76]. Following this approach, a pre-

mitigation of IN followed by LS channel estimation and post-mitigation of IN

is done at each iteration. Treating IN samples as outliers in the time domain,

channel estimation schemes for PLC systems based on domain transformation

techniques are proposed in [124–131]. These schemes suppress the IN affected

samples in the received signal and perform LS channel estimation to deter-

mine the frequency response of the channel. The estimated channel frequency

response (CFR) coefficients are then used to generate the channel impulse re-

sponse (CIR). The coefficients of the CIR other than the ones having most of

the channel energy are set to zero and a refined CFR is generated using the

enhanced CIR. Unlike domain transformation based denoising algorithm, [130]

proposes wavelet based improvement for channel estimation in power line com-

munication environment that is impaired by the IN. Apart from the domain

transformation and non-linear noise mitigation based schemes, some robust

channel estimators are proposed in [132, 133]. These approaches exploit out-

liers search scheme to suppress IN samples and unknown data symbols (sym-

bols other than the known pilot symbols) treating them as noise for channel

estimation. After reduction of the noise terms, the scheme in [133] performs

iterative search process based on robust support vector machine to determine
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the channel. Different to [133], [132] proposes a channel estimator to per-

form maximum-likelihood estimation of channel coefficients exploiting a cost

function tolerant to outliers.

Apart from the conventional approaches, [134] proposes an adaptive chan-

nel estimation scheme that is based on variable step size (VSS) sign algorithm.

The proposed scheme provides significant gain in terms of channel estima-

tion accuracy in comparison to the conventional PLC channel estimation al-

gorithms. Improving the performance gain of the estimator in [134], [135,136]

proposes VSS affine projection sign algorithm to effectively estimate the chan-

nel in the presence of IN. Moreover, sign least squares algorithm proposed

in [137] offers an efficient approach to estimate finite impulse response power

line channel. Some other channel estimation strategies perform joint channel

and IN estimation exploiting the time domain sparsity of both entities [138].

Among the two proposed algorithms, first algorithm performs joint estima-

tion of the CIR and IN based on LS principle. The second algorithm aims to

reduce the computational complexity by employing expectation-maximization

method.
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Chapter 3
Impulsive Noise Mitigation and

Narrowband Interference

Cancellation Schemes for PLC

Systems

In the previous chapter we briefly discussed about the behavior of power lines

as communication channels and the impairments that make an active electrical

network a hostile environment for data transmission. In the section 2.3 of

chapter 2, we explained how impulsive noise (IN) and narrowband interference

(NBI) play roles of major impairments in power line communication (PLC)

environments and elaborated the state-of-the-art signal processing algorithms

to mitigate these impairments in section 2.6 of chapter 2.

In this chapter, we will introduce novel IN mitigation and NBI cancella-

tion schemes that are designed for modern PLC systems based on orthogonal

frequency division multiplexing (OFDM). For concise representation of the sig-

nal processing algorithm design, we divide this chapter into two sections. In

the first section, we outline the IN mitigation scheme and devote the second

section to describe the NBI cancellation scheme.

3.1 Impulsive Noise Mitigation

IN is inevitable in power line environment and is one of the prominent sources

of error that hinder reliable data transmission through power lines in an active

electrical network [139]. Mitigation of IN for PLC systems has been a hot

37
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research topic over several recent past years. As outlined in section 2.5 several

algorithms have been proposed to get rid of the effect of the IN. In such

conventional schemes, the IN contaminated samples in the received signal are

based on a threshold value and are then nulled, clipped or nulled and clipped

in conjunction to suppress the power of the IN in the received signal. Since

the IN corrupted samples are identified based on the threshold value, lack

of precision in the threshold identification leads towards faulty detection of

the corrupted samples and creating additional distortion in the received signal

[58]. To overcome this problem, we propose an active noise mitigation scheme

that first identifies the IN corrupted samples and then mitigates the effect of

IN only from those samples. By mitigating the effect of IN only from the

corrupted samples, the problem of distortion of uncorrupted samples typically

encountered while deploying non-linear noise mitigation schemes is overcome

[140].

To estimate the IN present in the received signal, the proposed noise miti-

gation scheme performs successive estimation of order, support, and amplitude

of the IN samples. The order that corresponds to the number of IN samples

occurring during the transmission of an OFDM symbol is estimated exploit-

ing the information measure approach known as minimum description length

(MDL) criterion. After estimating the order of the IN, multiple signal clas-

sification (MUSIC) algorithm is exploited to estimate the locations of the IN

samples in the received signal. Finally, after estimating the order and support

of the IN, the proposed IN estimator performs minimum mean squared error

(MMSE) estimation of the amplitude and phase of the IN samples. Thus esti-

mated IN is canceled from the received signal to provide IN mitigated samples

for demodulation.

To concisely elaborate on the proposed IN mitigation algorithm, this section

is further divided into four subsections. In subsection 3.1.1, the system model

for OFDM-based PLC system is introduced. In subsection 3.1.2, the proposed

IN order, support, amplitude and phase estimation algorithm is described.

The performance of the proposed algorithm is validated numerically in varied

IN scenarios and the simulation results are shown in subsection 3.1.3. Finally,

a brief conclusion is drawn at the end of this section.
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Figure 3.1: Subcarrier structure

3.1.1 System Model

In order to derive the proposed IN mitigation scheme, we begin by considering

an OFDM based PLC system with N subcarriers. Among these N subcarriers,

only Nu subcarriers, ranging from kstart to kend, are used for the data transmis-

sion. The remaining N − Nu subcarriers are nulled/unused as shown in Fig.

3.1. The corresponding subcarrier alignment is adopted from the narrowband

PLC (NB-PLC) standard [39]. Adapting the general PLC communication sys-

tem model in (2.8) to the setup shown in Fig. 3.1, the frequency domain

received symbols corresponding to an OFDM symbol is expressed as:

y̆ =

 0

Λh̆

0

+ Fn, (3.1)

where Λ denotes a diagonal matrix of dimensionNu×Nu whose diagonal entries

contain the frequency domain transmitted symbols, h̆ is the channel vector of

dimension Nu × 1 containing the coefficients of channel frequency response

(CFR) corresponding to the used subcarriers. The matrix F in (3.1) is the

unitary discrete Fourier transform (DFT) matrix having elements as [F]a,b =
1√
N

exp−j2πab/N , where the variables a and b respectively denote the row and

column index of the DFT matrix. The vector n = w + i in (3.1) is the noise

vector containing the time domain samples of background noise and IN where

vectors w and i, each of dimension N×1, respectively denote background noise

and IN. The samples of the background noise are assumed to be independent

and identically distributed (i.i.d.) additive white Gaussian noise (AWGN)

random variables. The entries of vector w are therefore Gaussian distributed

random variables having zero mean and variance σ̄2
w. The IN vector i is a

sparse vector, having only Nimp non-zero entries. The IN is modeled based

on Bernoulli-Gaussian noise model as introduced in (2.3) in section 2.3.2 of

chapter 2 and is defined as:

[i]n = bngn, (3.2)
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where [i]n is the nth sample of IN, bn is the Bernoulli distributed random vari-

able and gn is a random variable which is Gaussian distributed with zero mean

and variance σ̄i
2. The indexes within the set {1, . . . , N} that are contaminated

by IN are denoted by I =
{
n1, . . . , nNimp

}
such that Nimp = |I|. Furthermore,

the signal to noise ratio (SNR) of the system is defined as the ratio σ̄2
s/σ̄

2
w,

where σ̄2
s is the power of the transmitted signal and the IN to background noise

power ratio (INR) is defined as the ratio σ̄2
i /σ̄

2
w, where σ̄2

i is the power of the

IN.

Transforming the frequency domain received symbols to time domain sam-

ples by inverse discrete Fourier transformation (IDFT), the time domain rep-

resentation of the signal model in (3.1) is done as:

y =
√
NFHEΛGHh + w + i, (3.3)

where E is the selection matrix of dimension N×Nu that has entries as 1s iden-

tifying the locations of the subcarriers that are used for the data transmission.

The matrix G in (3.3) is a section of inverse discrete Fourier transformation

(IDFT) matrix FH that is obtained by selecting the Nu columns of FH asso-

ciated with the locations of used subcarriers and the corresponding L upper

rows, L being the length of channel impulse response (CIR). Denoting the CIR

by a column vector h of length L× 1, the CFR h̆ in (3.1) is equivalent to

h̆ =
√
NGHh. (3.4)

3.1.1.1 Nulling

Following the conventional non-linear IN mitigation scheme based on nulling,

after receiving the samples as in (3.3), the nulling of the IN contaminated sam-

ples is done based on the threshold value Th consists in the following transfor-

mation:

[ŷ]j,null =

{
[y]j, if |[y]j| 6 Th,

0, otherwise,
(3.5)

where Th is defined as

Th = T
1

N

N−1∑
j=0

|[y]j|. (3.6)

T in the above equation is the threshold factor, which is designed based on

the probability P that the amplitude of the non-corrupted received samples

is higher than T [76]. The value of P is taken such that IN is reduced
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from as many samples as possible. For a reasonably good performance, the

value of P = 0.1 is typically taken in the literature [75]. Now, based on

the value of P, T can be computed from P = Prob(|[y]j|>T ) = e
−T2

2σ2 where

σ2 = (4−π)
4

(σ̄2
s + σ̄2

w + σ̄2
i /P ) is the variance of the received sample magnitudes

which follow Rayleigh distribution assuming that the transmitted samples are

complex Gaussian with zero mean and variance σ̄2
s and P denotes the prob-

ability of IN sample occurrence. This threshold factor is now multiplied by

the average magnitude of the received samples to find the value for nulling

threshold Th as in (3.6).

3.1.1.2 Clipping

Similar to nulling, clipping is also done based on a threshold value that is to

be set by the system designer. The threshold value γ for clipping is typically

fixed according to the background noise power, transmitted signal power and

INR as [58]:

γ =

√
2σ2

1σ
2
2

σ2
2 − σ2

1

ln
σ2

σ1

, (3.7)

where σ2
1 = σ̄2

s + σ̄2
w and σ2

2 = σ̄2
s + σ̄2

w + σ̄2
i . Now, having fixed the threshold,

clipping of the received sample is performed based on γ as

[ŷ]j,clip =

{
[y]j, |[y]j| 6 γ,

γcsgn([y]j), otherwise,
(3.8)

where [ŷ]j,clip is the received sample after clipping and csgn is the complex

signum function.

3.1.1.3 Time Domain Periodogram (TDP) Approach

Unlike non-linear schemes based on nulling and clipping IN contaminated sam-

ples, the time domain periodogram (TDP) algorithm performs IN estimation

and cancels it from the received signal. To estimate the IN, the TDP scheme

follows a two step algorithm. As a first step, the support of IN is estimated

using the periodogram of the time domain samples of the frequency domain

symbols received in the unused subcarriers of the system. After estimating the

support, the amplitude of IN samples is estimated, as a second step, exploiting

the conventional minimum mean squared error (MMSE) estimator.

In order to estimate the support of IN, the TDP algorithm extracts the

samples from y̆ corresponding to the content of the unused subcarriers after
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receiving the frequency domain symbols as in (3.1). To do so, the vector y̆ is

multiplied with the transpose of a matrix Sx that has dimensions N×(N−kend)

as:

ȳ′ = STx y̆. (3.9)

The matrix Sx in (3.9) is a selection matrix that has 1s as its entries at the

indexes corresponding to the locations of end N − kend subcarriers and rest of

the other entries are equal to zero. The resulting column vector ȳ′ of length

(N − kend) × 1 in (3.9) is now exploited by the TDP algorithm to estimate

the IN support. To do so, the frequency domain vector ȳ′ is transformed in

to time domain using a lower dimensional FFT, producing a low resolution

time-domain periodogram of length N−kend containing the samples only from

the IN and background noise, as no data transmission is done in the unused

part of the spectrum [141].

The location of samples in the periodogram with large magnitudes are con-

sidered as the initial guess for the IN sample support. Taking into account the

scaling factor of δl = N/(N − kend) the indices of such samples are scaled by

δl to estimate the IN sample locations occurring in the OFDM symbol. After

determining the support, the IN amplitudes are then estimated via a con-

ventional MMSE algorithm. Finally, the estimated IN samples are subtracted

from the time domain signal to mitigate IN, followed by demodulation, symbol

de-mapping and decoding [141].

3.1.2 Proposed IN Estimation Scheme

Similar to TDP scheme, the proposed IN mitigation algorithm also follows

estimation and cancellation approach to overcome the adversity caused by the

occurrence of IN on PLC transmission and takes ȳ′ in (3.9) as the observa-

tion vector for order and support estimation. The schematic of the proposed

algorithm is shown in the block diagram in Fig. 3.2.

The problem of IN support estimation using the samples from the unused

subcarriers spectrum can be closely related to the problem of estimating the

frequencies of sinusoids that are immersed in the AWGN. The major difference

between the two problems is that the support of IN is determined by its location

in time domain whereas the frequency of sinusoid is evaluated by its location

in frequency domain.

The problem of frequency estimation of sinusoid submerged in AWGN has

been widely addressed using the MUSIC algorithm. To estimate the frequen-
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Figure 3.2: Block diagram of the proposed impulsive noise mitigation algo-

rithm.

cies of sinusoids, MUSIC algorithm is typically supplied with the observation

vector containing the time domain samples that are mixture of the sinusoid

signals and the AWGN. To precisely estimate the sinusoid frequencies, the

MUSIC estimator exploits the orthogonality between the signal and noise sub-

spaces [142]. Moreover, being a super-resolution method, the MUSIC estimator

resolves spectral lines that are separated in frequency f = ω/2π by less than

1/Z cycles per sampling interval, where Z is the total number of samples in an

observation vector (in the time domain), and provides precise estimation of the

frequencies of the sinusoid signals that are immersed in AWGN [142]. In order

to exploit MUSIC estimator for IN support (locations of IN samples in time do-

main) estimation, the observation vector, however, should bear the frequency

domain samples of the signal of interest superimposed by the unwanted signal.

Hence, to estimate IN support using MUSIC estimator we resort to exploiting

the observation vector in (3.9). Due to the high-resolution characteristic of the

proposed scheme, supports of IN samples that are separated by at least 1/N

sample in the pseudo-spectrum can be well resolved. The improved precision of

the support estimation provides better performance than the TDP approach,
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where the support is estimated by using a low resolution periodogram.

3.1.2.1 Order Estimation

As mentioned in the previous section, we take the vector ȳ′ from (3.9) as

the observation vector for IN order and support estimation. From ȳ′, a

total of M = (N − kend) − m + 1 sample vectors denoted by ˜̄yl, where

l ∈ {1, 2, 3, . . . ,M}, are generated, each having length m. Here, m denotes

the sample window size used to generate the sample covariance matrix and is

chosen such that the necessary condition m − Nimp > Nimp is satisfied. The

sample vector ˜̄yl is constructed as

˜̄yl =


[ȳ′](l+m−1)

[ȳ′](l+m−2)

...

[ȳ′]l

 , (3.10)

where subindex notation denote the location of sample in vector ȳ′. The sample

covariance matrix R̂ of size m×m can now be formed using ˜̄yl as

R̂ =
1

M

L∑
l=1

˜̄yl˜̄y
H
l . (3.11)

The eigenvalue decomposition (ED) of R̂ results into m eigenvectors and m

eigenvalues. Out of m eigenvalues arranged in decreasing order λ1 ≥ λ2 ≥
λ3 ≥ . . . , λm, the Nimp largest are associated with the IN samples (signal

space in MUSIC terminology), whereas the m − Nimp smallest correspond

to the background noise samples [142]. By employing the eigenvalues of the

sample covariance matrix, we estimate the number of IN impulses by the MDL

criterion, according to [143] by

MDL(ô) = − log

(∏m
r=ô+1 λ

1/(m−ô)
r

1
m−ô

∑m
r=ô+1 λr

)(m−ô)(N−kend)

+
3ô

2
log

M

m
. (3.12)

The order Nimp of IN is estimated as the value of ô ∈ {0, 1, 2, . . . ,m − 1} for

which (3.12) is minimum.

3.1.2.2 Support Estimation

After estimating the IN order, the eigenvector set of R̂ can now be split into

two subsets. The first subset contains Nimp eigenvectors that belong to the
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(MUSIC) signal subspace, corresponding to IN. The second subset, defined

as the (MUSIC) noise subspace −{ĝ1, ĝ2, . . . , ĝm−Nimp}, contains m − Nimp

eigenvectors corresponding to the background noise. We now define the matrix

Ĝ as the column-wise juxtaposition of the eigenvectors in this second subset.

Having identified the (MUSIC) noise and signal subspaces, the support set

of the IN, I ∈ {n1, n2, . . . , nNimp}, is estimated as the sample indexes, as the

integers, in the set q ∈ [0, N − 1] for which the rational q/N is closest to the

peaks of the function f(t) defined as [142]

f(t) =
1

aH(t)ĜĜ
H

a(t)
, t =

q

N
∈ [0, 1), (3.13)

where q ∈ {0, 1, 2, . . . , N − 1} and a(t) is the vector of length m defined as

a(t) = [1 ejt . . . ej(m−1)t]T . (3.14)

Thus identified sample indexes are then arranged in increasing order to appear

as entries of I.

As it is well known, when N →∞ the variance of the MUSIC estimator is

asymptotically Gaussian distributed with zero mean and variance V . Analo-

gous to this key observation, the variance of the proposed IN support estimator

can also be expressed as [144,145]

V =
6

Mm3

1

INR
. (3.15)

As seen from (3.15), the variance V is inversely proportional to the cube of

the sample window size m and INR. Hence, the variance in support estimation

can be reduced by taking wide enough sample window size m or the variance

is significantly low when the IN has very high power in comparison to the

background noise power. As a rule of thumb, in practice, the value of m should

not be considered larger than half of the length of the observation vector. The

resolution of support estimator tends to decrease, if the sample window size is

taken wider than the half of the length of the observation vector [144].

Due to the variance of the estimator, the true support of IN samples might

not be contained in the estimated support set I. Therefore, to overcome this

situation, we propose to extend each entry of I identified by the locations of

peaks in (3.13), based on V to ensure that, with high probability, the true

supports of IN samples are captured. The extended support set Ĩ can be

expressed as Ĩ ∈ {Dc1,Dc2 . . . ,DcNimp}, where we assume that each extended

subset denoted by Dci = {ni− r, ni− r−1, . . . , ni, ni+ 1 . . . , ni+ r−1, ni+ r},
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i ∈ {1, 2, . . . , Nimp} and r = (V − 1)/2, is disjoint having no overlapping entry

between the consecutive subsets.

3.1.2.3 Amplitude Estimation

After extending the estimated support set to Ĩ, the amplitudes of the IN

samples at those locations are estimated using the MMSE criterion. This

estimation is done separately for each disjoint subset Dci. Then, for each

subset, the support of the corresponding IN sample is re-estimated as the

sample for which the amplitude is maximum. This procedure is carried out for

all subsets and Nimp peaks are identified. The indices of the Nimp identified

peaks, denoted by ¯̃Ip, p = 1, . . . , Nimp, are used to estimate the amplitude and

phase of IN samples, denoted by Âp, via the MMSE estimator as [141]

Âp = E([̂i]p|y, ¯̃Ip) =
σ̄i

2

σ̄i2 + σ̄2
s + σ̄2

w

y(¯̃Ip). (3.16)

Finally, the estimate of IN î of length N × 1 having only Nimp non-zero

entries at the supports of IN samples is generated. This estimate is sub-

tracted from the time domain received signal vector y in (3.3) providing an

IN-mitigated signal for demodulation as shown in Fig. 3.2.

3.1.3 Numerical Validation

In this section, we present the numerical evaluation of the performance of the

proposed IN mitigation algorithm. To run the simulations, we consider an

OFDM-based PLC system having a total of N = 1024 subcarriers. Among the

available subcarriers, only Nu = 768 subcarriers are used for data transmis-

sion. Each used subcarrier conveys complex symbols that are randomly drawn

from an uncoded QPSK modulation. The rest N − Nu = 256 subcarriers are

nulled/unused. The spectral content of these nulled/unused subcarriers is used

as the observation vector for IN order and support estimation. The sample

window size, to generate sample covariance matrix, is considered as m = 50.

Furthermore, a frequency flat channel is considered to avoid any contribution

coming from the behavior of channel while assessing the performance of the

IN mitigation algorithms.

The performance of two optimal informed receivers is also considered,

mainly for comparison purposes. The first type of informed receiver is de-

noted by “Genie aided” in the performance graphs (black curve) and has all
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Figure 3.3: BER performance of the proposed scheme along with nulling,

clipping and TDP schemes when INR is 10 dB and SNR is changed from

0 dB to 12 dB.

the information about IN, i.e., order, support and amplitude. The second type

of informed receiver is denoted by “True support + MMSE amplitude estima-

tion” in the performance graphs (red curve) and has the information about

IN sample supports and estimates their amplitudes by the MMSE estimator

as in (3.15). Furthermore, we also assess the performance of nulling, clipping

and TDP scheme based algorithms introduced in sections 3.1.1.1, 3.1.1.2 and

3.1.1.3, respectively, to show comparison between the performances of the pro-

posed algorithm and the conventional IN mitigation schemes. We consider

PLC scenarios where the SNR varies from 0-12 dB and INR ranges from 10-40

dB. We specifically have considered the scenarios where INR ≥ 10 dB, as these

scenarios define realistic IN environment in an active power line network [44].

Furthermore, the IN sample has probability of occurrence 10−2, where approx-

imately 10 samples of IN occur during transmission of an OFDM symbol.
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Figure 3.4: BER performance of the proposed scheme along with nulling,

clipping and TDP schemes when INR is 20 dB and SNR is changed from

0 dB to 12 dB.

Fig. 3.3 compares the BER of nulling [76], clipping [58], TDP schemes [141]

and the proposed algorithm in a typical situation where IN is 10 dB stronger

than the background noise. It can be seen from the BER curves that the

performance of nulling, TDP and the proposed scheme are very close to each

other, and are comparable to the performance of the two informed receivers.

The performance of clipping algorithm in this context is bad because some of

the useful samples apart from the ones affected by IN are also clipped.

As the IN power increases, it is evident from the simulation result graphs

that the performance of the nulling algorithm gradually decreases. Since the

threshold value for nulling crucially depends on the mean magnitude of received

samples, the thresholding value in this context bear large value due to high

mean magnitude, as a result of IN with high INR occurring during transmission

and being added to the received samples. Due to the high threshold value, all
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Figure 3.5: BER performance of the proposed scheme along with nulling,

clipping and TDP schemes when INR is 30 dB and SNR is changed from

0 dB to 12 dB.

IN samples are not estimated and hence the BER performance of the receiver

performing nulling to mitigated IN corrupted samples is degraded.

Similar to the nulling algorithm, the performance of the TDP scheme also

tends to decrease as the IN power increases. The major contribution to the

performance degradation comes from the fact that low resolution periodogram

is typically used for IN support estimation. Due to this, closely located IN

samples are not estimated. The requirement of precise support estimation

becomes more prominent when the channel is corrupted by even stronger IN.

In such a scenario, the effect of any missed IN sample spreads over the whole

OFDM symbol while demodulating and the system performance is degraded

considerably.

In contrast to the performance of nulling and TDP schemes, the perfor-

mance of clipping algorithm is more or less consistent in the higher INR re-
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gions. Though the clipping algorithm performs better segregation of the IN

samples when the power of IN is very high in comparison to the power of the

background noise, the performance of clipping algorithm is limited as the clip-

ping magnitude is not enough to truncate the amplitudes of the IN-affected

received samples to a safe limit (i.e., even after clipping, the clipped samples

still contain a significant amount of IN). As, a result there still remains some

room which needs to be covered to improve the BER performance of the PLC

system. Moreover, the proposed algorithm outperforms all the algorithms in

scenarios with distinct level of INR and provides significant gain in term of

BER performance of the system. These observations can readily be made in

the simulation results shown in Fig. 3.4, Fig. 3.5 and Fig. 3.6, when INR is

20 dB, 30 dB and 40 dB, respectively.
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Figure 3.6: BER performance of the proposed scheme along with nulling,

clipping and TDP schemes when INR is 40 dB and SNR is changed from

0 dB to 12 dB.
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3.2 Successive Impulsive Noise and Narrow-

band Interference Cancellation

As outlined in the section 2.3.3 of chapter 2, apart from the IN, the inter-

ference originating from the wireless communication systems also impair PLC

transmission. The NBI mitigation schemes described in section 2.5.2 of this

dissertation do not consider the joint effect of IN and NBI on the commu-

nication signal. Only few research articles try to address this peculiar noise

scenario by resorting to exploitation of hybrid communication (power line +

wireless communication) to overcome them [112, 113]. However, in a typical

power line environment, the PLC transmission might be affected by the si-

multaneous occurrence of both impairments. Hence, to achieve reliable data

transmission through power lines, it is of utmost importance to design a signal

processing algorithm that can effectively mitigate the effect of IN and provide

robustness against NBI.

Typical interference from the wireless communication systems to PLC re-

semble the IN in the sense that, the IN is impulsive in the time domain whereas

the NBI is impulsive in the frequency domain. In this section, we propose an

algorithm that successively mitigates the IN and cancels NBI from the received

signal exploiting the duality of the impairments. To estimate the support of IN

and the frequency of NBI, we exploit the subspace-based estimator discussed

in section 3.1 of this chapter. Furthermore, the amplitude and phase of the IN

samples are estimated using MMSE estimator, and the amplitude and phase

of the NBI are estimated using least squares (LS) estimator.

To concisely elaborate on the proposed algorithm, we divide this section

into three subsections. In subsection 3.2.1 we revoke the system model pre-

sented in section 3.1.1 and introduce the signal model including the effect of

NBI occurring during the OFDM transmission. In subsection 3.2.2 we elabo-

rate the proposed algorithm to successively mitigate IN and NBI. In subsection

3.2.3 the numerical validation of the proposed algorithm is done and a brief

conclusion is drawn at the end of this section.

3.2.1 System Model

In this section we define the signal model of the OFDM-based PLC system used

to elaborate on the proposed successive NBI and IN cancellation algorithm.

The subcarrier alignment within an OFDM symbol is considered similar to
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Figure 3.7: Transmission frame structure.

the one shown in Fig. 3.1. In addition, we consider a transmission frame

consisting a preamble symbol and a payload symbol as shown in Fig. 3.7. The

pilot symbols transmitted in preamble is assumed known to the receiver and

are used for transmitter-receiver synchronization and channel estimation.

Recalling the discrete multi tone PLC system model defined in (3.1) and

incorporating the occurrence of NBI and IN during PLC reception, the time

domain received signal corresponding to the preamble transmission time is

expressed as:

yp =
√
NFHEΛpG

Hh + np, (3.17)

where F,E,G and h have similar definitions as in (3.3), Λp similarly to Λ

in (3.3) is a diagonal matrix but of dimensions Nu × Nu and contains only

the pilot symbols that are transmitted in the used subcarriers as its entries,

np = ep + ip + wp denotes a column vector of length N ×1 containing the time

domain samples of NBI (ep), IN (ip) and background noise (wp). The vectors

ip and wp have similar definitions as i and w in (3.3). The NBI is modeled as

in section 2.3.3 of chapter 2 and is defined as [55,108,146]:

[ep]n =
c∑

k=1

Ake
j(ωkn+φk), (3.18)

where [ep]n is the nth sample of NBI, ωk denotes the frequency of kth NBI, c

denotes the total number of NBIs and φk denotes the phase of kth NBI. Since

the adopted model treats each NBI as a tone in frequency domain and charac-

terizes the net effect of multiple NBIs occurring during PLC transmission as a

collection of superimposed tones, hence, we rename the vector ep as frequency

interferer (FI) and will be used to denote the occurrence of more than one NBI

in the text to follow.

3.2.2 Proposed NBI and IN Cancellation Scheme

In order to successively cancel the NBI and IN from the received signal, an

iterative exploitation of the algorithm in section 3.1 is proposed. The FI esti-
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Figure 3.8: Schematic block diagram of the proposed algorithm.

mation is done using the time domain received samples corresponding to the

transmitted preamble symbol as an observation vector and the spectrum of the

unused subcarriers in the system is exploited to estimate the IN. However, the

presence of IN and the channel along with the presence of pilot symbols are

undesired signals when it comes to the precise estimation of FI using (3.17) as

an observation vector. Therefore, an iterative algorithm is proposed, where we

get rid of the IN component followed by the subtraction of the contribution

coming from the channel and preamble symbol and obtain a refined obser-

vation vector bearing samples corresponding to the FI and background noise

only. The schematic diagram of the proposed scheme is shown in Fig 3.8.

To get rid of the IN component, an iterative implementation of the true

support estimation (TSE) algorithm proposed in section 3.1 of this chapter is

adopted. As a first iteration, the IN contaminated samples in yp are identified

using the TSE scheme. The IN corrupted samples in the received signal are

then nulled. The resulting observation vector, denoted by y∗p, is now used to

perform a preliminary estimation of the FI, denoted by ê∗pre. This preliminary

estimate of the FI is subtracted from yp resulting in

y
′

p =
√
NFHEΛpG

Hh + (ep − ê∗pre) + ip + wp. (3.19)

The resulting observation vector y
′
p in (3.19) is now used to estimate the IN

occurring during the preamble symbol transmission. We again take advantage

of the TSE algorithm to perform the IN estimation at this stage [140]. The
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estimated IN noise, îp, is then subtracted from the observation vector yp,

resulting in

y+
p =
√
NFHEΛpG

Hh + ep + (ip − îp) + wp. (3.20)

The resulting vector y+
p in (3.20) is now used for the estimation of the FI.

Since the components h and Λp in y+
p are undesired signals in the observation

vector, we now proceed with the iterative estimation of the FI. In order to so,

next, we perform a second preliminary estimation of FI and then subtract it

from y+
p . After the second preliminary estimated FI is subtracted from the

observation vector, we perform least squares (LS) channel estimation and get

rid of h and Λp from y+
p . This minimization of the undesired signals provides

a refined observation vector that contains samples only from the FI and the

background noise. The final FI estimation is done using the refined observation

vector.

Note: The estimation of ê∗pre is also done following the procedure as men-

tioned in section 3.2.2.1 using y∗p as an observation vector.

3.2.2.1 Frequency Interferer Parameter Estimation

Taking y+
p as an observation vector we proceed towards estimating the second

preliminary estimate of the FI after the removal of the IN. The estimation of

the parameters Ak, ωk and φk of the interferer from the equation (3.20) will be

carried out in three steps.

� Step 1: Estimation of the number of NBIs (order estimation).

� Step 2: Frequency estimation of each NBI.

� Step 3: Amplitude and phase estimation of each NBI.

Order Estimation of Frequency Interferer

The order of the FI determines the number of the NBIs occurring during a

frame transmission. To estimate the number of NBIs, we start by choosing an

arbitrary number m, as the sample window size, to generate M = N −m+ 1

sample vectors from the observation vector in (3.20). Each sample vector of

length m denoted by ỹl, l ∈ {1, 2, 3, . . . ,M} is constructed as

ỹl =


[y+
p ](l+m−1)

[y+
p ](l+m−2)

...

[y+
p ]l

 , (3.21)



55

where subscripted notation denote the location of sample in vector y+
p . The

window size m to form the sample vector is chosen such that m − c > c, as

mentioned in section 3.1.2.1 of this chapter. After generating the M sample

vectors, a sample covariance matrix C of size m×m is formed as:

C =
1

M

L∑
l=1

ỹlỹ
H
l . (3.22)

The number of NBIs is estimated by evaluating the eigenvalues of the sample

covariance matrix, given by the ED of the matrix C. The ED of C results into

m eigenvectors and m eigenvalues. The eigenvalues arranged in decreasing

order λ1 ≥ λ2 ≥ λ3 ≥ . . . , λm, are then evaluated according to the MDL

criterion as in (3.12) to estimate the number of NBIs c [143].

Frequency Estimation of Each NBI

After estimating the number of NBIs, we estimate location of each NBI in the

spectrum by using the high resolution frequency estimator MUSIC.

Based on the estimated number of NBIs, the eigenvectors of C are classified

into two subsets. The first subset, denoted by Ŝ = {â1, . . . , âc}, contains

the c eigenvectors associated to the c largest eigenvalues of C, also referred

to as signal-subspace in MUSIC terminology, and the second subset Ĝ =

{b̂1, . . . , b̂m−c} contains the remaining m − c eigenvectors of C namely the

noise-subspace in MUSIC terminology. Furthermore, we define the vector ααα

as a function of ω̂ as:

ααα(ω̂) = [1, e−jω̂, . . . e−j(l−1)ω̂]T , ω̂ ∈ [0, 2π]. (3.23)

Based on the estimated value of c, the values of ω̂ corresponding to the c

largest peaks of the pseudo-periodogram function f̂(ω̂), as defined in (3.24),

are the estimated locations of the each NBI in the spectrum [142],

f̂(ω̂) =
1

αααH(ω̂)ĜĜ
H
ααα(ω̂)

. (3.24)

Amplitude and Phase Estimation of Each NBI

After estimating the number and the corresponding frequencies of the NBIs,

in this step we perform amplitude and phase estimation of each NBI using the

LS estimator.
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Without loss of generality, let

zk = Ake
jφk , k ∈ {1, 2, . . . , c}, (3.25)

be the variable containing the values of amplitude and phase of the kth NBI.

Consider the column vector

z = [z1, . . . , zc]
T , (3.26)

of dimension c× 1, where the variables zk are defined in (3.25).

Let,

Q =


1 . . . 1

ejω̂1 . . . ejω̂c

...
...

ej(N−1)ω̂1 . . . ej(N−1)ω̂c

 (3.27)

be the matrix of size N × c constructed using the estimated frequencies of

NBIs, where {ω̂1, . . . , ω̂c} are the estimated frequencies.

Using (3.26) and (3.27), (3.20) can now be expressed as:

y+
p = Qz + noise. (3.28)

where the term “noise” corresponds to the contributions coming from channel,

received preamble symbols, IN mitigation error and the background noise in

(3.20). From (3.28), the vector z is estimated by using the LS estimator. The

LS estimated vector ẑ of z, is thus given by

ẑ = (QHQ)−1QHy+
p , (3.29)

where [.]H defines the Hermitian operation.

Exploiting the estimated order, amplitude, frequency and phase, a prelim-

inary estimate of the FI, êpre is achieved as:

[êpre]n =
c∑

k=1

ẑke
j(ω̂kn), (3.30)

where [êpre]n denotes the nth sample of êpre.

3.2.2.2 Observation Vector Refinement

The preliminary estimate of the FI, êpre, is subtracted from the observation

vector in (3.20),

¯̃yp = y+
p − êpre =

√
NFHEΛpG

Hh + (ep − êpre) + INresidue + wp, (3.31)
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where INresidue is the error coming from the IN cancellation. To further refine

the observation vector for FI estimation, the resulting samples in (3.31) are

now used for the channel estimation. The estimated channel along with the

known preamble symbols are then used to minimize the contributions coming

from the channel and received pilot symbols on the observation vector in (3.20).

In order to estimate the channel, the least squares (LS) channel estimator is

employed to approximate the coefficients of CFR corresponding to the used

subcarriers. To do so, we first transform the samples in (3.31) to frequency

domain. The frequency domain transformation is carried out by multiplying

(3.31) with the DFT matrix F as:

y̆p = F¯̃yp =

 0

Λph̆

0

+ NBIresidue + INresidue + Fwp, (3.32)

where y̆p is the vector containing the received symbols corresponding to the

transmitted preamble symbol and recall that h̆ =
√
NGHh from (3.4). Ex-

ploiting the known pilot symbols the estimated CFR is achieved as:

ˆ̆h = ET y̆p./diag(Λp), (3.33)

where diag(Λp) is a vector of dimension Nu × 1 containing only the diagonal

entries of the matrix Λp and ./ defines the element wise division operation.

With the estimated channel coefficients and known preamble symbols, the

effect of the corresponding quantities from (3.20) is eliminated, providing a

refined observation vector for the final FI estimation. To achieve the refined

observation vector, the samples in (3.20) are transformed to the frequency

domain first and then the subsequent quantities are subtracted as:

¯̆yref = Fy+
p −

 0

Λp
ˆ̆h

0

 =

 0

Λp(h̆− ˆ̆h)

0

+ Fep + INresidue + Fwp. (3.34)

After minimizing the effect of channel, preamble symbols and IN from the

received signal corresponding to the preamble transmission time, a refined

observation vector in frequency domain is obtained as in (3.34). The time

domain samples of vector ¯̆yref, which is a majority mixture of the FI and

background noise, is now used for final FI estimation. The refined observation

vector in time domain is hence expressed as:

yref = FH ¯̆yref = ep + wp + residue, (3.35)
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where “residue” defines the net error coming from the IN cancellation and the

minimization of channel contribution while obtaining the refined observation

vector for FI estimation.

3.2.2.3 Final Estimation of NBI and Cancellation

The final estimation of the FI is carried out by following the steps exactly as

mentioned in the subsection 3.2.2.1, using the new observation vector yref from

(3.35). The nth sample of FI is hence achieved as:

[êp]n =
c∑

k=1

Âke
j(ω̂kn+φ̂k), (3.36)

where Â, ω̂, and φ̂ are the estimated values of A, ω, and φ.

3.2.2.4 Impulsive Noise Estimation and Cancellation

In order to cancel the IN from the payload received signal, the IN estima-

tion and cancellation algorithm proposed in section 3.1.2 is exploited. The

frequency domain symbols received corresponding to the payload transmission

time is expressed as:

y̆ =

 0

Λh̆

0

+ F(e + i + w), (3.37)

where Λ denotes a diagonal matrix of dimension Nu × Nu whose diagonal

entries contain the frequency domain transmitted payload symbols, and the

vectors e, i and w denote the FI, IN and background noise. Since FI is as-

sumed deterministic for the duration of a frame transmission, the estimated

FI, êp, is also canceled from the received signal corresponding to the payload

transmission time as:

¯̆y =

 0

Λh̆

0

+ F(e− êpre + i + w), (3.38)

After the cancellation of the FI from (3.37), samples from the unused part of

the spectrum is segregated to generate the observation vector for IN estimation

as:

ȳ′ = STx ¯̆y. (3.39)
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Here we recall that the matrix Sx in (3.39) is a selection matrix that has 1s

as its entries at the indexes corresponding to the locations of end N − kend

subcarriers and rest of the other entries being zero as defined in (3.9). After

the IN is estimated, it is canceled from the received signal in (3.38) to obtain IN

mitigated samples for demodulation. Furthermore, the received symbols are

equalized against the channel selectivity by exploiting the channel estimated

in (3.33).

3.2.3 Numerical Validation

In this section, we evaluate the BER performance of the proposed algorithm.

The system parameters, preamble symbol, and channel model are derived

from the NB-PLC standard, IEEE 1901.2. The system parameters for the

CENELEC-A band OFDM system in consideration are shown in the table

below.

Parameter Value

Sampling frequency 400 kHz

Total number of subcarriers 256

Length of preamble symbol 256

Length of cyclic prefix 30

Inter carrier spacing 1.5625 kHz

First used subcarrier location 35.9375 kHz

Last used subcarrier location 90.625 kHz

Modulation QPSK (uncoded)

Table 3.1: Parameters of OFDM based PLC system derived from IEEE 1901.2

(NB-PLC) for simulation.

The channel considered for the simulations follows a statistical multi-path

fading model introduced in (2.2). The channel response at a given frequency

(f) is expressed as:

H(f) =

Npath∑
t=1

gte
−(a0+a1f)dte−j2πf

dt
vo (3.40)

where Npath is the total number of propagation paths between the transmitter

and the receiver, gt is the path gain summarizing the reflection and the trans-

mission along tth propagation path, ao and a1 are the attenuation parameters
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that depend on the transmission line impedance characteristics, f is the fre-

quency in Hertz, dt is the length of tth propagation path and vo is the wave

propagation speed. The above channel model is implemented using the realistic

parameter values, as given in the standard IEEE 1901.2, where a0 = 1× 10−3,

a1 = 2.5 × 10−3, d is the Gaussian random variable having mean 1000 and

standard deviation 400, g is also a Gaussian random variable with zero mean

and variance 1 that is scaled by 1000, Npath = 5 and vo = 3/4× 108 [39].

To demonstrate the performance of the proposed algorithm, we define two

scenarios characterized as:

� scenario I: One NBI, whose frequency is uniformly distributed between

[0, Fs], occurs during a frame transmission and IN samples occur with

the probability of corrupting 12 samples out of 1024 samples in a frame.

� scenario II: Two NBIs, whose frequencies are uniformly distributed

between [0, Fs], occur during a frame transmission and IN samples occur

with the probability of corrupting 20 samples out of 1024 samples in a

frame.

The simulation results showing the BER performance of the algorithm in

scenario I and scenario II are shown in Fig. 3.9 and Fig. 3.10 respectively. As

shown in the simulation results, the proposed scheme has performance close to

the AWGN bound and is superior then the nulling and clipping with frequency

excision schemes. The AWGN bound in the simulation results defines the sce-

nario when there is no occurrence of NBI and IN and the transmitted signal

is only impaired by the background noise. Apart from this, the performance

of the non-iterative implementation of the algorithm is also shown. As antici-

pated, the non-iterative approach reaches the saturation after SNR of 10 dB in

both cases. Conversely, the iterative approach converges towards a reasonable

SNR value in both scenarios. The significance of iterative estimation becomes

more evident at high SNR regions where the preamble symbol with high power

acts as strong noise for the FI estimation.

3.3 Conclusion

In the first section of this chapter, we proposed an IN mitigation technique for

PLC systems. The proposed algorithm effectively exploits the samples received

in the unused part of the spectrum to estimate the IN samples in the received
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Figure 3.9: BER performance in scenario I, where the impulsive noise power

to background noise power ratio is 40 dB and the signal power to interference

power is -40 dB.

signal. As shown via numerical validation, the proposed algorithm works ac-

curately in scenarios having IN for a remarkable range of different values of

INR. The proposed scheme outperforms the existing non-linear IN mitigation

algorithms like nulling and clipping, and also provides better IN mitigation

capability than the sophisticated TDP-based IN suppression algorithm. The

superiority of the proposed scheme over such techniques comes from the fact

that the effect of IN is removed only from the corrupted samples in the re-

ceived signal, thanks to the higher resolution in the identification of the IN

support using the MUSIC algorithm. Furthermore, as shown by the simu-

lation results, the precision in support estimation of the proposed algorithm

becomes more prominent when the channel is corrupted by even stronger IN

making the proposed algorithm better suited for PLC to support smart grid

applications.
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Figure 3.10: BER performance in scenario II, where the impulsive noise power

to background noise power ratio is 40 dB and the signal power to interference

power is -40 dB.

Addressing to the challenge of performing reliable data transmission in hos-

tile power line environment, in the second section of this chapter we proposed

a noise mitigation algorithm that can effectively cancel the effects of IN and

concurrently occurring NBI for PLC systems. The proposed scheme bears high

precision in parameter estimation and hence the effective cancellation of both

impairments from the received signal can be achieved. The performance of the

presented scheme is close to the AWGN bound and is consistent over different

scenarios having distinct level of NBI and IN power. Moreover, the use of the

same algorithm for estimating the IN samples support in the time domain and

the localization of NBI in the frequency domain facilitates an efficient PLC

receiver architecture for smart grid applications.

As a general conclusion, we can say that the unused part of the OFDM

transmission spectrum provides an opportunity to perform effective estimation
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of the inevitable impairments in power line environment. Upon canceling the

effect of unavoidable noises like IN and NBI, samples that are fairly free from

the error can be obtained for demodulation in PLC systems.
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Chapter 4
Channel Estimation for PLC

Systems

In section 2.6 of chapter 2 we presented an overview of the channel estimation

strategies that have been proposed for PLC systems. Most of the proposed

algorithms perform least squares (LS) channel estimation in conjunction with

IN power suppression schemes to estimate the coefficients of the channel fre-

quency response (CFR). The LS channel estimator, which typically assumes

the noise to be white, looses its optimality in the presence of IN. In a situation

when the effect of IN is not eliminated completely from the received signal,

the error in channel estimation still persists [132]. In order to enhance the

performance of LS estimators in the presence of IN, domain transformation

techniques are proposed [124–131]. By exploiting domain transformation tech-

niques, the CFR estimated by the LS estimator can be refined to have a more

accurate estimation of the power line channel. However, since the domain

transformation techniques exploit threshold based operations to identify the

channel taps with significant energy, these schemes show inconsistent behavior

in PLC environments. Hence, channel estimation strategies that are not only

robust, but also consistent, are required to exploit PLC based technologies to

support smart grid applications.

In this chapter, we propose novel channel estimation strategies that exploit

estimated parameters of IN to effectively estimate the channel for PLC systems

[147]. To concisely elaborate on the proposed channel estimation schemes this

chapter is divided into three sections. In the first section, the system model

of a typical OFDM-based PLC system defined in (3.1) is recalled and adapted

according to the context of the current chapter. In the second section, we

65
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(a) Subcarrier structure (b) Frame structure

Figure 4.1: Illustration of subcarrier and frame structure.

derive two maximum-likelihood (ML) estimators for PLC systems assuming

that the samples of IN are estimated and are available to the receiver for

further exploitation. Furthermore, in the third section of this chapter, we

formalize ML estimators for PLC systems that jointly estimate channel impulse

response (CIR) and IN. Moreover, we study the performance of the proposed

estimators in typical PLC scenarios and present evaluation of their channel

estimation errors.

4.1 System Model

In order to derive ML channel estimators, we consider an OFDM based PLC

system withN subcarriers. AmongN subcarriers, onlyNu subcarriers, ranging

from kstart to kend, are used for the data transmission. The remaining N −Nu

subcarriers are nulled/unused as shown in Fig. 4.1(a). The corresponding

subcarrier alignment is derived from the narrowband PLC (NB-PLC) standard

IEEE 1901.2 [39]. Furthermore, a transmission frame containing a preamble

and the information bearing payload OFDM symbol, as shown in Fig. 4.1(b), is

also considered. Symbols in the preamble of the frame are assumed to be known

to the receiver and are used for both transmitter-receiver synchronization and

channel estimation.

Characterizing the occurrence of IN during transmission, the frequency

domain received symbols corresponding to the preamble is expressed as:

y̆p =

 0

Λph̆

0

+ Fnp. (4.1)

The variables in (4.1) follow a similar notation as in (3.1). However, a sub-

scripted variable p is used in (4.1) to specifically denote preamble received

symbols and the noise vector np = wp + ip contains time domain samples of



67

Figure 4.2: Block diagram of the proposed scheme.

the background noise and IN occurring during the preamble transmission time.

4.2 Exploiting Estimated IN Samples for Chan-

nel Estimation

After receiving the symbols transmitted in the preamble as in (4.1), the IN can

be efficiently estimated exploiting the algorithm that is proposed in section

3.1 of chapter 3. In this section, we will introduce two strategies, namely

stochastic and conditional, to exploit the estimated IN for CFR estimation. In

the upcoming two subsections, we derive two ML channel estimators that are

based on these approaches and follow schematic that is shown in Fig. 4.2.

4.2.1 Stochastic Setting

Under stochastic setting, the time domain samples of estimated IN are con-

sidered random and Gaussian distributed with zero mean and variance |̂ip|2,

where îp denotes the sparse vector containing the samples of estimated IN.

Assuming that the receiver knows the background noise variance σ̄2
w and îp,

the log-likelihood function zstochastic of (4.1) can be written as:

zstochastic = logdet(Ĉn) + ĀH [FĈnF
H ]−1Ā, (4.2)

where
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Ā =

y̆p −

 0

Λph̆

0


 and Ĉn = σ̄2

wIN + diag(|̂ip|2) is the noise covariance

matrix.

Taking the derivative of the likelihood function in (4.2) and equating it

to zero, the channel estimator under stochastic setting can be written in the

closed form as:

ˆ̆hstochastic = Λp
−1[F2Ĉ

−1
n FH

2 ]−1F2Ĉ
−1
n FH y̆p, (4.3)

where F2 is the sub-DFT matrix that contains only the rows of F that identify

the locations of used subcarriers.

4.2.2 Conditional Setting

Under conditional setting, the estimated IN is treated as a deterministic quan-

tity. By replacing the IN vector ip in (4.1) by a column vector ic that contains

only Nimp non-zero elements of ip (neglecting the zero entries), the frequency

domain received symbols vector y̆p can be expressed as:

y̆p =

y̆1

y̆2

y̆3

 =

 0

Λph̆

0

+ F̃ic + Fwp, (4.4)

where the vectors y̆1, y̆2 and y̆3 are decomposition of y̆ such that y̆1 contains

the received symbols in the first (kstart−1) unused subcarriers, y̆2 contains the

received symbols in Nu used subcarriers and y̆3 contains the received symbols

in the last N − kend unused subcarriers. The matrix F̃ in (4.4) is the sub-DFT

matrix that contains only the columns of F that correspond to the locations

of IN samples.

Assuming deterministic IN and replacing ic by its estimate îc, the log-

likelihood function of (4.4) is written as:

zconditional = logdet(σ̄2
wIN) + B̄H

(
1

σ̄2
w

IN

)
B̄, (4.5)

where B̄ =


y̆1

y̆2

y̆3

−
 0

Λph̆

0

− F̃̂ic

.
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Differentiating (4.5) and equating to zero, the estimated channel vector can be

expressed in the closed form as:

ˆ̆hconditional = Λp
−1(y̆2 − F̃2̂ic), (4.6)

where F̃2 is the sub-DFT matrix containing only the rows of F̃ that correspond

to the locations of used subcarriers.

4.2.3 Numerical Validation

In this subsection, we present numerical evaluation of the performance of the

channel estimators derived in (4.3) and (4.6). In order to run the simulations,

we consider an OFDM based PLC system operating in the CENELEC-A band

and has N = 256 subcarriers. Among these 256, only 36 subcarriers indexed

from 23rd to 58th are used for data transmission, where each subcarrier conveys

a complex symbol that is randomly drawn from QPSK modulation. The sub-

carriers other than the ones bearing data are nulled/unused. The frequency

selective multipath channel model defined in (3.40) is used to simulate realistic

effect of the power line channel over the communication signal. Moreover the

channel parameters are adopted from the standard IEEE 1901.2 [39].

The IN is defined according to the Bernoulli-Gaussian noise model as in

(3.2). The performance of the proposed channel estimators is evaluated in

terms of mean squared error (MSE) and BER of the receiver. The performances

of two other algorithms that are based on nulling [76] and clipping [58] the

IN samples followed by LS channel estimation are also shown in the graphs,

to compare with the performances of the proposed estimators. In these two

approaches, first the IN samples are identified using threshold reference value

and then those samples are nulled/clipped. After suppressing the IN present

in the received samples, LS channel estimation is performed using the symbols

received in preamble and the known pilot symbols. Apart from these, the

performances of two genie aided receivers which have true IN information and

perform ML channel estimations are also assessed. Fig. 4.3 shows the MSE

when SNR is 10 dB and INR is varied from 20-60 dB. Similarly Fig. 4.4 shows

the MSE when SNR is varied from 0-30 dB and INR is fixed to 40 dB. Finally,

Fig. 4.5 shows the BER performance of the system where SNR is varied from

0-15 dB and INR is equal to 40 dB.

As evident from the simulation results, the proposed estimators outperform

conventional strategies while estimating the channel in typical power line envi-

ronments with distinct level of INR. The numerically evaluated performances
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Figure 4.3: MSE of channel estimation of the proposed estimators along with

the algorithms based on nulling and clipping impulsive noise corrupted samples

followed by the least squares channel estimation.

show that the estimators proposed in (4.3) and (4.6) estimate the channel more

accurately than the conventional channel estimation strategies. As shown in

the simulation result graphs, the proposed estimators yield lower MSE and

BER than the conventional channel estimators. Moreover, the estimator pro-

posed in (4.3), which estimates the CFR by weighting the time domain samples

of the received signal by the noise covariance has lower channel estimation er-

ror in comparison to the variance of the estimator that is proposed in (4.6),

which performs CFR estimation by canceling out the estimated IN from the

received signal.

4.3 Joint ML Estimation of CIR and IN

In the previous section we showed that a more accurate channel estimation

can be performed, provided the PLC receiver has an estimated information on
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Figure 4.4: MSE of channel estimation of the proposed estimators along with

the algorithms based on nulling and clipping impulsive noise corrupted samples

followed by the least squares channel estimation.

the IN occurring during the data transmission. After establishing ML channel

estimators in section 4.2 that rely on the estimated IN, in this section, we

direct our attention towards designing ML estimators that can jointly estimate

both the CIR and the IN. The proposed ML estimators, while performing

channel estimation, rely on a cost function that is solely a function of CIR.

The dependency of the cost function over the IN is removed by first estimating

the IN and replacing the IN variable in the cost function by its estimated value.

In order to avoid any confusion between the ML estimators proposed in section

4.2 and the estimators that are proposed in this section, we will call the ML

estimators in the text to follow as random ML and deterministic ML.

To concisely elaborate on the proposed channel estimators, we divide this

section into six subsections. In subsection 4.3.1, we recall the system model of

the OFDM-based PLC system model in (4.1). In subsection 4.3.2, we derive

the deterministic ML estimator and the random ML estimator. In subsection
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Figure 4.5: BER performance of the proposed estimators along with the algo-

rithms based on nulling and clipping impulsive noise affected samples followed

by the least squares channel estimation.

4.3.3, we elaborate on the characterization of the channel estimation errors

of both estimators. In subsection 4.3.4, we present all analytical evaluation

of the performance of the proposed estimators. Furthermore, we verify the

performance of both estimators numerically and provide discussions on the

simulation results in subsection 4.3.5. Finally, a brief conclusion is drawn and

presented in subsection 4.3.6.

4.3.1 System Model

Recalling from the system model in (3.3), the CIR is expressed as:

h̆ =
√
NGHh (4.7)

and the time domain received samples vector is defined as:

yp =
√
NFHEΛpG

Hh + ip + wp. (4.8)
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4.3.2 Proposed ML Estimators

In this section, we present the derivations of the proposed ML channel estima-

tors. After receiving the samples transmitted during the preamble transmission

time, as shown in (4.8), respective cost functions are derived for the determin-

istic ML and the random ML estimators. The derivation of cost functions is

done following similar assumptions as those that were made in sections 4.2.1

and 4.2.2 of this chapter. To concisely elaborate on the proposed ML estima-

tors, we divide this section in to two subsections. In subsection 4.3.2.1, we

derive the deterministic ML estimator. In subsection 4.3.2.2, we present the

derivation of the random ML estimator.

4.3.2.1 Deterministic ML Estimator

Under the deterministic setting, we express the time domain received signal

corresponding to preamble in (4.8) as

yp =
√
NFEΛpG

Hh + Uic + wp, (4.9)

where ic is a non-sparse vector containing only the non-zero entries of ip and

U =
[

un1 · · · unNimp

]
.

The matrix U in (4.9) is of dimension N ×Nimp, where each column vector uI

is of length N × 1 and has a single 1 identifying the location of IN sample as

indexed by I. Furthermore, we also define the matrix P as a diagonal matrix

whose entries are ones only at the locations where there are IN samples. In

other words, P = UUT .

Assuming deterministic IN samples, the log-likelihood function of (4.9)

takes the form

ζDML

(
h, ic, σ

2
w

)
= N log σ2

w +
1

σ2
w

∥∥∥yp −√NΘh−Uic

∥∥∥2

, (4.10)

where Θ = FEΛpG
H , which will be used through out the remainder of the

chapter. Differentiating (4.10) with respect to IN variable and equating it to

zero, the estimated IN takes the form:

îc = UH(yp −
√
NΘh). (4.11)

Replacing the IN variable ic by its estimate, the likelihood function in (4.10)

can be equivalently reformulated, only as a function of h, as:

ζDML (h) =
1

N −Nimp

(
yp −

√
NΘh

)H
P⊥
(
yp −

√
NΘh

)
, (4.12)
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where P⊥ = IN −P = IN −
∑Nimp

i=1 uniu
T
ni

is a diagonal matrix containing ones

in its diagonal entries corresponding to the locations of the samples in the

received signal that are not impaired by the IN.

Taking the derivative of (4.12) with respect to h and equating it to zero,

assuming that the supports of the IN samples are provided by a previous

inference procedure (e.g., the one reported in [140]), the deterministic ML

estimator can be expressed as:

ĥDML =
1√
N

(
ΘHP̂⊥Θ

)−1

ΘHP̂⊥yp, (4.13)

where P̂⊥ = IN − P̂ is the estimated value of P⊥ and P̂ is the estimated value

of P.

4.3.2.2 Random ML Estimator

Under the random setting, the time domain received signal model in (4.8) is

expressed as:

yp =
√
NΘh + n, (4.14)

where n = ip+wp. Furthermore, we assume that the noise follows a zero mean

circular Gaussian distribution n ∼CN (0,Cn), where the covariance matrix has

the structure

Cn = σ2P + σ2
wP⊥,

where σ2 = σ2
i +σ2

w denotes the cumulative noise power at the locations of the

IN samples. The log-likelihood function of (4.14), assuming random IN, takes

the form

ζRML

(
h, σ2, σ2

w

)
= log det(Cn) + ȳHC−1

n ȳ, (4.15)

where ȳ = yp −
√
NΘh.

Assuming that the support of the IN is previously estimated, the resulting

noise covariance matrix can be constructed as Ĉn = σ̂2P̂ + σ̂2
wP̂⊥, where

tr[P̂] = N̂imp and tr[P̂⊥] = N − N̂imp. Differentiating (4.15) with respect

to the cumulative noise power and the background noise power and equating

them to zero, the cumulative noise power and the background noise power in

terms of locations of IN samples and its orthogonal locations and the received



75

signal can be expressed as:

σ̂2 =
1

N̂imp

ȳHP̂ȳ

and

σ̂2
w =

1

N − N̂imp

ȳHP̂⊥ȳ.

(4.16)

Furthermore, plugging the values of estimated cumulative noise power and the

background noise power into (4.15), the normalized likelihood function for the

random ML estimator, only in terms of h, can be expressed as:

ζRML (h) =
N̂imp

N
log

(
1

N̂imp

ȳHP̂ȳ

)
+
N − N̂imp

N
log

(
1

N − N̂imp

ȳHP̂⊥ȳ

)
.

(4.17)

The ML estimate of the CIR is now achieved by finding the optimum of the

likelihood function in (4.17). In order to do so, we solve ∇ζRML(h) = 0 by

applying the Newton-Raphson method [148]. Initiating the solution finding

procedure with an initial guess h0 and exploiting the Hessian and the gradi-

ent of the likelihood function, an iterative approximation of the root can be

computed as:

R(hk+1) = R(hk)− [HζRML(hk)]−1∇ζRML(hk), (4.18)

where R (h) =
[
ReT (h) , ImT (h)

]T
, HζRML is the Hessian matrix and ∇ζRML

is the gradient of the likelihood function. The final estimate of the CIR is

achieved when ||R(hk+1)−R(hk)||2
||R(hk)||2 ≤ t, where t is a threshold that defines the

stopping criterion.

In order to proceed with the iterative-approximation of the channel esti-

mate, we begin by evaluating the Hessian matrix and the gradient of the cost

function with respect to h.

Calculation of Hessian and Gradient of Cost Function

To evaluate the gradient of the likelihood function in (4.17), we begin by

evaluating the complex derivatives that establish

∇ζRML (h) =
∂ζRML (h)

∂R (h)
= Ξ̃

[
∂ζRML(h)

∂h∗
∂ζRML(h)

∂h

]
, (4.19)

where ∂ζRML(h)
∂h

denotes derivative of the cost function with respect to the CIR,
∂ζRML(h)

∂h∗
is the derivative of the cost function with respect to the complex
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conjugate of the CIR and Ξ̃ =

[
IL IL

−jIL jIL

]
. Furthermore, the Hessian of the

cost function can be calculated by evaluating

HζRML (h) =
∂2ζRML (h)

∂R (h) ∂RT (h)
= Ξ̃

[
∂2ζRML(h)
∂h∗∂hH

∂2ζRML(h)
∂h∗∂hT

∂2ζRML(h)
∂h∂hH

∂2ζRML(h)
∂h∂hT

]
Ξ̃T . (4.20)

To simplify the notation, we express the Hessian matrix equivalently as

HζRML (h) = Ξ̃

[
H̄c (h) Hc (h)

(Hc (h))T
(
H̄c (h)

)∗
]

Ξ̃T , (4.21)

where Hc (h) = ∂2ζRML(h)
∂h∗∂hT

and H̄c (h) = ∂2ζRML(h)
∂h∗∂hH

.

Proceeding with the calculations of the complex derivatives, the elements

of the gradient vector and the Hessian matrix can be evaluated as:

∂ζRML (h)

∂h∗
= −N̂imp√

N

ΘHP̂ȳ

ȳHP̂ȳ
− N − N̂imp√

N

ΘHP̂⊥ȳ

ȳHP̂⊥ȳ
, (4.22)

Hc (h) =
N̂imp

ȳHP̂ȳ
ΘH

(
P̂− P̂ȳȳ

H
P̂

ȳHP̂ȳ

)
Θ+

N − N̂imp

ȳHP̂⊥ȳ
ΘH

(
P̂⊥ − P̂⊥ȳȳHP̂⊥

ȳHP̂⊥ȳ

)
Θ,

(4.23)

and

H̄c (h) = −N̂imp
ΘHP̂ȳȳ

H
P̂Θ

∗(
ȳHP̂ȳ

)2 −
(
N − N̂imp

) ΘHP̂⊥ȳȳHP̂⊥Θ∗(
ȳHP̂⊥ȳ

)2 , (4.24)

where we recall that ȳ = yp −
√
NΘh. Upon evaluating (4.22), (4.23) and

(4.24), and plugging them into (4.19) and (4.21), the gradient and the Hessian

of the cost can be readily obtained.

Observation 1:

In this section we derived the random ML estimator by using gradient search

algorithm. In the upcoming section we will show how the same random ML

estimator can be computed in a much more efficient way.

4.3.2.3 Simplified Computation of the Random ML Estimator

In order to derive the simplified random ML estimator, we begin by recalling

the log-likelihood function in (4.15) that takes the form

ζRML

(
h, σ2, σ2

w

)
= log det

(
σ2P + σ2

wP⊥
)

+ ȳH
(

1

σ2
P +

1

σ2
w

P⊥
)

ȳ, (4.25)
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where

ȳ = yp −
√
NΘh. (4.26)

By taking the derivative of the cost function with respect to the channel we

can readily see that

∂ζRML (h, σ2, σ2
w)

∂h∗
= −
√
NΘH

(
1

σ2
P +

1

σ2
w

P⊥
)

ȳ. (4.27)

Forcing (4.27) to be equal to zero we see that the ML channel estimator is a

solution to the problem

ΘH

[
P

σ2
+

P⊥

σ2
w

]
yp = ΘH

(
P

σ2
+

P⊥

σ2
w

)
Θ
√
N ĥ (4.28)

such that

ȳ = yp −
√
NΘĥ =

(
IN −Θ

(
ΘH

(
P

σ2
+

P⊥

σ2
w

)
Θ

)−1

ΘH

[
P

σ2
+

P⊥

σ2
w

])
yp.

(4.29)

Recalling the N ×Nimp selection matrix U in (4.9), such that P = UUH , and

using the matrix inverse lemma we can express(
ΘH

(
P

σ2
+

P⊥

σ2
w

)
Θ

)−1

= σ2
w

((
σ2
w

σ2
− 1

)
ΘHUUHΘ + ΘHΘ

)−1

(4.30)

= σ2
w

[[
ΘHΘ

]−1 −
[
ΘHΘ

]−1
ΘHU

[(σ2
w

σ2
− 1
)−1

INimp + UHPΘU

]−1

UHΘ
[
ΘHΘ

]−1
]

where PΘ = Θ
(
ΘHΘ

)−1
ΘH . Multiplying (4.30) by Θ and ΘH on both sides

and taking the common factor, we obtain

Θ

[
ΘH

(
P

σ2
+

P⊥

σ2
w

)
Θ

]−1

ΘH = σ2
wPΘ

[
IN−U

[(σ2
w

σ2
−1
)−1

INimp+UHPΘU

]−1

UHPΘ

]
.

(4.31)

Upon replacing Θ

[
ΘH

(
P
σ2 + P⊥

σ2
w

)
Θ

]−1

ΘH in (4.29) by its resulting value ob-

tained in (4.31) we get

ȳ = yp−
√
NΘĥ = P⊥Θyp−PΘU

[(
σ2
w

σ2
− 1

)−1

INimp + UHPΘU

]−1

UHP⊥Θyp,

(4.32)

where P⊥Θ = IN −PΘ. This further implies that

ȳHPȳ = yHp P⊥ΘU

[
I +

(
σ2
w

σ2
− 1

)
UHPΘU

]−2

UHP⊥Θyp (4.33)
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and

ȳHP⊥ȳ = yHp P⊥Θyp +

(
σ2
w

σ2
− 1

)
yHp P⊥ΘU

[
I +

(
σ2
w

σ2
− 1

)
UHPΘU

]−1

UHP⊥Θyp

(4.34)

− σ2
w

σ2
yHp P⊥ΘU

[
I +

(
σ2
w

σ2
− 1

)
UHPΘU

]−2

UHP⊥Θyp.

Inserting the resulting values of ȳHPȳ and ȳHP⊥ȳ back into the random ML

cost function in (4.25) we see that

ζRML

(
ĥ, σ2, σ2

w

)
= Nimp log σ2 + (N −Nimp) log σ2

w (4.35)

+
1

σ2
w

yHp P⊥Θyp −
σ2 − σ2

w

(σ2
w)2 yHp P⊥ΘU

[
I +

(
σ2 − σ2

w

σ2
w

)
UHP⊥ΘU

]−1

UHP⊥Θyp.

To proceed further, we now estimate the two variances σ2, σ2
w as the minimizers

of the cost function in (4.35) in the region 0 ≤ σ2
w ≤ σ2. For this, we assume

that Nimp +L < N such that the eigenvalue/eigenvector decomposition of the

matrix UHP⊥ΘU takes the form

UHP⊥ΘU =

Nimp∑
i=1

λiuiu
H
i ,

where λi > 0 for all i and λi = 1 for i > min {Nimp, L}. The cost function in

(4.35) can therefore be rewritten as

ζRML

(
ĥ, σ2, σ2

w

)
= Nimp log σ2 + (N −Nimp) log σ2

w +
1

σ2
w

yHp P⊥Θyp (4.36)

− σ2 − σ2
w

σ2
w

Nimp∑
i=1

1

σ2
w + (σ2 − σ2

w)λi
yHp P⊥ΘUuiu

H
i UHP⊥Θyp.

To find the minimum of the cost function in the region 0 ≤ σ2
w ≤ σ2, we

first investigate the behavior of (4.36) in the boundary of the feasibility region.

We begin by observing that when σ2
w → 0 for any fixed σ2 we have

ζRML

(
ĥ, σ2, σ2

w

)
= Nimp log σ2 + (N −Nimp) log σ2

w (4.37)

+
1

σ2
w

yHp

(
P⊥Θ −P⊥ΘU

(
UHP⊥ΘU

)−1
UHP⊥Θ

)
yp

+
1

σ2

Nimp∑
i=1

1

λ2
i

(
1− (1− λi)

σ2
w

σ2

)
yHp P⊥ΘUuiu

H
i UHP⊥Θyp + o

(
σ2
w

)
.
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As ζRML

(
ĥ, σ2, σ2

w

)
→ +∞ the minimum is always attained for some σ2

w > 0.

Furthermore, when σ2 →∞ for any fixed σ2
w we have

ζRML

(
ĥ, σ2, σ2

w

)
= Nimp log σ2 + (N −Nimp) log σ2

w (4.38)

+
1

σ2
w

yHp

(
P⊥Θ −P⊥ΘU

(
UHP⊥ΘU

)−1
UHP⊥Θ

)
yp

+
1

σ2
yHp P⊥ΘU

(
UHP⊥ΘU

)−2
UHP⊥Θyp + o

(
1

σ2

)
.

As ζRML

(
ĥ, σ2, σ2

w

)
→ +∞ the minimum is always attained for σ2 < ∞.

Finally when σ2
w = σ2 we have

ζRML

(
ĥ, σ2, σ2

)
= N log σ2 +

1

σ2
yHp P⊥Θyp. (4.39)

The minimum of (4.39) in this boundary is obtained at σ̂2 = σ̂2
w = N−1yHp P⊥Θyp,

where ζRML = N log
(
N−1yHp P⊥Θyp

)
+N .

Based upon the observations we made above, we can conclude that the

minimum of the cost function is either obtained at an inflexion point of the

feasible region, or on the boundary line where σ2
w = σ2, in which case the

optimum is given by σ2 = σ2
w = N−1yHp P⊥Θyp. We now investigate the position

of the inflexion points for which we begin by taking the partial derivatives of

the cost function with respect to both σ2 and σ2
w. The derivatives take the

form

∂ζRML

(
ĥ, σ2, σ2

w

)
∂σ2

=
Nimp

σ2

[
1− 1

Nimp

Nimp∑
i=1

σ2

((1− λi)σ2
w + λiσ2)2 yHp P⊥ΘU

(4.40)

× uiu
H
i UHP⊥Θyp

]
and

∂ζRML

(
ĥ, σ2, σ2

w

)
∂σ2

w

=
N −Nimp

σ2
w

−
(

1

σ2
w

)2

yHp P⊥Θyp (4.41)

+
1

σ2
w

(
σ2

σ2
w

)Nimp∑
i=1

1

(1− λi)σ2
w + σ2λi

yHp P⊥ΘUuiu
H
i UHP⊥Θyp

− 1

σ2
w

(
1− σ2

σ2
w

)Nimp∑
i=1

(1− λi)σ2
w

((1− λi)σ2
w + σ2λi)

2 yHp P⊥ΘUuiu
H
i UHP⊥Θyp.
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Forcing (4.40) and (4.41) to zero, we can see that any inflexion point corre-

sponds to a β = σ2/σ2
w given by a solution to the following equation

yHp P⊥Θyp−
Nimp∑
i=1

λiβ
2 + β

(
1 + N

Nimp
− 2λi

)
− (1− λi)

(1− λi + λiβ)2 yHp P⊥ΘUuiu
H
i UHP⊥Θyp = 0

(4.42)

in the region β ≥ 1. Note that this is a polynomial equation of degree 2Nimp in

β, so we can find the solutions by polynomial rooting in the real axis. Denoting

the left hand side expression in (4.42) by f(β), the expression can be re-written

as f(β) = 0. Observe that f(β) is continuous and differentiable on the positive

real axis, and that

lim
β→∞

f(β) = yHp

(
P⊥Θ −P⊥ΘU

(
UHP⊥ΘU

)−1
UHP⊥Θ

)
yp > 0. (4.43)

In a situation when L < Nimp, there exists some eigenvalues λi that are

equal to one, such that limβ→0− f(β) = −∞. Thus, by continuity of f(β) we

can say that there exists at least one solution of (4.43) in the region (0,+∞).

However, it may happen that the solution is obtained for β < 1, which is

outside the feasibility region. Moreover, when L ≥ Nimp all the eigenvalues

are positive and therefore

lim
β→0−

f(β) = yHp P⊥Θyp + yHp P⊥ΘU
(
UHPΘU

)−1
UHP⊥Θyp > 0. (4.44)

So we cannot generally state that there exists a zero of f(β) in the feasibility

region.

Assuming that there exists a solution of (4.44) in the region (1,+∞), one

can recover the associated values of σ̂2 and σ̂2
w in the inflexion point as

σ̂2 =
1

Nimp

Nimp∑
i=1

β2

(1− λi + λiβ)2 yHp P⊥ΘUuiu
H
i UHP⊥Θyp (4.45)

and

σ̂2
w =

1

N −Nimp

yHp P⊥Θyp −
1

N −Nimp

Nimp∑
i=1

β

1− λi + λiβ
yHp P⊥ΘUuiu

H
i UHP⊥Θyp

(4.46)

+
1

N −Nimp

Nimp∑
i=1

(1− β) (1− λi)
(1− λi + λiβ)2 yHp P⊥ΘUuiu

H
i UHP⊥Θyp.

In summary, we have shown that the random ML channel estimate can be

computed as follows:
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1. Find the roots of f(β) in (4.42) on the positive real axis.

� If there exits at least one root on the positive real axis such that

β > 1 do the following: compute (4.45) and (4.46) for each root,

and evaluate (4.38) accordingly. Select the root for which (4.38) is

minimum.

� Otherwise, take β = 1 and σ̂2 = σ̂2
w = N−1yHp P⊥Θyp.

2. Find ĥRML by inverting (4.28) with σ̂2 and σ̂2
w fixed to the above values.

Based on above steps an algorithm as in 4.1 is formulated to estimate the

random ML CIR.

4.3.3 Asymptotic Performance Characterization

In this section we evaluate the error in the channel estimation of the proposed

methods. We divide this section into two subsections, one for each approach,

and outline in detail the characterizations of the variances of the estimation

errors of both estimators. In the first subsection, we characterize the channel

estimation error of the deterministic ML estimator. In the second subsection,

the variance of the channel estimation error of the random ML estimator is

evaluated taking an asymptotic approach, when N →∞.

4.3.3.1 Variance of the Deterministic ML Estimator

To calculate the variance of the deterministic ML channel estimator, we recall

(4.13) and replace yp =
√
NFEΛpG

Hh̄ + n̄, where h̄ denotes the true channel

and n̄ denotes the true noise samples, we observe that

ĥDML = h̄+
1√
N

(
ΘHP̂⊥Θ

)−1

ΘHP̂⊥n̄. (4.47)

The true noise in (4.47) is assumed to follow n̄ ∼ CN
(
0, C̄n

)
distribution.

Similar to Cn, the true noise covariance, C̄n, is defined as C̄n = σ̄2P̄ + σ̄2
wP̄⊥,

where σ̄2 is the true variance of the IN, P̄ is the diagonal matrix with ones as

its entries at the locations identifying the true support of the IN samples, σ̄2
w

is the true variance of the background noise and P̄⊥ = IN − P̄ is the diagonal

matrix with ones at its entries identifying the samples in the received signal

that are not corrupted by the IN. Note that P̂ = P̄ and P̂⊥ = P̄⊥, only if the

estimated support of the IN aligns with the true one.

Trivially from (4.47), we see that ĥDML is unbiased regardless of the IN

behavior and
√
N
(
ĥDML − h̄

)
is Gaussian distributed with zero mean and
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Algorithm 4.1 Algorithm for simplified random ML estimator

Input: observation yp, set of samples contaminated with impulse noise A,

matrix Θ.

1. Build the selection matrix U, the projection matrix P⊥Θ = IN −
Θ
(
ΘHΘ

)−1
ΘH , and compute the eigendecomposition in (5.7).

2. Compute the solutions to the equation in (5.7) on the region β ≥ 1. Let

them be denoted by β1, . . . , βR.

3. If there are no solutions to the equation in (5.7), take σ̂2 = σ̂2
w =

N−1yHp P⊥Θyp. Otherwise, for each solution βr, compute σ̂2
r and σ̂2

w,r as

(4.45)-(4.46) with β = βr, r = 1, . . . , R. Then, take

ropt = arg min
r
ζRML

(
ĥ, σ̂2

r, σ̂
2
w,r

)
.

If ζGML

(
ĥ, σ̂2

ropt , σ̂
2
w,ropt

)
≤ N log

(
N−1yHp P⊥Θyp

)
+N , take

σ̂2 = σ̂2
ropt and σ̂2

w = σ̂2
w,ropt .

Otherwise, take σ̂2 = σ̂2
w = N−1yHp P⊥Θyp.

4. Compute the channel estimate as

ĥRML =
1√
N

[
ΘH

(
P̂

σ̂2 +
P̂⊥

σ̂2
w

)
Θ

]−1

ΘH

[
P̂

σ̂2 +
P̂⊥

σ̂2
w

]
yp,

where the matrices P̂ and P̂⊥ respectively denote the diagonal matrices

with ones at the estimated locations where IN samples are present and

where IN samples are not present in the received signal.

covariance

CDML =
(
ΘHP̂⊥Θ

)−1

ΘHP̂⊥C̄nP̂
⊥Θ

(
ΘHP̂⊥Θ

)−1

. (4.48)

4.3.3.2 Variance of the Random ML Estimator

To evaluate the variance of the random ML estimator, we take an asymptotic

approach and characterize the behavior of the estimation error by assuming

large symbol size N . In order to do so, we recall the cost function ζRML (h)

derived in (4.17) and evaluate its gradient around the true channel h̄. The
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Taylor series expansion of the gradient of the cost function can be expressed

as

∇ζRML (h) = [∇ζRML (h)]h=h̄ + [HζRML (h)]h=h̄R
(
h− h̄

)
+ ξ(h, h̄), (4.49)

where ξ(h, h̄) is a column vector. Evaluating (4.49) at h = ĥRML, assuming

that the Hessian in invertible at this point and using the fact that ∇ζRML

(
ĥ
)

by definition, we obtain

R
(
ĥRML − h̄

)
= − [HζRML (h)]−1

h=h̄ [∇ζRML (h)]h=h̄− [HζRML (h)]−1
h=h̄ ξ(ĥ, h̄),

(4.50)

or equivalently,

ĥRML − h̄ = −Ξ [HζRML (h)]−1
h=h̄ [∇ζRML (h)]h=h̄ −Ξ [HζRML (h)]−1

h=h̄ ξ(ĥ, h̄),

(4.51)

where we have used Ξ = [IL, jIN ]. Owing to the consistency of the likelihood

function in (4.17) (proven in the appendix), the quantity Ξ[HζRML(h)]−1
h=h̄

ξ(ĥ, h̄)→
0 in probability at a sufficiently high rate. Hence, we evaluate the asymptotic

distribution of −Ξ [HζRML (h)]−1
h=h̄ [∇ζRML (h)]h=h̄ to characterize large sym-

bol size error of the random ML estimator. To do so, as a first step we define

the convergence of the Hessian matrix and then proceed with the characteri-

zation of the asymptotic distribution of the cost function gradient.

Convergence of Hessian Matrix

To determine the convergence of the Hessian matrix derived in (4.21), we

evaluate its entries by studying the bilinear form

RT (a)HζRML (h)R (b) = 2 Re
[
aHHc (h) b + aHH̄c (h) b∗

]
,

where a and b are vectors of appropriate dimensions. At true channel and

applying the weak law of large numbers, we can see that [149]

aHHc

(
h̄
)
b−

(
aHΘH

(
1

σ̃2 P̂+
1

σ̃2
w

P̂⊥
)

Θb

)
→ 0

aHH̄c

(
h̄
)
b→ 0

(4.52)

with probability one, where σ̃2 = 1

N̂imp
tr
[
P̂C̄n

]
and σ̃2

w = 1

N−N̂imp
tr
[
P̂⊥C̄n

]
.

Exploiting (4.52) and (4.20) we can conclude that

HζRML

(
h̄
)
− 2

 Re
[
ΘHC̃−1

n Θ
]
−Im

[
ΘHC̃−1

n Θ
]

Im
[
ΘHC̃−1

n Θ
]

Re
[
ΘHC̃−1

n Θ
] → 0, (4.53)

where C̃−1
n = 1

σ̃2 P̂+ 1
σ̃2
w
P̂⊥, almost surely.
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Asymptotic Distribution of the Gradient of Cost Function

Similar to the Hessian, for the evaluation of the asymptotic distribution of the

cost function gradient, we exploit the identity that establishes

RT (a)∇ζRML (h) = 2 Re

[
aH

∂ζRML (h)

∂h∗

]
, (4.54)

for a complex vector a of appropriate dimension. Furthermore, from (4.22),

upon applying strong law of large numbers [149]

ȳHP̂ȳ

N̂imp

∣∣∣∣∣
h=h̄

→ σ̃2 and
ȳHP̂⊥ȳ

N − N̂imp

∣∣∣∣∣
h=h̄

→ σ̃2
w

almost surely. This further implies that

√
NaH

∂ζRML (h)

∂h∗

∣∣∣∣
h=h̄

= − 1

σ̃2 aHΘHP̂ȳ − 1

σ̃2
w

aHΘHP̂⊥ȳ + op(1). (4.55)

Asymptotic Variance of Random ML Estimator

Plugging the values of the Hessian and the gradient of the cost function eval-

uated at h = h̄ into (4.51), the channel estimation error of the random ML

estimator can hence be expressed as

√
N
(
ĥRML − h̄

)
=
(
ΘHC̃−1

n Θ
)−1

ΘHC̃−1
n n̄. (4.56)

Furthermore, the estimation error is asymptotically equivalent in law to a

Gaussian random variable with zero mean and covariance being equal to

CRML =
(
ΘHC̃−1

n Θ
)−1

ΘHC̃−1
n C̄nC̃

−1
n Θ

(
ΘHC̃−1

n Θ
)−1

. (4.57)

4.3.4 Performance Assessment

In this section we analyze and compare the performance of both estimators in

varied scenarios by exploiting the derived covariances in (4.48) and (4.57). As

evident, both estimators rely on estimated support of IN to perform channel

estimation. Hence, to assess the performance of proposed estimators we define

two different scenarios. To begin with, we first consider an ideal scenario where

the support of the IN is perfectly estimated and characterize the variance of

both channel estimators. In the second assessment, we consider scenarios where

the support of the IN is estimated with error and determine the variance of

the channel estimation error for the proposed channel estimators.
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4.3.4.1 Correct Estimation of the IN Support

In an ideal situation, when the estimated support and the true support of the

IN match, then P̄ = P̂ and P̄⊥ = P̂⊥. In such a situation σ̃2 = σ̄2, σ̃2
w = σ̄2

w

and C̃n = C̄n = Ĉn.

Hence, the variances of the channel estimation errors of the two estimators

when the support of the IN is accurately estimated, can be expressed as:

CDML = σ̄2
w

(
ΘHP̄⊥Θ

)−1
(4.58)

and

CRML =
(
ΘHC̄−1

n Θ
)−1

. (4.59)

Recalling that C̄−1
n = σ̄−2

w P̄⊥ + σ̄−2P̄, we see that C̄−1
n ≥ σ̄−2

w P̄⊥, implying

CRML ≤ CDML. (4.60)

From (4.60) we can conclude that, provided that the support of the IN samples

are correctly estimated, the random ML estimator asymptotically outperforms

the performance of the deterministic ML estimator, as its asymptotic variance

is lower. The superior performance of the random ML estimator is reasonable

as it exploits all samples in the received signal to determine the CIR coeffi-

cients, whereas the deterministic ML estimator only uses those samples that

are not contaminated by the IN. However, when the IN power is very high

than the background noise power, then C̄−1
n ≈ σ̄−2

w P̄⊥ and, hence, the vari-

ances of both estimators converge to approximately similar values such that

CRML ≈ CDML.

Furthermore,

CDML = σ̄2
w(ΘHP̄⊥Θ)−1 = CRBDML

and

CRML = (ΘHC̄−1
n Θ)−1 = CRBRML

are the CRBs of the deterministic and the random ML estimators respectively.

(Refer to the Appendix section for the proof that inverse of (ΘHP̄⊥Θ) exists.)

4.3.4.2 Incorrect Estimation of the IN Support

In practice, it might happen that the support of the IN is estimated with error.

In such a situation P̂ 6= P̄ and P̂⊥ 6= P̄⊥ further implying that Ĉn 6= C̄n. In

a realistic scenario, a mismatch between the estimated and the true noise
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covariance matrices typically takes place when the support of the IN samples

is either underestimated or overestimated.

In order to investigate the performance of both estimators in underesti-

mated and overestimated scenarios, first we consider a situation when the IN

support is underestimated and formulate the estimation error variances for

both approaches. Following the underestimated support scenario, we then

characterize the channel estimation errors of both estimators considering a

situation when the supports of the IN are overestimated.

Underestimated IN Support

In this scenario we assume that, among all the IN affected samples, only a sub-

set is identified. The estimated support of the IN is therefore a smaller subset

of all the truly contaminated samples. Under this assumption, we see that

N̄imp > N̂imp, where N̄imp is the true number of IN samples, and P̄− P̂ >0,

such that P̂P̄ = P̂, P̂P̄⊥ = 0, σ̃2 = σ̄2 and

σ̃2
w = σ̄2 N̄imp − N̂imp

N − N̂imp

+ σ̄2
w

N − N̄imp

N − N̂imp

.

The variance of the deterministic ML estimator, under above assumptions, can

hence be expressed as:

CDML = σ̄2
w

(
ΘHP̂⊥Θ

)−1

+
(
σ̄2 − σ̄2

w

) (
ΘHP̂⊥Θ

)−1

ΘH
(
P̄− P̂

)
Θ
(
ΘHP̂⊥Θ

)−1

.
(4.61)

Similarly, the asymptotic variance of the random ML estimator takes the form:

CRML =
(
ΘHC̃−1

n Θ
)−1

ΘH×(
1

σ̃2 P̂ +
σ̄2

σ̃4
w

(P̄− P̂) +
σ̄2
w

σ̃4
w

P̄⊥
)
×

Θ
(
ΘHC̃−1

n Θ
)−1

,

(4.62)

where we have used the fact that C̃−1
n C̄nC̃

−1
n in (4.57) is equivalent to ( 1

σ̄2 P̂ +
σ̄2

σ̃4
w

(P̄− P̂) + σ̄2
w

σ̃4
w
P̄⊥) when the support of the IN is underestimated.

Overestimated IN Support

In this scenario, we assume that the estimated set of IN contaminated samples

is larger than the true one and also that all the truly contaminated samples

are retained in the estimated support set.
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Under these two assumptions, we see that N̂imp > N̄imp, P̂ = P̄ + VV
H

for some selection matrix V with dimensions N× (N̂imp− N̄imp), resulting into

P̄V = 0 (such that P̄⊥V = V) implying P̂P̄ = P̄, P̂⊥P̄ = 0, σ̃2
w = σ̄2

w and

σ̃2 = σ̄2 N̄imp

N̂imp

+ σ̄2
w

N̂imp − N̄imp

N̂imp

.

Upon evaluating the variance of the deterministic ML estimator, the resulting

variance can be readily expressed as:

CDML = σ̄2
w

(
ΘHP̂⊥Θ

)−1

. (4.63)

Similarly, the asymptotic variance of the random ML estimator can be ex-

pressed as:

CRML =
(
ΘHC̃−1

n Θ
)−1

ΘH×(
σ̄2

σ̃4 P̄ +
σ̄2
w

σ̃4 (P̂− P̄) +
1

σ̃2
w

P̂⊥
)
×

Θ
(
ΘHC̃−1

n Θ
)−1

,

(4.64)

where we have used the fact that taking into account when the IN support is

over estimated, C̃−1
n C̄nC̃

−1
n in (4.57) is equivalent to ( σ̄

2

σ̃4 P̄+ σ̄2
w

σ̃4 (P̂−P̄)+ 1
σ̃2
w
P̂⊥).

Observation 2:

After deriving the variances of the proposed estimators by segregating the sce-

narios when the estimated noise covariance does not match the true one, it is

legitimate to say that the derived expressions for the estimation error variances

allow us to study individual scenarios on a case by case basis. Therefore, in

order to validate the performances of the proposed estimators in IN support

underestimated and overestimated scenarios, we resort to channel estimation

simulations for both estimators and validate their performances numerically.

4.3.5 Numerical Validation

In this section, we numerically evaluate the performance of the proposed chan-

nel estimators in typical PLC scenarios. For the purpose of simulation, we

consider an OFDM based PLC system with N = 256 subcarriers. Among the

256 subcarriers, only Nu = 252 subcarriers are used for data transmission.

Similar to the simulation setup that we defined in section 4.2.3, we adopt
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the frequency selective multipath channel defined in (3.40). The values of all

the channel parameters are adopted as proposed in the standard [39]. Fur-

thermore, the occurrence of IN is defined according to the Bernoulli-Gaussian

noise model as defined in (3.2).

To assess the performance of random ML and deterministic ML estimators,

we resort to different PLC scenarios. Among the simulated scenarios, Fig. 4.6

shows the comparison of the performance of the proposed estimators when

INR is fixed to 10 dB and SNR is varied from 0 dB to 30 dB. Fig. 4.7 shows

the performance of proposed estimators when SNR is fixed to 20 dB and INR

is varied from 10 dB to 40 dB. Fig. 4.8 reports the evaluation of the channel

estimation errors of the proposed estimators when the mistakes are made in IN

support estimation. Finally, Fig. 4.9 shows evaluation of the computational

efficiency of the proposed estimators.

In an ideal situation when the estimated IN support matches the true one,

the channel estimator that exploits the estimated noise treating it as a ran-

dom quantity outperforms the performance of the deterministic ML estimator.

The superior performance of the random ML estimator holds true at different

SNR values and provides significant gain in terms of low mean-squared error

(MSE) for the channel estimation. The better performance of the random ML

estimator comes from the fact that it exploits all the samples in the received

signal to approximate the coefficients of CIR. In contrast, the deterministic ML

estimator, which exploits only the non-contaminated samples in the received

signal, results in a higher variance than the random approach. Nonetheless,

both estimators, under accurate IN support estimation, fairly reach their cor-

responding CRBs as shown in Fig. 4.6. However, when the IN bears very

high power in comparison to the background noise, the performance of both

estimators tends to converge to a saturated variance as reported in Fig. 4.7.

Referring to the scenarios defined in section 4.3.4.2, numerical validation

of the performance of both approaches is done considering situations when the

support of the IN is estimated with error. Regardless of whether the support

of the IN is underestimated and overestimated, the random ML estimator is

found to outperform the deterministic ML channel estimator, as shown in Fig.

4.8. In a situation where the support of the IN is underestimated, the chan-

nel estimator following the deterministic approach cannot distinguish all the

IN corrupted samples. As a consequence, the performance of the determin-

istic ML estimator degrades resulting into having higher channel estimation

error variance as compared to the random ML estimator. Similarly when the
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Figure 4.6: Performance of both estimators when impulsive to background

noise power ratio is fixed to 10 dB and signal to noise power ratio is varied

from 0 dB to 30 dB.

IN samples supports are over estimated, the number of samples available for

channel estimation to the deterministic ML estimator is reduced and hence

higher variance is perceived by the estimator. In contrast, the random ML

estimator still has the opportunity to eliminate all the IN contaminated sam-

ples and approximate the impulse response of the channel, resulting into lower

variance than the deterministic ML channel estimator. Nevertheless, both es-

timators reach their respective CRBs when the estimated support and true

support coincide. These effects are well demonstrated in the simulation result

reported in Fig. 4.8. The x-axis in Fig. 4.8 is scaled to denote subsets of true

IN support set when they are underestimated (extreme at the left) and ranging

up to the situation where the noise support is overestimated (extreme at the

right). The mid-point, denoted by covariance matching point in the figure,

defines the situation when the estimated support and the true support of IN

sample coincide.

The conventional random ML estimator derived in section 4.3.2.2 performs
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Figure 4.7: Performance of both estimators when the signal to background

noise power ratio is fixed to 20 dB and the IN to background noise power is

varied from 10 dB to 40 dB.

iterative-approximation of the channel estimate, where in each iteration the

Hessian matrix and the gradient vector needs to be calculated along with

the matrix inversion and matrix multiplication operations. By exploiting the

simplified estimator derived in 4.3.2.3, the computational burden of the random

ML estimator can be significantly reduced. As shown in Fig. 4.9, where we

evaluate the computational time taken by random ML, simplified random ML

and the deterministic ML estimators to estimate the channel, the deterministic

ML and simplified random ML estimators are computationally inexpensive

and are timely consistent on estimating the channel on varied INR scenarios

(fixed SNR). On the other hand the conventional random ML estimator shows

efficient channel estimation capability in high INR regions and computational

inefficiency in low INR regions.
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Figure 4.8: Performance of proposed estimators when the impulsive to back-

ground noise power ratio is fixed to 10 dB and the signal to background noise

power is fixed to 20 dB under noise covariance mismatch scenarios. UES and

OES in the legend respectively denote IN support underestimated and overes-

timated scenarios.

4.4 Conclusion

In this chapter we proposed robust channel estimators for PLC systems. The

proposed channel estimators exploit the estimated IN samples, rather than

suppressing them, while estimating the channel.

The channel estimation error of both estimators was evaluated and ana-

lytically characterized. It was observed that irrespective of the behavior of

IN both estimators perform consistent channel estimation and outperform the

performance of the classical channel estimators for the PLC systems. Both

estimators reach their respective Cramer-Rao bounds when the support of IN

is estimated accurately. Moreover, the random ML estimator is found to out-

perform the performance of deterministic ML estimator in all typical PLC

scenarios.
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Figure 4.9: Computational efficiency in terms of time taken by the proposed

estimators to estimate the channel in scenarios where the signal to background

noise power ratio is fixed at 20 dB and the impulsive to background noise power

ratio is varied from 10 dB to 40 dB.
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4.5 Appendix: Consistency of the likelihood

function in (4.17) for the random approach

based estimator

In order to check the consistency of the random ML estimator, we assume that

the symbol size N grows to infinity and the number of subcarriers bearing pilot

symbols Nu along with the number of IN samples Nimp are a function of N

such that

0 < lim inf
N

Nimp

N
≤ lim sup

N

Nimp

N
< +∞,

0 < lim inf
N

Nu

N
≤ lim sup

N

Nu

N
< 1.

Furthermore, whenN grows large, we assume that the diagonal values of ΛH
p Λp

are contained in a fixed interval of the positive real axis.

Recalling from (4.17),

ζRML (h) =
Nimp

N
log

(
1

Nimp

(
yp −

√
NΘh

)H
P
(
yp −

√
NΘh

))
+
N −Nimp

N
log

(
1

N −Nimp

(
yp −

√
NΘh

)H
P⊥

(
yp −

√
NΘh

))
,

or, equivalently,

ζRML (h) =
Nimp

N
log

[
N

Nimp

(
Θ
(
h̄− h

)
+

n√
N

)H
×

P

(
Θ
(
h̄− h

)
+

n√
N

)]
+
N −Nimp

N
log

[
N

N −Nimp

(
Θ
(
h̄− h

)
+

n√
N

)H
×

P⊥
(

Θ
(
h̄− h

)
+

n√
N

)]
.

In order to prove point wise consistency of the random approach based cost

function, we establish the following proposition.

Proposition 1. Under above conditions, we have that

ζRML (h)− ζ̄RML (h)→ 0

almost surely, where

ζ̄RML (h) =
Nimp

N
log

(
N

Nimp

(
h̄− h

)H
ΘHPΘ

(
h̄− h

)
+ σ̃2

)
+
N −Nimp

N
log

(
N

N −Nimp

(
h̄− h

)H
ΘHP⊥Θ

(
h̄− h

)
+ σ̃2

w

)
,



94

taking into account

σ̃2 =
1

Nimp
tr
[
PC̄n

]
and σ̃2

w =
1

N −Nimp
tr
[
P⊥C̄n

]
.

Before sketching a proof of the above result, it is interesting to note that

the random method appears to be consistent even if the true noise covariance

C̄n is completely different from the the one assumed in the model (note that

this is a property that is shared with the deterministic ML approach).

Proof. Observe that we can write

ζRML (h)− ζ̄RML (h) =
Nimp

N
log


(
m + n√

N

)H
P
(
m + n√

N

)
mHPm +

Nimp
N σ̃2


+
N −Nimp

N
log


(
m + n√

N

)H
P⊥

(
m + n√

N

)
mHP⊥m +

N−Nimp
N σ̃2

w

 .

where we have denoted m = Θ
(
h̄− h

)
for simplicity.

Applying the strong law of large numbers, it is trivial to observe that the

two arguments of the logarithms converge to one, such that the preposition is

verified.

After establishing the point wise convergence in probability of the cost

function, we now assess the consistency of the estimate of the channel impulse

response. This does not follow from point wise convergence and must be

extended to uniform convergence over a certain compact subset.

Let us fix a positive constant C > 0 large enough, and denote by K ⊂ CL

the compact subset

K =

{
h ∈CL : lim sup

N

∥∥h̄− h
∥∥2 ≤ C

}
.

The following proposition generalizes the consistency of the random ML

cost function under the above assumptions, uniformly in K.

Proposition 2. Under the above assumptions,

sup
h∈K

∣∣ζRML (h)− ζ̄RML (h)
∣∣→ 0

almost surely.
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Proof. Using the fact that log (1 + x) < x for x > −1, the triangular inequality

and the fact that mHPm ≥ 0, mHP⊥m ≥ 0, we see that∣∣ζRML (h)− ζ̄RML (h)
∣∣ ≤ |ε (m)|

σ̃2 +

∣∣ε⊥ (m)
∣∣

σ̃2
w

,

where

ε (m) =

(
m +

n√
N

)H
P

(
m +

n√
N

)
−
(

mHPm +
Nimp

N
σ̃2

)
and where ε⊥ (m) is equivalently defined by replacing P with P⊥. Note that

σ̃2 =
1

Nimp
tr
[
PC̄n

]
≥ λmin

(
C̄n

)
> 0,

which implies that infN σ̃
2 > 0 because the eigenvalues of C̄n are bounded

away from zero. A similar conclusion holds true for σ̃2
w. We therefore only

need to show that suph∈K |ε (m)| → 0 and suph∈K
∣∣ε⊥ (m)

∣∣→ 0 almost surely.

Let us prove this for ε (m), the proof for ε⊥ (m) following the same arguments.

Note that, by the triangular inequality,

|ε (m)| ≤ 2

∣∣∣∣mHPn√
N

∣∣∣∣+

∣∣∣∣nHPn

N
− Nimp

N
σ̃2

∣∣∣∣ .
The second term does not depend on m and converges almost surely to zero

by the strong law of the large numbers. It remains to show that the first term

above, which will be denoted by ε1 (m) converges almost surely to zero. To

see this, consider a network of vectors H = {hk ∈ K, k ∈ J } such that

sup
h∈K

min
k∈J
‖h− hk‖ <

1

N
.

This can clearly be achieved for |J | = cN2L with c > 0 being a positive

constant independent of N . For a given h, let k be an index (that depends

on h) such that ‖h− hk‖ < N−1, and denote mk= Θ
(
h̄− hk

)
. We can

decompose

ε1 (m) = ε1 (m)− ε1 (mk) + ε1 (mk)

and observe that, by Cauchy-Schwarz,

|ε1 (m)− ε1 (mk)|2 =

∣∣∣∣∣(m−mk)
H Pn√

N

∣∣∣∣∣
2

≤ ‖m−mk‖2
nHPn

N

≤ λmax

(
ΘHΘ

)
‖h− hk‖2

nHPn

N

≤
λmax

(
ΘHΘ

)
N2

nHPn

N
,
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from where it follows that suph∈K |ε1 (m)− ε1 (mk)| → 0 almost surely by the

Borell-Cantelli lemma (note that supN λmax

(
ΘHΘ

)
<∞ by assumption). On

the other hand, we can also see that for any ε > 0 and r > 0, we have

P
(

sup
k∈J
|ε1 (mk)| > ε

)
≤ cN2L sup

k∈J
P (|ε1 (mk)| > ε)

≤ cN2L sup
k∈J

E
[
|ε1 (mk)|2r

]
ε2r

≤ cN2L sup
k∈J

E
[∣∣∣(mk)

H Pn
∣∣∣2r]

ε2rN r

= cN2L

(
sup
k∈J

(mk)
H Pmk

)r E [|n|2r]
ε2rN r

,

where n is a standard complex Gaussian random variable. By choosing r >

2L+ 1 and applying the Borel-Cantelli lemma we obtain the desired result.

Having established uniform convergence of the random ML cost function,

consistency of the random ML channel estimates follows from the standard

argument.

4.6 Appendix: Inverse of
(
ΘHP̄⊥Θ

)
in (4.58)

exists

Here we prove that the inverse of
(
ΘHP̄⊥Θ

)
in (4.58) exists.

Proof. To see that the inverse exists, recalling Θ = FEΛpG
H we note that(

ΘHP⊥Θ
)−1

=
(
GΛH

p EHFHP⊥FEΛpG
H
)−1

.

Since ΛH
p Λp > 0 and G is a flat full row rank matrix, when L < Nu, then

GΛH
p ΛpG

H > 0.

On the other hand,

det
[
GΛH

p EHFHP
⊥
FEΛpG

H
]

= det
[
GΛH

p ΛpG
H
]

× det
[
INimp −UHFE

(
ΛpG

H
(
GΛH

p ΛpG
H
)−1

GΛH
p

)
EHFHU

]
.

Now, since L < Nu by assumption, GΛH
p is flat and full row rank, and

ΛpG
H
(
GΛH

p ΛpG
H
)−1

GΛH
p < INu .
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Therefore,

UHFE
(
ΛpG

H
(
GΛH

p ΛpG
H
)−1

GΛH
p

)
EHFHU < U

H
FEEHFHU < INimp

where we have used the fact that UUH < IN becauseNu < N by assumption.
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Chapter 5
Maximum-Likelihood Detection

of IN Support

In this chapter we propose maximum-likelihood (ML) impulsive noise (IN)

support detectors. Unlike the IN estimator proposed in chapter 3, which relied

on the measurement data of dimension smaller than the dimension of the sparse

signal for IN support estimation, the proposed schemes perform incremental

greedy search to identify the most likely IN support in the received signal. In

this chapter, we recall the statistical definitions introduced in chapter 4, used

for the derivations of the ML channel estimators, to derive the deterministic

ML (DML) and random ML (RML) IN support detectors.

In order to detect the IN support, the proposed schemes perform multiple

hypothesis tests on each sample of the received signal. Depending on the

output of the hypothesis test, the contamination or not of the IN on the sample

is determined. If the sample is identified as contaminated by the IN, its location

is incorporated in the estimated support set. If the sample is identified as not

corrupted by the IN, its location is not added in the estimated support set. This

greedy procedure is continued until the most likely IN support is identified.

We build multiple hypothesis tests under the Bonferroni and Benjamini and

Hochberg criteria and numerically assess their performance in terms of false

missed target, false detection, false alarm and missed target rates.

To concisely elaborate on the proposed schemes, we divide this chapter into

5 sections. In section 2, we present the adopted system model. In section 3,

we derive the DML and RML support detection schemes and evaluate them

under the Bonferroni and Benjamini and Hochberg criteria. In section 4, we

present the numerical validation of the performance of the proposed estimators.

99
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Finally, we provide some conclusions in section 5 and conclude the chapter by

presenting important derivations in the appendix.

5.1 System Model

We consider the same system model that has been defined in section 4.1 of

chapter 4. Similar notations and variable definitions are also adopted. A

proper definition will be presented when introducing new variables and nota-

tions that were not present in chapter 4.

5.2 ML Approach (Deterministic Setting)

To derive the DML IN support estimator we begin by defining A as the set

of active impulses and assume that N − |A| − L > 0. We recall here that the

DML cost function defined in chapter 4 can be written as

ζDML

(
h, iA, σ

2
w,A

)
=

1

Nσ2
w

∑
n∈A

∣∣∣yp (n)−
√
NΘH (n) h− i (n)

∣∣∣2
+

1

Nσ2
w

(
yp −

√
NΘh

)H
P⊥A

(
yp −

√
NΘh

)
+ log

(
σ2
wπ
)
.

where iA = [i (n)]n∈A and

PA =
∑
n∈A

unu
H
n , P⊥A = IN −PA.

We will also define the N × |A| selection matrix UA such that PA = UAUH
A .

Let us denote by ĥA, ı̂A and σ̂2
w,A the ML estimators1 of the channel impulse

response, the IN amplitude and the noise power respectively, namely

ĥA=
1√
N

(
ΘHP⊥AΘ

)−1
ΘHP⊥Ayp

ı̂A = UH
A

(
yp −

√
NΘHh

)
σ̂2
w,A =

1

N
yHp

(
P⊥A −P⊥AΘ

(
ΘHP⊥AΘ

)−1
ΘHP⊥A

)
yp.

1Note that we make explicit in the notation the fact that these estimators depend on the

assumed support for the impulses, namely A.



101

We define by ζ
(A)
DML the statistic that is obtained by replacing all these estima-

tors back into the DML cost function, that is

ζ
(A)
DML = ζDML

(
ĥA, ı̂A, σ̂

2
w,A,A

)
= log

(
yHp R⊥Ayp

)
+ ct.,

where ct. denotes a constant independent of the support A and where we have

defined the matrix

R⊥A = P⊥A −P⊥AΘ
(
ΘHP⊥AΘ

)−1
ΘHP⊥A. (5.1)

Remark 1. Our approach for detecting the support of the IN will follow a

greedy procedure that will compare the statistic ζ
(A)
DML with the statistic ζ

(A∪{j})
DML

for every j /∈ A. Recalling that these values are negative log-likelihoods, a

value of ζ
(A∪{j})
DML that is much lower than ζ

(A)
DML will indicate that the support

A∪{j} is much more probable than the support A. When this is the case, the

algorithm will incorporate the jth sample in the support, and continue with the

greedy procedure. We will describe this procedure in a much more formal way

in the following subsection.

The main problem to this greedy approach comes from the fact that, at

each step, the algorithm must compute the values ζ
(A∪{j})
DML for every j /∈ A in

order to decide whether the jth sample must be included in the IN support.

This is computationally complex, since it implies doing matrix inversions in

the computation of R⊥A∪{j} as defined in (5.1). We can avoid this problem by

noting that P⊥A∪{j} = P⊥A − uju
H
j , so that a direct application of the matrix

inverse lemma leads to

yHp R⊥A∪{j}yp = yHp R⊥Ayp −
yHp R⊥Auju

H
j R⊥Ayp

1− uHj ΘH
(
ΘHP⊥AΘ

)−1
Θuj

= yHp R⊥Ayp −
yHp R⊥Auju

H
j R⊥Ayp

uHj R⊥Auj
,

where in the last step we have used the fact that uHj PAuj = 0 and P⊥Auj = uj

because j /∈ A. Using the above identity, we readily see that we can express

ζ
(A)
DML − ζ

(A∪{j})
DML = log

(
yHp R⊥Ayp

yHp R⊥A∪{j}yp

)
= − log

(
1−

yHp R⊥Auju
H
j R⊥Ayp

yHp R⊥AypuHj R⊥Auj

)
.

Note that a direct application of the Cauchy-Schwarz inequality shows that

yHp R⊥Auju
H
j R⊥Ayp

yHp R⊥AypuHj R⊥Auj
< 1
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and therefore the quantity inside the logarithm is always well defined.

The proposed algorithm will incorporate the jth sample into the support A
when the difference between negative log-likelihoods ζ

(A)
DML − ζ

(A∪{j})
DML is suffi-

ciently high. Noting that the function − log(1−x) is monotonically increasing

for x ∈ (0, 1), this is equivalent to a sufficiently large value of the statistic

TA (j) =
yHp R⊥Auju

H
j R⊥Ayp

yHp R⊥AypuHj R⊥Auj
. (5.2)

Observe that we can compute TA (j) for all j /∈ A without doing any matrix

inversions, simply by using the value of R⊥A computed once with the assumed

support A. This significantly simplifies the computational complexity of the

proposed algorithm for support detection.

Now, the first question that we need to answer is, how large must TA (j) be

in order to provide good confidence that the jth sample is contaminated by IN?

In other words, how do we choose a threshold value αj so that we decide that

the jth sample is contaminated by IN if TA (j) > αj? Clearly, in order to best

fix this threshold, we should take into account all the statistics {TA (j) , j /∈ A}
and not only the jth statistic alone. In other words, we should consider the

problem as a multiple hypothesis test.

5.2.1 Multiple Hypothesis Test

For a given value of the support A, we ask ourselves whether there exist other

samples outside A that are contaminated by IN. To solve this, we consider the

multiple hypothesis test composed of N − |A| binary decisions corresponding

to the samples not included in A. The jth binary test is defined for every

j /∈ A as

H0 (j) :
(
yp −

√
NΘh

)
j
∼ CN

(
0, σ2

w

)
H1 (j) :

(
yp −

√
NΘh

)
j
∼ CN

(
i(j), σ2

w

)
.

The null hypothesis H0 (j) assumes that the jth sample is free from IN, whereas

the alternative one H1 (j) considers IN contamination with complex amplitude

i(j). For each binary test (H0 (j) versus H1(j)) we may construct the gener-

alized likelihood ratio statistic in (5.2) and we decide that the alternative is

correct if

TA (j) > αj
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for a given threshold αj. We will now show how the threshold values αj for

each j /∈ A can be selected.

We begin by considering a single binary hypothesis test, namely the jth

one. Conventional binary hypothesis tests select the threshold value αj in

order to have a certain probability of false alarm, defined as the probability of

incorrectly deciding for H1(j) when the correct hypothesis is H0 (j), namely

FAj = PH0(j) (TA (j) > αj) ,

where PH0(j) (·) is the probability of a certain event under the hypothesisH0 (j).

To fix this probability, we must investigate the statistical behavior of the statis-

tic TA (j) under H0 (j), meaning that yp−
√
NΘh ∼ CN (0, σ2

wIN). To investi-

gate the statistical behavior of TA (j), observe that we can express this matrix

as R⊥A = QAQH
A where QA is an N × (N − |A| − L) matrix of orthogonal

columns. Since linear transformations of Gaussian random variables are Gaus-

sian random variables, we see that

wA $ QH
Ayp ∼ CN

(
0, σ2

wIN−|A|−L
)

where we have used the fact that R⊥AΘ = 0. Observe that we can express

TA (j) as

TA (j) =
|vA (j)|2

‖vA (j)‖2 + |vA (j)|2
,

where

vA (j) =
1√

σ2
wuHj R⊥Auj

uHj QAwA

and

vA (j) =
1√
σ2
w

(
IN−|A|−L −

1

uHj R⊥Auj
QH
Auju

H
j QA

)
wA.

It can readily be seen that vA (j) and vA (j) are independent standardized

Gaussian random vectors, so that |vA (j)|2 ∼ 1
2
χ2

2 and ‖vA (j)‖2 ∼ 1
2
χ2

2(N−|A|−L−1).

This implies that

TA (j)

1− TA (j)
=
|vA (j)|2

‖vA (j)‖2 ∼
χ2

2

χ2
2(N−|A|−L−1)

(5.3)

=
1

N − |A| − L− 1
F (2, 2 (N − |A| − L− 1)) ,
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where F (d1, d2) is the Snedecor F -distribution. In particular, we know that

P (F (2, 2d) ≤ x) = 1−
(

d

x+ d

)d
.

We can therefore compute the false alarm probability for the jth binary test

(denoted as FAj) in closed form as

FAj = PH0(j) (TA (j) ≥ αj) = PH0(j)

(
TA (j)

1− TA (j)
≥ αj

1− αj

)
= (1− αj)N−|A|−L−1 .

Therefore, we can fix the threshold αj that guarantees a certain false alarm

probability FAj as

αj = 1− FA
1/(N−|A|−L−1)
j .

This procedure ensures a certain false alarm probability for each of the binary

hypothesis test. We next ask ourselves about the performance of the whole

multiple hypothesis test procedure. We propose two different performance cri-

teria, which will lead to two different methodologies for the multiple hypothesis

test definition.

5.2.1.1 Family-wise False Alarm Rate (Bonferroni Criterion)

We define the family-wise false alarm rate as the probability that any of the

binary hypothesis tests results in false alarm, so that there exists a certain

j /∈ A such that the jth test declares H1(j) provided that H0(j) is true. This

means that the family wise false alarm rate is given by

FA = PH0

(⋃
j /∈A
{TA (j) > αj}

)
≤
∑

j /∈A
PH0(j) (TA (j) > αj)

≤ (N − |A|) max
j /∈A

(FAj) ,

where the first inequality follows from the conventional union bound. One can

ensure that the family wise error rate is below a certain value FA by forcing all

the tests to have the same threshold α, which is fixed to guarantee a pairwise

false alarm rate FAj = FA/ (N − |A|). This is sometimes referred to as the

Bonferroni criterion in multiple hypothesis testing [150].
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5.2.1.2 False Discovery Rate (Benjamini and Hochberg Criterion)

It is well known that the Bonferroni method provides a very strict control of

the false alarm probabilities but is not very powerful at all. An alternative cri-

terion is based on the false discovery rate (FDR), which measures the expected

proportion of errors among the set of rejected hypotheses.

To better understand the definition of FDR, consider the explanation in Ta-

ble 5.1. The two central columns represent the true hypothesis of a binary hy-

pothesis test, whereas the two central rows represent the acceptance/rejection

of the null hypothesis. The quantities x and v represent the number of true

negatives and true positives respectively, whereas z gives the number of false

alarms (false positives) and y the number of detection errors (false negatives).

� As we have seen above, the false alarm is defined as the percentage of

false positives among all the realizations of the test under H0, that is

E
[

z
x+z

]
.

� Likewise, we could define the missed target (MT) probability as the

percentage of false negatives among all the realizations of the test under

H1, namely E
[

y
y+v

]
.

� The FDR measures the percentage of false positives (errors) among the

total number of realizations for which H0 is rejected, that is E
[

z
z+v

]
.

� Finally, we could define the false missed target rate (FMR) as the per-

centage of false negatives (errors) among all the realizations for which

H0 is accepted.

Benjamini and Hochberg [151] suggested the FDR criterion as an extremely

powerful procedure as compared to the family-wise error rate in multiple hy-

pothesis testing. This method is implemented as follows. Consider the p-value

of the jth test, defined as the probability, under the null hypothesis, of obtain-

ing a result equal to or more extreme than what was actually observed.

pj = P
(
F (2, 2 (N − |A| − L− 1))

N − |A| − L− 1
>
TA (j)

1− TA (j)

)
= (1− TA (j))(N−|A|−L−1) .

(5.4)

Let p(j) denote the sequence of p-values in non-decreasing order. Then, we

select

k = max

{
j : p(j) ≤

j

N − |A|
FDR

}
,
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Table 5.1: Definition of the different probabilities in a binary hypothesis test.

True H0 True H1

H0 accepted x y FMR = E
[

y
x+y

]
H0 rejected z v FDR = E

[
z
z+v

]
FA = E

[
z

x+z

]
MT = E

[
y
y+v

]
Algorithm 5.1 Deterministic Bonferroni

Set A = ∅ and fix a value for the family wise false alarm rate FA.

1. For j ∈ [N ]\A, compute TA (j) according to the formula in (5.2).

2. Let J contain the set of values j for which

TA (j) > αj = 1−
(

FA

N − |A|

)1/(N−|A|−L−1)

.

3. If J = ∅, stop and return A. Otherwise, replace A with A ∪ J and

return to (1).

where FDR is the selected false discovery rate, and reject the null hypothesis

corresponding to the tests with the lowest p-values p(1), . . . , p(k).

5.2.2 Proposed Algorithms (Incremental Greedy Pro-

cedure)

To finalize this section, we provide an explicit description of the two proposed

greedy algorithms for IN support detection. Depending on whether the target

is the FA or the FDR, we obtain two different algorithms 5.1 and 5.2 which

are described in what follows.

5.3 ML Approach (Random Setting)

The above greedy algorithm for the detection of IN support can also be for-

mulated according to the random (Gaussian) ML principle. In this section,

we will investigate how this can be effectively implemented in practice and we

will provide some guidelines on how to choose the thresholds.
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Algorithm 5.2 Deterministic Benjamini and Hochberg

Set A = ∅ and fix a value for the family wise false discovery ratio FDR.

1. For j ∈ [N ]\A, compute TA (j) according to the formula in (5.2) and

the corresponding p-values according to the formula in (5.4). Let pi(j)

denote the sequence of p-values in non-decreasing order, namely pi(1) ≤
pi(2) ≤ . . . ≤ pi(N−|A|).

2. Select k such that

k = max

{
j : p(j) ≤

j

N − |A|
FDR

}
and let J = {i (1) , . . . , i (k)}.

3. If J = ∅, stop and return A. Otherwise, replace A with A ∪ J and

return to (1).

As we have seen in chapter 4, we can write the normalized negative log-

likelihood for the RML approach as

ζRML

(
h, σ2, σ2

w,A
)

=
1

N
log det Cn+

1

N

(
yp −

√
NΘh

)H
C−1
n

(
yp −

√
NΘh

)
,

(5.5)

where Cn = σ2PA + σ2
wP⊥A and σ2 = σ2

i + σ2
w. By taking the RML channel

estimate (denoted here ĥA) and inserting it back into the cost function we

obtain

ζRML

(
ĥA, σ

2, σ2
w,A

)
=
|A|
N

log σ2 +

(
1− |A|

N

)
log σ2

w +
1

Nσ2
w

yHp P⊥Θyp

(5.6)

−
(
σ2

σ2
w

− 1

)
1

N

|A|∑
i=1

yHp P⊥ΘUAuA (i) uHA (i) UH
AP⊥Θyp

σ2
w + (σ2 − σ2

w)λA (i)
,

where UA is an N × |A| selection matrix that points at the positions of the

set A, and we have used the eigendecomposition

UH
AP⊥ΘUA =

|A|∑
i=1

λA (i) uA (i) uHA (i) . (5.7)

The minimum of this cost function can be established by the methodology

established in chapter 4, which essentially simplifies to a conventional line
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search. We will denote by σ̂2
A, σ̂

2
w,A the corresponding minima, and let

ζ
(A)
RML = ζRML

(
ĥA, σ̂

2
A, σ̂

2
w,A,A

)
.

The proposed estimator for the IN support will follow the same greedy ap-

proach as the one for the DML criterion, based on

ζ
(A)
RML − ζ

(A∪{j})
RML . (5.8)

The main idea is to compute ζ
(A∪{j})
RML for all j /∈ A. Assuming that the value of

the negative log-likelihood ζ
(A∪{j})
RML is sufficiently lower than the value of ζ

(A)
RML,

we will have evidence that the model that incorporates the jth sample into

the IN support is more likely. This will lead us to the conclusion that the jth

sample should be incorporated into the model.

The main problem of the above procedure comes from the fact that we

need to compute the statistic ζ
(A∪{j})
RML for every j /∈ A. This implies that,

for every j /∈ A, we need to generate the eigenvalue decomposition of the

matrix UH
A∪{j}P

⊥
ΘUA∪{j} and optimize the corresponding cost function in (5.6)

with respect to the two variables σ2 ≥ σ2
w. We have seen in chapter 4 that

the optimization of the cost function with respect to these two variables can

be carried out in a very efficient way by considering the Karush-Kuhn-Tucker

conditions with respect to the variable β = σ2/σ2
w and conducting a simple line

search. Hence, the main computational difficulty of the greedy algorithm comes

from the computation of the eigenvalue decomposition of UH
A∪{j}P

⊥
ΘUA∪{j} for

every j /∈ A. Fortunately, we can rely on the matrix inverse lemma to avoid

this complicated step, thereby significantly simplifying the implementation of

the algorithm.

To see this point, observe that we can express the above cost function as

ζRML

(
ĥA, σ

2, σ2
w,A

)
=
|A|
N

log σ2+

(
1− |A|

N

)
log σ2

w+
1

Nσ2
w

yHp RA
(

σ2
w

σ2 − σ2
w

)
yp,

where we have defined the matrix function

RA (x) = P⊥Θ −P⊥ΘUA
(
xI|A| + UH

AP⊥ΘUA
)−1

UH
AP⊥Θ.

Note that, according to the definition in (5.1), we have R⊥A = RA (0). Fur-

thermore, using the eigendecomposition in (5.7) we can also express RA (x)

as

RA (x) = P⊥Θ −
|A|∑
i=1

1

x+ λA (i)
P⊥ΘUAuA (i) uHA (i) UH

AP⊥Θ. (5.9)
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A direct application of the matrix inversion lemma shows that

P⊥ΘUA
(
xI|A| + UH

AP⊥ΘUA
)−1

UH
AP⊥Θ = IN − x

(
xIN + P⊥ΘUAUH

AP⊥Θ
)−1

and this implies that

RA∪{j} (x) = RA (x)−
RA (x) uju

H
j RA (x)

x+ uHj RA (x) uj
. (5.10)

We obtain

ζRML

(
ĥA∪{j}, σ

2, σ2
w,A ∪ {j}

)
=
|A|+ 1

N
log σ2 +

(
1− |A|+ 1

N

)
log σ2

w

+
1

Nσ2
w

yHp RA (α) yp −
1

Nσ2
w

yHp RA (α) uju
H
j RA (α) yp

α + uHj RA (α) uj
,

where we have defined

α =
σ2
w

σ2 − σ2
w

.

Observe that α = (β − 1)−1 with β = σ2/σ2
w as defined in chapter 4. Clearly

one must have β ≥ 1 so that in practice α ∈ (0,∞).

Remark 2. The identity in (5.10) allows to convert the term yHp RA∪{j} (x) yp

into products and sums of quantities of the type yHp RA (x) yp, yHp RA (x) uj and

uHj RA (x) uj. Using the eigendecomposition of RA (x) in (5.9) we can therefore

find an expression of the cost function ζRML

(
ĥA∪{j}, σ

2, σ2
w,A ∪ {j}

)
without

having to compute a novel eigenvalue decomposition of RA∪{j} for each j /∈ A.

This leads to a significant reduction of the computational complexity of the

algorithm.

The optimization of the cost function ζRML

(
ĥA∪{j}, σ

2, σ2
w,A ∪ {j}

)
with

respect to the pair (σ2, σ2
w) follows the approach that was described in chapter

4. Taking derivatives with respect to these two quantities, we obtain

∂ζRML

(
ĥA∪{j}, σ

2, σ2
w,A∪{j}

)
∂σ2

=
|A|+ 1

Nσ2
−

yHp RA∪{j} (α)
(
IN −RA∪{j} (α)

)
yp

Nσ2
w (σ2 − σ2

w)

∂ζRML

(
ĥA∪{j}, σ

2, σ2
w,A∪{j}

)
∂σ2

w

=
N − |A| − 1

Nσ2
w

+
yHp RA∪{j} (α)

(
IN − βRA∪{j} (α)

)
yp

Nσ2
w (σ2 − σ2

w)
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with β = σ2/σ2
w. Therefore, the minimum will be attained at the pair of

points2

σ̂2
A∪{j} =

β2
A∪{j}(

βA∪{j} − 1
)

(|A|+ 1)
yHp RA∪{j}

(
αA∪{j}

) (
IN −RA∪{j}

(
αA∪{j}

))
yp

σ̂2
w,A∪{j} =

1(
βA∪{j} − 1

)
(N − |A| − 1)

yHp RA∪{j}
(
αA∪{j}

)
×(

IN − βA∪{j}RA∪{j}
(
αA∪{j}

))
yp,

where αA = (βA − 1)−1. βA is a solution to the following equation in β ≥ 1

1

N − |A| − 1
yHp RA∪{j} (α)

(
IN − βRA∪{j} (α)

)
yp =

β

|A|+ 1
yHp RA∪{j} (α)×(

IN −RA∪{j} (α)
)
yp

if there exists one, or otherwise σ̂2
A∪{j} = σ̂2

w,A∪{j} = 1
N

yHp P⊥Θyp. Note that

all these equations can be formulated in terms of the eigendecomposition of

RA (x) by using the identity in (5.10).

5.3.1 Multiple Hypothesis Test

Following the same approach as in the DML method, one can now formulate

a greedy algorithm for the detection of the IN support. As before, given a

support set A, we ask ourselves whether there exist other samples outside A
that are contaminated by IN. To solve this, we consider the multiple hypothesis

test composed of N − |A| binary decisions corresponding to each of the jth

samples not included in A. The jth test is defined for every j /∈ A as

H0 (j) :
(
yp −

√
NΘh

)
∼ CN

(
0, σ2PA + σ2

wP⊥A
)

H1 (j) :
(
yp −

√
NΘh

)
∼ CN

(
0, σ2PA∪{j} + σ2

wP⊥A∪{j}
)
.

Note that, as in the case of the DML approach, the null hypothesis H0 (j)

assumes that the jth sample is free from IN, whereas the alternative one H1 (j)

considers that the jth sample has larger variance σ2. For each binary test

(H0 (j) versus H1(j)) we decide that the alternative is correct if

ζ
(A)
RML − ζ

(A∪{j})
RML > αj

2Of course, the estimator of σ2 only makes sense when |A| > 0.
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for a given threshold αj, where we recall that ζ
(A)
RML is the value of the neg-

ative log-likelihood function after replacing all parameters with their RML

estimates, namely

ζ
(A)
RML = ζRML

(
ĥA, σ̂

2
A, σ̂

2
w,A,A

)
.

As we have seen before, the selection of the threshold values αj for each j /∈
A can be done by imposing a certain value of the family-wise false alarm

probability (Bonferroni approach) or by forcing a certain false discovery rate

(Benjamini and Hochberg approach). Either way, we need to investigate the

statistical behavior of the test ζ
(A)
RML − ζ

(A∪{j})
RML under the null hypothesis.

Given the complex form of the RML estimator and the fact that it does

not accept a closed form expression, it is in general extremely difficult to

characterize the statistical law of ζ
(A)
RML. In order to solve this issue, we will take

here an asymptotic approach and analyze the behavior of this statistic when

N →∞. To that effect, we will be using the result in chapter 4 that establishes

the asymptotic behavior of the RML channel estimator. We summarize here

the main statistical assumptions that are made in our asymptotic analysis.

(As1) The noise term is zero mean, circularly symmetric and Gaussian

distributed with covariance C̄n, that is n ∼ CN
(
0, C̄n

)
.

(As2) Both N and |A| converge to infinity at the same rate, so that

0 < lim inf
N

|A|
N
≤ lim sup

N

|A|
N

< 1.

(As3) The eigenvalues of the matrix ΘHΘ are contained in a compact

interval of the positive real axis for all N , that is

0 < inf
N

ΘHΘ < sup
N

ΘHΘ <∞.

Furthermore, if PA is the N × N selection matrix corresponding to the set3

A ⊂ [N ] we have

inf
N

ΘHPAΘ > 0 and inf
N

ΘHP⊥AΘ > 0.

(As4) The norm of the rows of Θ decays uniformly to zero as O (N−1) or

faster, that is

sup
N

max
j=1,...,N

N
∥∥uHj Θ

∥∥ <∞.
3Note that both matrix Θ and the set A depend on the system dimension N , although

we obviate this in the notation for the sake of clarity.
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Remark 3. We point out that (As1)− (As3) have been used before in order

to establish the asymptotic behavior of ĥA in chapter 4. Assumption (As4) is

new, and therefore deserves some explanation. Observe that ΘHΘ is an L×L
matrix with trace equal to the sum of the norms of the rows of Θ, that is

tr
[
ΘHΘ

]
=
∑N

j=1
tr
[
ΘHuju

T
j Θ
]

=
∑N

j=1

∥∥uHj Θ
∥∥2
.

Now, according to (As3), tr
[
ΘHΘ

]
must be uniformly bounded for all N , which

implies that the above series must be convergent and therefore
∥∥uHj Θ

∥∥2 → 0 as

j → ∞. However, this does not imply convergence to zero of each particular

row, that is
∥∥uHj Θ

∥∥2 → 0 for N → ∞, a fact that is needed in some steps of

the following analysis. This new assumption is imposed by (As4).

The following assumption guarantees that the minimum of the cost function

is achieved, with probability one and for large enough N , in the interior of the

feasibility region.

(As5) It holds that

lim sup
N

(
1

N
tr
[
C̄n

]
− 1

|A|
tr
[
C̄nPA

])
< 0

Remark 4. The assumption could well be dropped by separately considering

the realizations for which this does not hold. However, we prefer to impose it

for the sake of clarity in the proofs. Note, in any case, that the assumption

holds when A is included in the true support of the IN. Indeed, when this is

the case, we have

1

|A|
tr
[
C̄nPA

]
= σ2

1

N
tr
[
C̄n

]
=
Nimp

N
σ2 +

(
1− Nimp

N

)
σ2
w

and therefore

1

N
tr
[
C̄n

]
− 1

|A|
tr
[
C̄nPA

]
=

(
1− Nimp

N

)(
σ2
w − σ2

)
< 0.

However, this may not be the case for general values of A.

Let us first recall the main asymptotic result of the RML channel estimator

as established in chapter 4. If ĥA denotes the RML channel estimator when

the support A is assumed and denoting as h̄ the true channel impulse response,

under (As1)− (As3) we have

ĥA = h̄+
1√
N

(
ΘHC̃−1

n,AΘ
)−1

ΘHC̃−1
n,An + op

(
1√
N

)
, (5.11)
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where

C̃n,A = σ̃2
APA + σ̃2

w,AP⊥A (5.12)

σ̃2
A =

1

|A|
tr
[
PAC̄n

]
and σ̃2

w,A =
1

N − |A|
tr
[
P⊥AC̄n

]
. (5.13)

This result can be used to establish the following proposition, which provides

an asymptotic description of the statistic ζ
(A)
RML − ζ

(A∪{j})
RML .

Proposition 1. Under (As1)− (As5), we have

ζ
(A)
RML − ζ

(A∪{j})
RML =

1

N
log

(
σ̃2
w,A

σ̃2
A

)
+

1

N

{
C̄n

}
jj

(
σ̃2
A − σ̃

2
w,A

σ̃2
w,Aσ̃

2
A

)

+
1

N
nHQ⊥AΨA (j)Q⊥An + op

(
1

N

)
where we have defined

Q⊥A = C̃−1
n,A − C̃−1

n,AΘ
(

ΘHC̃−1
n,AΘ

)−1

ΘHC̃−1
n,A (5.14)

and

ΨA (j) =

{
C̄n

}
jj
− σ̃2

A

|A|
PA +

σ̃2
w,A −

{
C̄n

}
jj

N − |A|
P⊥A +

(
σ̃2
A − σ̃

2
w,A
) σ̃2

w,A

σ̃2
A

uju
T
j .

Proof. See Appendix 5.6.

The above proposition provides a means to fix the threshold levels αj,

j /∈ A, to guarantee a certain asymptotic false alarm probability for each

binary hypothesis test. To ensure that, observe that under the null hypothesis

H0 (j) we have

yp ∼ CN
(√

NΘh, σ2PA + σ2
wP⊥A

)
which means that σ̃2

A = σ2, σ̃2
w,A =

{
C̄n

}
jj

= σ2
w so that

ζ
(A)
RML−ζ

(A∪{j})
RML =

1

N
log

(
σ2
w

σ2

)
+

1

N

(
σ2 − σ2

w

σ2

)
+

1

N
nHQ⊥AΨA (j)Q⊥An+op

(
1

N

)
where

ΨA (j) =
σ2
w − σ2

|A|
PA +

(
σ2 − σ2

w

) σ2
w

σ2
uju

T
j .

Now, it can be shown from (As3)− (As4) that

1

N
nHQ⊥A

PA
|A|
Q⊥An =

1

(σ2)2

1

N
nH

PA
|A|

n + op

(
1

N

)
1

N
nHQ⊥Auju

T
j Q⊥An =

1

(σ2
w)2

1

N
nHuju

T
j n + op

(
1

N

)
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and this shows that

ζ
(A)
RML − ζ

(A∪{j})
RML =

1

N
log

(
σ2
w

σ2

)
+

1

N

(
1− σ2

w

σ2

)
− 1

N

(
1− σ2

w

σ2

)[
nHPAn

σ2 |A|
−

nHuju
T
j n

σ2
w

]
+ op

(
1

N

)
.

Now, clearly uTj n ∼ CN (0, σ2
w) and UH

An ∼ CN
(
0, σ2I|A|

)
and these two

random variables are independent, so that it follows that

nHPAn

σ2 |A|
−

nHuju
T
j n

σ2
w

∼ 1

2

(
1

|A|
χ2

2|A| − χ2
2

)
,

where χ2
2 and χ2

2|A| are two independent Chi-Square variables with 2 and 2 |A|
degrees of freedom respectively. Let us write χ = 1

|A|χ
2
2|A|−χ2

2. The cumulative

density function of this random variable is well known to be [152,153]:

Fχ(y) = P (χ ≤ y) =

=


(
|A|
|A|+1

)|A|
e
y
2 y < 0

1− e−
y|A|
2

|A|+1

∑|A|−1
i=0

∑i
`=0

1
(i−l)!

(
|A|
|A|+1

)|A|−1−i (
y|A|

2

)i−`
y ≥ 0.

(5.15)

In order to achieve a certain false alarm probability we should choose αj

such that

FAj = PH0(j)

(
ζ

(A)
RML − ζ

(A∪{j})
RML ≥ αj

)
.

This probability can be asymptotically approximated by

FAj = P
(
χ ≤

(
2σ2

σ2 − σ2
w

)
log

(
σ2
w

σ2

)
+ 2−Nαj

(
2σ2

σ2 − σ2
w

))
.

and therefore we should fix αj such that

αj =
1

N
log

(
σ2
w

σ2

)
+
σ2 − σ2

w

2Nσ2

(
2− F−1

χ (FAj)
)

where F−1
χ (p) is the functional inverse of Fχ(y).

With this, we have all the ingredients to formulate the two incremental

greedy support estimation algorithms based on RML approach.

5.3.2 Proposed Algorithms (Incremental Greedy Pro-

cedure)

The following two algorithms are the unconditional (random) counterparts

of the DML procedures. Contrary to what happens in the DML algorithm,
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we cannot simply initialize the support set to A = ∅ and run the greedy al-

gorithm, because our statistical description of ζ
(A)
RML − ζ

(A∪{j})
RML is only valid

asymptotically when N, |A| → ∞. Consequently, the case |A| = 0 needs to be

handled with care. It can be shown that, under H0(j), ζ
(∅)
RML− ζ

({j})
RML is always

equal to zero for all N sufficiently large. Therefore, we propose to initialize

the algorithm by selecting the sample index that provides the smallest value

of ζ
({j})
RML. If all the samples provide the same value ζ

({j})
RML = ζ

(∅)
RML, the algo-

rithm declares A = ∅ and finishes. Otherwise, a greedy estimation procedure

is carried out as described in algorithms 5.3 and 5.4.

Algorithm 5.3 Random Bonferroni

Let k∗ = arg mink ζ
({k})
RML . If ζ

(∅)
ML − ζ

({k∗})
RML > 0 initialize A = {k}, otherwise

decide that there are no impulses. Fix a value for the family wise false alarm

rate FA.

1. For j ∈ [N ]\A, compute ζ
(A)
RML − ζ

(A∪{j})
RML .

2. Let J contain the set of values j for which ζ
(A)
RML − ζ

(A∪{j})
RML > αj, where

αj =
1

N
log

(
σ2
w

σ2

)
+
σ2 − σ2

w

2Nσ2

(
2− F−1

χ

(
FA

N − |A|

))
.

3. If J = ∅, stop and return A. Otherwise, replace A with A ∪ J and

return to (1).

The most complex part of the proposed two algorithms is clearly the

computation of the statistic ζ
(A∪{j})
RML for all j ∈ [N ]\A, which corresponds to

step 1 in the algorithms. As mentioned before, the computational complexity

of this step can be considerably diminished by exploiting the identity in (5.10)

together with the eigendecomposition of the matrix RA (x) in (5.9), which is

valid for all j ∈ [N ]\A.

In order to further simplify the computational complexity of the multiple

hypothesis test, we consider suboptimal versions of the two algorithms above,

obtained by replacing

ζ
(A∪{j})
RML = ζRML

(
ĥA∪{j}, σ̂

2
A∪{j}, σ̂

2
w,A∪{j},A ∪ {j}

)
with the approximation

ζ
(A∪{j})
RML ' ζRML

(
ĥA∪{j}, σ̂

2
A, σ̂

2
w,A,A ∪ {j}

)
. (5.16)
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Algorithm 5.4 Random Benjamini and Hochberg

Let k∗ = arg mink ζ
({k})
RML . If ζ

(∅)
RML − ζ

({k∗})
RML > 0 initialize A = {k}, otherwise

decide that there are no impulses. Fix a value for the family wise false discovery

ratio FDR.

1. For j ∈ [N ]\A, compute ζ
(A)
RML− ζ

(A∪{j})
RML and the corresponding p-values

according to

pj = Fχ

((
2σ2

σ2 − σ2
w

)
log

(
σ2
w

σ2

)
+ 2−N

(
ζ

(A)
RML − ζ

(A∪{j})
RML

)( 2σ2

σ2 − σ2
w

))
where Fχ(·) is defined in (5.15). Let pi(j) denote the sequence of p-values

in non-decreasing order, namely pi(1) ≤ pi(2) ≤ . . . ≤ pi(N−|A|).

2. Select k such that

k = max

{
j : p(j) ≤

j

N − |A|
FDR

}
and let J = {i (1) , . . . , i (k)}.

3. If J = ∅, stop and return A. Otherwise, replace A with A ∪ J and

return to (1).
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These suboptimal versions of the algorithms will avoid the optimization step at

each new evaluation of j ∈ [N ]\A, replacing the true optimizers σ̂2
A∪{j}, σ̂

2
w,A∪{j}

by the approximations σ̂2
A, σ̂

2
w,A.

5.4 Numerical Validation

In this section we numerically validate the theoretical results derived above.

First, we evaluate the accuracy of the statistical description of the two statistics

derived under the deterministic and the random models. Then, we evaluate

the performance of the multi-hypothesis tests for the two models under the

Bonferroni and the Benjamini and Hochberg criteria.

5.4.1 Validation of the Detection Statistics

We consider here a scenario with a variable number of impulses, where the SNR

is fixed to 10 dB and the INR to 20 dB. The channel impulse response is ran-

domly selected with an exponentially decaying power delay profile of average

duration equal to 20 samples, and the receiver assumed a total channel length

of L = 30 samples. In order to study the accuracy of the statistical description

provided above, we simulate different instances of the number of subcarriers

N and the number of impulses Nimp, the position of which is randomly fixed

according to a uniform law. For each scenario, a total of 100 realizations of

the input signal is generated, and for each such realization we compute the

N −Nimp statistics corresponding to (5.2) and (5.8) for all j outside the sup-

port of the IN. The resulting values are then conveniently transformed and

compared to the two densities in (5.3) –exact DML– and (5.15) –asymptotic

RML– respectively.

In Figures 5.1 and 5.2 we represent the histograms (solid blue lines) and

probability density functions (red dotted line) corresponding to the DML

statistic for different values of N and Nimp. Observe that there is a perfect

match between the histograms and the corresponding density functions, which

in this case are exact. In Figures 5.3 and 5.4 we represent the same quanti-

ties for the RML statistic, where now the red lines represent the asymptotic

approximation of the corresponding law. Given the fact that this asymptotic

law is derived under the assumption that N,Nimp → ∞ at the same rate, it

seems reasonable that a higher accuracy is observed for large values of these

two parameters. In any case, it is worth pointing out that the asymptotic law
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Figure 5.1: Histogram of the DML statistic versus true density for different

values of Nimp when N = 256.

provides a reasonable approximation for values of Nimp as low as Nimp = 1.

Observe also that for low values of Nimp, which corresponds to less accurate

approximations of the asymptotic density, a mass point is observe in the sim-

ulated histograms. This mass point corresponds to realizations for which no

inflexion point is found on the feasible region of the RML cost function, and

therefore the optimum value is selected in the boundary line where σ2 = σ2
w.

5.4.2 Evaluation of the Support Detection Algorithms

In this section we provide an evaluation of the support detection algorithms

presented above. We consider a scenario with N = 256 subcarriers with a ran-

dom number of impulses, where the activation of the IN is modeled according

to a Bernoulli random variable with activation probability equal to 0.1 [58].

The SNR is fixed to 10 dB and INR is fixed to 20 dB. The CIR is randomly

selected as in the above subsection and each algorithm is run for 1000 realiza-
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Figure 5.2: Histogram of the DML statistic versus true density for different

values of Nimp when N = 512.
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Figure 5.3: Histogram of the RML statistic versus asymptotic density for

different values of Nimp when N = 256.
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Figure 5.4: Histogram of the RML statistic versus asymptotic density for

different values of Nimp when N = 512.
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Figure 5.5: False support detection performance of approximated RML and

true RML.

tions of signal, channel and noise. The detection thresholds are selected using

the Bonferroni and Benjamini and Hochberg approaches according to some

target values that took values in the range 10−2, . . . , 10−1. The performance

of RML under Bonferroni and Benjamini and Hochberg criterion is respec-

tively denoted by RBF and RBH in the graphs. Similarly, the performance

of DML under Bonferroni and Benjamini and Hochberg criterion is denoted

respectively by DBF and DBH in the graphs.

Figures 5.5 and 5.6 show the comparison of true RML and the approxi-

mated RML derived in (5.16) in terms of false support detection and missed

support. We define the number of falsely detected IN support as false detec-

tion and number of missed IN support as missed support. To simulate the

approximated RML algorithm the background and IN powers are frozen for

the whole sequence of tests and updated every time a new set of samples is

included in the support set. As shown, the approximated RML shows com-

parable false support detection and missed support performance as shown by

the true RML algorithm. It should be noted here that the performance curves

of both estimators do not properly align with each other because the approxi-

mated RML is the suboptimal characterization of the true RML algorithm. In

the numerical validations to follow, we adopt approximated version of RML

for computational efficiency and compare its performance with the DML-based
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Figure 5.6: Missed support comparison of approximated RML and true RML.

schemes. Apart from the DML-based and RML-based algorithms, we also sim-

ulate a greedy naive (traditional) approach of IN support detection, which is

derived without assuming anything about the structure of the received signal.

This naive approach therefore assumes that the signal consists of a Gaussian

signal with unknown variance (containing the desired signal plus noise) con-

taminated by impulsive samples of unknown magnitude. The resulting method

is implemented by particularizing the DML estimation algorithm to the case

Θ = 0 and L = 0.

Figures 5.7 and 5.8 show the performance of IN support detection algo-

rithms, in terms of FDR and FMR. As can be seen in Fig. 5.7, RBH shows

zero FDR when a relaxed false alarm target is chosen. As the false alarm target

value is strict, an FDR value is attained by the RBH which is comparable with

the one that is achieved by the RBF scheme. Comparing the performance of

the other algorithms, it should be noted that the traditional algorithms (de-

noted by TBF and TBH in the graphs) bear lower FDR than the DML and

RBF schemes in all tested false alarm probability values. However, analyzing

the FMR performance of the IN support detection algorithms in Fig. 5.8, we

see that the TBF and TBH bear high FMRs than the other schemes. Similar

to what has been observed during FDR analysis, RBH shows zero FMR when

implemented with relaxed false alarm target probability and an FMR value

that is comparable with the one achieved by RBF is attained when tested un-
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Figure 5.7: FDR performance of the support detection algorithms.
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Figure 5.8: FMR performance of the support detection algorithms.

der high false alarm target probability. Moreover, the DML-based algorithms

bear higher FMR than the RBF scheme.

In figures 5.9 and 5.10 the FA and MT performance of the IN support detec-
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Figure 5.9: FA performance of the support detection algorithms.
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Figure 5.10: MT performance of the support detection algorithms.

tion algorithms is reported. As can be seen, the traditional greedy algorithms

TBF and TBH show lower FA and higher MT rates in comparison to the other

algorithms. Among the RBF and DML-based algorithms, DML-based algo-
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Figure 5.11: Missed support comparison of the support detection algorithms.

rithms show lower FA but bear higher MT rates than the RBF scheme. The

RBH, similar to its performance during FDR and FMR analysis, shows zero

FA when false alarm probability is relaxed and shows lower MT in comparison

to RBF, DML-based algorithms and traditional algorithms. The numerical

evaluation showing the missed support and false support detection rates of

the RML-based and DML-based approaches is reported in figures 5.11 and

5.12. As can been seen, RML approach implemented under Benjamini and

Hochberg criterion does not misses any support to be detected when a relaxed

false alarm probability is imposed. Upon increasing the target false alarm

probability value, it should be noted that the RML-based approaches still out-

perform other IN support detection algorithms. In a similar fashion, RML

under Benjamini and Hochberg criterion does not report any false support de-

tection when a relaxed target false alarm probability is chosen. However, under

stricter target false alarm probability, RML-based approaches bear higher false

support detection rates than the DML-based approaches.
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Figure 5.12: False support detection performance of the support detection

algorithms.

5.5 Conclusions

In this chapter we proposed two ML IN support detection algorithms. Both

schemes perform incremental greedy search of the probable IN samples loca-

tion in the received signal. Two multiple hypothesis tests were built according

to the Bonferroni and Benjamini and Hochberg criteria. Among the proposed

IN detection algorithms, the scheme that is derived under random setting seg-

regates the IN samples better than the one derived under deterministic setting.

Moreover, we verified numerically that implementing the RML algorithm un-

der Benjamini and Hochberg criterion performs an accurate determination of

IN support rather than implementing it under Bonferroni criterion. We also

evaluated the performance of naive algorithms and verified that a poor IN

support detection performance is achieved if the received signal structure is

not considered while estimating the IN samples location.
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5.6 Appendix: Proof of Proposition 1

We begin by a lemma that allows to convert the quantity ζ
(A)
RML into a much

simpler expression that depends only quadratically on the noise vector n. The

proof is based on the asymptotic behavior of the RML channel estimate as

established in (5.11).

Lemma 2. Under the hypothesis of Proposition 1, we can express

ζ
(A)
RML =

1

N
log det

(
C̃n,A

)
+

1

N
nHQ⊥An + op

(
1

N

)
(5.17)

where C̄n is the true covariance matrix of n,Q⊥A is defined in (5.14) and C̃n,A

is defined in (5.12).

Proof. We consider first the RML cost function in (5.5). We claim that under

the assumptions of Proposition 1, with probability one the minimum is always

achieved at an interior point of the achievable region. This can be shown by

studying the function f(β) in (4.42) and noting that

1

N
f(1) =

1

N
yHp P⊥Θyp −

1

|A|
yHp P⊥ΘPAP⊥Θyp →

1

N
tr
[
C̄n

]
− 1

|A|
tr
[
C̄nPA

]
almost surely, which is a negative quantity by assumption. This guarantees

(see further chapter 4) that f(β) = 0 in the region β ≥ 1, which in turn implies

that the minimum of the RML cost function is in the interior of the feasible

region.

Assume from now on that N is large enough so that the above holds. By

optimizing first with respect to the two noise powers we obtain the estimates

σ̂2
A =

1

|A|
ȳH (h) PAȳ (h)

σ̂2
w,A =

1

N − |A|
ȳH (h) P⊥Aȳ (h)

where ȳ (h) = yp−
√
NΘh. Therefore, for all N sufficiently large, the concen-

trated log-likelihood function takes the form

ζRML

(
h, σ̂2

A, σ̂
2
w,A,A

)
=
|A|
N

log

(
1

|A|
ȳH (h) PAȳ (h)

)
+

(
1− |A|

N

)
× log

(
1

N − |A|
ȳH (h) P⊥Aȳ (h)

)
+ 1.
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Now, let ĥA denote the minimum of the above cost function with respect to

h. We can write

ζ
(A)
RML = ζRML

(
ĥA, σ̂

2
A, σ̂

2
w,A,A

)
=
|A|
N

log
(
σ̃2
A
)
+

(
1− |A|

N

)
log
(
σ̃2
w,A
)
+1+δA

where the error term δA can be expressed as

δA =
|A|
N

log

 1

|A|

ȳH
(
ĥA

)
PAȳ

(
ĥA

)
σ̃2
A

+

(
1− |A|

N

)
×

log

 1

N − |A|

ȳH
(
ĥA

)
P⊥Aȳ

(
ĥA

)
σ̃2
w,A

 .

Next, we make use of the asymptotic characterization of the channel estimator

ĥA in (5.11). We begin by noticing that we can express the quadratic form

1

|A|
ȳH
(
ĥA

)
PAȳ

(
ĥA

)
=

N

|A|

(
h̄− ĥA

)H
ΘHPAΘ

(
h̄− ĥA

)
+

+ 2

√
N

|A|
Re

[(
h̄− ĥA

)H
ΘHPAn

]
+

1

|A|
tr
[
PAnnH

]
By recalling (5.11), we can easily establish that(

h̄− ĥA

)H
ΘHPAΘ

(
h̄− ĥA

)
= σ̃4

A
1

N
nHQAPAQAn+op

(
1

N

)
1√
N

(
h̄− ĥA

)H
ΘHPAn = −σ̃2

A
1

N
nHQAPAn + op

(
1

N

)
where we have introduced the quantity

QA = C̃−1
n,AΘ

(
ΘHC̃−1

n,AΘ
)−1

ΘHC̃−1
n,A. (5.18)

After some manipulation, we see that

1

|A|
ȳH
(
ĥA

)
PAȳ

(
ĥA

)
=
(
σ̃2
A
)2 N

|A|
1

N
nHQ⊥APAQ⊥An + op

(
1

N

)
and, following the same methodology,

1

N − |A|
ȳH
(
ĥA

)
P⊥Aȳ

(
ĥA

)
=
(
σ̃2
w,A
)2 N

N − |A|
1

N
nHQ⊥AP⊥AQ⊥An + op

(
1

N

)
.

Furthermore, one can easily see that

ȳH
(
ĥ
)

PAȳ
(
ĥ
)

|A|
= σ̃2

A+Op

(
1

N

)
and

ȳH
(
ĥ
)

P⊥Aȳ
(
ĥ
)

N − |A|
= σ̃2

w,A+Op

(
1

N

)
.
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Now, using a Taylor expansion of the logarithm we obtain

δA =
|A|
N

1

σ̃2
A

 ȳH
(
ĥA

)
PAȳ

(
ĥA

)
|A|

− σ̃2
A


+

(
1− |A|

N

)
1

σ̃2
w,A

 ȳH
(
ĥA

)
P⊥Aȳ

(
ĥA

)
N − |A|

− σ̃2
w,A

+Op

(
1

N2

)

=
|A|
N

(
σ̃2
A
N

|A|
1

N
nHQ⊥APAQ⊥An− 1

)
+

(
1− |A|

N

)(
σ̃2
w,A

N

N − |A|
1

N
nHQ⊥AP⊥AQ⊥An− 1

)
+ op

(
1

N

)
=

1

N
nHQ⊥An− 1 + op

(
1

N

)

which directly leads to (5.17).

Observe that we can write,if j /∈ A,

ζ
(A)
RML − ζ

(A∪{j})
RML = V1 + V2 + V3 + op

(
1

N

)

where we have defined

V1 =
1

N
log det

(
C̃n,A

)
− 1

N
log det

(
C̃n,A∪{j}

)
V2 =

1

N
nH
(
C̃−1
n,A − C̃−1

n,A∪{j}

)
n

V3 =
1

N
nH
(
QA∪{j} −QA

)
n

and where QA is defined in (5.18). We analyze these three terms separately in

what follows. We will use the fact that

C̃n,A∪{j} = σ̃2
A∪{j}PA + σ̃2

A∪{j}eje
T
j + σ̃2

w,A∪{j}P
⊥
A∪{j}

C̃n,A = σ̃2
APA + σ̃2

w,Aeje
T
j + σ̃2

w,AP⊥A∪{j}.

Next, we proceed to study the asymptotic behavior of these three terms, up

to error terms that decay to zero in probability faster than N−1.
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5.6.1 Study of V1

Using the structure of matrices C̃n,A∪{j} and C̃n,A above, it readily follows

that

σ̃2
A∪{j} =

|A|
|A|+ 1

σ̃2
A +

1

|A|+ 1

{
C̄n

}
jj
,

σ̃2
w,A∪{j} =

N − |A|
N − |A| − 1

σ̃2
w,A −

1

N − |A| − 1

{
C̄n

}
jj
. (5.19)

Therefore, using the Taylor expansion of the logarithm, we obtain

1

N
log det C̃n,A∪{j} =

|A|+ 1

N
log
(
σ̃2
A∪{j}

)
+
N − |A| − 1

N
log
(
σ̃2
w,A∪{j}

)
=

1

N
log det C̃n,A +

1

N
log
(
σ̃2
A
)
− 1

N
log
(
σ̃2
w,A
)

+
1

N

({
C̄n

}
jj

σ̃2
A
− 1

)
+

1

N

(
1−

{
C̄n

}
jj

σ̃2
w,A

)
+ o

(
1

N

)
.

This readily shows that

V1 = − 1

N
log
(
σ̃2
A
)

+
1

N
log
(
σ̃2
w,A
)

− 1

N

({
C̄n

}
jj

σ̃2
A
− 1

)
− 1

N

(
1−

{
C̄n

}
jj

σ̃2
w,A

)
+ o

(
1

N

)

5.6.2 Study of V2

Using the expression of the inverses of C̃n,A and C̃n,A∪{j} together with the

identities in (5.19) we obtain

C̃−1
n,A − C̃−1

n,A∪{j} =
1

σ̃2
A

(
1− σ̃2

A

σ̃2
A∪{j}

)
PA +

1

σ̃2
w,A

(
1−

σ̃2
w,A

σ̃2
A∪{j}

)
eje

T
j

+
1

σ̃2
w,A

(
1−

σ̃2
w,A

σ̃2
w,A∪{j}

)
P⊥A∪{j}

=

({
C̄n

}
jj

σ̃2
A
− 1

)
PA

|A| σ̃2
A +

{
C̄n

}
jj

+

(
1−

{
C̄n

}
jj

σ̃2
w,A

)
P⊥A

(N − |A|) σ̃2
w,A −

{
C̄n

}
jj

+
1

σ̃2
w,A

(
(N − |A| − 1) σ̃2

w,A

(N − |A|) σ̃2
w,A −

{
C̄n

}
jj

−
(|A|+ 1) σ̃2

w,A

|A| σ̃2
A +

{
C̄n

}
jj

)
eje

T
j .

(5.20)
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Therefore, multiplying on both sides by the noise vector we obtain

V2 =
1

N

({
C̄n

}
jj

σ̃2
A
− 1

)
nHPAn

|A| σ̃2
A

+
1

N

(
1−

{
C̄n

}
jj

σ̃2
w,A

)
nHP⊥An

(N − |A|) σ̃2
w,A

+
1

N

σ̃2
A − σ̃

2
w,A

σ̃2
Aσ̃

2
w,A

nHeje
T
j n+op

(
1

N

)
.

5.6.3 Study of V3

The main idea of the proof is based on the Cauchy integral description of the

projection matrix. Recall that, for a full column rank tall matrix A, we denote

PA = A
(
AHA

)−1
AH . This projection matrix PA admits a very convenient

integral expression given by

PA =
1

2πj

∮
C−

(
AAH − zIN

)−1
dz

where C− is a negatively oriented simple contour enclosing the eigenvalues

of AHA and not zero (this can be shown by conventional Cauchy residue

calculus). Using this result, we can easily express

QA =
1

2πj

∮
C−

QA(z)dz

where QA(z) denotes the resolvent matrix defined as

QA(z) =
(

ΘΘH − zC̃n,A

)−1

.

In order to simplify the following derivations, it becomes convenient to define

a new matrix C̃
(j)
n,A as

C̃
(j)
n,A = σ̃2

A∪{j}PA + σ̃2
w,A∪{j}P

⊥
A.

This matrix can be seen as a very small perturbation between C̃n,A and

C̃n,A∪{j}.

Using this auxiliary matrix and its corresponding resolvent, namely

Q
(j)
A (z) =

(
ΘΘH − zC̃(j)

n,A

)−1

we can write V3 = V31 + V32 where

V31 =
1

2πj

1

N

∮
C−

nH
[
QA∪{j}(z)−Q

(j)
A (z)

]
ndz (5.21)

V32 =
1

2πj

1

N

∮
C−

nH
[
Q

(j)
A (z)−QA(z)

]
ndz (5.22)
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where now C− is a negatively oriented simple contour that encloses all the

eigenvalues of ΘHC̃−1
n,AΘ, ΘHC̃−1

n,A∪{j}Θ and ΘH
(
C̃

(j)
n,A

)−1

Θ, and not zero.

Observe that these three matrices are positive definite (ΘHΘ > 0 by assump-

tion) and therefore do not have zero as eigenvalues.

We will next deal with V31 and V32 separately. As we will see, the techniques

used to expand these two quantities are somewhat different.

5.6.3.1 Study of V31

In order to study the quantity V31 we first make use of the resolvent identity4

and express

QA∪{j}(z)−Q
(j)
A (z) = zQA∪{j}(z)

[
C̃n,A∪{j} − C̃

(j)
n,A

]
Q

(j)
A (z).

Now, using the expression of C̃
(j)
n,A and C̃n,A∪{j}, we obtain

C̃n,A∪{j} − C̃
(j)
n,A =

(
σ̃2
A∪{j} − σ̃

2
w,A∪{j}

)
eje

T
j .

The following proposition provides an easy-to-use tool to integrate several

quantities that will appear in the rest of the proof.

Proposition 3. Let A and B denote two N×K matrices such that AHA > 0

and BHB > 0. Consider the two resolvents QA(z) =
(
AAH − zIN

)−1
and

QB(z) =
(
BBH − zIN

)−1
and let C− denote a simple negatively oriented con-

tour enclosing the eigenvalues of AHA and BHB but not zero. Then, for any

N ×N matrix C we have

1

2πj

∮
C−

zQA(z)CQB(z)dz = P⊥ACP⊥B −C = PACPB − PAC−CPB

where P⊥A = IN−A
(
AHA

)−1
AH and equivalently for P⊥B . On the other hand,

if C−0 is a simple negatively oriented contour enclosing zero but no eigenvalues

of either AHA or BHB, we have

1

2πj

∮
C−0

zQA(z)CQB(z)dz = −P⊥ACP⊥B .

Proof. Consider the eigendecompositions of AAH and BBH as

AAH =
K∑
n=1

λnunu
H
n + 0× P⊥A and BBH =

K∑
n=1

γnvnv
H
n + 0× P⊥B

4Q1 −Q2 = Q1

[
Q−1

2 −Q−1
1

]
Q2
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where P⊥A and P⊥B are defined as above and 0× symbolizes the fact that the

associated eigenvalue is zero. We can write

QA(z) =
K∑
n=1

1

λn − z
unu

H
n −

1

z
P⊥A (5.23)

QB(z) =
K∑
m=1

1

γm − z
vmvHm −

1

z
P⊥B . (5.24)

Inserting these expressions into the integral and using the fact that C does not

enclose z = 0, we see that

1

2πj

∮
C−

zQA(z)CQB(z)dz =
K∑
m=1

K∑
n=1

unu
H
n CvmvHm

1

2πj

∮
C−

z
1

λn − z
1

γm − z
dz

− PACP⊥B − P⊥ACPB

where we have applied the Cauchy residue theorem, which implies that

1

2πj

∮
C−

(
1

γm − z

)
dz = 1.

The result of the proposition follows by showing that

1

2πj

∮
C−

z
1

λn − z
1

γm − z
dz = −1

Indeed, if we first assume that γm 6= λn we can write the above integral as

1

γm − λn
1

2πj

∮
C−

z

(
1

λn − z
− 1

γm − z

)
dz =

λn − γm
γm − λn

= −1.

In the same way, if we assume that λn = γm, we have

1

2πj

∮
C−

z

(λn − z)2dz = −1

and the first result is proven. Regarding the second result, it follows from the

same reasoning and the fact that AHA > 0 and BHB > 0.

A direct application of the above proposition shows that

1

2πj

∮
C−

(
QA∪{j}(z)−Q

(j)
A (z)

)
dz =

(
σ̃2
A∪{j} − σ̃

2
w,A∪{j}

)
×[

Q⊥A∪{j}ejeTj Q⊥A(j) − C̃−1
n,A∪{j}eje

T
j

(
C̃

(j)
n,A

)−1
]
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where Q⊥A∪{j} is as defined in (5.14) and where we have defined

Q⊥A(j) =
(
C̃

(j)
n,A

)−1

−QA(j)

=
(
C̃

(j)
n,A

)−1

−
(
C̃

(j)
n,A

)−1

Θ

(
ΘH

(
C̃

(j)
n,A

)−1

Θ

)−1

ΘH ×
(
C̃

(j)
n,A

)−1

.

Next, observe that, since j /∈ A,

C̃−1
n,A∪{j} =

(
C̃

(j)
n,A

)−1

+
σ̃2
w,A∪{j} − σ̃

2
A∪{j}

σ̃2
A∪{j}σ̃

2
w,A∪{j}

eje
T
j

and this implies that (by the matrix inversion lemma)

Q⊥A∪{j} = Q⊥A(j) −
(
σ̃2
A∪{j} − σ̃

2
w,A∪{j}

)
1 +

(
σ̃2
A∪{j} − σ̃

2
w,A∪{j}

)
eTj Q⊥A(j)ej

Q⊥A(j)eje
T
j Q⊥A(j)

Using this, we can re-write the above expression as

1

2πj

∮
C−

(
QA∪{j}(z)−Q

(j)
A (z)

)
dz =

=
σ̃2
A∪{j} − σ̃

2
w,A∪{j}

1 +
(
σ̃2
A∪{j} − σ̃

2
w,A∪{j}

)
eTj Q⊥A(j)ej

Q⊥A(j)eje
T
j Q⊥A(j)−

(
σ̃2
A∪{j} − σ̃

2
w,A∪{j}

)
σ̃2
A∪{j}σ̃

2
w,A∪{j}

eje
T
j

and we can therefore conclude that

V31 =
σ̃2
A∪{j} − σ̃

2
w,A∪{j}

σ̃2
A∪{j}

σ̃2
w,A∪{j}

−
(
σ̃2
A∪{j} − σ̃

2
w,A∪{j}

)
eTj QA(j)ej

×

×

[
1

N
nHQA(j)eje

T
j QA(j)n−

1

σ̃2
w,A∪{j}

1

N
nHeje

T
j QA(j)n

− 1

σ̃2
w,A∪{j}

1

N
nHQA(j)eje

T
j n + eTj QA(j)ej

σ̃2
A∪{j} − σ̃

2
w,A∪{j}

σ̃2
A∪{j}σ̃

2
w,A∪{j}

1

N
nHeje

T
j n

]
.

5.6.3.2 Study of V32

We begin again by employing the resolvent identity to show that

Q
(j)
A (z)−QA(z) = zQ

(j)
A (z)

(
C̃

(j)
n,A − C̃n,A

)
QA(z) (5.25)

where we recall that

C̃
(j)
n,A − C̃n,A =

(
σ̃2
A∪{j} − σ̃

2
A
)

PA +
(
σ̃2
w,A∪{j} − σ̃

2
w,A
)

P⊥A.
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Now, a direct application of Proposition 3 shows that

1

2πj

∮
C−

(
Q

(j)
A (z)−QA(z)

)
dz

= Q⊥A(j)

(
C̃

(j)
n,A − C̃n,A

)
Q⊥A −

(
C̃

(j)
n,A

)−1 (
C̃

(j)
n,A − C̃n,A

)
C̃−1
n,A

=
(
σ̃2
A∪{j} − σ̃

2
A
) [
Q⊥A(j)PAQ⊥A −

(
C̃

(j)
n,A

)−1

PAC̃−1
n,A

]
+
(
σ̃2
w,A∪{j} − σ̃

2
w,A
) [
Q⊥A(j)P

⊥
AQ⊥A −

(
C̃

(j)
n,A

)−1

P⊥AC̃−1
n,A

]
This allows to conclude that

V32 =
(
σ̃2
A∪{j} − σ̃

2
A
) 1

N
nH
(
Q⊥A(j)PAQ⊥A −

(
C̃

(j)
n,A

)−1

PAC̃−1
n,A

)
n

+
(
σ̃2
w,A∪{j} − σ̃

2
w,A
) 1

N
nH
(
Q⊥A(j)P

⊥
AQ⊥A −

(
C̃

(j)
n,A

)−1

P⊥AC̃−1
n,A

)
n

5.6.4 Completing the study of V3

To complete the proof, we now show that we can asymptotically replace Q⊥A(j)

by Q⊥A in the above expressions. This can be ensured by noting that

Q⊥A(j) =
1

2πj

∮
C−0

Q
(j)
A (z)dz

where C−0 is a negatively oriented contour that encloses zero and no eigenvalue

of either ΘHC̃−1
n,AΘ or ΘH

(
C̃

(j)
n,A

)−1

Θ . A very similar expression holds for

Q⊥A. Now, the resolvent identity in (5.25) and the corresponding result in

Proposition 3 shows that

Q⊥A(j) −Q⊥A = −Q⊥A(j)∆Q⊥A

with

∆ =
(
σ̃2
A∪{j} − σ̃

2
A
)

PA +
(
σ̃2
w,A∪{j} − σ̃

2
w,A
)

P⊥A.

Therefore, for N large enough we can write

Q⊥A(j) = Q⊥A
(
I + ∆Q⊥A

)−1
= Q⊥A +

∞∑
n=1

(
−∆Q⊥A

)n
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where the last series converges when
∥∥∆Q⊥A

∥∥ < 1. This always holds for N

sufficiently high, because∥∥∆Q⊥A
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where we have used the identity in (5.19). Now, this also implies that∥∥Q⊥A(j) −Q⊥A

∥∥ =
∥∥∥Q⊥A∆Q⊥A

(
I + ∆Q⊥A

)−1
∥∥∥ = O
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and consequently
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This directly shows that
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Note that, by assumption
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This implies that
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Combining the expressions, we obtain the result.



Chapter 6
Conclusions and Future

Research Directions

Exploiting already existing power lines in the electrical grid also for communi-

cation purposes makes power line communication (PLC) the most economical

enabler of the smart grid. The almost ubiquitous electrical power network pro-

vides extensive outreach that is exclusive to PLC-based technologies, making

PLC suitable for smart grid communication in all domains of the electrical

power distribution network. However, as it has been conveyed throughout this

thesis, power lines, which were designed only to transfer electrical energy from

the generators to the end consumers, are one of the harshest environments

for data transmission. Communication signals with frequencies higher than

the fundamental operating frequency of electrical signal are frequency selec-

tive attenuated when passing through the power line channel. Besides, the

operation of the power line network components generates random noise that

is impulsive in nature and corrupts data transmitted through the power lines.

Furthermore, PLC transmissions are also affected by narrowband interferences

(NBIs) originating from the wireless communication systems operating in the

close proximity. Therefore, reliable data exchange using power lines is not

trivial. To address this problem, in this thesis we studied signal processing

algorithm design for PLC systems and proposed robust and efficient schemes

to overcome the inevitable impairments in power line environment.

In the first section of chapter 3 of this thesis, we dealt with the problem

of impulsive noise (IN) mitigation for PLC systems. To overcome the effect

of IN, we proposed an active noise mitigation scheme based on IN estimation

and cancellation. To effectively estimate the IN present in the received signal
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we proposed to exploit the samples received in the unused subcarriers of the

orthogonal frequency division multiplexing (OFDM) PLC systems. We verified

the performance of the proposed algorithm numerically and concluded that, in

the power line environment, the effect of IN can be effectively overcome when

the location of IN in the received signal is properly estimated and the effect of

IN is canceled only from the corrupted samples in the received signal. We then

paid our attention towards designing an NBI interference cancelation scheme

that is tailored specifically for the PLC systems. Exploiting the sparsity of the

IN and NBI, where IN is sparse in time domain and NBI is sparse in frequency

domain, in the second section of chapter 3 we extended the IN estimation

algorithm proposed in the first section also to successively cancel the NBI for

PLC systems. We verified the performance of the proposed noise cancellation

scheme by simulating its performance in typical power line environment and

concluded that mitigating the effect of IN and NBI only from the samples

that are corrupted, significantly improves the BER performance of the OFDM

based PLC systems.

In chapter 4 of this thesis, we proposed maximum-likelihood (ML) channel

estimators for PLC systems. The proposed estimators exploit the estimated

IN samples to estimate the ML coefficient of channel in the presence of IN. We

proposed two different IN exploitation methods and evaluated, both numer-

ically and analytically, the performance of both estimators in typical power

line environments. We verified and concluded that better channel estimation

performance is achieved if rather than suppressing the power of IN present

in the received signal and performing least squares estimation of the channel,

the IN is estimated and exploited during channel estimation. Furthermore, we

also verified that among the proposed estimators the one that treats the IN as

a random quantity outperforms the other estimator that considers IN samples

as a deterministic quantity while exploiting them during channel estimation

process.

The numerical validation of the ML estimators in chapter 4 showed that the

channel estimation accuracy depends on the precision of IN support detection.

An optimum channel estimation accuracy was observed when the IN support

was precisely estimated. In a situation when the IN is either overestimated

or underestimated, the channel estimation accuracy degrades. The more IN

support is missed, the less accurately channel is estimated. To address this

situation, in chapter 5 we proposed deterministic ML (DML) and random ML

(RML) IN support detectors. Both estimators were derived using the same
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statistics that were established in chapter 4 to derive the ML channel estima-

tors. The proposed schemes identify IN support by employing an incremental

greedy search algorithm. The accuracy of the statistical description used to de-

sign the support detectors were verified numerically. Simulation results showed

that the RML algorithm performs better segregation of the IN support than

the DML algorithms. The performance of the proposed algorithm was also

compared with the performance of naive greedy approach. It was further con-

cluded that a better detection of IN can be done by proper exploitation of the

received signal structure.

Contributions

The research results and findings of this dissertation are published in inter-

national scientific conferences and journals. The signal processing schemes to

mitigate the IN and NBI for PLC systems proposed in chapter 3 are published

in:

� D. Shrestha, X. Mestre and M. Payaró,“Asynchronous Impulsive Noise

Mitigation Based on Subspace Support Estimation for PLC Systems”,

IEEE International Symposium on Power Line Communications and its

Applications, Bottrop, Germany, 2016.

� D. Shrestha, A. Tonello, X. Mestre and M. Payaró, “Simultaneous

Cancellation of Narrow Band Interference and Impulsive Noise in PLC

Systems”, IEEE International Conference on Smart Grid Communica-

tions, Sydney, Australia, 2016.

The channel estimation strategies proposed in section 4.2 of chapter 4 is pub-

lished in:

� D. Shrestha, X. Mestre and M. Payaró,“Maximum-Likelihood Chan-

nel Estimation in Presence of Impulsive Noise for PLC Systems”, IEEE

Global Conference on Signal and Information Processing (GlobalSIP),

Washington DC, USA, 2016.

and the joint ML CIR and IN estimator proposed in section 4.2 of chapter 4

is published in:

� D. Shrestha, X. Mestre and M. Payaró,“On Channel Estimation for

Power Line Communication Systems in the Presence of Impulsive Noise”,
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Journal of Computers and Electrical Engineering, Vol. 72, Pages 406-

419, 2018.

The algorithm proposed in chapter 5 has been submitted to:

� X. Mestre, M. Payaró and D. Shrestha,“Maximum-Likelihood Detec-

tion of Impulsive Noise Support with Application to Channel Parameter

Estimation”, IEEE International Conference on Acoustics, Speech, and

Signal Processing, 2019.

� D. Shrestha, X. Mestre and M. Payaró,“On Maximum-Likelihood De-

tection of the Impulsive Noise Support”, IEEE Transactions on Signal

Processing.

for review. Moreover, following article has been derived from the research

collaboration conducted during this Ph.D. and is not included in this thesis:

� D. Shrestha, Z. Pang and D. Dzung,“Precise Clock Synchronization in

High Performance Wireless Communication for Time Sensitive Network-

ing”, IEEE Access, vol. 6, pp. 8944-8953, 2018.

Future Research Directions

There is no doubt that PLC is the most viable enabler of the smart grid.

The data transmission capacity that modern PLC based technologies provide

has proved its suitability for basic smart grid application like automatic me-

ter reading. As immense interest in using PLC for the smart grid is rising,

the next generation of PLC systems should be able to provide a platform for

critical smart grid applications that demand higher data transmission capa-

bilities. Today, as PLC is evolving as a mature technology, implementation of

multiple-input-multiple-output (MIMO) in in-home PLC scenarios has been

proposed to enhance the data rates of conventional PLC systems [154]. The

presence of multiple conductors (namely: line, neutral and protective earth) in

an electrical cable provides multiple transmission and reception ports. Exploit-

ing the available conductors three different ports can be exploited for MIMO

communication and significantly increase the data rate and communication re-

liability without the need for higher bandwidth [155]. To this end, a top-down

approach based statistical MIMO channel model and analysis and modeling of

noise for in-home MIMO PLC are presented in [156–160].
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Similar as in the in-home PLC case, application of MIMO schemes can

become a possible solution to achieve high data rates in the NB-PLC systems

for the smart grid [161]. Some recent works propose exploitation of multi-

conductor power lines in the distribution and access grids for MIMO NB-PLC

for smart grid communications [161–164]. These works report data rate en-

hancements in PLC systems and advocate the use of MIMO PLC to support

communication requirements of smart grid applications. However, these stud-

ies are limited to analyzing the performance of MIMO PLC systems in the

presence of background noise only. Moreover, a deterministic channel model

that is specific to a medium voltage (MV) distribution network is used. There-

fore, to better exploit MIMO for smart grid applications the following topics

can be considered as future research directions.
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� Statistical characterization of the MIMO channels: At present,

the MIMO NB-PLC literature refers to bottom-up frequency dependent

channel models to assess the system performance. These channel models

typically refer to behaviors of specific power line networks. Therefore,

the development of signal processing algorithms for MIMO PLC systems

and their performance assessment is limited to certain scenarios. In or-

der to develop signal processing algorithms that are tailored for MIMO

PLC and validate their performance in multitude of scenarios, a statis-

tical channel model that can characterize the MIMO power line channel

behavior in varied power line networks is required.

� Modeling and characterization of IN: The presence of IN is consid-

ered as one of the specific behaviors of PLC environment. Though the

modeling and characterization of IN in single-input-single-output (SISO)

transmission modes is richly discussed in the PLC literature, the analysis

and the effect of IN on the MIMO PLC transmission is yet to be explored.

Hence, to exploit MIMO transmissions using the multiconductor power

lines in the low voltage access and MV distribution grids, proper model-

ing and characterization of IN in MIMO setting are required.

� Effect of NBI on multiple data transmission and receiving chan-

nels: As extensively argued during this dissertation, it is widely accepted

that PLC systems are susceptible to the interference originating from the

operation of the closely located wireless communication systems. In this

sense, characterization and study of NBI and its effect on MIMO PLC

communication needs to be carried out.

� Suppression and mitigation of IN and NBI: Since modern PLC

systems offer only SISO transmission modes, the noise and interference

mitigation schemes are developed taking this into consideration. How-

ever, to exploit MIMO PLC, signal processing algorithms that are capa-

ble of mitigating the effect of IN and NBI from the signals received via

multiple ports are of utmost importance.
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