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Abstract  
 
 
The self-renewing nature of embryonic stem cells (ESCs) is a 

consequence of their ability to proliferate while maintaining 

pluripotency, by means the capacity to differentiate into all 

adult cell types. Despite the remarkable scientific advances in 

the knowledge regarding the mechanism(s) controlling 

pluripotency, little is known about how cell cycle is coordinated 

with self-renewal and differentiation.  

Here we have shown a segregation of pluripotency during cell 

cycle progression, being cells in S-G2/M more primed for 

cardiac lineage commitment. By characterizing the proteome 

dynamics during cell cycle, we have identified the DNA 

demethylation enzyme thymine DNA glycosylase (TDG) as the 

molecular determinant for cell cycle pluripotent dissociation. 

Our TDG ChIP-seq data suggests a functional link between 

TDG and TP53 by which TP53 transcriptional programs would 

prime S-G2/M cells for cardiomyocyte differentiation. 

With this study, we have enlightened the mechanisms 

underlying mouse ESC fate decisions control during cell cycle.  
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Resum  
 
La naturalesa d’autorenovar-se de les cèl·lules mare és una 

conseqüència de la seva capacitat de proliferar mantenint la 

seva pluripotència, essent aquesta la capacitat de diferenciar-

se en tots els tipus cel·lulars trobats en l’organisme adult. Tot 

i els remarcables avenços científics en el coneixement dels 

mecanismes que controlen la pluripotència cel·lular, es 

desconeix com el cicle cel·lular està coordinat amb 

l’autorenovació i la diferenciació de les cèl·lules mare.  

Aquí hem pogut mostrar que la pluripotència cel·lular és 

segregada durant el cicle cel·lular, essent les cèl·lules en fase 

S-G2/M més llestes per l’inici de la diferenciació cap al llinatge 

cel·lular cardiac.  Caracteritzant el dinamisme proteomic 

Durant el cicle cel·lular, hem identificat la proteïna DNA 

demethylation enzyme thymine DNA glycosylase (TDG) com 

el determinant molecular per la dissociació de la pluripotència 

durant en el cicle cel·lular. La información obtinguda per ChIP-

seq de TDG ens suggereix una enllaç functional entre TDG I 

TP53, a través del qual els programes de transcripció de TP53 

prepararíen les cèl·lules en fase S-G2/M per la diferenciació 

cap a cèl·lules cardíaques.  

Amb aquest estudi hem aportat nous coneixements sobre els 

mecanismes que controlen les decisions sobre el destí 

cel·lular de les cèl·lules mare de ratolí durant el cicle cel·lular.  
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1. Mouse embryonic stem cells (mESCs) 
 

1.1 Development and mESCs origin  
 

 

The concept of mouse pluripotent cells with embryonic origin 

first appeared with the discovery and characterization of 

embryonal carcinoma cells (EC cells), originated from 

teratocarcinomas. Teratocarcinomas are malign tumours 

comprising differentiated cells from the three germ layers as 

well as undifferentiated EC cells. EC cells were shown to 

proliferate indefinitely while being able to form all cells found in 

the original teratocarcinoma, after being injected into mice 

(Kleinsmith and Pierce, 1964). Technical advances enabled to 

stablish EC cell lines in vitro for further characterization and the 

specific teratocarcinoma stem cell identification (Martin and 

Evans, 1974). These EC stem cells were described to have the 

power to form embryoid bodies (Martin and Evans, 1975), a 

three-dimension cell aggregates containing different cell types 

resembling early embryos.  

 

Soon after, the first attempts to derive pluripotent cells directly 

from mouse embryos arrived. The first mouse embryonic stem 

cell (mESC) lines were derived in 1981 from in vitro cultured 

blastocysts embryos on fibroblasts feeder layers (Evans and 

Kaufman, 1981; Martin, 1981).  
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Blastocyst embryos are reached at E3.5 stage (3.5 days post 

conception) of mouse development (Figure I.1). After 

fertilization occurs, several rounds of cell division preceded the 

morula generation at 16-cell stage and its following cellular 

compaction. Later, at E3.0 stage, cavitation starts and with it 

the formation of the blastocoel, a fluid-filled cavity. This 

process finishes with the origin of a 32 cell embryo stage called 

blastocyst. In the blastocyst, two different structures are found: 

the inner cell mass (ICM) and the outer cell layer (Figure I.1). 

At this stage, the first cell fate decision is taken during 

development: cells in the ICM, where unspecified pluripotent 

cells can be found, and trophectoderm (TE) cells which will 

arise from the external layer of the early blastocyst embryo. No 

much time has to pass until the second lineage specification 

event occurs, as at late blastocysts stage ICM cells will decide 

between becoming epiblast (EPI) cells or primitive endoderm 

(PrE) cells. While TE and PrE cells will result in extra-

embryonic tissues (placenta, and yolk sack, allantois and 

amnion respectively), EPI cells (from where ESCs can be 

derived from (Evans and Kaufman, 1981; Martin, 1981)) will 

give rise to all the cells of the future embryo (Brook and 

Gardner, 1997). Each of the three different cell types shows 

specific transcription programs. For instance, TE cells are 

characterized by the expression of the transcription factor 

caudal type homeobox 2 (CDX-2) (Beck et al., 1995), PrE cells 

by the expression of Gata-binding proteins 6 and 4 (GATA-6 

and GATA-4) (Chazaud et al., 2006; Rossant et al., 2003) and 
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EPI cells by NANOG expression (Chambers et al., 2003) 

(Figure I.1).  

 

At around E6.5 stage, after the embryo is implanted into the 

uterus, gastrulation begins. During this process, pluripotent 

EPI cells give rise to the primitive streak and subsequent cell 

differentiation occurs. First, mesendoderm cells are formed, 

which are the precursors for mesodermal and endodermal 

cells. Later, ectodermal lineage cells are established. Thus, at 

the end of the gastrulation process, cells from the three germ 

layers endoderm, mesoderm and ectoderm are found in the 

embryo. These cells will derive to all cell types in the organism. 

Moreover, primordial germ cells are also produced during 

gastrulation. Primordial germ cells will eventually start the 

migration to the gonads and will give rise to germ cells (oocytes 

and spermatozoa).   
 

Figure I.1. Early mouse developmental stages. Fertilization precedes 
zygote formation. After several rounds of cell division, the morula is formed. 
Later, early blastocyst formation anticipates the cavitation process and the 
blastocoel formation, where the inner cell mass (ICM) is found. Then, cells 
from the ICM will develop either to primitive endoderm or epiblast cells and 
implantation will happen. Cells follow the lineage color-code indicated at the 
bottom. Specific lineage markers are indicated in grey.  
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1.2 Characteristics of mESCs and potential 
applications 
 
mES cell lines are stablished in vitro by culturing dissociated 

morulae (Eistetter, 1989), intact E3.5 blastocyst embryos 

(Evans and Kaufman, 1981) or dissected ICM (Martin, 1981) 

on mitotically inactivated fibroblasts feeder layers. 

Alternatively, mESCs can also be derived from EPI cells from 

E5.5-E7.5 post-implantation embryos (Brons et al., 2007; 

Tesar et al., 2007). ESCs are defined by two main 

characteristics: the pluripotency and the self-renewal 

capacities (Figure I.2). While the pluripotency is the ability of 

ESCs to differentiate to all cell types found in the proper 

embryo (including the three germ layers endoderm, mesoderm 

and ectoderm), self-renewal capacity is defined by the ability 

to grow indefinitely while maintaining their undifferentiated 

state. 

Figure I.2. Embryonic stem cell establishment and potential 
applications. ESCs can be derived from blastocyst embryos. They 
possess two main characteristics: self-renewal and pluripotency. 
Differentiation of pluripotent cells in vitro to virtually all cell types make 
ESCs an attractive model for regeneration medicine purposes.  
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Prove of concept in vivo experiments for pluripotency include 

teratoma and chimera formation.  

Teratomas are benign tumours containing differentiated cells 

from the three germ layers. Their formation can be promoted 

by ESCs transplantation into immunodeficient mice. ESCs 

pluripotency is then assessed by analyzing the cell contribution 

to endoderm, mesoderm and ectoderm lineages.  

Similarly, chimera formation assay allows the study of the 

pluripotency capacity of ESCs by injecting ESCs into the ICM 

of a blastocyst (or a developmentally earlier embryo) (Tam and 

Rossant, 2003). The formation of a full organism with original 

ESCs contribution is expected to be obtained. A proper 

pluripotent ESCs injected into a blastocyst not only has to give 

rise to a chimera embryo, but also to contribute to the germline.  

Alternatively, pluripotency can be assessed in vitro by 

embryoid body (EB) formation, where endodermal, 

mesodermal and ectodermal cells are generated from ESCs. 

EBs are three-dimension aggregates of pluripotent cells grown 

in suspension induced to differentiate spontaneously by 

removing pluripotency-maintaining factors from the culture 

medium.  

Concerning self-renewal, in order to avoid genetic anomalies 

due to their rapid proliferation rate, ESCs possess a high 

telomerase activity, which has been described to be linked with 

pluripotent transcriptomic programs. As an example, 

telomerase reverse transcriptase (Tert) expression, which 

prevents shortening of telomeres, has been described to be 
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regulated by the pluripotency transcription factor KLF4 (Wong 

et al., 2010). This telomerase activity enhancement is not only 

true for in vitro cultured mESCs, but also for in vivo (Bekaert et 

al., 2004).  

Pluripotent cells need to maintain their genomic stability, as 

they will give rise to all cells in the adult organisms. Therefore, 

mutations in pluripotent cells would be inherited in 

differentiated cells, potentially leading to malignant 

transformations. Mutation rates have been shown to be 100 

fold less frequent in ESCs compared to somatic cells (Hong et 

al., 2007). A complementary mechanism for ESCs to avoid the 

transmission of mutations is through the action of TP53. As 

mESCs lack a proper cell cycle checkpoint, in the presence of 

genomic instability, TP53 acts promoting differentiation. By 

doing so, cells will thus enter apoptosis as differentiated cells 

restore an intact checkpoint and thus genomic instability will 

not be transmitted to the cellular progeny (Lin et al., 2005).   

 

ESCs can be kept in culture endlessly as well as to differentiate 

them into virtually any cell type. The special nature and 

features of ESCs make them an attractive model not only to 

study early developmental events, but also to be used as a tool 

to study gene function via transgenesis by chimera generation. 

Additionally, ESCs allow for in vitro differentiation studies and 

therefore are an interesting system for regenerative medicine 

and gene therapy purposes as well (Figure I.2).   
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Up to date, the only stem cell-based therapies applied to 

humans are matched donor treatments. The most established 

and commonly used one is bone marrow transplantation, which 

consist on replacing the patient’s bone marrow by a bone 

marrow from a healthy donor, including hematopoietic stem 

cells. However, there are several studies that have used 

hESCs with the aim to treat diseases (see data at 

www.clinicaltrials.gov), such as cardiovascular diseases, 

diabetes, retina or liver injuries (Mahla, 2016; Volarevic et al., 

2018; Shufaro and Reubinoff, 2004; Song et al., 2015). Thus, 

hESCs are differentiated in vitro and then differentiated cells 

are transplanted to non-human organisms (Shiba et al., 2012; 

Fernandes et al., 2015; Tolosa et al., 2015). Some of the 

ongoing studies are in clinical trials, involving differentiated 

cells transplantation into patients (Schwartz et al., 2012). 

However, several drawbacks on the use of hESCs to treat 

diseases limit their application. For example, in vitro protocols 

for cell differentiation produce a mix population of cells, lacking 

thus the purity needed for transplantation therapies. On the 

other side, the direct use of hESCs is controversial for ethical 

issues as early human embryos are their source of obtention. 

Moreover, clinical applications of hESCs entails safety issues, 

as non-desired differentiated cell types and tissues may be 

produced in patients (Volarevic et al., 2018). Improved in vitro 

differentiation protocols, further characterization on the effect 

transplantations have on animal disease models and control 

on hESCs growth are some of the aspects that should be 
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addressed in the future for the use of hESCs for therapy 

applications (Reubinoff, 2004).  

 

1.3 Gene expression program governing mESCs 
nature 
 
Intrinsic and extrinsic signals contribute on keeping the 

undifferentiated state of mESCs. Intrinsic elements include 

master transcription pluripotency factors; while extrinsic ones, 

signaling pathways. 

 

1.3.1 ESCs transcription factors 

 
Fundamental transcription factors govern mESCs identity, 

keeping its pluripotency capacity. OCT-4 (also known as 

POU5F1) and NANOG were two of the first identified intrinsic 

transcriptional determinants in mESCs and early development 

in the ICM cells (Chambers et al., 2003; Chambers and Smith, 

2004; Mitsui et al., 2003; Nichols et al., 1998). Consistently, 

Oct-4 or Nanog disruption in mouse embryos fail to form a 

proper ICM, as no pluripotent cells are formed (Nichols et al., 

1998; Mitsui et al., 2003). Instead, TE cell differentiation occurs 

in Oct-4 mutated embryos (Nichols et al., 1998), while 

extraembryonic endoderm is formed in Nanog disrupted 

embryos (Mitsui et al., 2003).  
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Although constitutively Nanog expression in mESCs can keep 

their self-renewal capacity without any other external 

stimulation (Chambers et al., 2003), Nanog deletion does not 

cause direct mESCs differentiation (Chambers et al., 2007). 

This suggest that NANOG has a central role in keeping the 

pluripotent network activated and, therefore, the pluripotent 

state. However, its loss is not sufficient to induce 

differentiation.  

 

Sex Determining Region Y-Box 2 (SOX-2) is another master 

regulator of pluripotency in mESCs, and its disruption causes 

embryonic defects due to improper ICM formation as well 

(Avilion et al., 2003). SOX-2 indirectly regulates Oct-4 

expression (through other transcription factors), acting as a 

pluripotency stabilizer (Masui et al., 2007). In fact, upon Sox2 

deletion, mESCs loose pluripotency and undergo TE-like cell 

differentiation (Masui et al., 2007). 

OCT-4 and SOX-2 directly interact as well, forming 

heterodimers that work activating gene transcription (Loh et al., 

2006). The formation of the heterodimer enhance the 

transcription factor activity, acting with more affinity and 

specificity in binding their target genes as heterodimers than 

as single homodimers (Loh et al., 2006). 

 

In mESCs, chromatin immunoprecipitation followed by ultra-

sequencing (ChIP-seq) analysis revealed OCT-4, NANOG and 

SOX-2 to co-occupy common target genes (Chen et al., 2008; 
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Loh et al., 2006). OCT-4, NANOG and SOX-2 work together 

activating the expression of other pluripotent regulators and 

silencing differentiation genes (Chen et al., 2008; Loh et al., 

2006). Not only this, but they also bind to their own promoters, 

regulating then their own expression. (Figure I.3). These 

findings showed how the coordinated action of the core 

pluripotency regulators maintains the identity of mESC. 

 

In fact, the pluripotent circuitry in mESCs comprises many 

other transcription factors, such as Estrogen Related Receptor 

Beta (ESRRB), Kruppel Like Factor 4 (KLF-4), Kruppel Like 

Factor 2 (KLF-2) or Transcription Factor CP2 Like 1 

(TFCP2L1) (Li et al., 2017, 2018). This network includes direct 

interaction between transcription factors, which working in 

cooperation with the core factors ensures the cell identity of 

mESCs. 

 

 

 

 

 
 
 
 
 
 
 
 
Figure I.3. The pluripotency network maintains mESCs identity. OCT-
4, NANOG and SOX-2 form the core pluripotent network, which works 
regulating gene transcription, activating other pluripotency factors (such as 
Esrrb or Gbx2) as well as silencing differentiation genes (such as Pax6 or 
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Eomes) (Loh et al., 2006; Jaenisch and Young, 2008). Thus, this pluripotent 
network works maintaining mESCs identity. Ovals represent transcription 
factors, while transcripts are represented by rectangles.   
 

1.3.2 Signaling pathways ruling pluripotency in 

mESCs 

 
LIF and JAK/STAT3 signaling pathway 
To ensure the maintenance of pluripotency in vitro, mESCs 

were initially co-cultured with mitotically inactivated fibroblast 

feeders (Evans and Kaufman, 1981). Later, the cytokine 

Leukemia Inhibitory Factor (LIF) secreted by feeder cells was 

discovered and this permitted to grow mESCs on feeder free 

conditions (Smith et al., 1988; Williams et al., 1988). In vitro 

cultured mESCs are then kept in an undifferentiated state by 

growing them in serum medium supplemented with LIF in the 

absence of fibroblast feeders. LIF withdrawal follows ESCs 

differentiation (Niwa et al., 1998).  

 LIF is a member of the IL-6 cytokines family and binds to its 

receptor LIFR and the IL-6 family co-receptor subunit 

glycoprotein gp130. This binding leads to the LIFR-gp130 

heterodimer formation and subsequent activation of the JAK 

(Janus Kinase) signaling (Lütticken et al., 1994; Stahl et al., 

1994), which precedes signal transducer and activator of 

transcription 3 (STAT3)  recruitment and following activation 

trough phosphorylation (Boeuf et al., 1997; Zhong et al., 1994; 

Niwa et al., 1998). Finally, STAT3 activation initiates its 

homodimerization and the successive nucleus translocation 
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and transcriptional activation of target genes (Sasse et al., 

1997; Huang et al., 2015), some of which are well known 

pluripotency factors such as Klf-4 or Tcfcp2l1 (Hall et al., 2009; 

Martello et al., 2013; Ye et al., 2013) (Figure I.4, left). While 

KLF-4 is one of the well-known Yamanaka factors able to 

reprogram somatic to pluripotent cells (Takahashi and 

Yamanaka, 2006), TCFCP2L1 is found being part of the 

pluripotency network and its knockdown is the only one that 

fails to keep the undifferentiated state of mESCs (Martello et 

al., 2013).   

This opens a link between external signals (JAK/STAT3 

signaling through LIF) and internal signals (pluripotency 

factors), pointing out to a coordinated activity between both to 

keep mESCs identity. 

 

Although the STAT3 pathway is not the only LIF-induced 

signaling pathway (Burdon et al., 1999), LIF-STA3 pathway is 

the responsible for sustaining ESC self-renewal and 

pluripotency. In agreement, constitutive JAK-STAT activation 

in the absence of LIF is sufficient to maintain the self-renewal 

capacity of ESCs (Matsuda et al., 1999; Niwa et al., 1998). In 

line with this, STAT3F mutation, which causes STAT3 

dimerization and nuclear translocation abrogation, blocks self-

renewal and pluripotency in ESCs even in the presence of LIF 

and, therefore leads to ESCs differentiation (Niwa et al., 1998). 

STAT3 activation output seems to be dose dependent, as poor 

STAT3 follows ESC differentiation, and excessive activation 
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also leads to lineage specification, in this case specifically 

towards TE (Tai et al., 2014). 

 
Wnt/β-catenin signaling pathway 
Another pathway regulating pluripotency and development is 

the Wnt/β-catenin signaling pathway. The canonical Wnt 

signaling pathway, which is the most studied Wnt pathway, 

relies its activity on the amount of Cadherin-associated protein 

beta 1 (β-catenin) present in the cytoplasm. β-catenin is a 

transcriptional activator and regulates the expression of 

lineage/developmental genes. In the absence of the WNT 

ligand, β-catenin is phosphorylated by the Axin degradation 

complex, which is formed by casein kinase 1 (CK1) and 

glycogen synthase kinase 3 (GSK3) among other proteins. 

Once phosphorylated, β-catenin is recognized and 

subsequently degraded by the proteasome system. T cell 

factor/Lymphoid enhancer factor (TCF/LEF) family of 

transcription factors suppresses the Wnt signaling through 

association with transcriptional co-repressors. Therefore, 

when WNT is not present, β-catenin levels are kept down and 

the pathway is shut-off.  

However, when a WNT ligand is present and binds to its 

receptor FRIZZLED (Fz) and its co-activator low-density 

lipoprotein receptor related protein 6 (LRP6), the Axin complex 

is recruited to the receptors. Consequently, the degradation 

complex cannot target β-catenin and it is then stabilized, 

leading to the activation of the Wnt pathway and therefore to 
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β-catenin gene activation in association with TCF/LEF (Figure 
I.4, middle). 

 

Wnt pathway is needed for proper mouse embryo development 

as β-catenin knockout causes gastrulation defects (Haegel et 

al., 1995). Furthermore, in vitro cultured mESC depleted of β-

catenin revealed a cell adhesion defect shown on the cell 

colony formation capacity (Haegel et al., 1995). Yet, mESCs 

devoided of β-catenin are able to differentiate towards 

endoderm, mesoderm and ectoderm tissues when injected into 

a blastocysts embryo (Huelsken et al., 2000). Thus showing β-

catenin is not totally required for pluripotency and self-renewal, 

although its lack causes some abnormalities in mESCs.  

 

FGF/ERK signaling pathway 
Pluripotent self-renewal is also affected by the FGF/ERK 

signaling pathway. FGF signaling is activated by the FGF 

receptor FGFR-ligand interaction, which results on the FGFR 

auto-phosphorylation and subsequent activation of the 

pathway (together with other pathways, such as PI3K-AKT).    
 
FGF signaling controls early embryo development, by 

regulating the initial differentiation events. Mouse embryos 

depleted of Fgf4, an important activator of the pathway 

produced by pluripotent cells, do not show any defect until 

implantation occurs, causing the embryo’s death (Feldman et 

al., 1995). Supporting this, in vitro cultured mESCs, do not 

show any abnormality when Fgf4 is disrupted (Wilder et al., 
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1997). Yet, defects start to appear when differentiation is 

triggered (Wilder et al., 1997). mESCs depleted from Fgf4 fail 

on differentiating towards mesoderm and ectoderm lineages 

(Kunath et al., 2007; Stavridis et al., 2007). Therefore, FGF 

signaling pathway it is not required for pluripotency and self-

renewal capacities maintenance but it is key for proper 

differentiation. When ESCs pluripotency is lost, cells 

differentiate irreparably. And, as mentioned, ERK1/2 signaling 

activation through FGF4 leads to cell differentiation. Hence, 

inhibition of the ERK1/2 pathway creates a differentiation 

blockage and thus maintains the pluripotency state (Figure I.4, 

right).  

Figure I.4. Signaling pathways regulating pluripotency. 
LIF/JAK/STAT3, WNT/β-catenin and FGF/ERK are three of the signaling 
networks that keep the pluripotent state in ESCs. Their coordinated activity 
regulate gene expression, maintaining the pluripotency factors 
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transcription. PD and CHIR refer to PD0325901 (an ERK pathway inhibitor), 
and CHIR99021 (a GSK3 inhibitor), respectively. 
 
 

1.4 The pluripotent states in mESCs 
 
Once the signaling pathways governing the pluripotent state 

were defined, improving the in vitro cell culture conditions 

became a target. The use of feeder cells or serum 

supplemented mediums make the pluripotent self-renewal of 

mESCs a complex multi-factorial dependent state.  

Therefore, in order to establish a serum-free medium, Ying and 

collaborators make use of two inhibitors for two of the signaling 

pathways supporting differentiation in ESCs: PD0325901, an 

inhibitor for the ERK pathway, and CHIR99021, a GSK3 (from 

the Wnt signaling pathway) inhibitor (Ying et al., 2008) (Figure 
I.4, middle and right). By blocking two differentiation-promoting 

elements, these two inhibitors act supporting self-renewal and 

pluripotency. Moreover, CHIR99021 alone enhance cell 

survival and therefore compensates for the apoptotic effects 

seen by blocking the ERK pathway alone (Ying et al., 2008). 

Even after LIF withdrawal, mESCs were able to be grown 

keeping its pluripotent self-renewal in the presence of 

PD0325901 and CHIR99021 (Ying et al., 2008). PD0325901 

and CHIR99021 inhibitors were added to the serum-free 

N2B27 medium, constituting the so-called 2i/LIF (Ying et al., 

2008).  
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Two different pluripotency states exist in vivo: i) the naïve state, 

which corresponds to the pluripotent cells from pre-

implantation blastocyst embryos and, ii) the primed state, 

which corresponds to the pluripotent cells found in post-

implantation embryos (Nichols and Smith, 2009). Naïve state 

cells can be expanded in vitro in two different culture 

conditions: 2i/LIF and serum/LIF. However, serum/LIF grown 

cells show a metastable culture, transiting from a naïve state 

to a prime-like state (Abranches et al., 2013; Toyooka et al., 

2008). 

Cells grown in 2i/LIF medium show different morphological, 

transcriptional, epigenetic and functional features compared to 

serum/LIF-grown cultured cells (Figure I.5). Morphologically, 

naïve cells grown in 2iLIF conditions show more homogeneous 

dome-shaped colonies, compared to ESCs grown in 

serum/LIF, which show more flat colonies. At the level of the 

pluripotency factors expression such as Stella, Pecam1, 

NANOG and SSEA1, metastable cells show more fluctuations, 

with mix population of positive and negative cells for such 

markers (Chambers et al., 2007; Hayashi et al., 2008). On the 

contrary, mESCs grown in 2iLIF express pluripotency factors, 

such as Nanog, more uniformly (Chambers et al., 2007; 

Hayashi et al., 2008; Wray et al., 2011; Ying et al., 2008). 

Transcriptomic comparative analysis of 2i/LIF and serum/LIF 

cultured mESCs revealed developmental genes as the 

serum/LIF most enriched category (Marks et al., 2012). 

Moreover, novel state specific genes were identified in vitro 
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and in vivo by transcriptome analysis, such as Spic for ICM and 

2i/LIF grown cells, and Fst for EpiSCs and  serum/LIF grown 

cells (Bernardo et al., 2018). Cells grown in 2i/LIF are 

characterized by a global genomic hypomethylation (Leitch et 

al., 2013) and reduced tri-methylation of lysine 27 on histone 

H3 (H3K27me3) marked bivalent promoters, shown by 

chromatin immunoprecipitation and deep sequencing (ChIP-

seq), compared to serum/LIF grown cells (Marks et al., 2012). 

However, recent proteomic and ChIP-seq analysis revealed an 

increase on the total H3K27me3 abundance in 2i/LIF 

compared to serum/LIF cultured cells, being the 2i/LIF-specific 

peaks randomly allocated in the genome (Mierlo et al., 2019). 

H3K27me3 as well as tri-methylation of lysine 4 on histone H3 

(H3K4me3) correspond to generally repressive and active 

post-transcriptional histone modifications, respectively. 

Promoters co-occupied by these two marks are called bivalent 

and are thought to act by priming developmental genes in 

ESCs for rapid and proper later activation during differentiation 

(Bernstein et al., 2006).  

These described changes in transcription and epigenetics 

between 2i/LIF and serum/LIF grown cells are also 

accompanied by functional differences, including the 

proliferation speed rate and the cell cycle control (mentioned 

below in chapter 3). 
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Figure I.5. Pluripotent cell properties for naïve and metastable ground-
primed mESCs. ESCs cultured in 2i/LIF or in serum supplemented with 
LIF (serum/LIF) show different biological features, which are depicted in 
the first column. The second and the third column correspond to ground 
and the metastable cell culture comprising ground and primed-like states 
respectively. H3K27me3 levels referrer to the levels of the mark found on 
bivalent promoters. 
 

Considering the above differences between 2i/LIF and 

serum/LIF cultured cells, it is therefore essential to take into 

account the cell culture conditions in which mESCs are 

maintained in vitro when taking conclusions about their 

pluripotent identity.  

 

1.5 Mouse and human embryonic stem cells: 
similarities and differences 
 
Human ESCs (hESCs) were first isolated from the ICM of 

blastocysts embryos in 1998 by Thomson and co-workers 

(Thomson et al., 1998). Soon it became clear that hESCs had 

different characteristics compared to mESCs. Starting from its 
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cell culture in vitro, hESCs show different requirements to 

mESCs, as they do not need LIF to be kept in their 

undifferentiated state and do need for FGF2 and Activin A 

signaling activation instead (Thomson et al., 1998; Bertero et 

al., 2015; Brons et al., 2007; Humphrey et al., 2004; Daheron 

et al., 2004). So hESCs keep their pluripotent state through 

different signaling pathways compared to mESCs. In fact, not 

only hESCs require FGF2 and Activin A signaling, but they are 

also necessary for pluripotency maintenance in mouse EpiSCs 

(Brons et al., 2007). Not only this, but hESCs also share their 

transcriptomic profile and the transcriptional networks driving 

pluripotency with mouse EpiSCs. For instance, hESCs OCT-4 

targets show a higher overlap with EpiSCs than with mESC 

(Tesar et al., 2007). Thus, cultured hESCs resembles more the 

primed EpiSCs rather than the naïve ESCs found in the mouse 

ICM, suggesting a similar pluripotent state between hESCs 

and mEpiSCs. 
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2. Chromatin organization in mESCs 
 

2.1 Global chromatin structure in mESCs 
 

 

Eukaryotic genome is packed into the cell nucleus in a complex 

named chromatin composed of DNA, proteins and RNA. The 

nucleosome is the basic chromatin unit, being formed by 147 

DNA base pairs wrapped around a histone octamer formed by 

the four core histones H3, H4, H2A and H2B. Chromatin is key 

not only for genome packaging, but also to regulate gene 

transcription, DNA replication and DNA repair processes.  

Chromatin can be divided into two states: heterochromatin and 

euchromatin. While heterochromatin refers to a highly 

condensed chromatin, euchromatin is attributed to a more 

open chromatin. This openness goes hand in hand with high 

chromatin accessibility and transcriptional activation 

permissibility. In ESCs, chromatin is known to have unique 

characteristics compared to differentiated cells, including an 

open chromatin status (Gaspar-Maia et al., 2011; Meshorer 

and Misteli, 2006; Mattout and Meshorer, 2010) (Figure I.6).  

This is not a specific feature of naïve, but is also common in 

primed pluripotent cells (Schlesinger and Meshorer, 2019). 

The increased openness of ESC chromatin compared to 

somatic cells is supported by direct electron microscopy 

observations (Park et al., 2004) or by the more diffused 
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staining of the heterochromatin HP1 protein (Meshorer and 

Misteli, 2006).  

 

Figure I.6. Chromatin structure in pluripotent versus differentiated 
cells. Chromatin structure is different between uncommitted or pluripotent 
and differentiated cells. While chromatin in pluripotent cells (left) is open 
and permissive for transcription (colored rectangles represent transcripts), 
it is more condensed in differentiated cells (right) and less gene 
transcription occurs. 
 

Overall, pluripotent cells regardless of their specific state 

possess an open chromatin structure, proposed to be 

necessary for its genome plasticity to differentiate to any cell 

type.  

 

 

2.2 Epigenetics in mESCs  
 

The transcriptional program of a cell defines its identity. The 

epigenome helps to maintain the cell specific transcriptional 

networks, such as the ones driving pluripotency in mESCs, by 
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transmitting the epigenetic information through cell divisions. 

DNA modifications, post-translational modifications (PTMs) of 

histones, histone variants incorporation or non-coding RNA 

(ncRNA) mediated processes are different signals for 

epigenetic regulation, which help controlling the characteristic 

chromatin landscape of ESCs and, therefore, gene 

transcription.  

 

 

2.2.1 DNA methylation and demethylation 

 
DNA methylation constitute an important layer for epigenetic 

control and, therefore, gene expression regulation. It is 

catalyzed by two types of DNA methyltransferases depending 

on their purpose: the de novo methyltransferases, such as 

DNMT3a and DNMT3b, and the maintenance 

methyltransferases, such as DNMT1 (Figure I.8). The latest 

ones are responsible for transferring the methylation pattern to 

daughter cells during replication.  
Generally, DNA methylation is associated with gene 

repression and takes place on CpG islands, although 

methylation outside CpG regions can be seen in ESCs (Lister 

et al., 2009), being mostly found in major satellite repeats 

(Figure I.9). This unique distribution of 5-methylcytosine (5-

mC) in ESCs suggests different mechanisms for DNA 

methylation in these cells.  
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DNA methylation can be reverted by passive dilution after 

serial cell cycle divisions (if the maintenance DNA 

methyltransferases are disrupted) or by active DNA 

demethylation performed by Ten-eleven-translocation (TET) 

dioxygenases, comprising TET1, TET2 and TET3. This family 

of proteins were described to act catalyzing the conversion 

from 5-mC to 5-hydroxymethylcytosine (5-hmC) (Kriaucionis 

and Heintz, 2009; Tahiliani et al., 2009).  

 

During mammalian development, two waves of DNA 

demethylation drive and precede key developmental 

processes (Figure I.7). The first one takes place right after 

fertilization occurs. These demethylation events are achieved 

through passive dilution after several rounds of cell division in 

the maternal genome, and through active DNA demethylation 

processes in the paternal one (Santos et al., 2002). 

In later stages of development, the second demethylation 

wave happens guiding Primordial Germ Cells (PGCs) 

migration towards genital ridges, where they will give rise to 

the gametes, being activated their specific genes. Thus, DNA 

methylation/demethylation constitute an important mechanism 

to set the patterns needed for proper embryo development in 

vivo.  
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Figure I.7. DNA methylation dynamism during mouse development. 
Two waves of DNA demethylation occur during development: after 
fertilization and during primordial germ cells migration/maturation. 
Blastocyst methylation patterns refers to ICM cells. Black circles represent 
5-mC. 
 

The 2i/LIF cell culture conditions capture mESCs to the ground 

pluripotent state. Under these conditions genome methylation 

in mESCs is almost abolished, leading to a hypomethylated 

state, compared to serum/LIF cultured cells (being 20% on 

CpG regions in 2i/LIF in front of 80% in serum/LIF grown cells) 

(Stadler et al., 2011; Leitch et al., 2013; Habibi et al., 2013; 
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Ficz et al., 2013). This state is mainly accomplished by the 

downregulation of UHRF1, the co-factor of DNMT1, as well as 

the downregulation of DNMT3A and DNMT3B DNA 

methyltransferases and their co-factor DNMT3L (von Meyenn 

et al., 2016; Leitch et al., 2013). The hypomethylated state of 

2i/LIF cultured mESCs is another feature which makes them 

more similar to the in vivo ICM cells from E3.5 embryo. 

Alternatively, the serum/LIF cultured cells show a methylation 

state more similar to E6.5 post-implantation embryo (Habibi et 

al., 2013).   

DNA methylation is dispensable for pluripotency maintenance 

of mESCs (Tsumura et al., 2006). However, when pushed for 

differentiation, mESCs demand the DNA methylation in order 

to silence pluripotency factors, such as Nanog and Oct-4 

(Schmidt et al., 2012). 

DNA methylation through the 5-mC mark is not the only 

methylation form that exerts a regulatory gene expression 

mechanism. In fact, 5-hmC is found to be distributed in CpG 

islands at gene bodies on active genes, promoters of active 

and paused genes and active enhancers (Kriaucionis and 

Heintz, 2009; Tahiliani et al., 2009; Pastor et al., 2013; Stroud 

et al., 2011; Szulwach et al., 2011) (Figure I.8). TET1, TET2 

and TET3 proteins were later described to act further oxidizing 

5-hmC to 5-formylcytosine (5-fC) and 5-carboxylcytosine (5-

CaC) (Ito et al., 2011; He et al., 2011) (Figure I.8). Complete 

DNA demethylation to an unmodified cytosine (C) is achieved 

either from 5-fC or 5-CaC by the activity of thymine DNA 
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glycosylase (TDG) coupled to base excision repair (BER) (He 

et al., 2011; Maiti and Drohat, 2011). 5-fC and 5-CaC are 

relatively low abundant in the genome compared to 5-mC, 

being 20 and 3 parts per million (ppm) of the total cytosine 

respectively (Ito et al., 2011).This suggest that TDG removes 

5-fC and 5-CaC actively and efficiently and that these two 

marks exist temporarily.  

While 5-mC genome-wide occupancy can be determined by 

bisulfite conversion-based or affinity-based methods (Frommer 

et al., 1992; Booth et al., 2012), 5-fC and 5-CaC DNA 

modifications cannot be distinguished using this methodology 

(Song et al., 2012; Raiber et al., 2017). Immunoprecipitation 

methods based on the use of specific antibodies coupled to 

high throughput sequencing (MeDIP) were then developed and 

allowed the detection of 5-hmC, 5-fC and 5-CaC genome-wide 

(Ficz et al., 2011; Koh et al., 2011). As an alternative to 

antibody-based methods and to circumvent bias toward high 

density regions, chemical labeling methods using aldehyde 

reactive probe were established (Pastor et al., 2011). However, 

this methods may also label abasic sites, product of DNA repair 

processes (Ide et al., 1993; Nakamura et al., 1998). Other 

methods have been developed as well to characterize genomic 

occupancy of DNA modifications marks at single base 

resolution (Xia et al., 2015).  

5-fC has been found to occupy CpG islands of gene bodies 

and promoters corresponding to active genes, satellite repeats 

and active/poised enhancers as well as other regulatory 
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regions (Raiber et al., 2012; Shen et al., 2013; Song et al., 

2013; Neri et al., 2015) (Figure I.8). This distribution overlaps 

with 5-hmC, being common 72% of the occupied regions by 

the two marks (Raiber et al., 2012; Xia et al., 2015). TDG was 

shown to be active in these sites, as its knock-down leads to 

an increase of 5-fC (Raiber et al., 2012; Xia et al., 2015). 

On the other hand, 5-CaC has been determined to be located 

at CpG islands of active promoters and active/poised 

enhancers and other regulatory regions (Neri et al., 2015; Shen 

et al., 2013) (Figure I.8). 

 

 
Figure I.8. Active DNA demethylation pathway. Unmodified cytosine is 
methylated by DNMTs resulting in 5-mC. TET proteins then oxidize 5-mC 
to 5-hmC, 5-fC and 5-CaC. Finally, 5-fC and 5-CaC are excised by TDG 
coupled with BER mechanisms, returning to the initial unmodified state.  
Genome-wide distribution of 5-mC, 5-hmC, 5-fC and 5-CaC is indicated. 
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The oxidized 5-mC forms of the DNA demethylation cycle have 

been proposed to be not only intermediates but also different 

layers of epigenetic regulation, as their genomic occupancy is 

associated with different degrees of gene expression. 5-fC 

enriched regions have been found to be co-occupied by the 

transcriptional co-activator p300 (Song et al., 2013), 

suggesting a role of this mark in recruiting chromatin factors. 

However, we are still far from having a complete picture and 

further studies will be needed to clarify the biological function 

of DNA modifications.  

 

 

2.2.2 Histone post-translational modifications  

 
Not only DNA, but histones can be chemically modified as well, 

leading to another layer of epigenetic mechanism for chromatin 

accessibility and transcriptional regulation. More specifically, at 

least nine different histone post-translational modifications 

(such as methylation, acetylation or phosphorylation) have 

been described (Kouzarides, 2007),. While promoters of 

actively transcribed genes are generally covered with 

H3K4me3 and tri-methylation of lysine 36 on histone H3 

(H3K36me3), promoters and gene bodies of repressed genes 

are commonly decorated with H3K27me3 (Kouzarides, 2007; 

Bernstein et al., 2006; Benayoun et al., 2014; Young et al., 

2011) (Figure I.9).  
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Figure I.9. H3K4me3 and H3K27me3 are located at promoter of active 
and repressed genes respectively. While promoters of active and 
repressed genes are decorated with H3K4me3 and H3K27me3 
respectively, bivalent genes promoters are decorated with both active and 
repressive marks. Bivalency is thought to poise developmental genes for 
rapid differentiation when specification stimuli are present in the media. 
 

In 2006, Berstein and colleagues described the co-existence 

of two opposing histone modification in gene promoters of 

mESCs (Bernstein et al., 2006) (Figure I.9). Thus, the active 

H3K4me3 and the repressive H3K27me3 marks are placed 

together on non-expressed developmental genes. This co-

occupancy is called bivalency and is thought to repress 
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differentiation genes while keeping them poised for later 

activation. By having this chromatin configuration, mESCs 

would rapidly activate developmental genes upon 

differentiation stimuli by removing H3K27me3. 
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3. Cell cycle in mESCs 
 
 
ESCs are characterized by its fast proliferative rate, as 

opposed to somatic or differentiated cells. This high 

proliferation of pluripotent cells is accomplished by having a 

short G1 phase (Becker et al., 2006; Singh and Dalton, 2009).  

When ESCs undergo differentiation upon specification cues 

exposure, proliferation rates decrease and cell cycle is re-

structured (Savatier et al., 1996). More concretely, their G1 

phase is elongated (Fluckiger et al., 2006; Stead et al., 2002), 

going from less than 2h G1 phase in mESCs, to around 10h for 

a differentiated mouse cell (Stead et al., 2002) (Figure I.10). 

Strikingly, when differentiated cells fate is changed back to 

pluripotent through the reprogramming process, the G1 phase 

is shortened again (Ghule et al., 2011). Both the shortened and 

enlarged G1 phase in pluripotent and differentiated cells 

respectively are not specific traits of cultured cells, but it is also 

true for in vivo cells (Snow, 1977).  

Not only in ESCs, but other stem cell populations have been 

described to present a short G1 cell cycle phase that is 

elongated when differentiation occurs. Neural stem cells are 

one example, as during the process of neurogenesis the G1 

phase length is increased by four fold, being shorter in the 

more stem population and longer in the differentiated one 

(Takahashi et al., 1995). In order to test if G1 cell expansion 

was the cause or the consequence of neural differentiation, 
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Lange and co-workers shortened G1 phase by overexpressing 

Cdk4-CyclinD1 in cortical progenitors. In fact, by shortening the 

G1 phase they could inhibit neurogenesis and promote the 

proliferation of neural progenitors (Lange et al., 2009). Not only 

in neurogenesis, but the cell cycle-differentiation link has also 

been proposed to occur in hematopoietic stem cells (Orford 

and Scadden, 2008). However, more studies will have to be 

performed to clarify it.  

 

Figure I.10. Cell cycle structure in pluripotent and differentiated cells. 
Cell cycle structure is represented in proportion of cells in each cell cycle 
phase (G1, S, G2/M) in pluripotent mESCs (left) and differentiated cells 
(right). Although the time spend in S phase is similar between both cell 
states, G1 is elongated when cells differentiate.  
 

This association between cell cycle and stemness is not 

specific for stem cell populations, but it is also happening in 

other species. Fly, frog, fish, monkey or human uncommitted 

cells also show high proliferation rates accompanied by a short 

G1 phase (Edgar and Lehner, 1996; Heasman, 2006; Murray 

and Kirschner, 1989; Yarden and Geiger, 1996; Fluckiger et 

al., 2006; Becker et al., 2006).  
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All together suggests a connection between cell cycle and 

pluripotency or differentiation. However, the biological 

implications of this abbreviated cell cycle as well as the 

mechanisms behind it are still under debate. 

 

 

3.1 Pluripotent versus somatic cell cycle  
 
To have a better idea of how and why pluripotent cells possess 

a truncated G1 phase and the implications of it, it is important 

to focus the attention on the cell cycle differences between 

pluripotent and somatic cells. 

In somatic cells, the cell cycle is driven and tightly regulated by 

the cyclin-dependent protein kinases (CDKs), which form 

complexes with their regulatory subunits called cyclins. 

Specific CDK-cyclin complexes are formed in concrete steps 

of the cell cycle to regulate the progression to the following cell 

cycle phase. Thus, CDKs show a phase-specific activity (Stead 

et al., 2002). Transition from G1 to S phase is regulated by the 

CDK4/6-cyclin D and CDK2-cyclin E complexes. Such 

complexes phosphorylate and inactivate retinoblastoma (RB) 

proteins. This inhibition lead to the activation of the E2F 

transcription factor target genes, which are in charge of the 

transcription of the elements/factors needed for next cell cycle 

phases. This step, which is called restriction point (R point), is 

critical for the cell, as it will decide whether the cell progresses 
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through the cell cycle and enters S phase or exit cell cycle and 

enters a G0 quiescent state (Pardee, 1974).  

While this is true for somatic cells, mESCs exhibit some 

differences.  

First, they lack a CDK-cyclin cell cycle regulation, as CDKs and 

cyclins are constitutively active during the entire cell cycle 

(Stead et al., 2002). This sustained CDKs activation (especially 

for CDK2) leads to a permanent biochemical RB inactivation 

and subsequent cell cycle progression. This would explain in 

part the quick G1-S phase transition present in mESCs. 

Consistently, triple knockout (KO) for all RB family members 

has no major effect on mESC proliferation, highlighting their 

dispensability (Dannenberg et al., 2000). An exception for this 

constitutive activation of CDKs is the case of CDK1 and its 

corresponding subunit cyclin B1, which are cell cycle-regulated 

(Stead et al., 2002).  

Second, CDK inhibitory molecules (CDKIs) are not present in 

mESCs (Stead et al., 2002; Savatier et al., 1994), contributing 

to the sustained activity of CDKs throughout the cell cycle.  

Finally, the existence of microRNAs controlling the cell cycle of 

mESCs add another layer of cell cycle regulation. Micro-RNAs 

are non-coding small RNAs that bind mRNAs and regulate 

their transcription. These micro-RNAs target CDKIs, further 

supporting the CDKs constant activation (Wang et al., 2008). 

All these make mESCs unique in terms of cell cycle regulation 

and suggest other mechanisms regulating its progression that 

are still to be identified.  
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However, all the described characteristics are true for mESCs 

cultured in serum/LIF, while some differences apply when 

mESCs are grown in 2i/LIF. mESCs grown in the presence of 

the two inhibitors show a longer G1 phase (ter Huurne et al., 

2017; Jaime-Soguero et al., 2017). CHIR99021, one of the two 

inhibitors, activates the Wnt pathway by inhibiting its inhibitor 

GSK3. The Wnt pathway has been described to reduce 

mESCs proliferation, thus explaining the longer G1 phase in 

2i/LIF cultured cells (Jaime-Soguero et al., 2017). In contrast 

to serum/LIF cells, CDKIs such as P16, P21 or P27 are cell 

cycle-regulated in 2i/LIF mESCs. The presence of these CDKIs 

are responsible for the RB hypo-phosphorylation, which in turn 

is mediated by the ERK signaling pathway inhibition by 

PD0325901 (ter Huurne et al., 2017). In parallel, P53 pathway, 

which regulates the G1 check-point, is active in 2i/LIF mESCs 

in contrast to serum/LIF cells (Huurne et al., 2019), arguing in 

favor of a G1 check-point restoration in 2i/LIF. Moreover, P53 

activates Rb1, contributing thus to G1 elongation as well 

(Huurne et al., 2019).  

Not only mESCs cultured in 2i/LIF conditions but also hESCs 

do not share all the mentioned cell cycle regulatory 

mechanisms of mESCs cultured in serum/LIF, although they 

do in having a shortened G1 phase. Thus, hESCs show tight 

cell cycle regulation of CDKs and cyclins as well as high levels 

of CDKIs, both being cell cycle regulatory mechanisms shared 

with somatic cells (Neganova et al., 2009). Furthermore, in 

hESCs, CDK2 inhibition downregulates the expression of 
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pluripotency factors, such as OCT-4, indicating a direct link 

between cell cycle machinery disruption and 

pluripotency/differentiation (Filipczyk et al., 2007; Neganova et 

al., 2009). However, no such effect is seen in mESCs (Li et al., 

2012).  

These differences may account for intra-species differences 

and suggest different or alternative explanations for the cell 

cycle-linked pluripotency exit between these two species.  

 

 

3.2 The cell cycle-linked pluripotency exit 
 

The direct cell cycle pluripotency exit link was first described in 

1987 by Mummery and colleagues, when by using EC cells 

they showed that G1 cells have a higher propensity to respond 

to differentiation cues upon retinoic acid treatment (Mummery 

et al., 1987a; b) (Figure I.11).  Later studies wanted to 

extrapolate this to ESCs, and used chemical or genetic 

approaches to evaluate if G1 cells were also more susceptible 

for differentiation (Filipczyk et al., 2007; Neganova et al., 

2009). However, although similar conclusions were raised, the 

cell cycle arrest itself due to synchronization drugs effects was 

not excluded to be the cause for G1 differentiation bias.  

To bypass this limitation, Sela and colleagues (2012) made 

used of the differential cell sizes shown in different phases of 

the cell cycle to separate cells from G1 to M phases by 

centrifugal elutriation (Sela et al., 2012). Similar to what was 
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shown before, the authors described a lower ability to form 

colonies and a consequent more propensity to differentiate by 

G1 cells (Sela et al., 2012). Nonetheless, apoptotic effects 

were not ruled out from this study.  

More recent studies used a fluorescent ubiquitin cell cycle 

indicator approach named Fluorescent Ubiquitination-based 

Cell Cycle Indicator (FUCCI) to overcome previous methods’ 

detriments (Sakaue-Sawano et al., 2008). This new 

methodology allows to monitor cell cycle in time and space 

without the cell cycle perturbations or cytotoxic effects 

produced by synchronization drugs. It also allows to separate 

cells in different cell cycle phases by fluorescent activated cell 

sorting (FACS). Using the FUCCI approach coupled to FACS 

sorting, Coronado and colleagues described G1 as a cell cycle 

phase in which mESCs are more permissive for differentiation 

(they give rise to more differentiated colonies) after retinoic 

acid induction (Coronado et al., 2013). Similarly, using the 

FUCCI system, Calder and co-workers showed G1 as the cell 

cycle phase less capable of producing pluripotent colonies in 

hESCs, characterized by the lack of positive staining for 

alkaline phosphatase (Calder et al., 2013). Complementary to 

this was the fact that S and G2 phases of the cell cycle were 

shown to restrict the pluripotent state dissolution in hESCs, 

while not in G1. This makes G1 a permissive phase of the cell 

cycle for differentiation initiation (Gonzales et al., 2015).  
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All these studies pointed out G1 as the cell cycle phase from 

which ESCs differentiate, and therefore the window of 

opportunity for cell differentiation (Figure I.11).  

 

 

3.3 Molecular mechanisms for cell cycle-linked 
pluripotency exit  
 

The question about why G1 represents a time opportunity for 

cells to differentiate soon emerged. And with the question, the 

attempts to find a mechanism that could explain this link 

between cell cycle and differentiation.  Mainly two models have 

been proposed up to date. While one supports cell cycle 

machinery as the direct cause, the other points towards 

epigenetics and gene regulation. 

 

 

3.3.1 D cyclins drives the cell cycle-linked 

pluripotency exit  
Using the FUCCI technology, Pauklin and co-workers focused 

on studying the molecular mechanism behind the cell cycle and 

cell fate decisions in hESCs (Pauklin and Vallier, 2013). In their 

experiments, cell cycle was shown to play a role in determining 

cell fate, as early G1 cells are restricted to endodermal 

differentiation, while late G1 to ectodermal (Pauklin and Vallier, 

2013). Endoderm specification is achieved via activation of the 

Activin/Nodal signaling. This signaling pathway was described 
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to be controlled by cyclin D proteins, which activate CDK4/6 in 

the late G1 phase of the cell cycle. The CDK4/6 activation 

leads then to the phosphorylation of SMAD2 and SMAD3, 

which prevents their nuclear entrance and consequent activity. 

Thus, in late G1 phase, when cyclin D-CDK4/6 complex is 

more abundant, SMAD2/3 phosphorylation results in the 

Activin/Nodal signaling inhibition, which blocks endodermal 

differentiation and allow for ectodermal specification (Pauklin 

and Vallier, 2013). Therefore, cyclin D, a cell cycle player, 

orchestrate hESCs differentiation either to the endoderm 

lineage in early G1 or to ectodermal lineage in late G1.  

Later on, the same authors described cyclin D1 as the cyclin D 

protein that participates in the developmental-cell cycle bias in 

hESCs, through an independent mechanism of the 

Activin/Nodal/Smad2/3 pathway. Cyclin D1 was shown to be 

bound to chromatin, sitting in late G1 together with coactivators 

on neuroectodermal genes and with corepressors on 

endodermal genes, therefore regulating transcription of 

developmental genes (Pauklin et al., 2016). Thus, cyclin D1 

alone, together with its activity through the 

Activin/Nodal/Smad2/3 pathway, would act coordinating the 

hESCs cell fate decisions during cell cycle (Figure I.11). 
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Figure I.11. G1 phase as a window opportunity for ESCs 
differentiation. ESC differentiation starts from the G1 phase of the cell 
cycle. Two models have been proposed to explain the mechanism for this. 
The first one consist on a cell-cycle regulated differentiation bias through 
the action of cyclin D1. The second mechanism involves epigenetics, 
pointing to G1 established bivalency though MLL2 action as the explanation 
for G1 cells being ready to respond to differentiation cues, according to 
Singh and co-workers (Singh et al., 2015). However, other authors 
described M phase as the cell cycle phase where bivalency is stablished, 
preparing the cells for differentiation in G1 upon differentiation cues (not 
depicted) (Grandy et al., 2015).  
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3.3.2 Bivalency as the mechanism for the cell cycle-

linked pluripotency exit  
 

In parallel with the described studies, and with the same aim of 

understand the molecular mechanisms behind the G1 cells 

differentiation priming, RNA-sequencing analysis (RNA-seq) in 

hESCs from FACS sorted FUCCI cells was performed. In line 

with previous observations, the analysis revealed a dynamic 

regulation of the cell transcriptome during cell cycle, being 

upregulated developmental genes (including markers of three 

germ layers) in G1 (Singh et al., 2013). In association with this 

upregulation, 5-hmC, an epigenetic mark associated with 

transcription activation, was found enriched in G1 cell 

population (Singh et al., 2013). 

The occupancy of the two epigenetic marks that account for 

bivalency in ESCs H3K4me3 and H3K27me3 was also 

assessed by ChIP-seq in hESCs by Singh and co-workers 

(Singh et al., 2015). Bivalency was shown to be cell-cycle 

regulated and proposed to be crucial for the differentiation 

priming in G1 (Singh et al., 2015) (Figure I.11).  Specifically, 

the active mark H3K4me3 was more enriched in G1 cells in 

approximately half of the   ̴ 2000 defined as bivalent genes. 

These genes were developmental genes, in agreement with 

the upregulation shown in transcription before (Singh et al., 

2013). However, non-cell-cycle regulated bivalent genes were 

not related to development or differentiation (Singh et al., 

2015). The molecular mechanism behind this H3K4me3 
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dynamics involves MLL2 phosphorylation by CDK2 and, thus, 

its cell cycle regulation. MLL2 is a histone methyltransferase 

that mediates the H3K4me3 mark deposition. Chromosome 

architecture is also altered during cell cycle. More specifically, 

promoter-enhancer loops are described to occur on the 

developmental genes Gata-6 and Sex Determining Region Y-

Box 17 (Sox-17) and to be key for later proper differentiation, 

as the deletion of their enhancers leads to an inability to 

upregulate these genes when differentiation is triggered. 

Despite the described observed changes in H3K4me3 during 

the cell cycle, no changes in H3K27me3 were observed 

(Singh, 2015) (Figure I.11).   

Similarly, using chemically synchronized hESCs, H3K27me3 

was also shown to be constant across cell cycle by Grandy and 

co-workers (Grandy et al., 2015). However, H3K4me3 was 

described to be enriched in the M phase of the cell cycle, being 

G1 the cell cycle phase with a lower enrichment. These results 

were accompanied by MLL enrichment during mitosis (and a 

reduction during G1). Nonetheless, when cells were 

differentiated, the cell cycle H3K4me regulation was abolished. 

Thus, H3K4me3 was suggested to be responsible for 

pluripotent cell preparation during mitosis for later 

developmental gene activation in G1 phase, in case 

differentiation stimuli are present (Grandy et al., 2015).  

As a developing field, results still show inconsistencies on how 

bivalency is regulated cell cycle wise and how it is linked to cell 

fate biases seen in early/late G1 phase of the cell cycle in 
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hESCs (Singh et al., 2013). Further studies will be needed to 

address this matter and see if these mechanisms are also kept 

in other pluripotent cells like mESCs, where cyclin Ds are 

expressed at low levels and are not cell cycle-regulated. 

Chromatin configuration and proper quantification of material 

by spike-in from different cell cycle phases should be taken into 

account for further reports. Spike-in normalization consist in 

RNA with known sequence and quantity that is used to correct 

for the differences in total RNA amount in the different 

samples.  

More generally, the question on why G1 phase is the window 

of time when cells start their lineage commitment is still open 

in the field and further analysis on the mechanism underlying 

the cell cycle-pluripotency link may be key to address it.   
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The aim of this thesis was to identify and characterize the 

molecular pathways regulating the cell cycle-linked 

pluripotency exit. To achieve the main aim, the thesis project 

was sub-divided into two work packages, which in turn enclose 

different objectives: 

 

- Work package I: Identification of the molecular 

pathways regulating the cell cycle-linked pluripotency 

exit. 

The work package I is divided into: 

o Functional characterization, which includes the 

following objectives: 

I. Interrogate the impact of cell cycle 

progression on the self-renewal capacity of 

mESCs. 

II. Interrogate the impact of cell cycle 

progression on the pluripotency capacity of 

mESCs in vitro. 

III. Interrogate the impact of cell cycle 

progression on the pluripotency capacity of 

mESCs in vivo. 

 

o Molecular characterization, comprising the 

following objectives: 

IV. Investigate the transcriptome dynamics 

during cell cycle in mESCs. 



 

 52

V. Inspect the proteome dynamics during cell 

cycle in mESCs. 

 

From this first work package, a candidate protein was expected 

to be obtained, which would be the main focus for the work 

package II: 

 

- Work package II: Characterization of the molecular 

pathways regulating the cell cycle-linked pluripotency 

exit. 

The work package II includes the following objectives: 

 

VI. Characterize functionally the impact of the 

candidate protein on cell cycle-linked 

pluripotency exit. 

VII. Characterize at the molecular level the role 

of the candidate protein on cell cycle-linked 

pluripotency exit.  
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1. Gem-mESCs as a model to study cell cycle 
 
In order to accomplish the aim of this thesis, that is to identify 

and characterize the molecular pathways regulating the cell 

cycle-linked pluripotency exit, Gem-mESCs (Aranda et al., 

2014) were chosen as a cell model based on the FUCCI 

system. The FUCCI system, described by Sakaue-Sawano 

and co-workers, consist on the expression of two different 

fluorescent proteins fused to GEMININ and CDT1, two proteins 

that oscillate during cell cycle (Sakaue-Sawano et al., 2008). 

The FUCCI system confers some advantages compared to 

more traditional methods for studying cell cycle, such as the 

use of synchronizing drugs or centrifugal elutriation. For 

instance, it overcomes the problems of cytotoxicity induced by 

conventional synchronizing drugs (Boward et al., 2016). 

Moreover, synchronizing drugs have not been probed to not 

affect pluripotency of mESCs. While centrifugal elutriation 

allows the separation of cells in different cell cycle phases by 

size differences without perturbing cell cycle (McEwen et al., 

1968; Banfalvi, 2011), it requires specific equipment and set 

up conditions. Moreover, the FUCCI tool allows for cell cycle 

progression tracking by imaging, as well as FACS cell sorting 

in different phases of the cell cycle, obtaining thus pure 

population of G1, S and G2/M phases.  

The Gem-mESCs line based on the FUCCI system was 

generated by stably transfecting R1 mESCs to constitutively 

express the fusion protein composed of the human cell cycle 
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indicator GEMININ (fragment from the aminoacid 1 to 110) and 

the green fluorescent protein monomeric Azami-Green1 

(mAG1) (Aranda et al., 2014) (Figure R.1, FUCCI reporter 

mAG1-Geminin). This fusion protein starts to be synthesized 

in the S phase of the cell cycle and it is progressively 

accumulated in the cell until the end of the mitosis, when it is 

targeted by the proteasome system and ultimately degraded. 

This cell cycle-dependent expression allows to follow cell cycle 

dynamics, as G1 cells are not fluorescent, S phase cells are 

fluorescent with a moderate intensity and G2/M cells, high 

fluorescent (Figure R.1, color scheme). 

 

 

  

 

 

 
 
 
 
 
 
 
 
Figure R.1. mAG1-hGeminin reporter as a cell cycle indicator. (Top) 
Scheme of the mAG1-hGeminin reporter used, including EF1-α promoter, 
mAG1 and hGeminin (1-110 aminoacids). (Bottom) Color code that follow 
expressing Gem-mESCs. G1 cells do not express the fusion protein (being 
therefore not fluorescent), S cells start to expressing it (mid fluorescent) and 
G2/M cells are the cells where the fusion protein is more accumulated and 
show higher fluorescence intensity. Adapted from Aranda et al., 2014. 
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Gem-mESCs were cultured in 2i/LIF medium, supporting the 

ground pluripotent state of mESCs and resembling more to the 

cells found in the blastocyst in vivo embryo (Kolodziejczyk et 

al., 2015). All the experiments promoting mESCs pluripotency 

presented in this thesis were performed by culturing the cells 

in 2i/LIF conditions. 

In order to validate Gem-mESCs as a good model to study the 

cell cycle-linked pluripotency exit, cells were checked and 

compared with its parental ES cell line R1 for cell morphology 

by conventional light microscopy (Figure R.2) and gene 

expression by RNA-seq (Figure R.3). No changes in cell 

morphology were observed, as Gem-mESCs displays the 

typical dome-shaped colony formation (Figure R.2).  

 

Figure R.2. Cell morphology is equivalent between parental R1 and 
Gem-mESCs. Cell morphology was compared between parental R1 and 
Gem-mESCs by Differential Interference Contrast (DIC) microscopy (left 
and middle) and green fluorescence was checked in Gem-mESCs (right). 
Note that green-fluorescent signal is observed for some of the colony cells, 
indicating cells in S and G2/M phases.  
 

RNA-seq analysis showed 125 genes up-regulated in Gem-

mESCs and 524 down-regulated compared to R1 (Figure R.3, 

left). Gene Ontology (GO) analysis of the differentially 

expressed genes showed extracellular matrix as the most 

enriched category, being downregulated in Gem-mESCs, 
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possibly due to specific clone characteristics. However, 

pluripotent and differentiation related categories were not 

significantly enriched (Figure R.3, right). These indicates that 

Gem-mESCs are equivalent to their parental cell line R1.  

 

Figure R.3. Gene expression analysis comparing parental R1 and 
Gem-mESCs. (Left) Scatter plot showing the RPKMs of R1 and FUCCI 
mESCs of expressed genes (equal or higher than 1 RPKM in one of the two 
conditions). The average of gene expression values per each gene of 2 
independent replicates is provided. Red and blue dots indicate differentially 
expressed genes by 2 or more folds, upregulated in Gem-mESCs or R1 
parental mESCs respectively. The legend on the right represents dot 
density. Darker zones represent higher dot density. (Right) GO analysis of 
the differentially expressed genes. Note that the most enriched categories 
account for extracellular matrix. Pluripotent or differentiation-related 
categories are not significantly different between both cell lines.  
 
 

One of the advantages of the use of the Gem-mESCs is that 

they can be sorted according to their green fluorescence into 

G1 and S-G2/M population of cells by FACS (Figure R.4).  

Purity of sorted populations was evaluated by propidium iodide 

(PI) incorporation, as it intercalates the DNA and allows for the 

DNA content assessment. Cell sorting purity was shown to be 

around 90% in both negative and positive green fluorescent 

sorted cells. By means of this, 90% of sorted cells were actually 
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G1 cells and S-G2/M cells (for negative and positive sorted 

cells respectively) (Figure R.5A). 

 

Figure R.4. Gating strategy for Gem-mESCs sorting. Gates used to 

FACS sort Gem-mESCs into green positive (AG+) and green negative (AG-

) cells. First, live cells were determined based on SSC-A and FSC-A. Then 

doublets of cells were discarded and finally positive and negative green 

cells were selected.  
 

Figure R.5. Validation of negative and positive sorted populations of 
FUCCI mESCs as G1 and S-G2/M cells. (A) Scheme of the FACS strategy 
to sort cells in G1 and S-G2/M and posterior analysis. (B) Negative (-) and 
positive (+) sorted FUCCI mESCs were stained with PI and DNA content 
was assessed. Unsorted initial cell population was included as well. 
Percentage of cells in G1 and S-G2/M phases of the cell cycle is indicated 
for each sample condition. The average of 4 independent replicates is 
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provided. Error bars indicate +/- SEM. (C) Cell sorting was validated by 
Western Blot using specific antibodies. 
 

Cell sorting efficacy was also validated extracting total protein 

from positive and negative sorted cells and checking protein 

amounts of Cyclin B1, a specific S-G2/M cyclin, by Western 

Blot (WB) (Figure R.5C). These results show a good cell 

sorting efficiency and thus, green negative and positive cell 

sorted cells to be G1 and S-G2/M respectively.  

To check when the cell cycle is restored in G1 and S-G2/M 

sorted cells, they were cultured after cell sorting was performed 

and DNA content by PI was assessed at different time points 

(0, 8, 24 and 48 hours) (Figure R.6A). From PI analysis we 

concluded that the cell cycle structure is re-stablished to the 

original proportion of G1 and S-G2/M cells within 24 hours 

(Figure R.6B). 

Figure R.6. Cell cycle structure restoration after cell sorting in 2i/LIF 
cultured cells. (A) Scheme of the FACS strategy to sort cells in G1 and S-
G2/M, posterior cell culture in 2i/LIF and the different time points where cell 
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cycle structure was analyzed. (B) DNA content was assessed by PI 
incorporation in negative (left) and positive (right) sorted FUCCI mESCs 
right after cell sorting and 8, 24 and 48 hours after the sorting was 
performed. Unsorted initial cell population is included as well. Percentage 
of cells in G1 and S-G2/M phases of the cell cycle is indicated for each 
sample. The average of 2 independent replicates is provided. Error bars 
indicate +/- SEM.   
 

 

All these experiments place Gem-mESCs as a suitable cell 

model to study cell cycle impact on self-renewal and 

pluripotency.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 62

 



 

 63

2. Self-renewal capacity is not altered during cell 
cycle 
 
To interrogate the impact cell cycle progression has in the self-

renewal capacity of mESCs, Gem-mESCs were sorted 

according to its cell cycle phase in equal number of G1 and S-

G2/M cells (Figure R.7.A). After the sorting, G1 and S-G2/M 

cells were cultured in 2i/LIF separately. After two days in 

culture, cells were dissociated, counted and equal number of 

cells were cultured for 3 additional days. At this time point, the 

number of cells was assessed again for both conditions. RNA 

from G1 and S-G2/M cells was also collected after 2 days in 

culture and global transcriptome was analyzed by RNA-seq 

(Figure R.7A). After 2 days in culture, S-G2/M cells produced 

almost two times more cells compared to G1. However, cell 

number after 5 days in culture (including one cell splitting, 

platting equal cell numbers) revealed no changes between G1 

and S-G2/M cell number (Figure R.7B). Thus, indicating 

equivalent self-renewal potential during cell cycle.  

We speculate that the reason for S-G2/M cells to have higher 

number of cells at day 2 is related to the fact that they are more 

ahead of the cell cycle and ready to divide. In fact, when the 

two culture conditions reach the same cell cycle asynchrony 

(at 24h) (Figure R6), they yield the number of cells supporting 

an equivalent self-renewal capacity.  

Supporting this, RNA-seq analysis at 48h, did not show major 

changes in expression (N=2; RPKM>1; 2 fold-change 
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difference) between the different cell cycle phases (Figure 
R.7C). Taken together, these data indicate that self-renewal is 

equivalent in G1 and S-G2/M cells.  

 

 

Figure R.7. Self-renewal capacity is not affected by cell cycle 
progression. (A) Scheme of the strategy used to assess self-renewal 
capacity during cell cycle. Cells were sorted in G1 and S-G2/M phases, and 
were put in culture to count cell number after 2 and 5 days, and analyze the 
global transcriptome after 2 days. (B) Cell number obtained for initially 
sorted G1 and S-G2/M cells 2 and 5 days after sorting. The averaged 
relative number of cells from 4 independent replicates is indicated. A 
student T-test was performed to test statistical significance. “*” means p-
value<0.05; “**” p-value<0.01 and “***” p value<0.001.  (C) Scatter plot 
showing differentially expressed genes by 2 or more folds in G1 and S-
G2/M cells. The average of gene expression values per each gene of 2 
independent replicates is provided. White and green-colored dots represent 
significantly upregulated genes in G1 and S-G2/M cells respectively. The 
legend on the right represents dot density. Darker zones represent higher 
dot density. 
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3. Pluripotency capacity is altered during cell 
cycle 
 
In order to evaluate the impact of cell cycle progression on the 

pluripotency capacity of mESCs, we performed embryoid body 

(EB) differentiation from G1 and S-G2/M sorted cells (Figure 
R.8A). EB differentiation constitute the gold standard method 

to assess pluripotency in vitro, as if initial cells are pluripotent, 

they will give rise to cells from the three germ layers 

(endoderm, mesoderm and ectoderm). 
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Figure R.8. G1 and S-G2/M cells are able to form EBs. (A) Schematic 
representation of the cell sorting performed to obtain G1 and S-G2/M cells, 
and following EB differentiation process, where endoderm, mesoderm and 
ectodermal cells are obtained. EBs are obtained by culturing the cells in 
10% serum medium without LIF. (B) EBs at different time points of the 
differentiation process (from day 2 to day 10). Note that no major changes 
in cell size nor morphology can be observed.  
 

Interestingly, virtually pure population of G1 and S-G2/M cells 

were both able to form EBs without major changes in 

morphology nor size (Figure R.8B). 

To check when the cell cycle is restored in G1 and S-G2/M 

sorted cells in differentiating conditions, they were cultured 

after cell sorting in 10% serum, and DNA content was 

assessed by PI staining at different time points (0, 8, 24 and 

48 hours) (Figure R.9A). From this analysis we concluded that 

the cell cycle structure is re-stablished to the original proportion 

of G1 and S-G2/M cells within 24 hours (Figure R.9B), equal 

to what was shown in 2i/LIF cultured cells (Figure R.6B). Thus, 

proportion of G1 and S-G2/M cells is only different for 24 hours 

of differentiation, when the differentiation stimuli are sensed by 

mESCs. After those 24 hours, cell asynchrony is equivalent 

between conditions.  

To discard possible differences in EB size in G1 and S-G2/M 

conditions that could affect the differentiation process of 

mESCs (Hwang et al., 2009), the number of cells per EB was 

calculated at day 4 of differentiation. Number of cells per EB 

were not significantly different between EBs obtained from G1 

and S-G2/M cells (Figure R.9C). 
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Figure R.9. Cell cycle structure restoration after cell sorting in serum 
cultured cells. (A) Scheme of the FACS strategy to sort cells in G1 and S-
G2/M, posterior cell culture in 10% serum medium (10% SR) and the 
different time points where cell cycle structure was analyzed. (B) DNA 
content was assessed by PI incorporation in negative (left) and positive 
(right) sorted FUCCI mESCs right after cell sorting and 8, 24 and 48 hours 
after the sorting was performed. Unsorted initial cell population is included 
as control. Percentage of cells in G1 and S-G2/M phases of the cell cycle 
is indicated for each sample. The average of 2 independent replicates is 
provided. Error bars indicate +/- SEM. (C) Relative number of cells per EB 
at day 4 of differentiation. The average of 3 independent replicates is 
provided. Error bars indicate +/- SEM.  
 
 
To further characterize the pluripotency capacity during the cell 

cycle, single cell RNA-seq (scRNA-seq) (in collaboration with 

Atefeh Lafzy and Holger Heyn, from CNAG-CRG) was 

performed. scRNA-seq allow to determine cell heterogeneity in 
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a given population. Moreover, by performing scRNA-seq on 

EBs, the number of cells from each germ layer based on their 

transcriptome will be assessed and thus pluripotency in G1 and 

S-G2/M conditions.  

For this purpose, EBs obtanined from G1 and S-G2/M were 

disaggregated at different time points (from day 0 to 10) and 

single-cells were sorted for scRNA-seq. (Figure R.10A).  

Figure R.10. Single cell RNA-sequencing enable to track the 
differentiation process of EBs. (A) Scheme of the experimental 
procedures followed. First, FUCCI mESCs were FACS sorted according to 
cell cycle. Then, an EB formation assay was performed, where samples 
were taken at different time points to then be single cell FACS sorted for 
scRNA-seq. (B) PCA based on single cell transcriptome of day 0-day 10 
single cells. Day 0 and day 3 occupy a more reduced space compared to 
day 6 and day 10, corresponding to more transcriptionally homogeneous 
cells. Cells are colored according to the corresponding time point (see color 
legend). (C) Cell dispersion for each time points. Dispersion is given as the 
mean distance from the centroid of each cluster. 
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We sequenced a total of 1,919 cells. An initial filtering analysis 

discarded cells with a poor RNA-seq quality data (highly 

reduced number of reads). This resulted in a total of 1,531 cells 

analyzed from 0 to 10 days of EB differentiated from initially G1 

and S-G2/M sorted cells. At transcriptional level, in order to 

avoid confounding factors to identify cellular identities, highly 

expressed and variable genes such as histones or cell cycle 

genes were discarded. After this filtering, a total of 14,904 

genes across the 1,531 cells were used for the analysis.   

The transcriptomes of single cells were used for principal-

component analysis (PCA), which allow the visualization of the 

variation present in our dataset. PCA analysis resulted in the 

formation of 4 groups of single cells spatially separated 

corresponding to day 0, day 3, day 6 and day 10 (Figure 
R.10B). Thus, the differentiation time point is what make the 

single cells more different between each other. PCA visually 

identified groups of day 6 and day 10 single cells seemed to 

be more dispersed than groups of day 0 and day 3 single cells. 

In order to quantify this dispersion, the mean distance from the 

centroid was calculated per each cluster. An increased 

dispersion of day 6 and day 10 clusters was then confirmed 

(Figure R.10C). This reflect the increased heterogeneity that 

is expected to occur along the differentiation process, going 

from more uniform pluripotent cells to a variety of committed 

and differentiated cells.  

Unsupervised clustering was performed (Lafzi et al., 2018) by 

pooling all time points and the two conditions (G1 and S-G2/M) 
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to increase statistical power. Clusters were then represented 

in a low dimensional space produced by t-distributed stochastic 

neighbor embedding (tSNE). tSNE allow to place neighbor 

single cells closer, and thus it allows for a better visualization 

compared to PCA. Clustering and subsequent tSNE 

representation of the data allowed the identification of 5 

different clusters (Figure R.11A), based on their 

transcriptome. Cluster 1 and cluster 2 resulted to be the more 

similar between each other (Figure R.11B). In order to assign 

cell identities to the clusters, we used previously annotated 

maker genes (Figure R.11C), and checked their expression in 

the different clusters (Figure R.11D). We found that cluster 1 

express predominantly pluripotent genes, while cluster 2 

pluripotent and lineage-specific imprinted genes. On the other 

hand, cluster 3, 4 and 5 mainly express lineage-specific 

imprinted genes together with ectodermal, endodermal and 

mesodermal genes respectively (Figure R.11D). Moreover, we 

found that most of the cells from cluster 1 correspond to day 0 

cells, cells from cluster 2 to day 3 cells and cells from clusters 

3-5 correspond to cells from day 6 and 10. Therefore, 

considering the expression score according to gene markers 

and the temporal origin of the cells forming the cluster, we 

assigned cell identities for clusters 1-5, being pluripotent 

mESCs, early uncommitted progenitors, ectodermal, 

endodermal and mesodermal cells respectively (Figure 
R.11D).  
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Figure R.11. Subpopulation identification of single cell EBs cells. (A) 
tSNE plot representation of the supervised cluster formation including all 
data sets. (B) Cluster analysis tree, showing distances between clusters 
according to their transcriptome similarities/differences. (C) Gene list used 
to assign cluster identities. Pluripotency, lineage-specific imprinted, 
endodermal, mesodermal and ectodermal differentiation marker genes are 
shown. (D) Heat map showing gene markers expression levels on the 
different clusters.  
 

To analyze the identified clusters during the differentiation 

process in G1 and S-G2/M conditions, we assessed the 

number of cells per cluster in all the time points from day 0 to 

10 for G1 and S-G2/M (Figure R.12A). Importantly, at day 3 of 

differentiation, there are significantly less cells from the 

pluripotent cluster in G1 compared to S-G2/M condition.  
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Figure R.12. G1 cells show an accelerated differentiation and 
pluripotency is segregated during cell cycle. (A) Representation of the 
number of cells per each cluster during EB formation (day 0-day 10) in G1 
and S-G2/M conditions. Circle size represents number of cells. For 
statistical analysis, a Fisher’s exact test was used. “*” means p-value<0.05; 
“**” p-value<0.01 and “***” p value<0.001. (B) Transcriptional noise in G1 
and S-G2/M cells at day 0 (mESCs prior to EB differentiation). 
Transcriptional noise is calculated as the average distance between each 
cell to rest of the other cells in each time point for G1 and SG2-M cells 
separately. The distribution of these average distances is plotted in the 
boxplot. 
 
 
Additionally, at the same time point, more cells are present in 

the lineage-specific imprinted cluster in G1 compared to S-

G2/M. This indicates that pluripotency maker genes are 

shutted-down earlier when cells differentiate from G1 

compared to S-G2/M, pointing towards a faster differentiation 

from this cell cycle phase. This was in agreement with previous 

reports, where G1 was described to be a window of time for 

mESCs differentiation (Sela et al., 2012; Coronado et al., 

2013). Interestingly, transcriptional noise was found to be 

higher in G1 mESCs compared to S-G2/M (Figure R.12B). 
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Transcriptional noise has been shown to precede cell fate 

decisions or differentiation (Mohammed et al., 2017; Eldar and 

Elowitz, 2010). Thus, increased transcriptional noise in G1 

cells could explain the rapid pluripotency exit and 

differentiation. 

Surprisingly, at day 10 of differentiation we detected a 

significantly increased number of cells in endodermal cluster 

and in mesodermal cluster for EBs originally derived from G1 

and S-G2/M cells respectively (Figure R.12A). Thus, EBs from 

G1 cells gave rise to more endodermal cells compared to S-

G2/M, and EBs from S-G2/M cells generated more 

mesodermal cells.  

These results show that, as previously shown, cells in G1 are 

primed for an accelerated differentiation. Notably, we also 

found that the cell cycle state of mESCs influences the ultimate 

lineage-commitment in the presence of a similar differentiation 

context (i.e. cell media). This, together with the rapid recovery 

of asynchrony on sorted cells (Figure R.9B) and the equivalent 

number of cells per EB after LIF withdrawal (Figure R.9C), 

point to the existence of intrinsic cell fate determinant with 

differential cell cycle activity. 

 

 

 

 

 

 



 

 74

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 75

4. S-G2/M cells are primed for cardiomyocyte 
differentiation 
 
The previous scRNAseq data was in line with a serendipitous 

observation of beating phenomenon from forming EBs. The 

beating phenomenon consist in a constant and synchronous 

pulsing contraction and relaxion of formed EBs, as a result of 

the presence of cardiomyocytes, with mesodermal origin, 

present in the EBs. A manual quantification of number of 

beating EBs formed from initially G1 and S-G2/M sorted cells 

(Figure R.13A) showed a striking difference with more % of 

beating EBs derived from S-G2/M cells (Figure R.13B). 

Consistently, genome wide transcriptome analysis by bulk 

RNA-seq revealed cardiac/heart categories as the most 

enriched in S-G2/M coming EBs at day 8 of the differentiation 

process (Figure R.13C). The increased expression of selected 

cardiomyocyte genes was further validated by real time 

quantitative PCR (qPCR) (Figure R.13D).These increased 

gene expression could be mainly due to two facts: either 

cardiac genes are more expressed in EBs from S-G2/M cells 

or S-G2/M cells give rise to more cardiomyocytes. To 

discriminate between these two possibilities, ACTC1, a 

cardiomyocyte marker, staining was performed and analyzed 

by FACS at single cell level (Figure R.13E). FACS data 

showed an increase presence of cardiac cells in S-G2/M EBs, 

arguing in favor of the second hypothesis (Figure R.13.E).  
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Overall, these results support the mesodermal differentiation 

preference observed in S-G2/M cells by scRNA-seq and, in 

particular, towards cardiomyocyte fate. 
 
 

Figure R.13. Embryoid bodies from S-G2/M mESCs show more 
cardiomyocyte differentiation. (A) Scheme of EB differentiation including 
the time points when samples were taken for bulk RNA-seq, beating EBs 
assessment and ACTC1 staining. (B) Percentage of beating EB for initial 
G1 and S-G2/M sorted conditions. An unsorted condition is included as a 
control. An EB was counted as “beating EB” if any beating area was 
observed. The average of 3 independent replicates is provided. Error bars 
indicate +/- SEM. A student T-test was performed to test statistical 
significance. “*” means p-value<0.05; “**” p-value<0.01 and “***” p 
value<0.001. (C) GO analysis of the up-regulated genes at day 8 of the EB 
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differentiation for S-G2/M condition. Note cardiac/heart enriched 
categories. (D) qPCR analysis of day 8 EBs from G1 and S-G2/M cells for 
cardiomyocyte markers. The average of relative expression against the 
housekeeping gene Rplp0 of 5 independent replicates is provided. Error 
bars indicate +/- SEM. A student T-test was performed to test statistical 
significance. “*” means p-value<0.05; “**” p-value<0.01 and “***” p 
value<0.001. (E) Percentage of positive cells for ACTC1, a cardiomyocyte 
marker. An average of 3 independent replicates is provided. Error bars 
represent +/- SEM. A student T-test was performed to test statistical 
significance. “*” means p-value<0.05; “**” p-value<0.01 and “***” p 
value<0.001. 
 

 

Additionally, EBs from G1 sorted mESCs present higher 

expression of differentiation genes at day 4 of the EBs 

formation, compared to S-G2/M. This was shown by GO 

analysis, which revealed categories related to developmental 

processes as top enriched (Figure R.14A). Specifically, early 

mesodermal differentiation categories were among the most 

enriched. Some of these genes were further validated by qPCR 

(Figure R.14B). Taken together, these results also support the 

increased propensity for G1 mESCs to differentiate once 

differentiation is triggered. 
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Figure R.14. G1 mESCs exit the pluripotent state earlier compared to 
S-G2/M. (A) GO analysis of the upregulated genes at day 4 of EB 
differentiation from G1 condition. Note developmental-related categories. 
(B) qPCR analysis of day 4 EBs from G1 cells for early differentiation 
markers. The average of relative expression against the housekeeping 
gene Gapdh of 2 independent replicates is provided. Error bars indicate +/- 
SEM. A student T-test was performed to test statistical significance. “*” 
means p-value<0.05; “**” p-value<0.01 and “***” p value<0.001. 
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5. Cell cycle is determinant for in vivo cell 
specification 
 
In order to test whether cell cycle had an impact on 

pluripotency in vivo as well, two different approaches were 

followed in collaboration with Laura Batlle and Marta Vila from 

the Tissue Engineering Unit at the Centre for Genomic 

Regulation (CRG). The first one being a teratoma formation 

assay and the second one, a chimera formation assay, both of 

them aimed to evaluate pluripotency in vivo.  

The teratoma formation assay consist in the injection of ESCs 

into immunodeficient mice. These cells, if pluripotent, will form 

teratomas, which are benign tumors containing cells from the 

three germ layers. Thus, for the teratoma formation assay, 

300,000 G1 or S-G2/M cells were injected into each flank of 3 

immunodeficient mice per condition (Figure R.15A). A total of 

6 and 3 teratomas were extracted from mice injected with G1 

and S-G2/M mESCs respectively (as one S-G2/M condition 

mouse had to be sacrificed because of illness, probably due to 

its immunodeficiency nature). Teratomas were then paraffin 

embedded for being posteriorly sectioned using a microtome. 

Sections were then stained with hematoxylin-eosin (H&E) and 

the percentage of cells from each germ layer (endoderm, 

mesoderm and ectoderm) per teratoma was estimated by 

visual inspection of H&E staining and morphology (Figure 
R.15B). No significant differences could be seen in germ layer 

contribution in G1 and S-G2/M injected cells (Figure R.15C). 
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Lack of correlation with the in vitro pluripotency assessment 

experiments may be due to technical difficulties when 

estimating the percentage of each germ layer per teratoma, as 

it was performed by visual inspection based on cell 

morphology. Cell heterogeneity could also be masking 

cardiomyocyte cells among all mesodermal cells. 
 

Figure R.15. Teratoma analysis did not show any pluripotency 
segregation. (A) Scheme showing the experimental steps from FACS 
sorting to the analysis of lineage contribution per teratoma. (B) Histological 
sections derived from teratomas. (Left) Gut cells from the endodermal 
lineage, together with mesenchymal cells (from mesoderm). (Middle) 
Muscle cells, mesenchymal cells and adipose tissue, being the three of 
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them from mesodermal origin. (Right) Neuroectodermal cells from 
ectodermal lineage. (C) Box plots showing the percentage of endoderm, 
mesoderm, ectoderm and unspecified contribution per teratoma from G1 
and S-G2/M injected cells. 6 and 3 teratomas were analyzed for G1 and S-
G2/M conditions respectively. Mann-Whitney test was used for statistical 
analysis. P-value is indicated in each case.  
 
 
On the other hand, chimera formation is accomplished by the 

injection of ESCs into early embryos (blastocyst or earlier 

embryos). The pluripotent injected cells will contribute to the 

formation of tissues in the animal, from the three germ layers, 

forming thus a chimeric organism containing cells genetically 

different. Cells injected in earlier developmental stages, will 

contribute more to the adult animal.  

Thus, for the chimera contribution assay, in order to be able to 

track the injected cells and assess its contribution to the 

chimeric organism, Gem-mESCs were genetically modified 

using the PiggyBac system to incorporate dsRed, a fluorescent 

reporter gene expressed constitutively (Figure R.16).  

 

Figure R.16. dsRed-PiggyBac Gem-mESCs establishment. Gem-
mESCs (left) were transfected with dsRed PiggyBac (middle). After 
selection was performed, 95% of the Gem-mESCs were positive for the 
dsRed reporter gene (right).  
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PiggyBac systems includes two elements: the PiggyBac 

transposon and the PiggyBac transposase. The PiggyBac 

system turns to be a genetic mobile element capable of 

efficiently transposing via a “copy and paste mechanism” your 

sequence of interest, being it dsRed in this case. PiggyBac has 

already been used in mouse, resulting in stable reporter gene 

expression (Leeb et al., 2012). The dsRed-PiggyBac Gem-

mESC cell line was stablished by stable transfection of Gem-

mESCs. Cells were then selected, obtaining almost a pure 

population of dsRed expressing cells (Figure R.16).  

 

Once the dsRed-PiggyBac Gem-mESC cell line was 

established, cells were sorted in dsRed positive and G1 and S-

G2/M cells and mouse chimeras were generated to analyze 

the chimera contribution (Figure R.17A). To achieve that, 10-

20 mESCs were injected into 15-16 E3.0-3.5 blastocysts, 

which were then transferred into a pseudopregnant mouse. 

Embryos were collected at stage E18.5 and organs 

representing the three germ layers were extracted for posterior 

FACS analysis in order to assess the chimera contribution of 

G1 and S-G2/M cells. While placenta and yolk sack were 

collected as extra-embryonic tissues (tissues mainly formed by 

cells with primitive endoderm and trophectoderm embryonic 

origin respectively), heart, liver and brain were collected as 

tissues mainly formed by cells with mesodermal (e.g. 

cardiomyocytes), endodermal (e.g. hepatocytes) and 

ectodermal (e.g. neurons) embryonic origin respectively. The 
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mentioned organs were extracted from E18.5 embryos and 

disaggregated mechanically and enzymatically incubating 

them overnight at 4ºC to obtain single cell suspensions. 

Contribution to chimeric embryos was assessed by checking 

the percentage of positive dsRes cells per organ by FACS. No 

significant differences were observed in the number of viable 

and chimeric embryos obtained from G1 and S-G2/M injected 

embryos (Figure R.17B). However, strikingly, G1 injected cells 

contributed significantly more to yolk sack than S-G2/M 

(Figure R.17C). This suggests that S-G2/M mESCs display a 

restriction towards primitive endodermal cell commitment, 

showing the implication of cell cycle in cell fate decisions in 

vivo. Brain was another organ where cells contributed 

differentially, as S-G2/M cells were more committed towards 

this mainly ectodermal tissue. 

However, we found that cells from G1 and S-G2/M cell cycle 

phases contribute equally to heart. Thus, the in vivo chimera 

assays seemgly did not recapitulate our in vitro EB assays. 

Considering that mESCs were injected at the E3.0-3.5 

blastocyst stage, we speculate that at the time when the 

epiblast engages the initial differentiation in vivo (E6.5) our 

initially synchronized cells in G1 or SG2M might display a 

similar asynchrony. Thus, at the onset of lineage-specification, 

the two experimental conditions would be equivalent cell cycle-

wise. At the light of the results and our interpretation, we would 

need to inject Gem-mESCs sorted cells at E6.5. However, this 
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approach entails technical difficulties as E6.5 embryos have 

already undergone implantation into the mother. 

Figure R.17. Pluripotency is segregated during cell cycle in vivo. (A) 
Schematic representation of the followed experimental procedure, from 
PiggyBac dsRed Gem-mESC cell line establishment to cell injection and 
chimera contribution analysis. (B) Sum of transferrer blastocyst and viable 
and chimeric E18.5 embryos from G1 and S-G2/M conditions. (C) 
Percentage of contribution over the total analyzed tissues for yolk sac, 
brain, heart, liver and placenta. Data from 3 independent replicates is 
shown. Each dot represents data from one organ in one embryo. To test 
statistical significance, a Mann-Whitney test was performed. “*” means p-
value<0.05; “**” p-value<0.01 and “***” p value<0.001. 
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6. Transcriptomic differences across cell cycle 
progression 
 
We then focused our attention on characterizing the molecular 

mechanism that could explain the in vitro S-G2/M bias towards 

cardiomyocyte differentiation. For this purpose, equal number 

of Gem-mESCs were sorted to G1 and S-G2/M and total RNA 

was extracted in order to perform full transcriptome analysis by 

RNA-seq (Figure R.18A). As S-G2/M cells show an 

approximately 30% increase in whole transcriptome compared 

to G1 due to replication (Figure R.18B), spike-in normalization 

was included in the RNA-seq analysis to correct for the 

differences in total RNA amount in G1 and S-G2/M samples. 

Bioinformatics analysis were performed by Enrique Blanco and 

Mar González from the laboratory. 

Figure R.18. Bulk RNAs increase in S-G2/M mESCs. (A) Schematic 
representation of the strategy followed to perform RNA-seq, including 
spike-in. (B) Amount of RNA (in pg) found per mESCs in G1 and S-G2/M 
cell cycle phases. The average of 2 independent replicates is provided. 
Error bars indicate +/- SEM. A student T-test was performed to test 
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statistical significance. “*” means p-value<0.05; “**” p-value<0.01 and “***” 
p value<0.001. 
 
 
After spike-in correction, the average of the two independent 

performed replicates was calculated and differentially 

expressed genes were identified considering at least 2 fold 

change difference between replicates and 1 RPKM expression 

in at least one of the conditions. Thus, analysis from RNA-seq 

showed a global increase of transcripts in S-G2/M cells 

compared to G1 (Figure R.19A). In particular, 336 were the 

  

Figure R19. S-G2/M mESCs show a global increased gene 
transcription levels. (A) Scatter plot showing the differentially expressed 
genes during the cell cycle (full genome). The average of 2 independent 
replicates is provided. White and green-colored dots represent significantly 
upregulated genes in G1 and S-G2/M cells respectively. The legend on the 
right represents dot density. Darker zones represent higher dot density. (B) 
GO analysis of differentially expressed genes, upregulated in S-G2/M 
compared to G1. Note typical cell cycle-related GO categories for these cell 
cycle phases.  
 

genes upregulated in S-G2/M mESCs in front of 12 genes that 

were upregulated in G1 mESCs. While GO analysis did not 

show any significantly enriched category in G1 cells due to very 

low gene number, expected cell cycle-related categories were 



 

 87

the most enriched in S-G2/M cells (Figure R.19B). Some of 

the upregulated genes include Cdk1, Cyclin B1, Aurka and 

Cenpa, which are well-known regulators of cell cycle 

progression from S to M phases (Figure R.20). Moreover, 

some pluripotency genes, although most of them were not 

significant, showed differential gene expression, being more 

expressed in S-G2/M cells. Unexpectedly, also some 

developmental genes were up-regulated in these cell cycle 

phases. This upregulation was specific of this subset of genes 

as they were upregulated with respect to total transcriptome.  

 

Figure R.20. mESCs show a dynamic gene regulation during cell 
cycle. Gene expression from RNA-seq experiment showing RPKM values 
for cell cycle, pluripotency and differentiation markers.  
 

Then, we wanted to validate the observed differential 

expression during the cell cycle by qPCR. To correct for the 
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global transcriptomic increased in S-G2/M cells compared to 

G1 (Figure R.18B), we designed a strategy for introducing 

spike-in correction in qPCR experiments. The strategy take 

advantage of mESCs and Kc167 Drosophila melanogaster 

cells (Figure R.21A).  
 

Figure R.21. Drosophila melanogaster cells use to perform qPCR 
experiments correcting by spike-in. (A) Amount of total RNA per cell in 
mouse and fly cells (Mus musculus and Drosophila melanogaster). The 
average of 2 independent replicates is provided. Error bars indicate +/- 
SEM. A student T-test was performed to test statistical significance. “*” 
means p-value<0.05; “**” p-value<0.01 and “***” p value<0.001. (B) Primers 
specificity for Mus musculus and Drosophila melanogaster was tested by 
checking specific gene expression in mouse and fly cells. (C) Proportion of 
mouse:fly cells used for the analysis. (D) Nanog, as a mouse specific gene, 
expression was checked by qPCR in pooled samples of mouse and fly cells. 
1:1, 2:1 and 4:1 refers to mouse:fly proportion of cells. The relative 
expression against dActin is provided.  
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We first evaluated the amount of RNA per cell in Kc167 

Drosophila cells and mESCs. mESCs resulted to have 3 times 

more RNA per cell than Drosophila cells (Figure R.21A). Then, 

in order to evaluate the specificity of the primers used, RNA 

was converted to cDNA and qPCR was performed using 

specific primers for mouse and for Drosophila cells (Figure 
R.21B). We validated that primers used for Nanog, Oct4 and 

Klf4 were specific for mouse genes, while dActin primer was 

specific for the fly gene. Once the primer specificity was tested, 

we mixed mESCs and Kc167 Drosophila cells in different 

proportions (Figure R.21C) to evaluate the accuracy of our 

approach on quantifying the abundance of a given transcript 

(e.g. mouse Nanog) normalizing against the specific 

Drosophila Actin gene. The relative expression of mouse 

Nanog in mESCs normalized against Drosophila Actin was 

directly proportional to the initial amount of mESCs in the mix 

(Figure R.21D). Thus, we verified our experimental strategy 

for qPCR analysis including Drosophila cells spike-in.  

Then, to validate the observed differentially expressed genes 

during cell cycle (Figure R.20) by qPCR, equal number of 

sorted G1 and S-G2/M cells were pooled with Kc167 

Drosophila cells (in 4:1 proportion of mESCs:Drosophila cells 

(Figure R.22A). RNA was then extracted from the pooled cells 

and gene expression was checked by qPCR. Quantification of 

RNA expression was normalized by the Drosophila Actin gene 

expression values. Thus, genes changing their expression 
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during cell cycle progression were validated by using the 

explained strategy (Figure R.22B). 

 

Figure R.22. Validation of the mESCs dynamic gene regulation during 
cell cycle. (A) Schematic representation of the followed procedure: Gem-
mESCs were sorted to G1 and S-G2/M cells and mixed with Drosophila 
cells. Then, RNA was extracted from the pooled samples and gene 
expression was checked by qPCR. (B) qPCR analysis of cell cycle, 
pluripotency and differentiation marker genes. The average of relative 
expression against the Drosophila Actin of 3 independent replicates is 
provided. Error bars indicate +/- SEM. A student T-test was performed to 
test statistical significance. “*” means p-value<0.05; “**” p-value<0.01 and 
“***” p value<0.001. 
 
 

However, none of the differentially expressed genes could 

explain the cardiomyocyte enhanced phenotype observed in 

vitro. Thus, transcriptome analysis did not shed light into the 

molecular characterization of the shown pluripotency 

segregation of mESCs during cell cycle.  
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7. Identification of differentially expressed 
proteins during the cell cycle 
 
As transcriptome analysis could not identify the molecular 

mechanism for the S-G2/M preference for cardiomyocyte 

differentiation, we focused on interrogating the proteome 

dynamism during cell cycle with the same objective. For this 

purpose, the same amount of Gem-mESCs were sorted to G1 

and S-G2/M, from which total amount of protein was extracted 

and processed for shotgun proteomics (Figure R.23A). 

Proteomics and the posterior analysis were done in 

collaboration with Eduard Sabido and Eva Borras from the 

Universitat Pompeu Fabra (UPF) and CRG Proteomics Unit. 

From shotgun proteomic analysis, protein fold-changes were 

quantified between samples considering the three most 

abundant peptides per protein. A total of 47,522 unique 

peptides were identified, corresponding to 6,453 proteins. 

3,318 proteins resulted to be significantly differentially 

expressed during cell cycle by using an ANOVA model 

(FDR<0.05). Similarly to what was observed transcriptomically 

(Figure R.18B), the global proteome of S-G2/M cells showed 

higher expression values compared to G1 cells (Figure R.23B, 
C). This goes in line with the global increase in cell volume, 

RNA and DNA content observed in S-G2/M cells compared to 

G1. Thus, indicating that in ESCs, similarly to other cell types 

(Padovan-Merhar et al., 2015), there is a tight connection 

between the cell volume and the mount of major molecular cell 
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components. Specifically, 2,916 proteins were significantly 

more expressed in S-G2/M cells, against 402 proteins in G1 

(Figure R.23C). 

Figure R.23. Proteome is dynamically regulated during cell cycle. (A) 
Schematic representation of the experimental strategy followed to analyze 
protein expression during cell cycle. (B) Protein abundance per G1 and S-
G2/M cells. The average of 4 independent replicates is provided. Error bars 
indicate +/- SEM. A student T-test was performed to test statistical 
significance. “*” means p-value<0.05; “**” p-value<0.01 and “***” p 
value<0.001. (C) Heat map showing the differentially expressed proteins 
during the cell cycle (FDR<0.05). 3 independent replicates are shown as 
R1, R2 and R3 for each condition. (D) GO Biological Process analysis of 
upregulated S-G2/M compared to G1 mESCs. (E) DNA 
methylation/demethylation proteins expression in G1 and S-G2/M cells. 3 
independent replicates are provided. The color-code goes from blue to red, 
indicating minimal and maximal protein abundance respectively.    
 



 

 93

The fact that we could observe more proteins enriched in G1 

cells compared to expressed genes may be due to post-

translational protein regulation.  

GO term enrichment analysis of differentially expressed 

proteins during cell cycle indicated a significant enrichment in 

functional categories related with cell cycle progression and 

RNA processing during S-G2/M, as expected. (Figure R.23D). 

However, we did not find any significative increased in any 

functional GO term for the proteins displaying an increased 

abundance in G1 cells. However, manual analysis indicate that 

DNA methylation/demethylation involved proteins were 

dynamically expressed during the cell cycle progression 

(Figure R.23E). This includes DNMTs, such as the de novo 

methyltransferase DNMT1 and its recruiter protein UHRF1, 

TET proteins and TDG. Additionally, APOBEC proteins 

(involved in the demethylation process though deamination) 

and IDH proteins were also found to be cell cycle regulated 

(Figure R.23E).  
 
TDG was one of the enriched G1 proteins most significantly 

changing its expression during cell cycle not only among DNA 

methylation proteins but also among all proteins (being in the 

115 top enriched proteins in G1). The TDG upregulation in G1 

has also been described in human HeLa cells,  as a 

mechanism to functionally separate DNA glycosylases activity 

during cell cycle (Hardeland et al., 2007). TDG has also been 

described to be important during development, as its depletion 

causes embryonic death at around E11.5 embryonic stage due 
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to internal hemorrhage (Cortázar et al., 2011; Cortellino et al., 

2011). Among other abnormalities, dead embryos were 

described to present defects on the developing heart 

(Cortellino et al., 2011). As we observed a cardiac 

differentiation preference during cell cycle progression and as 

TDG is significantly more expressed in G1 cells, we speculated 

that TDG could be involved in the molecular mechanism 

explaining this cardiomyocyte differentiation priming. Thus, we 

focused on studying TDG for its possible involvement in the 

cardiac differentiation priming observed in S-G2/M mESCs.  

To confirm the dynamics of TDG expression during cell cycle 

in mESCs, we performed Western Blot analysis with G1 and 

S-G2/M sorted samples using a specific antibody against TDG. 

Tdg encodes for three different isoforms, being isoform number 

2 the one encoding for a longest variant. Isoform 1 contains a 

shorter N-terminus and isoform 3 is one aminoacid shorter 

compared to isoform 2. All the isoforms are equally expressed 

in mESCs and display the same dynamics being more 

expressed in G1 than in S-G2/M cells (Figure R.24A top). 

Moreover, TDG overexpression in G1 cells was validated in 

sorted Gem-mESCs by immunofluorescence (Figure R.24B). 

Not only in Gem-mESCs (being R1 its parental cell line), but 

TDG overexpression in G1 phase was also validated in a 

different ES cell line (E14Tg2A) by Western Blot (Figure 
R.24A bottom). In this case, E14Tg2A cells were fixed using 

paraformaldehyde and their DNA was stained by DRAQ5. 

Then, cells were sorted according to their DNA content in G1 
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and S-G2/M and total protein was extracted for posterior 

Western Blot analysis.  

 
 

Figure R.24. TDG is overexpressed in G1 cell cycle phase. (A) WB 
validation of TDG G1 overexpression in FUCCI mESCs (top) and in 
E14Tg2A (bottom). H3 and VINCULIN were used as loading controls. 
Protein extraction was performed from equal number of sorted cells. (B) 
TDG immunostaining in FUCCI mESCs. In white, DAPI stained nuclei are 
shown (top). In green, mAG1-hGeminin can be observed (middle) and in 
red, TDG expression. Note that negative cells for green fluorescence (cells 
in G1) express more TDG protein. (C) (Top) 5-CaC DNA modification 
abundance analysis during cell cycle. A 5-CaC specific antibody was used 
for staining and DNA quantity was assessed by PI staining. Signal intensity 
was measured by FACS. 5-CaC index refers to 5-CaC intensity measured 
by FACS divided by DNA content. The average of 3 independent replicates 
is provided. Error bars indicate +/- SEM. (Bottom) Scheme representing 
TDG substrates and product. 
 

In order to check if the increased in TDG found in G1 cells is 

also accompanied by an increased TDG activity, 5-CaC levels, 

as a TDG substrate, were measured. For this purpose, mESCs 

were disaggregated, fixed and stained for 5-CaC, using a 

specific antibody, and for DNA content using PI. In line with the 

dynamic expression of TDG during cell cycle, 5-CaC levels 

were shown to be increased in S-G2/M cells (Figure R.24C). 
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This result indicates that TDG activity is differentially 

distributed during cell cycle, being higher in G1 phase.  

 

For all of these, we considered TDG as our candidate for the 

pluripotent segregation observed during cell cycle in mESCs in 

vitro. 
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8. TDG determines cell cycle priming for 
cardiomyocyte differentiation 
 
In order to experimentally simulate the transitory depletion of 

TDG in S-G2/M cells and to assess if TDG is the molecular 

determinant for the observed pluripotency segregation during 

cell cycle, we transfected asynchronous mESCs with small 

interferent RNA (siRNA) against Tdg (Figure R25A). siRNA 

transfection results in a transient depletion of TDG from 48 to 

96 hours, being the protein fully re-expressed at 120 hours 

(Figure R25B). Once mESCs have been depleted for TDG for 

48 hours (from 48 to 96 hours post transfection), EB formation 

protocol was started (Figure R.25A, B). At day 10 of 

differentiation, the percentage of beating EBs as well as the 

percentage of positive cells for ACTC1 staining were measured 

to monitor cardiomyocyte differentiation (Figure R.25A). 



 

 98

Figure R.25. Transiently depleted Tdg mESCs are primed for cardiac 
differentiation. (A) Schematic representation of the experimental steps. 
mESCs were transfected with an siRNA against Tdg. At 96 hours post-
transfection, when mESCs have sensed for longer time the KD effect, EB 
differentiation was initiated. 10 days later, the percentage of beating EBs 
and ACTC1 positive cells were assessed. (B) TDG expression in siC and 
siTdg cells at different time points (48h, 76h, 96h and 120h) after siRNA 
transfection. GAPDH is included as loading control. (C) Percentage of 
beating EBs for siTdg and siC transfected cells. The average of 6 
independent replicates is provided. Error bars indicate +/- SEM. A student 
T-test was performed to test statistical significance. “*” means p-
value<0.05; “**” p-value<0.01 and “***” p value<0.001. (D) Percentage of 
positive cells for ACTC1 cardiomyocyte marker in siC and siTdg transfected 
cells. Data produced using a second siRNA against Tdg (siTdg #2) is shown 
as well. An average of 3 independent replicates is provided for both siTdg. 
Error bars represent +/- SEM. A student T-test was performed to test 
statistical significance. “*” means p-value<0.05; “**” p-value<0.01 and “***” 
p value<0.001. 
 

Transiently Tdg depleted mESCs produced an increased 

percentage of beating EBs (Figure R.25C) and ACTC1 

positive cells (Figure R.25D). These results indicate that Tdg 

transiently depleted cells are more primed for cardiac 

differentiation compared to the control. As an independent 

validation, we used a secondary siRNA against Tdg with a 

different seed sequence. We found a similar increase in the 

number of positive ACTC1 cells in EBs at day 10 of 

differentiation (Figure R.25D, right), supporting the specific 

action of TDG on cardiomyocyte specification.  

Additionally, RNA-seq performed on EBs from siTdg and 

control cells showed an increased expression of some key 

cardiomyocyte gene markers (Figure R.26A). The analysis of 

the increased expression on cardiac lineage markers was 

extended and further verified by qPCR (Figure R.26B). Thus, 

siTdg transiently transfected mESCs mimics S-G2/M, being 
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both more susceptible to differentiate towards the cardiac 

lineage.  

Figure R.26. EBs from transiently depleted Tdg mESCs showed 
increased expression of cardiomyocyte markers. (A) Gene expression 
from RNA-seq experiment showing RPKM values for key cardiac markers. 
(B) qPCR analysis of cardiomyocyte markers. The average relative 
expression against the housekeeping gene Rplp0 of 4 independent 
replicates is provided. Error bars indicate +/- SEM. A student T-test was 
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performed to test statistical significance. “*” means p-value<0.05; “**” p-
value<0.01 and “***” p value<0.001. 
 
 

However, TDG transient depletion does not affect mESCs 

nature. This was shown as transiently Tdg depleted mESCs 

had no morphological (Figure R.27A), cell cycle structure 

(Figure R.27B) or transcriptomic (Figure R.27C, D) 

differences compared to control cells. Cell morphology was 

checked using conventional microscopy and the characteristic 

dome-shaped colonies were observed in transfected mESCs 

for both siControl and siTdg (Figure R.27A). Cell cycle 

structure was assessed by fixing the cells at 48 and 96 hours 

post-transfection and staining them with PI, and no differences 

were observed between conditions (Figure R.27B). Finally, in 

order to analyze a potential impact of TDG on transcription, we 

analyzed the whole transcriptome by RNA-seq on 48 and 96 

hours post-transfection samples. Comparative analysis of 

siControl and siTdg transcriptome showed that few genes (54 

at 48h and 26 at 96h) were differentially expressed by more 

than 2 fold-change. This indicates that TDG has minor impact 

on gene expression in mESCs.  
 
Moreover, in order to discard that the effect on beating EBs is 

due to a difference on EB cellularity, the number of cells per 

EB was measured in siControl and siTdg transfected cells. No 

differences in cell number were observed between EBs from 

siC and siTdg transfected cells (Figure R.27E), indicating that 
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the increased cardiomyocyte differentiation was independent 

of the cell number present per EB.  

Figure R.27. Cardiomyocyte priming is independent of Tdg depletion 
effect in mESCs. (A) mESC morphology in siC and siTdg transfected cells, 
48h after transfection. (B) Percentage of cells in G1, S or G2/M from siC 
and siTdg transfected cells at 48h and 96h post-transfection. Cell cycle 
structure was determined by PI staining. The average of 4 independent 
replicates is provided and error bars indicate +/- SEM. (C) Scatter plot 
showing the differentially expressed genes in siC siTdg 48h post-
transcription (full genome). The average of 2 independent replicates is 
provided. Dark and light pink-colored dots represent significantly 
upregulated genes in siC and siTdg cells respectively. The legend on the 
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right represents dot density. Darker zones represent higher dot density. (D) 
Scatter plot showing the differentially expressed genes in siC siTdg 96h 
post-transcription (full genome). The average of 2 independent replicates is 
provided. Dark and light pink-colored dots represent significantly 
upregulated genes in siC and siTdg cells respectively. The legend on the 
right represents dot density. (E) Relative number of cells per EB at day 4 of 
differentiation. 4 independent replicates are shown. Error bars indicate +/- 
SEM.   
 

Taken together, these results suggest TDG, a cell cycle-

dynamically expressed protein, as the molecular determinant 

for pluripotency segregation, priming in its absence mESCs for 

cardiomyocyte differentiation upon differentiation cues. 
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9. TDG together with its partner TP53 act as 
molecular determinants for cell cycle 
pluripotency segregation 
 
To deepen into the molecular mechanisms by which TDG 

regulates lineage commitment in mESCs, TDG genome-wide 

occupancy was determined by ChIP-seq. ChIP-seq allow the 

identification of genome-wide protein binding sites by using 

specific antibodies. Therefore, by performing ChIP-seq for 

TDG we would get insights into its role in gene regulation. To 

identify regions significantly occupied by TDG, we performed 

peak analysis using MACS2. We identified a total of 1822 

regions occupied by TDG (called peaks). We found a 

significant occupancy on regulatory regions of genes (distal, 

proximal, 5’ and 3’ UTR) and inside gene bodies (CDS) (Figure 
R.28A, B). In order to identify potential TDG regulated genes, 

we assigned the 1,822 regions to 1,607 closest genes.   

Figure R.28. TDG peaks are located around TSSs. (A) Superimposed 
pie chart representing the TDG peaks distribution in intergenic, introns, 
CDS, 3’ UTR, 5’UTR, proximal and distal regions.  The genome-wide 
distribution of each genomic category has been considered. (B) Heat map 
from TDG peaks localization centered to the peak summit (± 5kb). IgG has 
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been included as a negative control. (C) Metagene plot showing TDG peaks 
±3Kb around the TSS. TDG is indicated in pink and IgG control, in grey. 
 

GO enrichment analysis of TDG peaks was performed in order 

to identified associated categories. Using the ChEA library 

(including data from published TF ChIP-seq data) revealed a 

close relationship between TDG and the transcription factor 

TP53 target genes (Figure R.29A). Moreover, motif analysis 

using MEME-ChIP revealed TP53 as the most significant motif 

for TDG peaks (Figure R.29B). Furthermore, co-occupancy 

analysis with other 200 different factors in ESCs positioned 

again TP53 as the most significant sharing TDG target genes 

(Figure R.29C).  
 

 
Figure R.29. TDG and TP53 co-occupy target sites genome-wide. (A) 
GO analysis using ChEA library, containing ChIP-seq data from TF already 
published. (B) Motif enrichment analysis for TDG peaks. Note TP53 DNA 
motif shows as the most significantly enriched. DNA motif is provided next 
to TP53 category. (C) Percentage of TDG co-occupancy with chromatin 
factors regulating ESCs identity. The coordinates of TDG peaks were 
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compared against available data of the genomics coordinates enriched for 
179 factors in mESCs, using the BinDB software (Livyatan et al., 2015).  
 

These data indicate a co-occupancy between TDG and TP53. 

In fact, TDG was previously described to bind TP53 on human 

lung cancer cell line H1299, modulating its activity by being a 

transcriptional co-activator (Kim and Um, 2008).  

 
In line with this, target gene expression of siTdg and control 

cells point TDG as a gene activator, as 341 of its target genes 

get downregulated upon its downregulation at 96h by gene set 

enrichment analysis (GSEA) (Figure R.30.A). The difference 

between 341 downregulated target genes and the reduced 

number of prior identified differentially expressed genes (26 in 

total) between siC and siTdg samples 96h post-transfection 

(Figure R.27C,D), is due to the criteria used to determine 

differentially expressed genes. For differentially expressed 

genes analysis, 2 fold-change of difference between samples 

and at least 1 RPKM of expression in one of them was applied. 

However, GSEA does not use any cut-off, but ranks the genes 

according to their difference in expression between samples 

and defines if a prior given subset of genes is significantly 

different.  

GO analysis of the downregulated 341 TDG target genes after 

Tdg KD, showed developmental-related categories among the 

most enriched ones, such as axogenesis or dendritic spine 

morphogenesis (Figure R.30B). Thus, TDG together with 

TP53 may act activating transcriptional programs that would 
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facilitate early differentiation priming. They might also interfere 

on regulatory networks for later blockade of cardiac lineage 

specification observed in G1 cells.   

Figure R.30. TDG is a gene activator in mESCs. (A) Gene set enrichment 
analysis (GSEA) plot for RNA-seq data from siC and siTdg transfected cells 
at 96h post-transfection. TDG target genes were chosen as gene set and 
expression data of siC and siTdg cells was ranked according to gene 
expression. siTdg condition is positioned to the left, while siC, to the right. 
(B) GO analysis of the TDG target 341 genes that are more affected by Tdg 
transient depletion.  
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More than 30 years have passed since cell cycle and 

pluripotency were linked together. Back then, EC cells were 

proposed to initiate cell differentiation from G1 cell cycle phase 

(Mummery et al., 1987a; b). However, only recently new 

implemented tools have allowed to address the question of 

how cell cycle controls pluripotency. The FUCCI system has 

provided a great advance in the field as it allows to monitor cell 

cycle progression in living ESCs as well as to separate them 

efficiently by cell cycle phases using FACS sorting. 

Importantly, this neither generate perturbations in the cell cycle 

machinery nor produce cytotoxic effects. Thus, the FUCCI tool 

has permitted to direct the firsts studies about the molecular 

mechanisms of the cell cycle pluripotency-exit link in hESCs 

(Pauklin and Vallier, 2013; Pauklin et al., 2016; Singh et al., 

2013, 2015). However, these studies did not reach the same 

conclusion regarding the mechanism behind cell cycle and 

lineage commitment, although they could be complementary. 

Ones pointed directly the cell cycle machinery (precisely Cyclin 

D1) as the determinant for G1 pluripotency exit and described 

how pluripotency is segregated through the cell cycle via Cyclin 

D1 (Pauklin and Vallier, 2013; Pauklin et al., 2016). Yet, others 

described epigenetic mechanisms as the cause for the G1 

pluripotency exit. Specifically, bivalent domains (Singh et al., 

2015; Grandy et al., 2015) and 5-hmC DNA modification (Singh 

et al., 2013) establishment during the cell cycle with the 

corresponding changes in gene expression were proposed to 

be the cause. Nonetheless, these studies showed 
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discrepancies on how bivalency is dynamically regulated 

during cell cycle progression (Singh et al., 2015; Grandy et al., 

2015) and could not explain the G1 pluripotency segregation 

previously observed (Pauklin and Vallier, 2013). Thus, further 

studies will need to be performed to shed light on the molecular 

mechanism involved in this area of research. Moreover, all 

these studies were performed using hESCs as a cell model. 

Thus, an extra level of complexity is added when considering 

other species such as mESCs, which differ from hESCs in 

many aspects cell cycle-wise. Importantly, as metastable 

mESCs cultured in serum/LIF do not show cell cycle phase 

specificity on the CDK activity (Stead et al., 2002), the Cyclin 

D1 model is automatically not valid for mESCs growing in 

serum/LIF. An important aspect to be considered is the fact 

that different features exist in the chromatin composition and 

transcriptional programs depending on the culture medium 

used. While 2i/LIF cultured mESCs resemble naïve ICM cells 

of E3.5 blastocyst embryos and serum/LIF cultured mESCs are 

in metastable state resembling both naïve ICM cells and 

primed EpiSCs, hESCs mirror primed EpiSCs from post-

implantational embryos. Thus, comparing mESCs and hESCs 

is not yet accurate as they do not share the same in vivo 

counterparts and the cell cycle mechanisms for lineage 

specification initiation may also differ between naïve and 

primed cells. To compare such mechanisms between both 

species, more experiments will be needed to identify a 
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consensus cell culture medium supporting the naïve state of 

hESCs. 

All these questions, and others, are still under debate in the 

field and will have to be addressed in future studies.  

 

In this thesis we have focused on the investigation of the cell 

cycle pluripotency exit in naïve 2i/LIF cultured mESCs and its 

molecular characterization. For this purpose, we have explored 

the segregation of the two main characteristics of ESCs (self-

renewal and pluripotency capacity) during cell cycle 

progression. We have shown that while cell cycle does not 

impact on self-renewal, it does on pluripotency, being S-G2/M 

cells primed for cardiomyocyte differentiation. In order to 

examine the molecular mechanisms behind this segregation, 

we have characterized the transcriptome and the proteome of 

mESCs during the cell cycle. From this analysis we have 

placed TDG, which is more expressed in G1 phase, as our 

candidate determinant for the observed segregation of 

pluripotency. We have shown how, by transiently depleting 

Tdg, we are able to recapitulate the S-G2/M cardiomyocyte 

differentiation priming. ChIP-seq experiment revealed TP53 as 

a possible partner for TDG, which would act together shaping 

lineage commitment transcriptional networks.  
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Gem-mESCs as a model to study cell cycle 
 
The FUCCI system, published in 2008 by Sakaue-Sawano and 

co-workers (Sakaue-Sawano et al., 2008) has supposed a 

revolution on the molecular study of cell cycle progression. It 

has allowed to bypass the use of chemical drugs, which 

interfere with cell cycle machinery and produces cytotoxic 

effects, often leading to spontaneous cell differentiation. 

Moreover, the FUCCI system permits cell sorting thanks to its 

cell cycle phase-specific fluorescence. It also overcomes the 

inconveniences of other techniques, such as the set up needed 

for the use of the centrifugal elutriation technique, for which 

possible apoptotic effects has not been discarded. Overall, the 

FUCCI tool represents the most attractive way for studying the 

molecular aspects of cell cycle. For all these reasons we have 

chosen our model system based on FUCCI. We have used an 

already published mESCs cell line (Aranda et al., 2014), which 

we called Gem-mESCs, constitutively expressing the cell cycle 

regulated GEMININ protein fused to the fluorescent protein 

AzamiGreen. Thus, cells in G1 cell cycle phase do not show 

any green fluorescence, while S-G2/M cells do. Therefore, 

allowing the physical separation of G1 and S-G2/M by FACS 

sorting. We have cultured Gem-mESCs in 2i/LIF conditions as 

cells cultured in the presence of these two inhibitors and LIF 

have been proved to resemble more to the in vivo ICM cells 

from blastocyst embryos (Kolodziejczyk et al., 2015). For 

further characterization of the cell line, transcriptomic analysis 
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were performed, comparing Gem-mESCs to the parental 

mESCs cell line R1. Moreover, validations were also 

performed for sorted cells to ensure correct cell cycle phases 

purification.  

All together verified Gem-mESCs as a suitable cell model to 

study cell cycle.  

Our model is missing one of the two FUCCI probes, specifically 

the one marking G1 phase (CDT1 fused to the fluorescent 

protein KO2) (Sakaue-Sawano et al., 2008). A disadvantage 

for Gem-mESCs in front of the original FUCCI system, is that 

it cannot identify early and late G1 cells. However, for this study 

we wanted to have a global picture of the cell cycle role in 

pluripotency exit comparing G1 and S-G2/M cells.  

Another disadvantage of our system would be that we cannot 

distinguish between negative green fluorescent cells being G1 

cells or cells that have lost the AG-Geminin construct. To 

overcome this, we culture the Gem-mESCs in the presence of 

geneticin (the selection antibiotic) and we routinely check DNA 

content of sorted cells.  

As a way to strength the results of our functional assays and to 

discard potential technical bias, such as clonal specific effect 

on Gem-mESCs or possible differential effects of the FACS 

sorting process, alternative methods are being implemented in 

the laboratory. These include the usage of centrifugal 

elutriation and nocodazole treatment to obtain G1 and S-G2/M 

cells. Centrifugal elutriation relies on the physical separation of 

cells based on cell cycle size differences. Instead, nocodazole 
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acts by chemically inhibiting microtubules formation, therefore 

arresting cells in G2/M phases of the cell cycle. Nocodazole 

has been very recently described to be the most efficient small 

molecule to synchronize cells in G2/M cell cycle phases while 

not affecting them transcriptomically (Yiangou et al., 2019). In 

both cases, after either having a G1 and S-G2/M separated 

cells or G2/M arrested cells, an EB differentiation protocol will 

be performed to assess cardiomyocyte differentiation. We 

expect to obtain similar results to FACS sorted G1 and S-G2/M 

Gem-mESCs, being S-G2/M cells more primed for cardiac 

lineage commitment.  

 

 

Self-renewal capacity is not altered during cell 
cycle 
 

Once our cell model was validated for having minor 

transcriptomic changes compared to the R1 parental cell line, 

and for being efficient in separating cells in different cell cycle 

phases by FACS sorting, we started to characterize 

functionally mESCs during the cell cycle. First, we focused on 

the self-renewal capacity, one of the two major characteristics 

of ESC. Self-renewal is often misused in published reports as 

a synonym for pluripotency, the other main ESC characteristic. 

However, these are two different concepts that we clearly 

separate during this thesis. While pluripotency is the ability to 

differentiate to all cell types, self-renewal is the capacity to 
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divide indefinitely while maintaining the undifferentiated or 

pluripotent state.  

We have shown that the same number of cells is produced 

regardless of the initial cell cycle phase in which cells were 

cultured. Moreover, the transcriptomic profile was not affected 

between cultured cells having been sorted in G1 and S-G2/M. 

From these results we therefore concluded that self-renewal 

capacity is not altered during the cell cycle. Supporting this, 

both G1 and S-G2/M sorted cells only need 24 hours to restore 

their cell cycle profile, meaning the original percentages of cells 

in G1, S and G2/M phases of the cell cycle.  

 

 

Pluripotency capacity is altered during cell cycle 
 
Following the objective of characterizing the two properties of 

ESCs, pluripotency was assessed in vitro by scRNA-seq from 

EBs. scRNA-seq allows the identification of cell heterogeneity 

in a given population. Thus, by performing this experiment we 

expected to determine the different cell types produced 

differently (if so) during the EB differentiation protocol starting 

from G1 and S-G2/M cells. From this analysis we were able to 

show that while G1 cells give rise to more endodermal cells, S-

G2/M cells have a higher propensity to differentiate towards 

mesodermal cells compared to S-G2/M and G1 respectively.  

Pluripotency segregation was already described before in 

hESCs, although it was restricted to early and late G1 phase, 
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being early G1 and late G1 cells more primed for endodermal 

and ectodermal differentiation respectively (Pauklin and 

Vallier, 2013; Pauklin et al., 2016). This differentiation bias was 

described to be driven by Cyclin D proteins, which oscillate 

during cell cycle (Pauklin and Vallier, 2013; Pauklin et al., 

2016). However, alternative mechanisms must exist in 

mESCs, as Cyclin Ds are not regulated during cell cycle (Stead 

et al., 2002). 

Not only this but scRNA-seq allowed us to confirm the already 

described existence of a G1 window of time permissive for 

lineage commitment upon differentiation cues (Sela et al., 

2012; Calder et al., 2013; Gonzales et al., 2015; Coronado et 

al., 2013). We speculate that the increased transcriptional 

noise found in G1 mESCs could be the reason for the higher 

differentiation sensitivity observed in these cells compared to 

S-G2/M. In fact, increased transcriptional noise preceding 

lineage specification has been proposed before as a 

mechanism for cell fate-decision making process during early 

mouse development (Mohammed et al., 2017). 

 

 

S-G2/M cells are primed for cardiomyocyte 
differentiation 
 
The observed pluripotency segregation of S-G2/M cells 

towards mesodermal lineage was further characterized and 

delineated to cardiomyocyte specification. For this, we 
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performed EB differentiation and assessed the percentage of 

beating EBs. Moreover, we monitored the differentially 

expressed genes at late time points of differentiation and 

ACTC1 cardiomyocyte marker positive cells from G1 and S-

G2/M originally formed EBs. Analysis showed an increased 

percentage of beating EBs from S-G2/M conditions, together 

with heart related categories when GO analysis were 

performed from day 8 bulk RNA-seq from EBs. ACTC1 cardiac 

marker staining revealed an increased number of differentiated 

cardiac cells from original S-G2/M mESCs. Thus, we 

concluded S-G2/M cells are more primed for cardiomyocyte 

differentiation compared to G1 cells. In vivo pre-cardiac 

mesodermal cells are known to undergo high levels of DNA 

synthesis (Pasumarthi and Field, 2002). Considering this, our 

hypothesis is that pre-cardiac mesodermal cells start cardiac 

differentiation from S phase cells.  

Moreover, bulk RNA-seq also validated the faster 

differentiation initiation from G1 compared to S-G2/M.  

However, no endodermal priming was observed from G1 

mESCs from bulk RNA-seq data. We hypothesize that 

endodermal differentiation could be masked by the EB cell 

heterogeneity, being bulk RNA-seq not sensitive enough to 

capture this difference in lineage specification priming. Specific 

protocols for endoderm differentiation would be required to 

validate this specific segregation of pluripotency from G1 

mESCs.  
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Cell cycle is determinant for in vivo cell 
specification 
 
With the aim to test the relevance of the cell cycle-pluripotency 

dissociation in vivo, we performed for the first time chimera 

contribution analysis of G1 and S-G2/M cells. From this, we 

have concluded that the cell cycle impact on pluripotency is not 

specific of in vitro systems, but it also occurs in vivo. 

Specifically, G1 cells injected mESCs into blastocist embryos 

contributed significally more to extraembryonic yolk sac 

compared to S-G2/M cells.  

Nonetheless, the in vitro observed differentiation priming for 

G1 and S-G2/M cells for endodermal and mesodermal 

lineages was not observed from the in vivo chimera formation 

assay. Yet, we believe that the developmental timing that 

represent cultured mESCs is not equivalent to the timing when 

mESCs were injected. mESCs were injected into E3-E3.5 early 

blastocyst stage embryos, prior to primitive endoderm and 

epiblast cells cell fate decision is taken. Thus, suggesting cell 

cycle plays a role on cell fate decision at different 

developmental stages.  

In fact, during early mouse development, pluripotent cells are 

found as an asynchronous cell population (Mohammed et al., 

2017). This is not only true for mouse but also for human early 

embryos, proven after analyzing single cell RNA-seq data from 

Petropoulos and co-workers report (data not shown) 
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(Petropoulos et al., 2016). Asynchrony in different stages of 

development could be thus crucial for cell fate decisions.  

G1 and S-G2/M mESCs injections at earlier (before 

trophectoderm and ICM decision is taken) or later (before 

epiblast specification) time points would be key to validate this 

hypothesis.  

 

Transcriptomic and proteomic differences across 
cell cycle progression 
 
To characterize at the molecular level the functional 

differences between G1 and S-G2/M cells, an unbias approach 

was followed and the transcriptome and proteome were 

evaluated on these cells. 

 

Transcriptomic analysis did not show changes that could help 

understanding the observed phenotype in G1 and S-G2/M 

cells. Transcriptome analysis during the cell cycle did not go in 

line with what was already published in hESCs, as 

developmental genes were not found to be upregulated in G1 

cells (Singh et al., 2013) but on the contrary, in S-G2/M cells. 

We are currently re-analyzing the data considering lowly 

expressed genes (RPKMs lower than 1) and checking if 

developmental genes appear to be differentially enriched in G1 

cells compared to S-G2/M in this case.  

Nonetheless, these initial contradictory results could be 

explained by intra-species differences, as they show different 
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cell cycle regulation. Moreover, mESCs and hESCs in vivo 

counterparts exhibit different pluripotent states, being naïve 

and primed ESCs respectively. Primed ESCs are molecularly 

readier to differentiate and this could account for the observed 

discrepancies on developmental genes expression. 

 

On the other hand, proteomic analysis showed changes in 

expression during cell cycle. We found DNA 

methylation/demethylation proteins as highly dynamic during 

progression of cell cycle. More precisely, we identified TDG as 

one of the most enriched proteins in G1. Tdg depletion was 

described to cause embryonic lethality (Cortellino et al., 2011; 

Cortázar et al., 2011) and heart abnormalities were shown to 

be one of the phenotypes in mice (Cortellino et al., 2011). 

Then, we postulated TDG as our candidate molecular 

determinant for the in vitro observed pluripotency segregation.  

TDG upregulation in G1 cells has been described in human 

HeLa cells before (Hardeland et al., 2007). TDG was shown to 

be degraded by the proteasome system when cells enter the S 

phase of the cell cycle until G2 (Hardeland et al., 2007). A 

proteasome degradation mechanism of TDG would go in line 

with the fact that we did not observe significant changes in 

expression for the Tdg gene.  

 

 

Of note, G1 enriched proteins were a minority compared to S-

G2/M. And among them, we identified several mitochondrial 
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proteins. In fact, mitochondrial proteins have been described 

to be differentially expressed in differentiating cells compared 

to pluripotent cells (Enomoto et al., 2015). In line with this, 

pluripotent cells rely on the glycolysis metabolism and 

differentiated cells, on mitochondrial respiration (Xu et al., 

2013). Thus, a metabolic change is important to be happening 

when cells initiate differentiation. Being G1 a window of time 

for differentiation to occur, we speculate that differential 

expression of mitochondrial proteins may prepare the cell for 

lineage commitment in response to differentiation cues. 

 

 

TDG determines cell cycle priming for 
cardiomyocyte differentiation 
 
With the purpose of validating our candidate protein, we 

characterize TDG functionally. For this purpose, Tdg was 

knocked-down transiently and EB differentiation towards 

cardiomycoytes was performed. These results showed that 

Tdg transient downregulation resulted in an increased 

percentage of beating EBs and positive ACTC1 cells, sharing 

the same phenotype as S-G2/M cells. To further verify TDG 

implication on cardiac lineage segregation during the cell 

cycle, a transiently overexpressing Tdg-3HA system is being 

generated in the laboratory. After transfecting the cells, EB 

differentiation will be performed and the percentage of beating 

EBS together with the percentage of positive ACTC1 cells will 
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be determined. We expect to obtain a reduced cardiomyocyte 

differentiation priming in Tdg-3HA overexpressing cells, when 

compared to control cells.  

 

Moreover, as EB differentiation turns to be spontaneous and a 

lot of variability could be seen between replicates, more 

directed cardiac lineage protocols should be established and 

performed for further characterization. An example for such 

variability can be observed comparing the EB differentiation 

experiments performed with in G1 and S-G2/M cells and siC 

and siTdg transfected cells. While between 5 and 11% of the 

cells were positively stained by ACTC1 in cell cycle 

experiments (Figure R.13E), 30-50% of cells were positive for 

ACTC1 in transfected cells (Figure R.25.D).  

 Although we have tried some cardiomyocyte differentiation 

protocols (Morey et al., 2015; Craft et al., 2013; Kattman et al., 

2011; Kokkinopoulos et al., 2016), we have faced several 

technical problems not obtaining differentiated cardiomyocytes 

up to date. However, by transiently knocking down Tdg we 

have obtained comparable results to published protocols, 

being cardiomyocyte cells around 50% of the total cell 

population in our data and 60% in published reports (measured 

in both cases using cardiac markers) (Kattman et al., 2011; 

Kokkinopoulos et al., 2016). Thus, by simply transiently 

depleting Tdg we could substantially improve cardiac 

differentiation using a very simple protocol, going from around 

30% to 50% of differentiated cells.  
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Taken together, these results suggest TDG as the molecular 

determinant for the observed cardiomyocyte priming 

differentiation, acting by blocking this lineage specification in 

G1 cells. Importantly, we have linked TDG with pluripotency 

segregation for the first time.  

 

 

TDG localizes genome-wide on TP53 target genes 
 

To expand the characterization of the molecular pathways 

regulating cell cycle-linked pluripotency segregation, TDG 

ChIP-seq was performed. By ChIP-seq we identified TDG to 

be bound to regulatory regions and gene bodies. GO analysis, 

motif enrichment analysis and genomic co-occupancy with 

other factors pointed towards a TDG-TP53 association 

genome-wide. The downregulation of target genes upon Tdg 

knockdown suggest TDG to be a gene expression activator. 

Moreover, we showed that the downregulated TDG target 

genes upon Tdg KD are developmental related genes, 

suggesting a possible link between TDG and the phenotypic 

effect we observed during cell cycle.  

TDG and TP53 were shown previously to physically interact 

and regulate each other expression in human cell lines (Kim 

and Um, 2008; Da Costa et al., 2012). However, they were 

never linked to play a role on pluripotency segregation before.  

Further experiments, such as IP and the doble Tdg-Tp53 

knockdown, are planned to be performed to verify TDG-TP53 
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interaction and to test their functional association. Moreover, 

mutagenesis on TDG TP53-interaction domain is being 

performed to determine whether the TDG-associated 

phenotype during cell cycle is dependent on TP53 interaction. 

In particular, the TDG E321Q mutation, which has been 

described to affect TP53 interaction (abrogating SUMO-1 

binding) (Mohan et al., 2007). After TDG E321Q mutation has 

been achieved, cells depleted from wild-type TDG will be 

transfected with TDG E321Q and EB differentiation will be 

performed to assess cardiomyocyte differentiation. By losing 

TDG-TP53 interaction, we expect to lose the effect on cardiac 

lineage specification as well.  

 

 

From all the data generated in this thesis, we can mainly 

conclude that: (1) G1 cells downregulate pluripotency genes 

and, subsequently, upregulate early differentiation genes more 

rapidly than S-G2/M mESCs upon differentiation cues. (2) S-

G2/M mESCs are more primed to cardiac lineage specification 

compared to G1. (3) TDG is overexpressed in G1 cells 

compared to S-G2/M cells. (4) Tdg transient downregulation 

prime mESCs for cardiomyocyte differentiation. (5) TDG 

occupies TP53 binding sites. (6) TDG is a transcriptional 

activator. From this, our proposed model includes a cell cycle-

regulated TDG association with TP53 in G1, which leads to 

gene activation. This role of TDG binding to TP53 and 

potentiating transcriptional activation has already been 
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suggested to happen in the human cancer cell line H1299 (Kim 

and Um, 2008). Thus, TP53 transcriptional programs would be 

activated. TP53 has been shown to act promoting ESCs 

differentiation by downregulating pluripotency genes (Lin et al., 

2005; Jain and Barton, 2018). Thus, TP53 enhanced activity 

by the TDG activator role would lead to early differentiation 

from G1 cells (Figure D.1). However, TP53 transcriptional 

programs have a dual role in regulating ESCs nature. While 

some cell differentiation programs are induced, other are 

inhibited (Aylon Oren M, 2019; Jain and Barton, 2018). Thus, 

the TP53 regulatory network may also act blocking cardiac 

differentiation specifically in G1 cells, being potentiated by 

TDG (Figure D.1). Alternatively, cardiac differentiation 

blockade may be the result of a lineage exhaustion, after early 

mesodermal genes having been expressed prematurely in G1 

mESCs. On the contrary, in S-G2/M cells, where TDG is less 

present, TDG-TP53 interaction would not occur and cells will 

be primed for cardiomyocyte differentiation (Figure D.1). 
 
 
 

By exploiting the acquired knowledge from this thesis on the 

role of TDG in pluripotency segregation, improvements on in 

vitro cardiac lineage-directed protocols could be implemented.  
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Figure D.1. Model for TDG-TP53 mediated G1 pluripotency-exit and 
cell cycle-linked segregation. TDG, being expressed in G1 cell cycle 
phase, binds to TP53 regulating its activity. This results in TP53 
transcriptional program activation, which would lead to differentiation 
initiation and potentially to cardiac lineage specification blockage. This 
could be also achieved through the activation of early differentiation 
programs, by exhausting the cardiac lineage particular lineage program.  
 

 

This would be of high importance for regenerative medicine 

purposes and for drug discovery screenings. 

On the other hand, this could also be applied in other research 

areas such as cancer. In fact, Tdg has been seen to be de-

regulated in different cancer types (data not shown, from the 

“Oncomine” and “The human protein atlas” databases) 

(Mancuso et al.). First-generation TDG inhibitors has been 

isolated and its anti-cancer activity has already been tested 

(Mancuso et al., 2019). Thus, we believe cell cycle-regulation 
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of TDG may have potential medical applications, not only in the 

field of regenerative medicine but also in cancer.  

However, there are still many basic outstanding questions that 

remain. Why is differentiation initiated from G1 cell cycle 

phase? Why and when is cell cycle restructured when 

differentiation occurs? Are the mechanisms behind this link 

universal or specific for different species or cell types? By 

answering them, the knowledge on the field will be increased 

and this would be important for later applications for medical 

purposes. 
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From the work presented in this thesis we can draw the 

following main conclusions: 

 

1. Gem-mESCs represents an adequate and useful model to 

study cell cycle molecularly. 

 

2. Cell cycle does not impact on the self-renewal capacity of 

mESCs. 

 

3. G1 cell cycle phase represents a window of time for cell fate 

commitment, being cells in this cell cycle fate more sensitive 

upon differentiation cues. 

 

4. Pluripotency is segregated during cell cycle progression in 

vitro, being S-G2/M cells more primed for cardiomyocyte 

differentiation.  

 

5. Cell cycle segregates pluripotency in vivo as well, 

contributing G1 cells more towards primitive endodermal 

tissues, after being injected in early E3.0-E3.5 blastocysts.  

 

5. Transcriptomic changes observed during cell cycle could not 

explain S-G2/M cardiomyocyte priming.  

 

5. Proteome analysis during cell cycle progression identified 

TDG as one of the more expressed G1 proteins compared to 

S-G2/M cell cycle phases. 
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6. Transient depletion of Tdg results in an increased cell 

propensity to differentiate towards the cardiac lineage.  

 

7. TDG genome-wide distribution overlaps with that found in 

TP53. 

 

8. TDG binds to TSSs and acts as an activator of gene 

expression. 

 

9. TDG controls the activity of developmental genes. 
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Cell culture 
Gem-mESCs (Aranda et al., 2014), R1 mESCs (male mESCs 

of 129S1/SvImJ and 129X1/SvJ strains; from A. Nagy, 

Toronto, Canada) and E14TG2a mESCs (male mESCs of 

129/Ola strain; Sigma-Aldrich) were grown feeder-free on 

tissue culture plates coated with 0.1% gelatin (Millipore). 

Coating was achieved by incubating plates with gelatin at 37ºC 

for at least 15 minutes.  

mESCs were cultured in 2i/LIF medium to support naïve 

culture conditions: DMEM/F12:Neurobasal 1:1, supplemented 

with 0.5x N2 supplement, 1x B27 supplement, 0.5mM β-

mercaptoethanol, glutamax, MEM non essential amino acids , 

penicillin-streptomycin, BSA V 0,033% (all from Gibco), 1 μM 

PD0325901 and 3μM CHIR99021 (Selleckchem), and 

Leukemia Inhibitory Factor (LIF). Alternatively, cells were 

grown in metastable culture conditions in serum-free medium 

(Knockout Dulbecco’s modified Eagle’s medium (DMEM)), 

supplemented with 20% Knockout Serum Replacement (KSR), 

0.5mM β-mercaptoethanol, 2mM glutamax, MEM non-

essential amino acids, penicillin-streptomycin (all from Gibco) 

supplemented with LIF. 

 

FACS sorting 
FACS sorting was performed at the CRG Flow Cytometry Unit. 

Either FACSAria II SORP or BD Influx sorters (BD 

Biosciences) were used for cell sorting. 

Gem-mESCs 
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For Gem-mESCs, cells were collected using Trypsin (Gibco) to 

obtain a single cell suspension. Cells were then filtered to get 

rid of cell aggregates and sorting was performed. 

E14TG2a 

E14TG2a cells were collected using Trypsin (Gibco) to obtain 

a single cell suspension and were then fixed with 4% 

paraformaldehyde for 10 minutes at room temperature in 

rotation. Fixation was stopped by addition of 0.125M glycine 

(pH=7.4) for 5 minutes at room temperature in rotation. 3 PBS 

washes were then performed (with centrifugation steps of 5 

minutes at 500g between washes). 

1.5xE6 cells were incubated on ice for 10 minutes with DRAQ5 

(abcam) at 5μM concentration to stain DNA content. Cell 

sorting was then performed. 

 

Cell transfection 
mESCs were reverse transfected with lipofectamine 

(Lipofectamine 2000; Invitrogen) with 30nM siRNA (from 

Sigma-Aldrich) directed to Tdg or with control siRNA (siRNA 

universal negative control #1; Sigma-Aldrich). The sequence 

of the siRNAs used against Tdg are listed in the Table MM.1 
below. 

siRNA Forward Reverse 
Tdg #1 GAAAUCCGGCAAGUCUA

CA[dT] 

UGUAGACUUGCCGGAUUU

C[dT] 

Tdg #2 GAAACUCUGUGCUACGU

CA[dT] 

UGACGUAGCACAGAGUUU

C[dT] 
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Table MM.1. siRNA sequences against Tdg. Forward and reverse 
sequences for siTdg #1 and siTdg #2 are provided. All the sequences are 
shown in a 5’ to 3’ direction. 
 
 
 
Embryoid body formation 
For EB formation, mESCs were plated in hanging-drops at 

1000-2000 cells per 20μl concentration in Glasglow Minimum 

Essential Medium (Sigma-Aldrich) supplemented with 10% 

Fetal Bovine Serum (FBS), 0.5mM β-mercaptoethanol, 2mM 

glutamax, MEM non-essential amino acids, penicillin-

streptomycin (Gibco). After 2 days in culture, EBs were 

collected and cultured in non-treated plates. The medium was 

changed every 2-3 days. EBs were collected at different 

timepoints and processed for RNA extraction.  

For Gem-mESCs, cells were initially FACS sorted and then the 

EB differentiation protocol was started.  

Percentage of beating EBs assessment 

To assess the percentage of beating EBs, EBs were plated on 

gelatinized 96 well plates individually (1 EB per well) at day 5 

of differentiation, so that they get attached on the plate. 

Generally, 48 EBs were plated per condition. The medium was 

changed every 2-3 days and the percentage of beating EBs 

was assessed by counting the number of EBs showing any 

beating area over the total number of EBs.  

Number of cells per EB assessment 

To count the number of cells per EB, same number of EBs 

were collected per condition and were disaggregated using 

TrypLE Express (Invitrogen) to obtain a single cell suspension. 



 

 138

Number of cells per ml was then assessed using a Neubauer 

chamber.  

 

Protein extraction and Western Blotting 
Whole cell extracts were prepared in lysis buffer (whose 

composition is indicated below). Samples were then boiled for 

10 minutes at 96ºC for protein denaturation. Protein extracts 

were quantified by BCA protein assay kit (Thermo Scientific), 

following instructions from manufacturers. 4x Laemli Buffer 

was then added to 10-20ug of protein and samples were boiled 

for 5 more minutes at 96ºC.  Samples were then resolved by 

sodium dodecyl sulfate-polyacrylamide gel electrophoresis 

(SDS-PAGE) in running buffer (detailed below). Protein 

samples were then transferred to a nitrocellulose membrane 

(Amersham) by running them in transfer buffer (detailed 

composition indicated below) for 1 hour at 4ºC. Transferred 

membranes were blocked in 10% milk in TBS-Tween (TBST) 

(detailed composition below) for at least 30 minutes.  

Membranes were then incubated with primary antibodies in 5% 

milk in TBST overnight at 4ºC (see Table MM.2 for primary 

antibodies list). The following day, membranes were washed 

twice for 15 minutes in TBST and incubated with secondary 

antibodies conjugated with horseradish (Dako) in 5% milk in 

TBST at 1:2000 concentration for 45 minutes at room 

temperature (see Table MM.3 for secondary antibodies list). 

Two more TBST washes were followed and finally proteins 

were detected using an enhanced chemiluminescence reagent 
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(Amersham ECL Prime Western Blotting detection reagent, 

Life Sciences). Chemiluminescence was read by using a Fuji 

LAS-3000 analyzer.  

 
Lysis buffer 

25mM Tris-HCl, pH=7.5
1% SDS

1mM EDTA
20mM β-glycerolphosphate
2mM sodium orto-vanadate

30mM PPi-Na
Cocktail protease inhibitors

 
 
 

Running buffer Transfer buffer TBST 
25mM Tris-base 25mM Tris-HCl, pH= 8.3 10mM Tris-HCl, pH=7.5 
200mM glycine 200nM glycine 100mM NaCl 

0.1% SDS 20% methanol 0.1% Tween 20 

 

 
PI staining 
ESCs were ethanol fixed and then resuspended in propidium 

iodide (Sigma-Aldrich) at 20ug/ml with RNase A (Thermo 

Scientific) for 1 hour at 37ºC to stain the DNA. Cells were then 

placed on ice protected from light and analyzed using the 

CellQuest software (Becton Dickinson) and analyzed with the 

FlowJo software (version 10). 
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Immunostaining 
Gem-mESCs 

Gem-mESCs were plated on gelatinized chamber slides (Lab-

Tek chamber slide, Thermo Scientific) in 2i/LIF conditions. 1-2 

days later, cells were fixed in 4% paraformaldehyde at room 

temperature for 10 minutes. Then, 3 PBS washes were 

performed after which cells were incubated with blocking 

solution (see composition below) for at least 30 minutes at 

room temperature. Then, primary antibody was incubated for 2 

hours at room temperature in blocking solution with 5% FBS 

(instead of 10%) (see Table MM.2 for primary antibodies list). 

Cells were then washed 3 times in PBS and secondary 

antibody was incubated for 1 hour at room temperature in the 

dark (see Table MM.3 for secondary antibodies list). After 3 

more washes in PBS, mounting medium with DAPI (Biotium) 

was applied and slides for confocal microscopy visualization 

were prepared. 

For 5-CaC staining, same protocol was followed in cell 

suspension. After secondary antibody incubation, PI staining 

was performed. Cells were then placed on ice in the dark and 

analyzed using the CellQuest software (Becton Dickinson) and 

analyzed with the FlowJo software (version 10). 

 

EBs 

EBs were disaggregated using TrypLE Express (Invitrogen) to 

obtain a single cell suspension. Cells were then fixed in 4% 

paraformaldehyde in rotation at room temperature for 10 
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minutes, after which cells were washed 3 times in PBS, 

centrifuging the cells for 5 minutes at 500g between washes. 

After having been filtered to discard cell aggregates, cells were 

incubated with blocking solution (indicated composition below) 

for at least 30 minutes at room temperature. Then, incubation 

with primary antibody against ACTC1 for 2 hours at room 

temperature was performed in blocking solution with 5% FBS 

(instead of 10%) (see Table MM.2 for primary antibodies list). 

Cells were then washed 3 times in PBS and incubated with the 

secondary antibody for 1 hour at room temperature in the dark 

(see Table MM.3 for secondary antibodies list). After 3 more 

washes, cells were analyzed using LSR II (Becton Dickinson). 

Data was collected using the CellQuest software (Becton 

Dickinson) and analyzed with FlowJo (version 10). 

 
Blocking solution 

1% Bovine serum albumin (BSA)
10% FBS

0.1% Triton X-100
PBS

 

Teratoma formation assay 
The teratoma formation assays were performed in 

collaboration with CRG Tissue Engineering Unit.  

Gem-mESCs were FACS sorted according to green 

fluorescence intensity to obtain G1 and S-G2/M. 3xE5 cells  

and 1:15 matrigel were injected in 100ul of M2 medium 

(Millipore) per flank in 3 immunodeficient SCID BEIGE mice 

per each condition. After 3 weeks, mice were sacrificed and 
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teratomas were isolated and washed with PBS. Then 

teratomas were fixed in 4% PFA and paraffin embedded. 

Finally, sections were obtained from 3 different regions using 

a microtome per each teratoma and hematoxylin-eosin 

staining was performed. By visual inspection, percentage of 

endodermal, mesodermal and ectodermal cells were assessed 

for each section and the averaged percentage of lineage 

contribution per teratoma was then calculated.  

All experimental protocols were performed in accordance with 

recommendations for the proper care and use of laboratory 

animals [local (law 32/2007); European (EU directive n° 

86/609, EU decree 2001- 486) regulations, and the Standards 

for Use of Laboratory Animals n° A5388-01 (NIH)] and were 

approved by the local ethical committee (CEEA-PRBB).   

 

Chimera contribution assay 
PiggyBac cell line establishment 

Gem-mESCs were co-transfected using Lipofectamine 2000 

(Invitrogen) with a PiggyBac vector carrying a CAG promoter-

driven dsRed reporter gene, together with a PiggyBac 

transposase-encoding plasmid (1:10 transposon-transposase 

relation). Cells were then selected with Hygromycine at 1:5000 

concentration (Sigma-Aldrich) for 5 days.  

FACS sorting, blastocyst injection, chimera formation and 

analysis 

The chimera contribution assays were performed in 

collaboration with CRG Tissue Engineering Unit. 
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Gem-PiggyBac-dsRed mESCs were FACS sorted according to 

red and green fluorescence intensity (positive cells for dsRed 

reporter gene and both negative (G1) and positive (S-G2/M) 

for AzamiGreen). 8-14 cells either G1 or S-G2/M were then 

injected to 14-16 E3.0-E3.5 mouse blastocysts of CD1 mice 

(white coat colour), which were then transferred to a 

pseudopregnant mother 2.5 days post coitum (from CD1 

mouse strain) for chimaera generation. 3 independent 

injections were performed per condition. Embryos were 

collected at E18.5 stage. The heart, liver, brain, placenta and 

yolk sac were dissected from each embryo and disaggregated 

by using 1ml 0.05% Trypsin-EDTA with 100ug/ml DNase I, 

incubating the samples overnight at 4ºC. The following day, 

samples were filtered to get rid of cellular aggregates and lysis 

buffer (RBC) was used to eliminate erythrocyte cells from the 

samples, a source of auto fluorescence. Single cell 

suspensions were analyzed by FACS (Fortessa, Becton 

Dickinson) in order to quantify the percentage of positive 

dsRed cells (chimeric cells). Data was collected using the 

CellQuest software (Becton Dickinson) and analyzed with 

FlowJo (version 10). 

All experimental protocols were performed in accordance with 

recommendations for the proper care and use of laboratory 

animals [local (law 32/2007); European (EU directive n° 

86/609, EU decree 2001- 486) regulations, and the Standards 

for Use of Laboratory Animals n° A5388-01 (NIH)] and were 

approved by the local ethical committee (CEEA-PRBB).  
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RNA extraction and cDNA synthesis 
RNA was extracted using the RNeasy mini kit (Qiagen) 

following manufacturer’s instructions. Total RNA was 

quantified with NanoDrop, and equal amounts of RNA were 

used to generate cDNA with qScript cDNA synthesis kit 

(Quanta Biosciences). SYBR Green I PCR Master Mix (Roche) 

and Roche LightCycler 480 were used to perform qPCR 

reactions. All the primers used are listed in the Table MM.4. 

Expression values were normalized by the housekeeping gene 

Rplp0 or Gapdh. For spike-in qPCR, Kc167 Drosophila cells 

were added to mESCs in a 1:4 proportion, RNA was extracted 

from pooled cells and cDNA was synthetized and finally 

retrotranscribed. Expression values were normalized by 

dActin.  

 

RNA-sequencing 
Library preparation and sequencing 

RNA-seq (library preparation and sequencing run) was 

performed at the CRG Genomics Unit. RNA samples were 

quantified and quality control was performed using a 

Bioanalyzer. Ribosomal RNA was depleted prior to library 

preparation, for which TruSeq Stranded Total RNA Library 

Prep (Illumina) was used. Single read (50bp) mRNA-polyA 

selection sequencing was then performed from at least 1ug of 

RNA using the HiSeq2500 sequencer (Illumina). 
Bioinformatics analysis (performed by Enrique Blanco and Mar 

González-Ramírez) 
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The RNA-seq samples were mapped against the mm9 mouse 

genome assembly using TopHat (Trapnell et al., 2009) with the 

option –g 1 to discard those reads that could not be uniquely 

mapped in just one region. Cufflinks and Cuffdiff were run to 

quantify the expression in FPKMs of each annotated transcript 

in RefSeq and to identify the list of differentially expressed 

genes for each case (Trapnell et al., 2013). 

RNA-seq samples normalized by spike-in were mapped 

against a synthetic genome constituted by the mouse 

chromosomes (mm9) and the ERCC92 spike-in mix of 

sequences using Bowtie with the option -m 1 to discard reads 

that did not map uniquely to one region. The expression values 

of the mouse genes were corrected by performing local 

regression (LOESS) using the expression of the ERCC 

sequences in the same conditions as a guide, as previously 

described (Lovén et al., 2013). 

RNA-seq samples normalized by spike-in were mapped 

against a synthetic genome constituted by the mouse and the 

fruit fly chromosomes (mm9 + dm3) using Bowtie with the 

option -m 1 to discard reads that did not map uniquely to one 

region. The expression values of the mouse genes were 

corrected by performing local regression (LOESS) using the 

expression of fly genes in the same conditions as a guide, as 

previously described (Taruttis et al., 2017). 

DESeq2 (Love et al., 2014) was run to quantify the expression 

of every annotated transcript using the RefSeq catalog of 
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exons and to identify each set of differentially expressed 

genes. 

GSEA of the pre-ranked lists of genes by DESeq2 stat value 

was performed with the GSEA software (Subramanian et al., 

2005). Mouse genes were ranked by the ratio between siTdg 

and siC RNA-seq expression or SG2M and G1 RNA-seq 

expression. 

 

Single-cell RNA-sequencing (performed in 

collaboration with Atefeh Lafzy and Holger Heyn, from 

CNAG-CRG) 
Gem-mESCs were single-cell FACS sorted according to 

AzamiGreen fluorescence (non-fluorescent (G1) and 

fluorescent cells (S-G2/M)) in 384 well plates, containing lysis 

buffer and reverse-transcription (RT) primers. Cells from both 

populations were also FACS sorted to form EB. EBs were 

disaggregated with 0.05% Trypsin-EDTA (Gibco) to obtain a 

single cell suspension at different time points of the EB 

differentiation process: day 3, 6 and 10. Cells were then single-

cell FACS sorted in 384 well plates.  

Library preparation (MARSeq) 

To construct single cell libraries from polyA-tailed RNA, we 

applied massively parallel single-cell RNA sequencing 

(MARSseq) (Paul et al. 2015; Jaitin et al. 2014). Briefly, single 

cells were FACS-sorted into 384-well plates, containing lysis 

buffer (0.2% Triton (Sigma-Aldrich); RNase inhibitor 

(Invitrogen)) and reverse-transcription (RT) primers. The RT 
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primers contain the single cell barcodes and unique molecular 

identifiers (UMIs) for subsequent de-multiplexing and 

correction for amplification biases, respectively. Single cell 

lysates were denatured and immediately placed on ice. The RT 

reaction mix, containing SuperScript III reverse transcriptase 

(Invitrogen) was added to each sample. In the RT reaction, 

spike-in artificial transcripts (ERCC, Ambion) were included at 

a dilution of 1:16xE6 per cell. After RT, the cDNA was pooled 

using an automated pipeline (epMotion, Eppendorf). Unbound 

primers were eliminated by incubating the cDNA with 

exonuclease I (NEB). A second pooling was performed 

through cleanup with SPRI magnetic beads (Beckman 

Coulter). Subsequently, pooled cDNAs were converted into 

double-stranded DNA with the Second Strand Synthesis 

enzyme (NEB), followed by clean up and linear amplification 

by T7 in vitro transcription overnight. Afterwards, the DNA 

template was removed by Turbo DNase I (Ambion) and the 

RNA was purified with SPRI beads. Amplified RNA was 

chemically fragmented with Zn2+ (Ambion), then purified with 

SPRI beads. The fragmented RNA was ligated with ligation 

primers containing a pool barcode and partial Illumina Read1 

sequencing adapter using T4 RNA ligase I (NEB). Ligated 

products were reversed transcribed using the Affinity Script RT 

enzyme (Agilent Technologies) and a primer complementary 

to the ligated adapter, partial Read1. The cDNA was purified 

with SPRI beads. Libraries were completed through a PCR 

step using the KAPA Hifi Hotstart ReadyMix (Kapa 
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Biosystems); and a forward primer that contains Illumina P5-

Read1 sequence and the reverse primer containing the P7-

Read2 sequence. The final library was purified with SPRI 

beads to remove excess primers. Library concentration and 

molecular size was determined with High Sensitivity DNA Chip 

(Agilent Technologies). The libraries consist of 192 single cell 

pools. Multiplexed pools (2) were run in one Illumina HiSeq 

2500 Rapid two lane flow cell following the manufacturer’s 

protocol. Primary data analysis was carried out with the 

standard Illumina pipeline.  

Data preprocessing 

Sequencing was carried out as paired-end reads, wherein the 

first read contains the transcript sequence and the second read 

the cell barcode and UMIs. Quality check of the generated 

reads was performed with the FastQC quality control suite. 

Samples that reached the quality standards were then 

processed to deconvolute the reads to single-cell level by de-

multiplexing according to the cell and pool barcodes. Reads 

were filtered to remove polyT sequences. Sequencing reads 

were mapped to the mouse reference genome (Gencode 

release M12, assembly GRCm38) with the RNA pipeline of the 

GEMTools 1.7.0 suite using default parameters (6% of 

mismatches, minimum of 80% matched bases, and minimum 

quality threshold of 26). Cells with less than 60% of reads 

mapping to the reference genome or more than 2 × 106 total 

reads were discarded. Gene quantification was performed 

using UMI corrected transcript information to correct for 
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amplification biases, collapsing read counts for reads mapping 

on a gene with the same UMI (allowing an edit distance up to 

two nucleotides in UMI comparisons). Only unambiguously 

mapped reads were considered. Thresholds were set to 

reduce technical noise, but to conserve the sensitivity to 

identify low frequency outlier cell populations and to capture 

differences between fresh and cryopreserved cells. 

Data Analysis 

Population dispersion 

In order to calculate the dispersion of cell populations in each 

time point in 2D PCA space, we performed kmeans on the first 

two principle components with K=4 (corresponding to the 4 

time points) and calculated the centroids of each time points 

(Fig X.a). Later, for each subpopulation we calculated the 

average distance of all cells in the same population from their 

corresponding centroid. We represented these average 

distances in a barplot (Fig X.b). This would give an idea of how 

dispersed cells are in each of the distinct time points. 

Clustering 

For clustering, we filtered the expression matrix by removing 

genes that are expressed in less than 10 cells. Also low-quality 

cells were filtered out based on the distribution of the number 

of non-zero count genes per cell (minimum number of genes 

detected), to remove cells with less than two median absolute 

deviations (MAD) with respect to the median. Gene expression 

levels for each cell were normalized by the total expression, 

multiplied by a scale factor (10,000), and log-trans- formed. 



 

 150

Batches were then regressed out, and scaled Z scored 

residuals of the model were used as normalized expression 

values. We defined the 10% most variable genes based on 

their average expression and dispersion as highly variable 

genes (HVG). We reduced the dimensionality of the data by 

performing principle component analysis (PCA) on HVG. To 

find subpopulations, clustering was performed using the R 

package Seurat (Stuart, Butler et al., bioRxiv, 2018) on the first 

8 PCAs based on the amount of variance explained by them. 

To cluster cells, a K-nearest neighbor (KNN) graph constructed 

on a Euclidean distance matrix in PCA space was calculated 

and then converted to a shared nearest neighbor (SNN) graph, 

in order to find highly interconnected communities of cells (Xu 

and Su, 2015). Cells were then clustered using the Louvain 

method to maximize modularity (Waltman and Van Eck, 2013). 

To display data, the t-distributed stochas- tic neighbor 

embedding (t-SNE) was applied to cell loadings of selected 

PCs, and the cluster assignments from the graph-based 

clustering were used (Fig X.c,d). 

Transcriptional Noise 

To compare transcriptional noise within the G1 and SG2-M 

population of cells in each time point, we calculated the 

average distance between each cell to rest of the other cells in 

each time point for G1 and SG2-M cells separately. We plotted 

the distribution of these average distances in a boxplot with the 

idea of having a higher distribution means the cells are more 
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far from each other which can be interpreted as higher 

transcriptional noise. 

All plates were sequenced with massively parallel single-cell 

RNA sequencing (MARS-Seq) method. A total of 1531 cells 

were sequenced, which were virtually pooled to then be able 

to identify cell clusters based on gene expression. Finally, 

cluster composition was de-convoluted to be able to identify 

the amount of G1 and S/G2/M cells forming each cluster. 

 

ChIP-sequencing 
ChIP sample preparation 

Two 15cm mESCs plates were crosslinked in 1% 

parafolmaldehid (PFA) for 10 minutes at room temperature in 

rotation. Fixation was stopped by addition of 0.125M glycine 

(pH=7.4) for 5 minutes at room temperature in rotation. 

Crosslinked cells were then washed 3 times in PBS and 

collected in ice-cold PBS with protease inhibitors (Roche) 

using cell scrapers. Cell pellets obtained by 5 minutes 

centrifugation at 1250g at 4ºC and were then resuspended in 

30x volume of ice-cold IP buffer (composition is detailed 

below). Samples were sonicated for 60 cycles using a 

Bioruptor (Diagenode) at maximum output (30 seconds on/30 

seconds off). After sonicaton, cells were centrifuged for 15 

minutes at maximum speed at 4ºC and the supernatant was 

collected. To check fragmented chromatin size, 1% of de 

material (input) was reversed-crosslinked in high salt buffer 

(composition is listed below) for 3 hours at 65ºC at 1000rpm. 
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DNA was then purified using the PCR purification kit (Qiagen) 

and 0.5-0.8µg was analyzed in a 1% agarose gel to 

corroborate chromatin was sheared in 200-500bp fragments. 

60µg of DNA were immunoprecipitated with 5µg of antibody 

(against you protein of interest and rabbit IgG as control; see 

Table MM.2 for antibodies) in 650ul of total volume overnight 

at 4ºC in rotation. The following day, 42µl of protein A agarose 

beads blocked with 0.05% BSA in IP buffer (Diagenode) were 

added to ChIP samples and incubated for 2 hours at 4ºC. 3 

and 1 washed of low salt and high salt buffer were performed 

respectively, centrifuging the cells at 3000rpm for 3 minutes 

between washes. ChIP samples were eluted in 200ul of 

freshly-prepared elution buffer (see below buffer components). 

Reverse crosslinking was then performed by overnight 

incubation at 65ºC at 1000rpm. Finally, DNA was purified using 

the PCR purification kit (Qiagen) the following day. 

 
SDS buffer Triton dilution buffer IP buffer 

100mM NaCl 100mM NaCl 1 volume SDS buffer 
50mM Tris-HCl, 

pH=8.1
100mM Tris-HCl, 

pH=8.6
0.5 volume Triton 

dilution buffer 
5mM EDTA, pH=8.0 5mM EDTA, pH=8.0 Proteinase inhibitors 

0.5% SDS 5% Triton X-100  
Water Water  

 
ChIP low salt buffer ChIP high salt buffer Elution buffer 

50mM HEPES, pH=7.5 50mM HEPES, pH=7.5 0.1M NaHCO3 

140mM NaCl 500mM NaCl 1% SDS 
1% Triton X-100 1% Triton X-100 Water 

Water Water  
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Library preparation and sequencing  

ChIP-seq was performed at the CRG Genomics Unit (from 

library preparation to sequencing run). ChIP samples were 

quantified and quality control was performed using Qubit. 

ChiP-seq library preparation was performed by using 2-10µg 

of DNA using the NEBNext Ultra DNA library Prep Kiy for 

Illumina (New England Biolabs). Prepared libraries were then 

sequences using a HiSeq2500 sequencer (Illumina).  

Bioinformatics analysis (performed in collaboration with 

Enrique Blanco and Mar González-Ramírez) 

ChIPseq samples were mapped against the mm9 mouse 

genome assembly using Bowtie with the option –m 1 to discard 

those reads that could not be uniquely mapped to just one 

region (Langmead et al., 2009).  

MACS was run with the default parameters but with the shift-

size adjusted to 100 bp to perform the peak calling against the 

corresponding control sample (Zhang et al., 2008). 

The genome distribution of each set of peaks was calculated 

by counting the number of peaks fitted on each class of region 

according to RefSeq annotations (Leary et al., 2016). Distal 

region is the region within 2.5 Kbp and 0.5 Kbp upstream of the 

transcription start site (TSS). Proximal region is the region 

within 0.5 Kbp upstream of the TSS. UTR, untranslated region; 

CDS, protein coding sequence; intronic regions, introns; and 

the rest of the genome, intergenic. Peaks that overlapped with 

more than one genomic feature were proportionally counted 

the same number of times. 
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Spie charts were generated by calculating the genome 

distribution of all features in the full genome, and the R caroline 

package was used to combine the piechart of each set of 

peaks with the full genome distribution (Feitelson).  

Each set of target genes was retrieved by matching the 

ChIPseq peaks in the region 2.5 Kbp upstream of the TSS until 

the end of the transcripts as annotated in RefSeq.  

Reports of functional enrichments of GO and other genomic 

libraries were generated using the EnrichR tool (Kuleshov et 

al., 2016). 

 

The aggregated plots showing the average distribution of 

ChIPseq reads around the TSS of each target gene were 

generated by counting the number of reads for each region 

according to RefSeq and then averaging the values for the total 

number of mapped reads of each sample and the total number 

of genes in the particular gene set. 

The aggregated plots showing the average distribution of 

ChIPseq reads of a collection of peaks were generated by 

counting the number of reads around the summit of each peak 

and normalizing for the total number of peaks in the set. 

Motif analysis of the sequences within the ChIPseq peaks of 

one experiment was performed with the MEME-ChIP tool, 

adjusting the MEME motif width between 5 and 15 bps 

(Machanick and Bailey, 2011). 
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Proteomics (in collaboration with Eduard Sabido and 

Eva Borras) 
Sample processing 

Cell lysates were reduced, alkylated and digested to peptide 

mixes according to the filter-aided sample preparation 

(Wisniewski et al., 2009) method using LysC 1:10 ratio(w:w; 

enzyme:substrate) at 37º C overnight followed by trypsin 1:10 

ratio (w:w; enzyme:substrate) at 37 º C for 8 hours. Tryptic 

peptide mixtures were desalted using a C18 UltraMicroSpin 

column (Rappsilber et al., 2007). 

LCMS Analysis 

Samples were analyzed in an Orbitrap hybrid Fusion Lumos 

mass spectrometer (Thermo Fisher Scientific, San Jose, CA, 

USA) coupled to a Proxeon nano-LC equipped with a C18 

reversed-phase chromatography column using a 120 min 

gradient (water/acetonitrile). The instrument was operated in 

DDA mode and full MS scans with 1 micro scans at resolution 

of 120,000 were used over a mass range of m/z 300-2,000 with 

detection in the Orbitrap. Following each survey scan the top 

twenty most intense ions were selected for fragmentation at 

normalized collision energy of 35%. Fragment ion spectra 

produced via collision-induced dissociation (CID) were 

acquired in the linear ion trap. All data were acquired with 

Xcalibur software. The mass spectrometry proteomics data 

have been deposited to the ProteomeXchange Consortium via 

the PRIDE (Vizcaíno et al., 2016) partner repository with the 

dataset identifier PXD008335. 
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Data Analysis 

Acquired data were analyzed using the Proteome Discoverer 

software suite (v1.4, Thermo Fisher Scientific) and data were 

searched with Mascot search engine against SwissProt Mouse 

where the most common contaminants were added 

(Bunkenborg et al., 2010). A precursor ion mass tolerance of 7 

ppm at the MS1 level was used, and up to three missed 

cleavages for trypsin were allowed. The fragment ion mass 

tolerance was set to 0.5 Da. Oxidation of methionine and 

protein acetylation at the N-terminal were defined as variable 

modification. Carbamidomethylation on cysteines was set as a 

fix modification. The identified peptides were filtered using a 

FDR < 1 % using Percolator.  

For quantification, peptides observed in one single biological 

replicate were not considered and values completely missing 

in one condition were imputed with a minimal value extracted 

+/- error. Areas of the three most abundant peptides per 

protein were log-transformed and used to calculate protein 

fold-changes and p-values using an ANOVA model. P-values 

were adjusted for multiple hypothesis testing using BH. 
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Primary antibodies list 

Primary antibody Host Application Dilution Source Catalog N 

GAPDH mouse WB 1:5000 Santa Cruz 
Biotechnology   

Cyclin B1   WB 1:1000 Santa Cruz 
Biotechnology   

H3 rabbit WB 1:10000 Abcam ab1791 

VINCULIN mouse WB 1:1000 Sigma-Aldrich V9131 

TDG rabbit WB 1:1000 Active Motif 61437, 
61438 

5-Carboxylcytosine rabbit Flow Cyt. 2ul per 
2ug Active Motif 61225, 

61226 

TDG rabbit ChIP 5ug Thermo Scientific PA5-
29140 

IgG rabbit ChIP 5ug Abcam ab172730 

ACTININ-α mouse Flow Cyt. 1:800 Sigma-Aldrich A7811 

Table MM.2. List of primary used antibodies. The targeted protein, host, 
application, the dilution used, the source and the catalog number are 
provided for each antibody. WB means western blot; Flow Cyt., flow 
cytometry. 
 
 
Secondary antibodies list 

Secondary antibody Host Application Dilution Source Catalog N 

anti-mouse -
horseradish rabbit  WB 1:2000 Dako  P0260 

anti-rabbit-
horseradish  goat WB 1:2000 Dako P0448  

anti-rabbit-650 goat IF 1:500 Bethyl A120-
101D5 

anti-mouse-647 donkey Flow Cyt. 1:500 Invitrogen A31571 

Table MM.3. List of secondary used antibodies. Secondary antibody, 
host, application, the dilution used, the source and the catalog number are 
provided for each antibody. IF means immunofluorescence.  
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Primer list 
Gene Forward Reverse 

Nanog TTCTTGCTTACAAGGGTCTGC AGAGGAAGGGCGAGGAGA 

Oct4 GTTGGAGAAGGTGGAACCAA CTCCTTCTGCAGGGCTTT 

Klf4 CGGGAAGGGAGAAGA GAGTTCCTCACGCCA 

Zfp42 AGTGTGCAGTGCAGCCAG TGCTTTCTTCTGTGTGCAGG 

Nestin CTGCAGGCCACTGAAAAGTT TCTGACTCTGTAGACCCTGCTTC 

Gata4 TTCGCTGTTTCTCCCTCAAG CAATGTTAACGGGTTGTGGA 

Otx2 GACTGCAGGGCAGAGACG GGTAGATTTGGAGTGACGGAAC 

Cyclin B1 GCGCTGAAAATTCTTGACAAC TTCTTAGCCAGGTGCTGCAT 

Cyclin D2 CCCGACTCCTAAGACCCATC TTGGAAGCTAGGAACATGCAC 

Tdg TTGTGGCATTGCTTCAAATG CTGCCCATTCGGAACATC 

Myl7 CCCATCAACTTCACCGTCTT AACATGCGGAAGGCACTC 

Actc1 CCGATCGTATGCAAAAGGAA CTGGAAGGTGGACAGAGAGG 

Nkx2-5 GACGTAGCCTGGTGTCTCG GTGTGGAATCCGTCGAAAGT 

Myh7 CTCAGAGCTCAAGCGGGATA CCAGCCATCTCCTCTGTCA 

Mef2c TGATCAGCAGGCAAAGATTG GGATGGTAACTGGCATCTCAA 

Myl2 CAACGGCTGCATCAACTATG GGCCAGGAAAGACTACCACA 

Tnnt2 CCTGCTGAGGCTGAACAGAT CAGACATGCTCTCGGCTCTC 

Goosecoid AAAGCCTCGCCGGAGAA AGCTGTCCGAGTCCAAATCG 

Sox17 CTGTGGAGGTGAGGGACTG AGACAGTCTCCCCATGTAGCTC 

Brachyury TGCTTCCCTGAGACCCAGTT GATCACTTCTTTCCTTTGCATCAAG 

Mesp1 CCTTCGGAGGGAGTAGATC AAAGCTTGTGCCTGCTTCA 

EOMES GGCAAAGCGGACAATAACAT AGCCTCGGTTGGTATTTGTG 

GAPDH GTATGACTCCACTCACGGCAAA TTCCCATTCTCGGCCTTG 

Rplp0 TTCATTGTGGGAGCAGAC CAGCAGTTTCTCCAGAGC 

dActin GCGTCGGTCAATTCAATCTT AAGCTGCAACCTCTTCGTCA 

 
Table MM.4. List of primers used for qPCR experiments. Forward and 
reverse sequences are provided. All the sequences are shown in a 5’ to 3’ 
direction. 
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