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Systèmes, Aix-Marseille University, Marseille, France. Department of Nor-

mal Physiology, Kazan State Medical University, Kazan, Russia. Institute of

Neurosciences, Kazan State Medical University, Kazan, Russia.
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Summary

Carbohydrates were early considered important only for energy storage and struc-

tural support for living organisms. It was not until a few decades ago that scientists

discovered that carbohydrates are also involved in much more complex mechanisms,

such as modulation of protein structures, signalling in multicellular systems and

cell-cell recognition processes, which are relevant in several serious diseases including

bacterial and virus infections and cancer. Consequently, carbohydrates are getting

more recognition, being nowadays used in drug delivery strategies, vaccines and new

therapeutics for treating many types of diseases.

Carbohydrates come in many stereochemistries, configurations and conforma-

tions and this makes them very complex molecules to study. The vast amount of

carbohydrate-based structures in nature needs a larger number of enzymes respon-

sible of their degradation, synthesis and possible modifications. These are named as

carbohydrate-active enzymes (CAZymes), which include glycoside hydrolases (GHs),

glycosyltransferases (GTs), polysaccharide lyases (PLs) and carbohydrate esterases

(CEs). This Thesis focuses on GHs, which are the enzymes responsible for the

hydrolysis of glycosidic bonds.

The possible sugar ring conformations that carbohydrates can adopt in the en-

zyme active sites during catalysis depends on distinct active site topologies observed

for the more than 150 GH families. Each GH (or each family of GHs) hosts a partic-

ular catalytic conformational itinerary of the corresponding carbohydrate substrate.

Understanding these itineraries is of utmost importance when designing selective in-

hibitors, as some of the most powerful inhibitors mimic the structure and properties

of the transition state (TS) of the hydrolysis reaction.

Molecular mechanisms and catalytic conformational itineraries of GHs can be

investigated with both experimental and computational approaches. Typically, a

structure of the GH enzyme is needed to further perform computational analyses to

elucidate the electronic and conformational changes of the carbohydrate substrate

along the catalytic itinerary.

In recent years, our group has investigated the catalytic mechanisms for sev-

eral GHs, uncovering the influence of substrate sugar conformations in catalysis.
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In this Thesis we will focus on two GHs that are of biochemical and biotechno-

logical relevance, for which the catalytic conformational itineraries were still un-

known: human β-D-galactocerebrosidase (GALC) and Aspergillus kawachii abfB α-

L-arabinofuranosidase (AkAbfB). These GHs act on carbohydrates formed by five-

and six-membered sugar rings (derivatives of β-D-galactose and α-L-arabinose, re-

spectively). Additionally, and motivated by recent NMR experiments of isolated

glycosyl cations, we analyse the properties of five- and six-membered glycosyl cations

in different environments: in vacuum, in superacid media and on-enzyme.

In particular, this Thesis is organized as follows:

� Chapter 1. Introduction. It contains a general introduction of carbohy-

drates, carbohydrate-active enzymes and their general catalytic mechanisms.

The main objectives of this work are listed in this chapter.

� Chapter 2. Methods. It provides a description of all the experimental and

computational methods used along this work.

� Chapter 3. Unravelling the origin of brain diseases: catalytic study

of β-Galactocerebrosidase. We uncover the catalytic molecular mecha-

nism of GALC with both a synthetic substrate analogue (4-nitrophenyl β-

D-galactopyranose) and its natural β-galactocerebroside substrate. We also

study the influence of the binding of the attached lipid-transfer saposin A

protein (SapA) to GALC in the catalytic reaction mechanism.

� Chapter 4. Retaining α-L-arabinofuranosidases: structure, substrate

conformations and catalysis. We will investigate the conformational prop-

erties of potential α-L-arabinofuranosidase inhibitors and compute the catalytic

molecular mechanism of the AkAbfB enzyme with the synthetic 4-nitrophenyl

α-L-arabinofuranoside substrate using a Michaelis complex structure deter-

mined in this Thesis.

� Chapter 5. Mimicking the transition state of glycosylation reactions

using superacids. We study the geometrical and electronic properties of two

different glycosyl cations in various environments (in vacuum, in superacid

media and in the active site of a retaining GH enzyme) and determine to

which extend a superacid media is able to mimic the enzymatic environment.

� Chapter 6: General Conclusions. The main conclusions of this work are

summarized.
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Chapter 1

Introduction

1.1 Carbohydrate chemistry

Which are the first images that you see when someone says carbohydrates? Probably,

in your brain you will see flashes of bread, pizza, spaghetti, sweet desserts dressed

with icing sugar, etc. Thus, all the food needed as energy storage for most of the

living organisms. After all the food flashes, our brain probably will also consider the

carbohydrates as responsible for structure and strength, such as cellulose. But they

are much more important in much more complex mechanisms in living organisms

such as modulating protein structures and locating and signalling in multicellular

systems and cell-cell recognition, including bacterial and virus infections and some

aspects of cancer [1–3]. We can put as an example the worldwide known COVID-19

virus which entry into host cells is mediated by a transmembrane spike glycoprotein,

a protein with glycans attached covalently to the aminoacid side chains [4]. Thus,

carbohydrates are getting more recognition and being nowadays used in drug delivery

strategies, vaccines and new therapeutics for treating many types of diseases [5–9].

But, which is exactly the composition of a carbohydrate? They have C, H and

O as their main atoms with the molecular formula of C5H10O5 and C6H12O6 being

the most common. They come in many stereochemistries, configurations and con-

formations which converts them into a very complex world to study who had chal-

lenged chemists and biochemists for many years, from Emil Fischer (1852-1919),

considered the father of carbohydrate chemistry, to nowadays. The simplest way

to represent them is using the Fischer projection in which we have a linear chain

of a polyhydroxylated aldehydes/ketones, termed as aldoses and ketoses being the

aldopentoses/aldohexoses and ketopentasoses/ketohexoses the most common ones.

If we place the most oxidized functional group (aldehyde or ketone) at the top and
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CHAPTER 1. INTRODUCTION

we look at the pointing direction of the OH group in the bottom chiral centre1 we

can discern between D- and L- sugars. When the hydroxyl group is pointing to the

right, the sugar is referred to as D-; whereas when the hydroxyl group is pointing to

the left, it is referred to as a L-sugar. This notation is the easiest way to distinguish

between sugar enantiomers, the first of the many forms that a carbohydrate can

adopt. Also, all the possible orientations of the OH groups creates different kind of

sugars, such as between glucose and galactose, in which the only difference is the

position of the hydroxyl at carbon 4, see Figure 1.1. Besides, there is a great amount

of functional groups that can also be attached to the carbon chain (-NAc, -OSO−3 ,

among others) and increases exponentially the world of carbohydrates. The linear

form of the sugars has multiple orientations when rotating around carbon-carbon

bonds, one of these orientations places the hydroxyl group of C5 very close to the

aldehyde group (C1, afterwards called as anomeric carbon) in where a chemical re-

action can take place, creating a more stable cyclic carbohydrate. Now, there is

an extra stereogenic centre (C1) and two isomeric forms can exist; called α or β.

When, in the linear form, C4 is adjacent to C1, instead of C5, it can also react

and form a 5-membered cyclic sugar. Their corresponding names are pyranoses

(6-membered ring) and furanoses (5-membered rings) [1]. These cyclic monosac-

charides can also be linked together in a variety of glycosidic bonds; between both

anomeric carbons of each monosaccharide (1-1) or between the anomeric carbon of

the first monosaccharide and C4 of the second carbohydrate (1-4), etc.; forming

disaccharides, oligosaccharides and polysaccharides.

Figure 1.1: One of the infinite examples of the diversity obtained in carbohydrates from subtle

changes

1defined as an atom in a molecule that is bonded to four different chemical species, allowing for

optical isomerism.
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1.1. CARBOHYDRATE CHEMISTRY

1.1.1 Ring puckering coordinates

Besides the vast amount of possible forms that carbohydrates can take, seen in the

previous section, we have to sum up the wide range of conformations that the sugar

ring can explore; 38 in the case of pyranoses and 20 for furanoses. The terms used

to describe them derive from a mathematical study made by Cremer and Pople [10],

who built on the treatment of Altona et. al. for furanoses [11].

In 5-membered sugar rings the conformations can be classified in two groups:

envelope (E) and twist (T) and a defining mean plane in which one, for E, or two,

for T, atoms are placed below (denoted by a subscript) or above (denoted by a

superscript) to this plane. For better understanding, the 3E conformation has C1,

C2, C4 and the ring oxygen in the same plane and C3 is placed above it, see Figure

1.2. To be able to define each conformation only one variable is needed, the so-called

pseudorotational angle, φ or P. All the conformations do not differ much in terms

of free energy, as seen in Lightner et. al. [12] and also in this work, in section 4.2.1.

The concept of pseudorotation was first introduced by Kilpatrick et. al. [13] and

further improved by Altona et. al. [11]. In the latest work they propose to use the

five torsion angles, θ, that are directly derived from the atomic coordinates and are

all zero in the ring planar form. They proposed a relationship of the form;

θj = θmcos(P + 4π(j − 1)/5) (1.1)

for these torsion angles (j=0-4), where θm is an amplitude and P is a phase angle.

Given values for the five θj, the phase P can be obtained from;

tanP =
(θ2 + θ4)− (θ1 + θ3)

2θ0(sin1/5π + sin2/5π)
(1.2)

The standard conformation (P=0◦) is defined as the one with the maximal positive

C1-C2-C3-C4 torsion angle corresponding to the conformational name of 3T2. The

main problem from these derivations of the pseudorotational phase of a 5-membered

sugar ring is the fact that the relations in equation 1.1 are only approximate and

the full set of torsion angles cannot be expressed exactly in terms of two parameters

in this way. Consequently, the puckering amplitude calculated by the above proce-

dure will depend somewhat on which atom is chosen as number one. There have

been many attempts to develop the puckering description [10,14–16], being the one

implemented in the Plumed software [17] the procedure chosen for this Thesis [18].

In Huang et. al. work, they used two proper torsions to describe the puckering of

the five-membered rings and its pseudorotation behaviour, as seen in the following

equations;

Zx =
θ4 + θ1

2cos(4π/5)
(1.3)
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Zx =
θ4 − θ1

2sin(4π/5)
(1.4)

tanP =
Zy
Zx

(1.5)

θm =
√
Z2
x + Z2

y (1.6)

Pyranoses work in the same manner but with a higher number of possible confor-

mations classified in five groups: chairs (C), boats (B), skew-boats (S), half-chairs

(H) and envelopes (E). For the 6-membered rings is necessary to have two variables

to be able to describe all the possible conformations, θ and φ angles. These polar co-

ordinates are represented in a sphere of amplitude Q; which can be represented in a

three-dimensional way or just with two-dimensions making use of the so-called plate

carrée or Mercator representation, in a similar way as Earth is represented in maps.

In contrast to furanoses, pyranose rings do have clear conformational preferences,

being the chairs the most preferred one in gas phase and in water solution [19–22].

The puckering coordinates for the 6-membered rings, developed by Cremer and

Pople [10], are defined by the displacements (zj) of each ring atom from a mean

plane that is centered at z=0 and fixed by two conditions:

6∑
j=1

zjcos[2π(j − 1)/6] = 0 (1.7)

6∑
j=1

zjsin[2π(j − 1)/6] = 0 (1.8)

The orientation of the mean plane can be determined by the following vectors:

−→
R′ =

6∑
j=1

−→
Rjsin[2π(j − 1)/6] = 0 (1.9)

−→
R′′ =

6∑
j=1

−→
Rjcos[2π(j − 1)/6] = 0 (1.10)

where
−→
Rj are the atomic positions. Then, the atomic displacements from the mean

plane are given by the dot product:

zj =
−→
Rj
−→n (1.11)

with −→n being the unit vector perpendicular to the vectors
−→
R′ and

−→
R′′:

−→n =

−→
R′x
−→
R′′

|
−→
R′x
−→
R′′|

(1.12)
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1.2. GLYCOSIDE HYDROLASES

This unit vector is taken as the molecular z-axis. The following system of equations

must be solved to obtain the puckering coordinates for a 6-membered ring:

Qsinθcosφ =

√
1

3

6∑
j=1

zjcos[
2π

3
(j − 1)]

Qsinθsinφ = −
√

1

3

6∑
j=1

zjsin[
2π

3
(j − 1)] (1.13)

Qcosθ =

√
1

6

6∑
j=1

(−1)(j−1)zj

the Q coordinate being the total puckering amplitude and θ and φ the polar coor-

dinates needed to describe the whole puckering sphere, see Figure 1.2.

Figure 1.2: (A) One conformation example for the two possible groups, E and T, of 5-membered

sugar rings. The mean plane is represented in light blue. (B) One conformation example for the

five possible groups, C, H, S, E and B, of 6-membered sugar rings. The mean plane is represented

in light blue. (C) Pseudorotational pathway of the furanose ring. (D) Puckering sphere and

Mercator representation of pyranose rings. In red are marked all the conformations that stabilize

an oxocarbenium ion as explained in section 1.2.4.

1.2 Glycoside Hydrolases

The vast amount of carbohydrate-based structures in nature needs a larger group

of enzymes responsible for their synthesis, degradation and modification. Their
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name is carbohydrate-active enzymes (CAZymes) which can be classified in glycoside

hydrolases (GHs) or glycosiltransferases (GTs), among others; depending on their

specific function. These enzymes are not only important to be essential for live

organisms but also for food, detergent, oil, gas and biotechnology industries. Their

myriad of applications goes from biofuel production to drug design. In this work,

we focus on GHs, which are responsible to hydrolyse glycosidic bonds. These bonds

are among the strongest ones in nature, with a half-life of 4.7 million years [1]. In

the presence of GHs, glycosidic bonds are hydrolysed in just a few milliseconds.

1.2.1 Classification

GHs can be classified according to:

i. The stereochemistry of the product. GHs can be either retaining or invert-

ing with respect to the configuration of the anomeric carbon in the reactant

and product state.

ii. The location of the glycosidic bond to be cleaved. We refer either to endo-

or exo-glycoside hydrolases. In the former, the cleaved bond is in the mid-

dle of the carbohydrate chain whereas in the latter, the broken bond is in

the non-reducing extreme, i.e., at the end of the chain. Whether a GH is

exo- or endo- has a relation with the enzyme active site topology. In this

sense, exo-glycosidases usually have a pocket binding site topology while endo-

glycosidases adopt cleft or tunnel topologies, see Figure 1.3.

iii. The similarity in the amino acid sequence. This is the most useful classifica-

tion to help predicting the function of new sequences of enzymes. The online

database CAZy [23] (www.cazy.org, see also www.cazypedia.org) contains an

updated classification of GHs based in their sequence [24]. When this work is

written, GHs are grouped in 162 families. Enzymes that belong to the same

family usually share the same enzymatic mechanism.

Even though there is an increasing number of X-ray structures available in

the Protein Data Bank (PDB), a database with more than 150 000 structures

(www.rcbs.org, 2020) [25], the lack of structures of CAZyme complexes with their

corresponding carbohydrate substrates hampers the study of their molecular cat-

alytic mechanisms.

6



1.2. GLYCOSIDE HYDROLASES

Figure 1.3: (A) Classification according to the stereochemistry of the product, retaining or in-

verting the configuration of the anomeric carbon. As an example, we use an exo-GH in which the

location of the glycosidic bond is placed at the end of the sugar chain. (B) The location of the

cleaved glycosidic bond is placed in the middle of the chain, an endo-GHs. They can also retain

or invert the configuration of the anomeric carbon, not being represented here. (C) Active site

topologies in GHs from left to right; pocket, cleft and tunnel topologies, the active site is marked

with a blue dashed circle.
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1.2.2 Reaction mechanism

Despite their differences, most of GHs share a common mechanism where two

residues, placed in the so-called -1 subsite, assist the reaction, acting as acid (acid/base

residue) and base (nucleophile residue) [26].

The inverting mechanism is achieved via a one step, single-displacement mech-

anism with the assistance of the two catalytic residues. The classical Koshland

retaining mechanism is a two-step double SN2-type displacement mechanism,

in which the first step consists on the acid/base residue activating the glycosidic

bond while the nucleophile attacks the anomeric carbon to form a stable covalent

glycosyl-enzyme intermediate (GEI). The reaction ends when a water activated by

the acid/base residue, now acting as a general base, attacks as a nucleophile to the

GEI to finally reach the product of a cleaved sugar with the same anomeric center

configuration as the initial compound, see Figure 1.4. This mechanism is the one

found throughout this Thesis.

Regardless of the type of mechanism each reaction step involves an oxocarbenium

ion-like character of the sugar as a transition state (TS). They are very elusive due

to its extremely short life time, and they have been studied by quantum chemical

calculations [27] and mass spectrometry [28]. Also, kinetic measurements of the

isotope effect [27] and the use of a cationic cyclization reaction [29] indirectly support

the existence of oxocarbenium ion-like species. Recently, pure oxocarbenium ions

have been trapped by nuclear magnetic resonance (NMR) using superacid media [30].

Figure 1.4: Catalytic mechanisms of retaining GHs. Figure modified from Cazypedia (Spencer

Williams, 17/3/2020 via Wikimedia Commons, Creative Commons Attribution)

8
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1.2.3 Superacid chemistry, strategies to trap oxocarbenium

ions

Superacids are defined classically as an acid more acidic than pure sulfuric acid [31]

or, according to the modern definition, a superacid is a medium in which the chemical

potential of a proton is higher than in pure sulfuric acid [32]. They are mainly

composed by mixing a Brønsted acid with a Lewis acid and some examples of them

are fluoroantimonic acid (HF:SbF5), magic acid (HSO3F:SbF5) or fluoroboric acid

(HF:BF3); being the former the most acidic one, having a protonating ability over

a billion times greater than 100% sulfuric acid [33].

Martin et. al. [30] were able to observe the elusive glycosyl cation thanks to

using a superacid media (fluoroantimonic acid) which stabilized the cation long

enough to be able to detect it by NMR techniques. Even though this represented a

great advance in the field of glycosyl cations, there was an important question to be

solved; can the observed glycosyl cation in the extreme superacid media be related

to the one formed in the active site of a GH during the hydrolysis reaction? In other

words, is the superacid media a good mimic of a GH active site? This question will

be answered in Chapter 5.

Figure 1.5: Fluoroantimonic acid (HF+
2 :SbF−

6 )

1.2.4 Conformational catalytic itinerary

The myriad of conformations that sugars can adopt (section 1.1.1) is very impor-

tant in GH catalysis. A vast amount of Michaelis (enzyme-substrate) complexes

found in X-ray crystallography, specially for β-GHs, exhibit a distorted substrate

conformation. In particular, the sugar ring located at the -1 enzyme subsite (i.e.

the one bearing the C-O bond to be hydrolysed by the enzyme), is distorted away

from the ground-state 4C1 conformation [34–37]. Why is this distortion induced by

the enzyme?

Three major reasons are invoked to justify the need for a substrate to change

from a ground-state to a distorted and typically higher energy conformation.

9
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i. The anomeric carbon and the nucleophile need to be “in line”, however there

is a steric hindrance between both due to the axial orientation of the anomeric

carbon hydrogen in the ground-state of pyranose rings, 4C1, whereas a dis-

torted conformation removes this steric hindrance and also places the glyco-

sidic oxygen in a good orientation for catalysis (see Figure 1.6).

Figure 1.6: A) Steric hindrance for a 4C1 conformation B) Alleviation of the hindrance upon ring

distortion.

ii. Since the reaction is typically dissociative, the TS exhibits a high oxocarbe-

nium ion-like character. The partial charge (δ+) developed on the anomeric

carbon is stabilized by a partial double bond formation with the pyranic oxy-

gen (O5/O4 in six-/five-membered rings). This particular stabilization re-

quires planarity of the C4/C5, O5/O4, C1, C2 atoms that not all the possible

conformations can achieve. Actually, only 8 conformers for pyranoses and 2

conformers for furanoses are able to optimally stabilize an oxocarbenium ion-

like sugar. These are 4H3,
3H4,

2,5B, B2,5,
4E, E4,

3E and E3 for pyranoses and
3E and E3 for furanoses, see the previous Figure 1.2.

Figure 1.7: One of the possible furanose ring conformations at the oxocarbenium ion-like TS of

the reaction catalyzed by GHs.

iii. It can also be explained either by the antiperiplanar lone-pair hypothesis

(ALPH) or the principle of least nuclear motion (PLNM). The ALPH proposes

10
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that, for instance in sugars, the hydrolysis reaction is favoured when the non-

bonding (i.e. lone pair) electrons of O5 (for six-membered sugar rings) or O4

(for five-membered sugar rings) lie antiperiplanar to the leaving group bond.

Thus, in this way the overlapping between the O5/O4 lone pair orbital and the

antibonding σ∗ orbital of the leaving group is maximized [38,39]. The leaving

group of β-glycosides is placed in an equatorial position in their ground-state

(4C1) and thus, their hydrolysis is unfavoured according to ALPH. Instead,

when they adopt a distorted conformation, the lone pair of O5/O4 is disposed

in an antiperiplanar way to the leaving group bond. The same conclusion is

reached from the PLNM, which stated that those reactions involving the least

nuclei motion are favoured [40, 41]. In this case, the equatorial orientation

of the leaving group in β-glycosides in its ground-state is unfavoured for the

hydrolysis reaction as the C1-H1 bond has to rotate nearly 90◦ from the MC

to the TS to achieve the planarity of the oxocarbenium ion. When the sugar

adopts a distorted conformation, less nuclear motion needs to be done to arrive

to the oxocarbenium ion configuration.

Which distorted conformation a sugar will adopt at different GHs also depends

on their distinct active site topologies as different conformations place the exocyclic

groups in different orientations which will fit better for particular enzymes. Thus,

depending on these restrictions (fitting in the active site and adopting a MC con-

formation which will eager the path to the restricted oxocarbenium ion-like TS

conformation) we can draw specific catalytic conformational itineraries for each en-

zyme (or family of enzymes) into the puckering coordinates map (see Figure 1.8).

Understanding this is of great importance when designing selective inhibitors as

the usually more powerful inhibitors are the ones mimicking the properties of the

TS [42]. But, how can we study the reaction mechanisms and conformational cat-

alytic itineraries? The first step is to obtain a high resolution MC structure to start

deciphering the conformation adopted by the -1 sugar, which it is not always easy

(as discussed below). It is nearly impossible to trap the TS experimentally due to

its extremely short life-time, thus, this is when computational methods are needed.

11
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Figure 1.8: Conformational catalytic itinerary from the MC to the GEI for a five-membered sugar

ring (α-L-arabinofuranosidase of GH54 family, this Thesis) marked with a blue arrow and for a

six-membered sugar ring (β-D-glucosidase of GH5 family [34]) marked with a green arrow.

1.3 Crystal structures and QM/MM simulations:

deciphering catalytic mechanisms

1.3.1 First step, obtaining a high resolution MC structure:

a X-ray crystallography job

Ideally, to be able to study catalytic mechanisms, one would like to start with the

Michaelis complex of the wild-type enzyme with its corresponding natural glycoside

substrate. This kind of structure is rarely available as the reaction timescale (ms)

is below the time resolution of the X-ray crystallography experiment (s). To be

able to trap a structure as similar as possible to the ideal one, crystallographers

use various techniques which slows or knock-out the enzymatic reaction. They can

modify different aspects of the experiment, such as:

i. the substrate. Use sugar-base inhibitors or substrates that are not able to

react with the catalytic residues.

ii. the catalytic residues. Mutate either the nucleophile, the acid/base or even

some assistant residues.

iii. the protein. Work in non-optimal pHs in where the whole enzyme is inactive.

Using these modifications can also lead to non-competent structures, thus the

study of reaction mechanisms needs to be performed with care.

12
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1.3.2 Second step, uncovering the reaction pathway: a com-

putational job.

To assure that the modifications done to be able to trap a MC result in a competent

structure, or to transform the non-competent crystal structures into competent ones;

we would need a technique which has less limitations than experiments, and in here is

where computer simulations enter into the game. After verifying the first step of the

reaction, one can follow the whole reaction mechanism, characterizing the nature of

the TS and what is more, provide further information on electronic rearrangements

not able to be observed experimentally. Using classical molecular dynamics (MD),

quantum mechanics/molecular mechanics (QM/MM) and metadynamics methods

(Chapter 2) we are able to simulate catalytic itineraries of GHs in an accurate

and affordable computational cost. Summarizing all, in this particular field, and in

many others, computational and experimental approaches complement each other

to reach the final objective; understanding the complex world of carbohydrates and

of the enzymes acting on them and consequently, how they influence in all the living

organisms.

1.3.3 Open questions in GH catalysis

Despite the recent advances done in the field of CAZymes mechanisms, there are still

many unsolved mechanistic aspects in various GHs families. In this Thesis we broad

the knowledge of GH catalysis by focusing in two GHs whose catalytic mechanisms

were unknown or controversial.

Specifically, we addressed the question why an undistorted chair conformation of

the synthetic 4-nitrophenyl β-D-galactopyranose substrate is observed in the crystal

structure of the MC of β-galactocerebrosidase (GALC). GALC is a GH that cat-

alyzes the cleavage of β-galactosidic bonds in glycosphingolipids and its misfunction

causes Krabbe disease, a neurodegenerative rare disorder. We investigated the origin

of the unusual substrate conformation and uncovered the conformational catalytic

itinerary. Additionally, a recently solved crystallographic structure of GALC bound

to the lipid-transfer saposin A (SapA) protein made us wonder which is the role of

SapA in the molecular mechanism of GALC. We tried to answer these questions in

Chapter 3.

The second GH studied in this Thesis is an α-L-arabinofuranosidase from GH54

family (AkAbfB). We investigated whether furanoside-active GHs work similarly to

the better studied pyranoside-active GHs. In Chapter 4 we used both experimental

and computational techniques to solve the first MC structure of AkAbfB in com-

plex with 4-nitrophenyl α-L-arabinofuranoside substrate and computed its molecu-

13
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lar mechanism. We also analysed the ability of potential α-L-arabinofuranosidase

inhibitors to mimic the putative MC/TS conformation in the enzyme active site.

Finally, in Chapter 5 we studied the molecular properties of two types of glycosyl

cations, either with five- or six-membered sugar rings, in superacid media and assess

whether these cations are similar to the ones formed during GH catalysis.

14



Objectives

In this Thesis we have used computational techniques (MD, QM/MM MD and

metadynamics) with the aim of unravelling the molecular mechanism of two GHs and

the properties of glycosyl cations in different environments. Experimental techniques

(protein production and X-ray crystallography) have been also used in Chapter 4.

The following specific objectives have been pursued:

� Clarify whether the unusual chair conformation of the synthetic Gal-β-pNP

substrate observed in the Michaelis complex of GALC is due to the non-optimal

experimental conditions or it is a functional feature of the GALC enzyme

(Chapter 3).

� Find out whether the conformations adopted by the Gal-β-pNP substrate can

be extended to the GALC natural substrate, GalCer, and understand the role

of the SapA protein in complex with GALC in molecular mechanism catalyzed

by GALC in vivo (Chapter 3).

� Assess the conformational mimicry of some α-L-arabinofuranose-like inhibitors

with respect to the preferred conformations adopted by α-L-arabinofuranose

(Chapter 4).

� Obtain a Michaelis complex structure of a family GH54 α-L-arabinofuranosidase

(Chapter 4).

� Determine the molecular mechanism of catalysis by α-L-arabinofuranosidase

(Chapter 4).

� Parametrize a force field for the SbF−6 /H2F
+ mixture to investigate the confor-

mational free energy landscape of glycosyl cations in superacid media (Chapter

5).

� Determine whether a glycosyl cation trapped in superacid media is a bona-

fide mimic of the short-lived oxocarbenium ion-like species formed during the

enzymatic glycosylation reaction (Chapter 5).
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Chapter 2

Methods

As stated in Chapter 1, the study of GHs is obtained by combining the experimental

and computational results which let us understand in detail their reaction mecha-

nisms. Thus, it is important to understand the experimental and computational

basis that we will need to use to be able to know its limitations and the results va-

lidity. Firstly, the experimental procedure done to be able to obtain a reliable MC

structure of any GHs is explained. Secondly, the theory behind the computational

tools used along this Thesis is also clarified.

2.1 Protein structure determination in a nutshell

Obtaining a protein structure is a long process with multiple experimental steps. In

this section we will try to explain it as simple as possible, as most of the projects

presented in this work are not experimental. But as we also touched some experi-

mental techniques in Chapter 4, we considered necessary to explain the basics about

these methods.

Protein crystallography has evolved considerably during the more than 50 years

since the first protein structure was released (myoglobin structure by Max Pe-

rutz [43], Nobel Prize in 1962); from the advance of X-ray crystallography (Dorothy

Hodgkin, Nobel Prize in 1964) to the automation of protein production and crys-

tallization, as well as new algorithms and computer software facilitating the data

collection and evaluation.
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2.1.1 Previous steps; obtaining the protein to crystallize

The first step in protein production consists on obtaining a plasmid1 that car-

ries the genes of the protein of interest. This plasmid is obtained via molecular

cloning [45]; this technique consists on taking the gene of interest (usually previ-

ously amplified by PCR) and separated (cut) from the rest of the DNA by the use of

a restriction enzyme2 which is also used to cut a commercial circular plasmid, called

expression vector. By being treated with same restriction enzymes, the end from

both the gene of interest and the expression vector can be attached to each other via

base pairing forming weak hydrogen bonds, a process called ligation. A DNA ligase

facilitates the bond between the plasmid and the gene containing the information of

the protein of interest by catalysing the formation of a phosphodiester bond. After

ligation, the recombinant plasmids (containing the expression vector with our gene of

interest) are inserted into the host cells (which can be bacteria, yeast, mammalian...)

by a process called transformation3. Expression vectors feature different elements

that enhance the gene expression and optimize the production of the protein of in-

terest, such as an origin of replication, elements that allow them to be maintained

in other organisms (plasmids usually come from bacteria but transformations can

also be done in fungal cells, for instance), inducible promoters (inducing gene ex-

pression by feeding the host cells with a specific component, such as methanol) and

also selectable markers (for instance, antibiotic resistance), to allow the separation

of cells that contain the vector from those that do not. Once done the transforma-

tion into the host of interest, the cells containing recombinant plasmids (expression

vector with our gene of interest) are selected by the use of necessary nutrients to

grow (some examples are medias, YPD4, BMGY5 and BMMY6) together with the

antibiotic which the vector-containing cells are resistant to. Afterwards, cells are

grown in large-scale in the corresponding media supplemented with the necessary

components to promote gene expression.

The second step is protein purification. Generally speaking, consists on flow-

ing the solution containing the protein of interest through a column packed with

1an extrachromosomal DNA molecule which can replicate independently from chromosomal

DNA. Commonly found as a double stranded DNA molecule in a small circle form. They only

carry a small number of genes and often, some of them consist on genes that benefit their survival

such as antibiotic resistance [44].
2an enzyme that cleaves DNA into fragments close to the so-called restriction sites, a specific

sequence of nucleotides [46].
3Alteration of a cell resulting from the direct uptake and incorporation of DNA coming from

outside the organism through the cell membrane [47].
4Yeast Extract-Peptone-Dextrose
5Buffered Glycerol-complex Medium
6Buffered Methanol-complex Medium
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different materials; then the various compounds present in the solution will inter-

act differently with the column being able to be separated by the different rates

going through it or by different conditions to elute7. Before starting the protein

purification, it is needed to extract the protein from the cells and obtain the pro-

tein solution. The disruption of the cells can be done using lysozyme, or any other

substance that breaks the cells walls and optionally, before or after, homogenize it

by high-pressure with a French press which disrupt the cells by making them go

through a small valve at a high pressure. Subsequently, to separate proteins from

the disrupted cells ultracentrifugation is used in which the pellet (with the unwanted

cells parts) and the supernatant (with the protein and other soluble substances)8

are obtained. Also, by means of centrifugation, bigger compounds using a filter of

a specific MWCO size can be separated.

The usual protocol for protein purification consists on numerous steps using

different properties of the protein. We will enumerate the ones used in Chapter 4

which consist also in the most common protocol:

1. Ion exchange chromatography. A process which separates substances

based on their charges using a charged resin, negatively or positively charged

depending on the isoelectric point of the protein of interest. For instance, a

column packed with a positively charged resin will interact strongly with a

protein negatively charged in its surface while all the positive or neutral sub-

stance will go through. To be able to elute the protein there are two different

ways; the first one is increasing salt concentration, such as NaCl, so that the

Cl− ions will compete with the protein. The second way is decreasing the pH

of the solution resulting in a more positive charge on the protein, making it

interact weaker with the column resin. The most common ion exchangers are

listed in Table 2.1 [49].

2. Size exclusion chromatography. As its name indicates, this technique con-

sists on separating the substances by their size. Depending on their ability to

go through the gel beads, the substances will have to traverse more column

volume and thus elute later in time. The columns are usually composed of dex-

tran polymers (Sephadex), agarose (Sepharose) or polyacrylamide (Sephacryl

or Biogel P) with different pore sizes [49].

3. Reversed-phase chromatography or hydrophobic interaction chro-

matography. In this case the column contains hydrophobic ligands attached

7to wash out (a substance) by the action of a solvent [48]
8After sedimentation, specially when using a centrifuge, the precipitate is referred as pellet and

the solution above the solid is called supernatant
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to the stationary phase, such as phenyl, that retains the hydrophobic sub-

stances with increasing retention times with higher polar mobile phases. For

instance, you can decrease the concentration of salt (thus, decrease the polar-

ity of the mobile phase) to decrease the retention time and elute faster the

hydrophobic substance [50].

Name Type Functional Group

DEAE cellulose (Anion exchanger) Weakly basic (DEAE) Diethylaminoethyl

QAE Sephadex (Anion exchanger) Strongly basic QAE (Quaternary aminoethyl)

Q Sepharose (Anion exchanger) Strongly basic Q (Quaternary ammonium)

CM-Cellulose (Cation exchanger) Weakly acidic CM (Carboxymethyl)

SP Sepharose (Cation exchanger) Strongly acidic SP (Sulfopropyl)

SOURCE S (Cation exchanger) Strongly acidic S (Methyl sulfate)

Table 2.1: Most common ion exchangers columns.

Another purification process not enumerated above as it was not used in this

work, but worth mentioning as it is one of the most popular purification tech-

niques, is the addition of a poly-histidine tag (His-tag) at one extreme of the pro-

tein aminoacid chain (using a specific gene in the expression vector) and then use

a metal-ion affinity chromatography to separate the His-tagged protein of other

proteins. Thanks to the relatively small size of the His-tag is not essential to be

eliminated before the crystaliization process starts.

Finally, the purified protein must be concentrated and it is usually done by

ultrafiltration, which by means of centrifugation and a membrane with a specific

MWCO, separates the solution and small molecules of the protein. Also, it is im-

portant to evaluate all the purification process and this is usually done by running a

SDS-PAGE, an electrophoresis method9 that allows protein separation by mass [51],

see Figure 2.1. In addition, it is necessary to quantify the amount of protein ob-

tained before trying to crystallize it. Approximately, a concentration of 10 mg·ml−1

of protein is needed as a rule of thumb, but the true appropriated concentration for

crystallization depends a lot on the sample (i.e. the protein characteristics, specially

solubility). The quantification is done by looking at the absorbance of light at 280

nm.
9the motion of dispersed particles relative to a fluid under the influence of a spatially uniform

electric field
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Our purified and concentrated protein usually contains glycans attached to it.

These glycans difficult the task of obtaining a high-quality crystal and sometimes

the protein needs to be deglycosylated prior the crystallization procedure. This can

be done with different enzymes such as endoglycosidase H or Peptide-N-Glycosidase

F. Then, a second round of purification process needs to be done in order to get

rid of these new enzymes placed in our protein solution besides the small amount of

protein not deglycosylated and also, the removed glycans.

Figure 2.1: SDS-PAGE done for two different weighted enzymes, GH51 and GH54, the later being

studied in Chapter 4.
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Figure 2.2: Schematic representation of molecular cloning, protein expression, purification and

crystallization in P. Pastoris. The crystals shown correspond to EndoH-deglycosylated AkAbfB,

from GH54 family. The vector pPICZα, used in Chapter 4, is shown in black and white from

ref. [52]
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2.1.2 X-ray crystallography

Firstly, there is the arduous task of finding an optimal crystallization condition.

Nowadays, there are at our disposal a variety of commercial screens optimized for the

crystallization of proteins [53,54] in which various ingredients mixes are preassembled

and thanks to liquid-handling robots the process of dropping a very small amount of

our protein to each different conditions well is faster and easier to manipulate. After

this, the crystallization screens are usually placed in a robot machine which controls

using a camera the crystal growth. Once there is some crystal growth (which can

vary from some days to weeks or months), starts the process of crystal optimization

usually performed by designing screens based on the initial conditions where crystals

were grown [55], pretending in this way to obtain a higher number of crystals but

also more ordered and bigger.

Secondly, with a big and ordered crystal, the process called cryocooling is done.

This technique consists on placing the crystal in a cryosolution, a solution which

contains different types of alcohols, salts or oils to prevent ice formation. Then these

crystals are freezed by using liquid nitrogen which maintain them at 100K. All these

steps are needed as the beam lines used in the synchrotrons to diffract the crystal

are so intense that an unprotected crystal would evaporate before the diffraction

experiment would finish.

Finally, the loop containing the cryocooled crystal is placed in-line with the X-

ray beam and rotates in all its possible angles so that all the reflections across the

crystal are collected.

2.1.3 Solving and refining crystal structures

The last step consists on recollecting the data from the X-ray experiment. But it is

not as easy as it seems. What we recover from a crystal after a X-ray beam it is what

is called the diffraction pattern; a set of spots (or more technically, the reflections

at different intensities) corresponding to the resulting diffraction10 of the waves that

go through the crystal and are scattered and interfered with each other deviating

from the central beam. We obtain a large number of diffraction patterns to recover

all the possible orientations of the crystal. X-ray is the beamline of choice due to its

wavelength, in the Å range, ≈ of 10−10 m, which can be scattered by the electrons

present in the chemical bonds of the molecules. The interference of the diffracted

X-rays depend on all the atoms present in the crystal, i.e., the shape and symmetry

of the unit cell define the directions of the diffracted beams and the location of all

10Bragg diffraction: Consequence of the interference between waves reflecting from different

crystal planes.

23



CHAPTER 2. METHODS

atoms in the cell define their intensities. When there is a larger unit cell, we obtain

more diffracted beams (reflections or spots in the diffraction pattern) which help in

increasing the accuracy of the final estimation of the averaged reflection intensity.

What is more, the position of each atom is responsible for the intensities of all the

reflections or in other words, the intensity of each reflection depends on the positions

of all atoms in the unit cell. This fact makes impossible to solve only a small region

of the crystal as it is needed to model the whole system to be able to obtain it [56].

Each reflection has two main properties, its amplitude and its phase. Thus, once

the amplitude and phase of all the reflections are known, as they are scattered by

the electrons of all the atoms of the unit cell, we would be able to reconstruct the

electron density of the protein present in the crystal.

To obtain the distribution of the electrons present in our crystal it is necessary to

calculate the Fourier transform (FT) of the structural factors or F, which correspond

to the amplitudes and phases of the scattered waves. The FT let us going from the

reciprocal space, the diffraction pattern, to the direct space; the electron density of

the atoms present in our protein. Amplitude can be recovered from the intensities

of the reflections but there is no direct way to obtain the phases of the reflections

and we face what is called the phase problem. There are several methods to obtain

the phases in an indirect way, listed below:

1. Molecular replacement. Also abbreviated as MR, it is based on finding a

protein model resembling the protein of interest (more than 20 % of sequence

similarity) which it is translated and rotated to fit the new unit cell, then

obtain the phases of the protein model and finally, build the first electron

density map of our protein. Thanks to the increasing number of proteins

diposited in PDB [25] the probability of finding an adequate model has also

been increased. It is the most common method to solve the phase problem,

in 2013 almost 60% of all the structures deposited in PDB where solved by

MR [57].

2. Multiple/Single Isomorphus replacement. Abbreviated as MIR/SIR, it

is based on comparing two isomorphic11 structures, a native one and another

of the same protein but soaked or co-crystallized with heavy-atoms such as

Hg. Diffraction patterns are measured from both the native and the heavy-

atom crystals, and the structure factors for the two crystals are compared. If

a structure factor from the heavy-atom crystal is significantly stronger than

the corresponding structure factor from the native crystal, then the scattering

from the heavy atoms must be interfering constructively with the scattering

11Crystals are described as isomorphous if they are closely similar in shape [58]
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from the rest of the crystal. In this case the (unknown) phase of the native

structure factor must be close to the (known) phase of the scattering from

the heavy atom alone. Similarly, if a structure factor from the heavy-atom

crystal is significantly weaker than the corresponding structure factor from the

native crystal, then the scattering from the heavy atoms must be interfering

destructively and the phases must be offset by nearly 180◦. These two cases

would be the ideal ones and usually, the scattering lies between both extremes.

To resolve this problem, it is necessary to use multiple crystals with different

heavy-atoms bonded to different places on the protein [59].

3. Multiple/Single wavelength Anomalous diffraction. MAD/SAD is nowa-

days the method of choice for novel protein structures. It can be seen as a

similar method compared to MIR, but in this case compares a single crystal

in which the scattering is measured at the absorption edge12 and at a wave-

length distant from it, or a set of several wavelengths to provide better phase

estimation. The wavelength tuning can be done thanks to the use of syn-

chrotrons and the atoms anomalous scattered are usually Se placed instead of

S in methionine residues, even though other heavy atoms can be used. The

only drawback of this method is that the experiment requires a very careful

measurement of small differences in the diffraction pattern and therefore, it

must be performed in a high resolution crystal [59].

After solving the waves phases by either experimentally derived or MR-based

methods only approximate models are build and they require further refinement.

It is an iterative process which goes on until the best fit is achieved between the

observed diffraction pattern and the one calculated by FT from the model structure.

The iterative process includes rounds of automated optimization and also manual

corrections to avoid the former one to get stuck in a local minimum instead of the

global one. The parameters optimized are the x, y, z coordinates of the atoms

and a parameter reflecting their smearing in space known as atomic displacement

parameter (ADP) or B-factor. Refinement is a tremendous task as, for example,

a molecule of 20 KDa would take approximately 6000 parameters to refine [60].

Frequently, the number of reflections obtained in the diffraction pattern are not

enough and thus, some stereochemical restraints are applied, being careful to do

not use very tight restraints which could suppress the information coming from the

experiment.

12each atomic type has a few absorption edges around which the scattering varies rapidly (in

amplitude and phase) with wavelength. By varying the wavelength around the absorption edge for

an atomic type, the contribution from those atoms to the total scattering can be varied.
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The final step would be structure validation, which consist on checking the

interpretation of the data into the atomic model (model-to-data validation) and also

to check the consistency of the model with known physical and chemical properties;

such as making use of Ramachandran plots, side-chain rotamers, etc. Also it is

important to validate the ligands present in the structure as at lower resolutions it

is very difficult to solve them properly, specially carbohydrates [61,62].

Figure 2.3: Schematic representation of solving a macromolecular structure such as a protein by a

X-ray experiment.

26



2.2. COMPUTATIONAL TOOLS

2.1.4 Protein ensembles and single proteins; experimental

vs computational protein structures

It is important to bear in mind the fact that when solving a protein from a crystal

structure, it is not a single molecule but instead a space and time average over the

whole crystal volume and the duration of the X-ray experiment. Thus, the diffrac-

tion pattern is an average of possible static disorders: different conformations

adopted by some regions of the protein in various unit cells; and dynamic disor-

ders: the atomic thermal motion, mobility of whole molecular fragments and crystal

lattice vibrations. The error of this averaged structure coming from an ensemble of

structures is enclosed in the above mentioned B-factor or ADP.

On the other hand, when we simulate proteins we use a single one and not an

ensemble averaged over space and time. To obtain significant results it is needed

to run dynamic simulations to be able to recover all the possible conformations of

the system by making use of the ergodic hypothesis13. In this case, the factor which

enclose the ”smearing” of atoms would be the root mean square fluctuation (r.m.s.f.)

of the atoms.

The experimental and computational error parameters can be related by:

rmsfexp =

√
3B

8π2
(2.1)

rmsfcalc =
√
〈[ri(t)− 〈ri(t)〉]2〉 (2.2)

2.2 Computational tools

From experiments we obtain an averaged but static picture of a specific protein

and usually, as explained in Chapter 1 (section 1.3.1, page 12), in a non-competent

picture due to the modifications necessarily done to be able to crystallize the MC;

or with some missing loops which were not able to observe due to its high mobility.

Then, if we want to study its competent state (reverting the mutations done) and its

full completeness (modeling missing loops) we need to make use of the computational

tools available nowadays. Also, we want to see the dynamics of that protein to

be able to discern how this protein actually works. Molecular dynamics is based

on describing the movement of the atoms thanks to mathematical expressions with

equations of motion and the corresponding energy at each step to be able to integrate

a trajectory of each atom along time. There are different ways to treat the movement

13It states that by running an infinite time simulation it would be possible to recover the ensemble

average by a time average.
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and energy of these particles; basically using quantum or classical methods. The

particles motion can be described as point particles (classical description) or as

probability waves (quantum description). The system energy depends on the atom

interactions and they can be described classically, by means of potential force fields

or quantically, in which some approximations are needed as the computational cost

needed is extremely huge.

2.2.1 Classical Molecular Dynamics

The propagation of the particles using this method is based on the Newton’s second

law of motion, which is;

−→
Fi(t) = mi

−→ai (t)⇒ −
δV (−→r )

δri
= mi

δ2−→ri (t)
δt2

(2.3)

The equation of motion is solved approximately using numerical algorithms such

as the Verlet integrator [63] and the atomic propagation takes the following form;

−→r (t+ ∆t) = 2−→r (t)−−→r (t−∆t) +−→a (t)∆t2 (2.4)

where ∆t is the time step parameter, its choice being a counterbalance between

accuracy and computational cost. A small time step gives a better integration

quality, but more integration steps will be required for the same dynamics length.

A good rule of thumb is choosing a time step one tenth of the fastest molecular

motion which is usually the O-H bond stretching.

2.2.1.1 Energy calculation, use of force fields

To solve the potential energy parameter of equation 2.3 which corresponds to the

interatomic interactions we make use of the so-called force-fields, a set of energy

functions and parameters that give the potential energy for a given atomic position.

One possible function is the one used in the Amber program and has the following

form [64];

V FF =
∑
bonds

Kr(r − req)2 +
∑
angles

Kθ(θ − θeq)2 +
∑

dihedrals

1/2Vn[1 + cos(nφ− γ)]

+
atoms∑
i<j

(
Aij
R12
ij

− Bij

R+
ij

+
qiqj
εRij

) (2.5)

There are two main drawbacks of classical MD. Firstly, FF use parameters de-

veloped from data on small molecules into much larger entities, thus, the effect of

the molecular environment is neglected. These parameters are obtained by fitting
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a potential function with experimental data and high level quantum chemical cal-

culations, which have the inconvenient to do not be always accessible. Secondly,

electrons are not considered, but instead point charges, localized in each nuclear

center, are used to reproduce the electrostatic properties of each molecule. Simple

functions (e. g. Hooke’s law) are used to describe processes such as the stretching of

the bonds; due to these approximations electron density is not explicitly considered

and so, chemical reactions can not be performed.

2.2.2 Quantum Molecular Dynamics

To overcome the drawback of not being able to study chemical reactions, we would

need to include explicitly the electrons in the molecular dynamics formalism. The

equation that follows the evolution of the system in a quantum way, is the time

dependent Schrödinger equation [65];

ih̄
δ

δt
ψ(−→ri ,

−→
RI , t) = Ĥψ(−→ri ,

−→
RI , t) (2.6)

in where i is the imaginary number, the constant Planck is h̄, ψ corresponds to the

time dependent wave function for i electrons and I nuclei from which a probability

of finding a particle in a particular space region at time t can be derived from; and

Ĥ is the Hamiltonian14 of the system. Ĥ outputs the energy of the system and in a

non-relativistic way can be expressed as;

Ĥ = − h̄
2

(
N∑
I=1

∇2
I

mI

+
n∑
i=1

∇2
i

mi

) + Vn−e(
−→ri ,
−→
RI) (2.7)

in where the first term corresponds to the kinetic energy of the nuclei (N) and

electrons (n) and the second term to the potential energy which can be divided in;

Vn−e(
−→ri ,
−→
RI) =

1

4πε0
(
∑
i<j

e2

|−→ri −−→rj |
−
∑
I,i

e2ZI

|
−→
Ri −−→ri |

+
∑
I<J

e2ZIZJ

|
−→
RI −

−→
RJ |

) (2.8)

where the first term corresponds to the electron-electron electrostatic repulsion, the

second term to the nuclei-electron electrostatic potential and the last term to the

nuclei-nuclei electrostatic potential. Using the Born-Oppenheimer approximation

we can assum that the motion of the nuclei and electrons in a molecule can be

treated separately. Unfortunately, these equations are limited to small systems and

some approximations need to be done for larger systems. The following methods

can be approached:

14an operator corresponding to the sum of the kinetic energies plus the potential energies for

all the particles in the system (this addition is the total energy of the system in most of the cases

under analysis)
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1. Ehrenfest MD (EMD). The first simplification that can be done in the

Schrödinger time-dependent equation is to assume the nuclei as point particles

and then treat them in a classical way, then the equations to solve are the

followings;

MI
δ2
−→
RI(t)

δt2
= −∇I〈ψ0(

−→rn , t)|Ĥe|ψ0(
−→rn , t)〉 (2.9)

ih̄
δψo(
−→rn , t)
δt

= Ĥeψo(
−→rn , t) (2.10)

As it can be seen, equation 2.9 is basically the Newton’s equation of motion

(found in equation 2.3), but now calculating the potential energy in an ab

initio way, taking into account the electrons [65].

2. Born-Oppenheimer MD (BOMD). A second approach is the BOMD in

which the nuclei are also treated as point particles moving in a classical way

but now, in an effective potential which is given by the Born-Oppenheimer

potential energy surface obtained by solving the time-independent electronic

Schrödinger equation at the given nuclear configuration
−→
RI(t). Contrary to the

EMD where the wavefunction is minimized initially and the electronic system

will stay in its respective ground state minimum and propagated as the nuclei

move; in BOMD the minimum of the electronic system has to be reached at

each time step. It has the following form [65];

MI
δ2
−→
RI(t)

δt2
= −∇Iminψ0(

−→rn,t)〈ψ0(
−→rn , t)|Ĥe|ψ0(

−→rn , t)〉 (2.11)

E0ψ0(
−→rn , t) = Ĥeψo(

−→rn , t) (2.12)

3. Car-Parrinello MD (CPMD). This technique combines the advantages

of both Ehrenfest and Born-Oppenheimer molecular dynamics in an optimal

way. The basic idea of Car-Parrinello Molecular Dynamics (CPMD) is taking

advantage of the quantum-mechanical adiabatic time scale separation of fast

electronic (quantum) and slow nuclear motion (classical) [66]. Using this idea,

a Lagrangian was proposed where both electrons and nuclei are included;

LCP =
N∑
I=1

1

2
MI

δ2
−→
RI

δt2
+

1

2
µe

n∑
i=1

〈δφi(
−→r , t)
δt

|δφi(
−→r , t)
δt

〉−〈ψ0|Ĥe|ψ0〉+
n∑
j=1

Λijφj(t)

(2.13)

where the first two terms correspond to the kinetic energy, the third term

corresponds to the potential energy and the last one is a constraint imposed

to assure the orthonormality of the orbitals. The equations of motion are

derived as;

MI
δ2
−→
RI(t)

δt2
= −∇I〈ψ0(

−→rn , t)|Ĥe|ψ0(
−→rn , t)〉 (2.14)
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µe
δ2φi(t)

δt2
= −Ĥeφi(t) +

n∑
j=1

Λijφj(t) (2.15)

where µe is the fictitious mass assigned to the orbitals degrees of freedom.

Thus, in a CPMD simulation both electrons and nuclei evolve simultaneously,

where the electrons are following adiabatically the nuclear motion very close

to their instantaneous ground state [67]. Basically, the main issue is how to

achieve adiabatic separation of the electronic and nuclear subsystems and how

to control it to guarantee a correct description of the system. This can be done

if the frequency difference, ωmin - ωmax, between both subsystems is relatively

large. The lowest possible electronic frequency is directly proportional to the

Egap (energy difference between the lowest unoccupied, LUMO, and the highest

occupied, HOMO, orbital) and inversely proportional to the fictitious mass,

µe.

ωmine α{Egap
µe
}1/2 (2.16)

According to equation 2.16 the only parameter to control adiabatic separation

is the fictitious mass, µe. Decreasing µe increases the minimum frequency of

the electronic subsystem (as the energy gap depends only on the physics of

the system and thus cannot be changed) and then adiabiacity is increased.

However, a decrease of µe also leads to an increase of the maximum electronic

frequency according to;

ωmaxe α{Ecut
µe
}1/2 (2.17)

where Ecut is the largest kinetic energy in an expansion of the wave function in

terms of a plane wave basis set (explained in section 2.2.2.1). Also, the time

step is inversely proportional to the highest frequency in the system, and thus

limits the largest time step that is possible.

∆tmaxα{ µe
Ecut
}1/2 (2.18)

Then, a compromise have to be achieved in order to control parameter µe. For

large-gap systems (most molecules), values of µe = 500-1000 a.u. with time

steps of about 5-10 a.u. (0.12-0.24 fs) ensure a good control of adiabaticity,

but some tests need to be done to each different system to ensure the optimal

values [68].

4. Benefits and drawbacks of each ab initio MD method. The main

reason to choose between different ab initio molecular dynamics methods is

basically the efficiency in terms of computer time for a specific problem. This

can reside in the time step one has to choose for the dynamics which depends
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on the fastest motion considered as degree of freedom. In the EMD the time

step is dictated by the intrinsic dynamics of the electrons as described by the

time-dependent Schrödinger equation, thus, the largest possible time step is

that which allows us to integrate properly the electronic equations of motion.

On the contrary, in the BOMD there is no electron dynamics whatsover in-

volved in the equations of motion as the electronic subsystem is treated as

time-independent. In this case, the time step is given by the nuclear motions

which is much slower than the electronic one allowing larger time steps. The

only drawback is the fact that the electronic structure has to be solved self-

consistently at each molecular dynamics step whereas this is avoided in EMD.

Then, EMD and CPMD have a smaller time step than BOMD. Between the

two methods which treat electrons in a time-dependent manner, EMD and

CPMD, the latter has a time step of one order of magnitude higher due to the

time step dependence on the fastest electronic motion. In the former corre-

sponds to equation 2.17 whereas in the latter can be estimated within a plane

wave expansion as ωEe α Ecut. When the electronic fictitious mass is introduced,

the time step can be increased. But the time step size it is not the only pa-

rameter that will increase or decrease the used computer time. In the BOMD

the iterative optimization of the wave function is done at each time step but

only once in CPMD, this process becoming harder the larger the system is.

Depending on the system, the computational effort can be the same for the

two methods (CPMD and BOMD) or even smaller for CPMD even though the

electrons are treated dynamically.

2.2.2.1 Energy calculation

To calculate the energy needed to propagate the equation of motions in a quantum

way we ”only” need to solve the stationary Schrödinger equation which has the

following form;

Ĥψ(−→rn) = Eψ(−→rn) (2.19)

The solution to this equation can be approached by different techniques some of

them called wave function methods which derive from first principles to solve either

the Hamiltonian or the wave function, from lower to higher level of accuracy there is

Hartree-Fock (HF) theory, Møller-Plesset perturbational theory or coupled cluster

methods. The main disadvantage of this kind of wave function methods is its depen-

dency on a high number of variables for a n electron system, corresponding to the

three spatial and one spin coordinates for each electron. Thus, the computational

cost increases exponentially with the number of electrons and making it virtually

impossible to solve for large systems [69].

32



2.2. COMPUTATIONAL TOOLS

Density Functional Theory (DFT) is based on the proof by Hohenberg and

Kohn [70] that the ground state electronic energy is determined completely by the

electron density (ρ(−→r )) which only depends on three variables for the whole system,

the spatial x, y and z coordinates, overcoming the bottleneck of the exponential

”wall” found in wave function approaches. So, in theory, we would only need to find

a functional15 which takes us from ρ(−→r ) to E. We will further develop this technique

as it is the one used along this work.

E = F [ρ(−→r )] (2.20)

The DFT theorem was further developed by Kohn and Sham (KS) in which the

intractable many-body problem of interacting electrons in a static external potential

is reduced to a tractable problem of non-interacting electrons moving in an effective

potential [71]. Then the energy functional is approximated to;

E[ρ(−→r )] = Ts[ρ(−→r )] + VN−e[ρ(−→r )] + Ve−e[ρ(−→r )] + EXC [ρ(−→r )] (2.21)

where the first term corresponds to the kinetic energy assuming non-interacting

electrons, the second term corresponds to the nuclei-electron attractions, the third

to the Coulomb interactions between electrons and the last one to a correction term

which contains the contributions from exchange and correlation. The density of the

system is written with a technical construct called the KS-orbitals which ensures

that the true electron density can be derived even though the kinetic energy and

Coulomb energies were derived from an approximated non-interacting system.

ρ(−→r ) =
N∑
i=1

|ψi(−→r )|2 (2.22)

The drawback in DFT is the unknown EXC [ρ(−→r )] which is derived with different

approximations. A popular way to order them is by the Jacob’s ladder [72] seen in

Figure 2.4 which goes from the less accurate (Hartree world) to the most accurate

(Chemical accuracy heaven) EXC approximations.

As we stated previously, we use the KS-orbitals to solve numerically the energy

functional from the electron density. These orbitals are functions that can be de-

scribed in various ways, using basis sets or plane waves. The former is a function

centred on the nuclei, while the latter is based on expanding the orbitals through a

defined space using plane waves (PW);

ψi(
−→r ) =

1

ω1/2

Gmax∑
G

CGe
i
−→
Gr (2.23)

15A function whose argument itself is a function. It is a device which assigns a number, e.g.

energy, to a function, e.g. electron density.
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Figure 2.4: DFT Jacob’s ladder. In cursive in the right side of the picture there are some examples

for GGA, meta-GGa and hybrid functionals.

where ω is the volume of the cell and G is the plane wave momentum. The cor-

responding basis sets are denoted by an energy value, Ecut, which is related to the

maximum G value in the PW expansion, Gmax. One advantage is that the calcu-

lations are not affected by the basis set superposition error (BSSE, found in the

basis sets approach), but otherwise, the whole space is equally described, and this

means paying a price for the calculations of non-extended systems (e.g. molecules),

in which the electron density is largely concentrated around the atoms. Because

describing core electrons with a PW basis set would require even a higher number of

PWs, the effect of the core electrons is described with pseudopotentials (an effective

potential constructed to replace the atomic all-electron potential and valence elec-

trons are described by pseudo-wave functions with significantly fewer nodes than

the all-electron wave function) [73].

2.2.3 A mix in between quantum and classical, QM/MM

The main problem of using quantum MD methods is its size restriction, which is

around a few hundred atoms; impossible to be able to simulate most of biological

systems. Classical MD, even though capable of simulating huge systems, it describes

them less accurately and with the impossibility of electron rearrangement, such as

chemical reactions. Thus, combining both methods, we can overcome the size and

electron rearrangement restrictions. In 2013, Karplus, Levitt and Warshel were

awarded with a Nobel Prize for ”the development of multiscale models for complex

chemical systems” [74]. Thus, the award was for the invention of the method called
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QM/MM, a combination between quantum mechanics and molecular mechanics.

In this method, there is a quantum region, in which there is an interest of its

electronic rearrangement, and a classical region. Both have a myriad of different

quantum methods and force fields to choose which will obviously affect on the results

obtained, but also you can choose different ways on how to treat the interaction

between both regions. There are mainly two schemes to calculate the whole QM/MM

energy of the system; one called the subtractive scheme in which the whole system

energy is calculated in a classical way, then the quantum region is added calculated

with a quantum method and finally the calculated classically energy of the quantum

region is subtracted;

E = EMM(QM +MM) + EQM(QM)− EMM(QM) (2.24)

But the most common one, and the one used in this work, is using the additive

scheme which the total energy system is the sum between the quantum region (using

quantum methods), the classical region (using force fields) and the energy coupling

both regions;

E = EQM + EMM + EQM−MM (2.25)

The interactions coupling QM and MM degrees of freedom can be grouped in bonded

and non-bonded. When the QM-MM boundary divides a covalent bond there are two

suitable options to saturate the QM region within a MD formalism: either ”cap” the

QM site with a link atom (frequently a hydrogen atom), mostly known as capping

hydrogens or parametrize a boundary atom described by a pseudopotential.

The electrostatic interactions are dealt at different levels of sophistication called as

mechanical embedding, electrostatic embedding and polarized embedding

[75]. In this work we are using the QM/MM scheme implemented in the CPMD

[76] code which corresponds to an electrostatic embedding based on a multilayer

approach [77]. There are three different layers called NN, MIX and ESP regions.

The Coulombic electrostatic interaction between the QM atoms and the closest MM

atoms (names as NN atoms), and the atoms in the MIX region with a charge larger

than 0.1e0, are treated exactly;

ĤNN =
NNatoms∑
i=1

qi

∫ inf

0

d−→r ρ(−→r )

|−→r −−→ri |
(2.26)

For classical atoms in the previous mentioned region with a charge smaller than

0.1e0 and all MM-atoms included between the MIX and ESP boundary regions are

coupled to the QM system treating them as point charges;

ĤESP =
ESPatoms∑

i=1

QMatoms∑
j=1

qiQ
RESP
j

|−→ri −−→rj |
(2.27)
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The longer range electrostatic interactions are treated via a multipole expansion. It

is important to choose the size of this layers between accuracy and computational

cost as a big NN or ESP layer can increase exponentially the time employed for a

MD step.

Figure 2.5: (A) Electrostatic regions illustrated for a retaining GH. Values correspond to RNN=20

a.u. and RESP =38 a.u. The water box has been reduced for visualization purposes. (B) Computa-

tional cost for various values of RNN and RESP (calculations performed using 80 Intel SandyBridge

processors). Image modified from Raich et. al. [78]

.

2.2.4 Exploring more regions of the system space, metady-

namics

When one performs molecular dynamics simulations, the main aim is to sample all

the phase space of the system. To be able to achieve it, a very large timescale has to

be computed due to many relevant systems are characterized by several metastable

states separated by high barriers that lead to kinetic bottleneck [79]. The transition

between different states, thus, become rare events taking place often at much longer

timescales that one can simulate in practice. Then, these kinetic bottlenecks slow

down or even make impossible the sampling of the whole phase space. The equation

of probability of finding a particular system in any state is [80];

p(
−→
S ′ ) = 1/Q

∫
d
−→
Rd

δ
−→
R

δt
exp(−Ĥ(

−→
R ,

−−→
δ
−→
R

δt
)/KBT )δ(

−→
S (
−→
R )−

−→
S ′ ) (2.28)

What is showing equation 2.28 is the fact that the probability to observe the system

in a TS during a simulation decreases exponentially with the height of the TS

barrier. Taking into account that chemical barriers are typically one or two order of
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magnitudes higher than the average kinetic energy (KBT ≈ 0.6 kcal/mol) it results

in a very low probability. Advanced sampling methods have been developed to

be able to enhance sampling of the phase space based on the definition of some

crucial parameters or collective variables. One branch of these methods is based

on an introduction of a bias potential to be able to cross the high barriers between

these metastable states. In this work, the method of choice has been metadynamics

[81]. Metadynamics lowers the probability of revisiting regions in the low-energy

reactant and product states such that it would be easier for the system to cross high

energy barriers between metastable states. This can be achieved by adding a bias

potential to the effective potential coming from the electron system;

Vtotal(t) = Ve + Vbias(t) (2.29)

The bias potential has the form of Gaussian-shaped functions which are added after

a specified time interval, δt.

Vbias(s, t) =
∑
ti

Wexp(
−|s− s(ti)|2

2∆Si
) (2.30)

where W is the gaussian height, ∆s is its width and s is the position of the cor-

responding collective variable. This bias potential discourages the system from

revisiting a specific point. The history-dependent potential builds up until it coun-

terbalances the underlying free energy well, thus, being the system able to cross the

high barrier and visit other metastable states of the phase space. This procedure

is repeated until all the minima are filled with Gaussian potential “hills” and the

system can move barrier-free among the different states. The free energy surface

can be obtained by

Vbias[t→ inf](s, t) ≈ −∆G(s) (2.31)
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Figure 2.6: Schematic representation of a fictitious particle in plain MD (left) and metadynamics

(right). The fictitious particle cannot scape from state B when using plain MD while when meta-

dynamics is applied it will move through the “hills” (in blue) added with bias potential, Vbias,

crossing high barriers between metastable states.

There are two issues to take into account in a metadynamics simulation (or any

other advances sampling technique). The first one is the fact that is not trivial to

decide when to stop a simulation. As a general rule, it should be stopped when

the motion of the CVs becomes diffusive in the region of interest, which means that

local convergence has been achieved. Some authors have argued that one recrossing

over the transition state (TS) is enough to converge a metadynamics simulation

of a chemical reaction [80]. In our experience, the free energy error associated to

lack of recrossing is less than 1.5 kcal/mol and in general the molecular mechanism

remains unchanged. The second issue is the the choice of an appropriate set of CVs

for the system of interest. A rational choice has to be made in order to obtain

a good physical description of the process, otherwise the computational time to

convergence can be prohibitively large. Optimal CVs should fulfill the following

requirements [82]:

1. They are explicit functions of the atomic positions.

2. They are able to distinguish the different states of the system.

3. They should include all the slow modes of the system. Slow modes are referred

to those variables that cannot be sampled in the timescale of a simulation. It

is expected that all the other fast variables will adjust rapidly to the evolution

of the slow variables.

4. There should be a limited number of CV as the computational cost increases

exponentially with the number of CVs.
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2.2.5 QM/MM metadynamics simulation protocol

To be able to study the chemical reaction mechanisms of enzymes we would need to

do a QM/MM metadynamics simulation. QM/MM because we want to simulate a

big biological system such as an enzyme solvated by water molecules which would

be impossible to calculate by quantum methods alone but also, we want to study

the electron rearrangement, some bonds are being broken and formed and, thus,

we cannot use classical MD alone either. Metadynamics is used to enhance the

sampling of the cleavage and formation of the bonds which are in a chemical time

scale not possible to simulate with QM/MM alone with the nowadays computer

power. It is important to carefully set all the previous steps to finally do not reach

to a simulation artifact. All the consideration that have to be taken into account

are explained below.

First, a reliable crystallographic structure has to be chosen. This was enough

discussed in Chapter 1 and section 2.1. Then, the proper modifications need to be

done to recover a competent state of the enzyme. Afterwards, the protein needs

to adapt at these modifications and explore different possible states found in room

temperature. Nowadays, these steps need to be performed with a classical MD

method, as the time scales needed to reach thermal equilibrium (nanoseconds) are far

from the time scales that are affordable with ab initio and QM/MM MD. The steps

performed in a classical MD are minimization, heating and equilibration to proceed

afterwards with the production phase from which we will take the snapshots to

further develop our study. At least one frame is selected from the MM simulation, it

is important to start with a suitable snapshot since, for example, ring conformational

changes might involve sizeable energy barriers (≥5 kcal/mol) and thus are unlikely

in the picosecond time scale at room temperature. Afterwards, you need to set

the quantum described atoms, mainly all the atoms involved in the reaction, decide

where would be the best part to cut between the QM and MM regions and include

the corresponding capping hydrogens or monovalent pseudopotentials. Once the

QM region is determined, there are some parameters which need to be decided; the

fictitious electronic mass of the QM region (if using CPMD), the dynamics time

step and also, the electrostatic QM-MM interaction radius must be carefully set

before QM/MM MD equilibration is initiated, as important features of the active

site might be influenced by non-bonded interactions with the environment. Once

we have set up the QM/MM system we also equilibrate it to the new method; by a

minimization step of the wave function and the geometry of the system; afterwards

we set the thermostats to the corresponding temperature and now we are able to

start the metadynamics simulation. First, the collective variables need to be chosen,

which is a crucial process for obtaining a good physical description of the process.
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In general, a selected small number of CVs are chosen and by failures attempts

you improve them until reaching the ones which lets you achieve convergence of

the metadynamics simulation; finally obtaining the proper data to be evaluated to

obtain the reaction mechanisms results.

Figure 2.7: Schematic representation of the protocol used for a QM/MM metadynamics simulation.
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Chapter 3

Unravelling the origin of brain

diseases: catalytic study of

β-Galactocerebrosidase

Parts of this chapter have been published:

Nin-Hill, A.; Rovira, C.; ”The catalytic reaction mechanism of β- galactocerebrosi-

dase, the enzyme deficient in Krabbe disease.” ACS Catalysis Published ahead of

print (https://doi.org/10.1021/acscatal.0c02609). (2020)

ABSTRACT: Krabbe disease is a neurodegenerative disorder related to mis-

function of β-galactocerebrosidase (GALC), a glycosidase that catalyzes the cleav-

age of β-galactosidic bonds in glycosphingolipids. Here we uncover the catalytic

molecular mechanism of GALC with both a synthetic (Gal-β-pNP) and its natu-

ral (GalCer) substrate. Our results clarify the unusual chair conformation of the

Gal-β-pNP substrate observed in the crystal structure and show that catalysis can

take place via two distinct conformational pathways 1S3 → [4H3]
‡ → 4C1 and 4C1

→ [4H3]
‡ → 4C1 with similar free energy barriers, due to leaving group flexibility.

In contrast, only the 4C1 → [4H3]
‡ → 4C1 itinerary turns out to be feasible when

the natural GalCer substrate is hydrolysed. Our results also show that binding of

the lipid-transfer protein saposin A (SapA) is necessary for the reaction to proceed

with a low reaction energy barrier. This mechanistic insight could aid in the design

of Krabbe diagnosis probes and GALC conformational chaperones.
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3.1 Introduction

The first GH enzyme studied in this Thesis is β-galactocerebrosidase (GALC) (en-

zyme comission 3.2.1.46) which, according to the classification discussed in the In-

troduction section, corresponds to an enzyme operating via a retaining mechanism,

i.e., retaining the anomeric carbon configuration of the scissile glycosidic bond at

the end of the carbohydrate chain, since GALC is an exo-GH. Regarding its se-

quence similarity, GALC is classified in family 59. This enzyme is essential for the

catabolism of glycosphingolipids, besides its function in cancer cell metabolism, pri-

mary open-angle glaucoma and the maintenance of a hematopoietic stem cell niche.

GALC is responsible of catalyzing the hydrolysis of β-galactocerebroside (GalCer)

to β-D-galactose and ceramide, as well as the cleavage of psychosine to β-D-galactose

and sphingosine (Figure 3.1A). The ability of GALC to cleave two different sphin-

golipids is due to the fact that the lipid tail is projecting from the surface of the

enzyme. This suggests that the sphingolipid leaving group contributes little to sub-

strate recognition, which is governed by the interactions of the enzyme with the

β-galactose sugar at the active site [83].

GALC works in the lysosome which has a slightly acidic environment, pH=4.8,

compared to the cytosol, pH=7.2. Lysosomal degradative enzymes are very sensitive

to pH, which is very convenient for the cell, as they become inactive if there is some

leak in the lysosomal membrane. Hill et. al. [84], measured the activity of GALC

in a range of different pHs, determining that the optimum pH of GALC activity is

between 4.5 and 5, consistent with the lysosomal pH. Malfunction of GALC leads to

Krabbe disease which is a rare and usually deadly disorder of the nervous system,

being one of the most prevalent lysosomal storage disorders [85, 86]. Malfunction

of GALC leads to accumulation of the cytotoxic metabolites galactocerebroside and

psychosine, leading to apoptosis of myelin-forming cells. This causes severe neu-

rodegenerative disorders in Krabbe patients, especially small children [87]. Several

therapies are available to fight Krabbe disease, such as hematopoietic stem cell trans-

plantation, gene therapy and enzyme replacement, or a combination of them [86].

More recently, pharmacological chaperone therapy has emerged as a promising alter-

native or complementary approach [8, 9]. By binding of a small stabilizer molecule,

degradation of GALC before reaches the lysosome is prevented. Some of these

molecules are small molecule inhibitors designed to mimic the conformation of the

substrate at the Michaelis complex or transition state of the enzymatic reaction.

Therefore, understanding the catalytic mechanism of GALC at atomic detail is im-

portant to boost the development of efficient conformational chaperones for Krabbe

disease therapy.
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Figure 3.1: (A) Hydrolysis reaction of galactocerebroside (top) and psychosine (bottom) and

the subsequent products, galactose and ceramide or sphingosine. (B) Hydrolysis reaction of the

analogue Gal-β-pNP substrate by GALC and the subsequent products, galactose and 4-nitrophenol.

As an exo-GH with a classical retaining mechanism, GALC has two active site

residues, identified by the work of Deane et. al. [83]. The nucleophile and acid/base

residues correspond to glutamates, Glu258 and Glu182. Currently, there are 12 X-

ray structures of GALC available in the Protein Data Bank (PDB). Most of these

structures correspond to the unligated form of the enzyme [83], complexes with

non-hydrolysable inhibitors [88] and the unligated enzyme in complex with Saposin

A [89]. There are also structures in complex with hydrolyzable substrate analogues,

which will be discussed in the next section [84].

3.1.1 Unusual sugar conformation in a MC structure

The most interesting GALC crystallographic structure for mechanistic analysis is

the Michaelis complex (MC) with the non-natural substrate 4-nitrophenyl-β- D-

galactopyranoside (Gal-β-pNP), PDB code 4CCC (Figure 3.1B). Interestingly, this

complex was trapped without using a catalytically inactive mutant form of the

enzyme or a non-hydrolysable substrate analogue, as usually done in GHs [34].

Instead, the authors could trap the Michaelis complex by working at pH 6.8, in

which GALC shows reduced catalytic activity, as the catalytic acid/base residue is

unprotonated, and it is not able to perform its function. Some issues have been

raised in the literature about the reliability of this structure being a true Michaelis

complex in view of the non-catalytic orientation of the acid/base residue, which

points towards the solvent [34], see Supplemental Figure 3.14, page 73. Another

issue about this structure is the conformation of the galactose of the Gal-β-pNP
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substrate. Surprisingly, the galactose ring is in a relaxed chair conformation, instead

of being distorted to a boat or skew-boat conformation as it is observed in most MCs

of GHs [35].

As discussed in Chapter 1, a distorted conformation is more preactivated for

hydrolysis than the chair conformation. The lack of sugar distortion observed in

the GALC Michaelis complex could be a consequence of the misorientation of the

acid/base residue (Supplemental Figure 3.14), or could be a functional feature of the

enzyme. In this regard, the solvent-exposed leaving group, which adopts an equa-

torial orientation in the crystal structure, could easily reorient during the catalytic

reaction, facilitating the sugar to adopt a distorted conformation. QM/MM MD

metadynamics simulations of the GALC reaction mechanism will be performed in

this chapter to clarify this issue.

3.1.2 Natural conditions: GALC-Saposin A complex with

β-D-galactocerebroside

An important agent for GALC activity in vivo is a lipid-transfer protein called

Saposin A (SapA). SapA belongs to the family of saposin domains which serve

as activators of various lysosomal lipid-degrading enzymes. Their main function

consists on making the lipid substrate, placed in the cell membrane, more accessible

to the water soluble hydrolases. There are two hypothesis in the literature describing

the saposins mechanism of action [90–93]: the ”solubiliser” model and the ”liftase”

model. The solubiliser model assumes that the saposin extracts the substrates from

the membrane so that the hydrolising activity of GHs can take place further away

from it. In the liftase model, the saposin helps catalysis distorting the membrane in

a way that the substrate is placed close to the GH active site, so that the hydrolysis

reaction takes place very close to the membrane, if not just in the membrane itself.

SapA is thought to work via the ”solubiliser” model, as discussed in various works

[89,94], see Figure 3.2.

Several structurally distinct states, open or closed, of saposins have been previ-

ously crystallized [94–100], being the open state the one that is believed to be mostly

present in complex with GALC. This is the state determined in the recent apo struc-

ture of GALC-SapA dimer [89]. The correct GalCer degradation depends on the

presence of SapA, as demonstrated by mutagenesis studies. In particular, mutations

present only in SapA affect the GALC function, while GALC is maintained intact.

Likewise, mutations of important residues of GALC interacting directly with SapA

are among the ones causing Krabbe disease [101–105].
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Figure 3.2: Schematic diagram for the saposin-mediated mechanism of GALC by the ”solubiliser”

model. The SapA protein (in yellow) extracts the GalCer molecule (illustrated as a yellow circle

and two brown lines corresponding to β-galactose and cerebrosidase, respectively) from the cell

membrane and carries it to the GALC enzyme (in green) where the hydrolysis reaction takes place.

3.2 Results and Discussion

3.2.1 Conformations of the substrate on-enzyme

To answer the question whether the non-catalytically competent pH would affect

substrate conformation in GALC, the conformational free energy landscape of Gal-

β-pNP substrate in the active site of GALC was computed with the catalytic pro-

tonated Glu182. The starting structure for the simulations was taken from the

reported GALC—Gal-β-pNP complex structure, after reverting the orientation of

the acid/base residue to the catalytic form observed in the WT enzyme (Supplemen-

tal Figure 3.14, page 73). The MD simulations show that the system is stable, with

the two catalytic residues correctly oriented for catalysis, while the β-galactosyl ring

remains in the 4C1 conformation during the entire simulation (130 ns, Supplemental

Figure 3.15, page 74).

The FEL reconstructed from the metadynamics simulation (Figure 3.3) shows

that not only the 4C1 conformation corresponds to a free energy minimum; there is

another relevant minimum close to the 1S3 conformation. Interestingly, this is the

conformation expected for β-galactosidases [34], compatible with NMR [106, 107]

and QM/MM studies on GH2 β-galactosidase [108]. It is also the conformation
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that is often observed for the closely-related β-glucosidases [34–36]. This confor-

mation, hereafter classified for simplicity as 1S3, is stabilized by interactions of the

enzyme with the galactose unit (see Figure 3.3). In fact, calculations on an isolate

β-galactose molecule (i.e. in the absence of the enzyme) show a completely differ-

ent landscape, dominated by the 4C1 conformation (Supplemental Figure 3.13, page

72). As found also in endo-GH complexes, this illustrates how the enzyme confines

the -1 subsite sugar in the active site so that only a small set of conformations

(in principle the catalytically relevant ones) “survive”. The two conformations ob-

served on-enzyme are practically isoenergetic (the small energy difference of ≈ 0.5

kcal·mol−1, in favour of the chair conformer, is within the limits of the accuracy of

the method used). This means that the substrate can adopt two conformations in

the active site of GALC, with ≈ 50% probability each. It is unclear so far, though,

whether the two conformations are catalytically competent.

The Gal-β-pNP substrate in both conformations is only able to adopt one of the

three possible hydroxymethyl rotameric states, the gt one (C4-C5-C6-O6 dihedral

angle has 120◦ ≤ ω ≤ 180◦ or -120◦ ≤ ω ≤ -180◦) [109, 110]. This rotameric state

is fixed due to the interaction with Arg380 and Ser261 conserved along all the

classical and QM/MM ab initio molecular dynamics simulations. Interestingly, the

sugar conformer calculated in vacuum with the highest gt population (∼25%) is the

undistorted 4C1, compared to populations of ∼10% for all the other conformations

(Table 3.6, further discussed in section 3.5 of the Supplemental Information, page

72). This can favour 4C1 conformer in the enzyme active site with respect to other

conformations.
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Figure 3.3: (A) Conformational FEL of Gal-β-pNP residue at the -1 enzyme subsite of GALC.

Energy values are given in kcal·mol−1 and each contour line corresponds to 1 kcal·mol−1. (B)

Analysis of substrate-enzyme interactions of the two conformations of the β-galactose unit in the

active site of GALC. Carbon atoms in the substrate are represented in black whereas the carbon

atoms of the enzyme residues are represented in green; oxygen and nitrogen atoms are coloured

red and blue, respectively. Only the residues with direct contact with the substrate are shown.

Black dashed lines are used for hydrogen bond interactions. Representative snapshot of the active

site with a 4C1 substrate conformation. (C) Representative snapshot of the active site with a
1S3 substrate conformation. (D) Normalized distribution of the distance between the acid/base

catalytic residue (Glu182) and the glycosidic oxygen of the two most stable conformers, 4C1 and
1S3, in blue and green, respectively. (E) Normalized distribution of the distance between the

nucleophile catalytic residue (Glu258) and the anomeric carbon of the two most stable conformers,
4C1 and 1S3, in blue and green, respectively. (F) Normalized distribution of the OGlu258 – C1 –

O1’ angle. The undistorted 4C1 conformation exhibits a wider distribution at low angle values,

indicating a less favourable SN2 attack compared with the distorted conformer.
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3.2.2 Reactivity of Gal-β-pNP from two different conforma-

tions

To investigate how the substrate conformation evolves during catalysis, we modelled

the first step of the enzymatic reaction (the formation of the glycosyl-enzyme inter-

mediate). Two collective variables (CVs), corresponding to the main covalent bonds

that are formed or cleaved during the reaction, were used to drive the system from

reactants (the Michaelis complex, MC) to products (the glycosyl-enzyme interme-

diate, GEI). The first collective variable (CV1), named “glycosidic bond cleavage”,

quantifies the cleavage of the glycosidic bond. The second one (CV2), named as

“nucleophilic attack” accounts for the formation of the covalent bond between the

anomeric carbon of the β-galactose and the closest oxygen atom of the catalytic

nucleophile (Glu258). Two simulations were performed, starting from snapshots

corresponding to the two minima of the conformational FEL, i.e. starting either

from the 4C1 and 1S3 conformations of the β-galactoside substrate. The free energy

landscape of the reaction starting from the 1S3 conformation (Figure 3.4) shows that

the system evolves towards the GEI in a concerted pathway with only one transition

state (TS). The reaction free energy barrier (13.5 ± 1.4 kcal·mol−1) agrees with the

one estimated from the experimental reaction rate (≈ 15 kcal·mol−1) [84], indicating

that the reaction is feasible.

The reaction begin with the elongation of the glycosidic bond (C1-O1’) while the

sugar ring changes conformation from 1S3 to 4H3 as it reaches the reaction TS (Table

3.1 and Figure 3.4). As previously observed, the nucleophile practically does not

move along the first stages of the reaction (from R to TS) indicative of a dissociative

DN*AN mechanism, where the glycosidic bond breaks before the nucleophilic attack

takes place [111]. The TS state exhibits a shorter C1-O5 bond distance (1.29 Å) than

the MC (1.40 Å) and an almost coplanar arrangement of C2, C1, O5 and H1 atoms,

consistent with a sp2-like hybridization of the anomeric carbon and an oxocarbenium

ion-like character. Protonation of the leaving group is not seen, this is probably due

to the interaction of the deprotonated p-nitrophenyl group (negatively charged) and

Arg380 (positively charged) creating a strong ion-pair electrostatic interaction that

adds to the typical cation-π interaction [112, 113] for these two groups, stabilizing

this aglycon moiety even when it is deprotonated. The conformation of the substrate

at the GEI (4C1) is in agreement with the one observed in the corresponding X-ray

structure [84].
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Figure 3.4: Reaction free energy landscape and representative structures along the catalytic

itinerary for the QM/MM metadynamics simulation starting with the substrate in the 4C1 and 1S3

conformations. For the sake of clarity, most substrate hydrogen atoms have been omitted. Isolines

are at 1 kcal·mol−1. The dashed line indicates the minimum free energy pathway. Bonds being

broken/formed are shown as dashed black lines.

Interestingly, the reaction departing from the 4C1 minimum of the substrate

conformational FEL (Figure 3.4); i.e. from the undistorted substrate conformation;

turns out to be feasible as well. It involves a similar dissociative transition state

and product complex (with conformations 4H3 and 4C1, respectively) as the reac-

tion starting from the distorted substrate conformation. The computed free energy

barrier (15.4 ± 2.4 kcal·mol−1) is not much above the one obtained for the reac-

tion starting from the 1S3 conformation (13.5 ± 1.4 kcal·mol−1), both values being

compatible with experiments.
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Cyclic itinerary Classic itinerary

MC’ (4C1) TS (4H3) GEI (4C1) MC (1S3) TS (4H3) GEI (4C1)

C1-O1’ (Å) 1.44 ± 0.06 2.12 ±0.03 2.82 ± 0.07 1.49 ± 0.03 2.32 ±0.05 3.50 ± 0.03

C1-OGlu258 (Å) 3.17±0.06 2.63±0.04 1.56±0.09 3.13 ± 0.02 2.65 ± 0.04 1.57 ± 0.03

OGlu182-HGlu182 (Å) 1.04 ± 0.04 1.01 ± 0.02 1.00 ± 0.03 1.03 ± 0.03 1.04 ± 0.02 1.01 ± 0.03

HGlu182-O1’ (Å) 3.1 ± 0.2 3.71 ± 0.07 3.7 ± 0.3 4.0 ± 0.3 4.2 ± 0.6 4.8 ± 0.3

C1-O5 (Å) 1.44 ± 0.04 1.30 ± 0.01 1.38 ± 0.04 1.40 ± 0.05 1.29 ± 0.03 1.37 ± 0.03

δC1 0.7 ± 0.1 0.878 ± 0.008 0.7 ± 0.1 0.9 ± 0.06 1.0 ± 0.1 0.8 ± 0.1

δO5 -0.73 ± 0.08 -0.554 ± 0.004 -0.67 ± 0.09 -0.75 ± 0.05 -0.54 ± 0.06 -0.6 ± 0.1

θ (◦) 19 ± 3 45 ± 12 15 ± 8 74 ± 7 49 ± 10 20 ± 8

φ (◦) 277 ± 20 208 ± 25 176 ± 56 206 ± 6 208 ± 8 150 ± 23

Table 3.1: Structural and electronic parameters of the characteristic points along the reaction pathways.
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That the enzyme stabilizes an undistorted substrate conformation might seem at

first sight surprising, as β-GHs are known to act via distorted conformations. One

example is family GH16 1,3-1,4-β-glucanase, in which the 4C1 conformation was 10-

11 kcal·mol−1 higher than the most stable distorted 1S3 conformation [114], thus not

populated at room temperature. However, 1,3-1,4-β-glucanase is an endo-β-GHs,

i.e. it cleaves the substrate in the middle of the oligosaccharide chain. The enzyme

can accommodate a leaving group with up to 3 sugar units (expanding from +1 to

+3 subsites) and can control the distortion of the -1 sugar by evolving an appropriate

shape of the binding cavity [36], which forces the leaving group to adopt an axial

orientation. Instead, GALC is an exo-acting enzyme and does not have positive

subsites. It is worth noting that a recent docking and MD study on clan GH-A

β-galactosidases [115], which are all exo-GHs, predicts a cloud of different closely-

related interchanging conformers for the β-galactoside substrate, in agreement with

the results here found for GALC. The leaving group of the GALC reaction is solvent

exposed and can move freely. This lack of steric determinants probably is the reason

that the β-galactose moiety can exchange between the distorted and undistorted

conformers both of which are catalytically relevant.

Of course, the nucleophilic substitution is more favoured when the glycosidic

bond is in a pseudo-axial orientation in a way to avoid the steric hindrance between

the hydrogen of the anomeric carbon and the nucleophile. This is only observed in

the 1S3 conformer (Figure 3.3). However, the acid/base catalytic residue (Glu182) of

the 4C1 conformer is closer to the glycosidic oxygen by more than 1 Å compared to

the 1S3 conformer, which favours the hydrolysis reaction. Similarly, the nucleophile

(Glu258) is closer to the anomeric carbon in the undistorted substrate compared to

the distorted one. As a result, both itineraries (not only the “classic” β-glucosidase

itinerary, also expected for β-galactosidase, that start from the 1S3 conformation but

also a novel cyclic itinerary that start from a 4C1 conformation) are competitive.

In summary, the active site of GALC can accommodate the β-galactose substrate

in two alternative conformations (1S3 and 4C1) that can interconvert. The hydrolysis

reaction can take place via either of the two conformations, leading to two distinct

catalytic itineraries, 1S3→ [4H3]
‡→ 4C1 and 4C1→ [4H3]

‡→ 4C1. Although the first

itinerary is slightly favoured, both itineraries are expected to contribute to GALC

catalysis. This scenario can possibly be extended to other exo-GHs that, similarly

to GALC, exhibit solvent-exposed active sites.
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3.2.3 The natural conditions: considering the GalCer sub-

strate and the GALC-SapA dimer

3.2.3.1 GALC in complex with GalCer

Using a hydrolysable analogue such as Gal-β-pNP two different catalytic itineraries

were found to be accessible. However, there is still the question if the same results

would be obtained with the natural substrate GalCer in which the aglycon moiety

differs both in size and polarity. Thus, GalCer substrate was considered (see Section

3.4.1.1 for the system setup, page 65). A classical molecular dynamics was performed

to equilibrate the new system and find the most probable position of the ceramide

tail, shown in Supplemental Figure 3.18. The conformational free energy landscape

of GalCer inside the protein cavity, computed by QM/MM metadynamics, indicates

that the ceramide tail restricts even more the conformational space that the galactose

moiety is able to explore, compared to the pNP leaving group (Figure 3.3). In

contrast to the simulation with the synthetic Gal-β-pNP substrate, there is only

one main minimum which corresponds to the undistorted 4C1 conformer (Figure

3.5).

Even though GalCer only adopts the undistorted conformation, the angle be-

tween the nucleophile oxygen, C1 and O1’ (∼ 140◦) is placed in-between the angles

previously observed for the 4C1 (∼ 120◦) and 1S3 (∼ 170◦) conformations of Gal-

β-pNP (Figure 3.5C). This indicates that the leaving group is pseudo-axial, which

facilitates the nucleophillic attack. All the active site interactions are maintained.
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Figure 3.5: (A) Conformational FEL of the galactose moiety of the GalCer substrate at the -1

enzyme subsite of GALC. Energy values are given in kcal·mol−1 and each contour line corresponds

to 1 kcal·mol−1. (B) Representative snapshot of the most stable conformer of GalCer in GALC.

Carbon atoms in the substrate are represented in black whereas the carbon atoms of the enzyme

residues are represented in green, oxygen and nitrogen atoms are colored red and blue, respectively.

Only the residues with direct contact with the substrate are shown. Black dashed lines are used for

hydrogen bond interactions. (C) Normalized distribution of the OGlu258-C1-O1’ angle of GalCer

in its most stable conformation, 4C1, and the same angle for the two possible conformations of

Gal-β-pNP, 4C1 and 1S3, in red, blue and green, respectively.

The reaction simulation of GalCer by GALC was initiated from the only minima

present in the conformational FEL, 4C1. A different set of CVs were used for GalCer

as opposed to Gal-β-pNP, the acid/base residue was now included, as the lipid tail

is a bad leaving group and the reaction is not expected to proceed without strong

acid/base assistance. The first CV called ”nucleophillic attack” quantifies both the

glycosidic cleavage and the formation of the covalent bond between the anomeric

carbon of the β-galactose and the closest oxygen of the nucleophile (Glu258) and

was defined as a difference of these two distances. The second CV, named as ”proton

transfer” accounts for the protonation of O1’ of the ceramide tail from the acid/base

residue (Glu182) and it was described also as a distance difference between O1’-

HGlu182 and HGlu182-OGlu182.

The simulation show that the reaction initiates by the approach of the acid/base
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residue, Glu182, to the glycosidic oxygen so that the protonation of the leaving

group can occur. At the same time, the glycosidic bond (C1-O1’) is elongated while

the nucleophile practically does not move along the first stages of the reaction, as

also observed in the simulations with Gal-β-pNP, see Table 3.2 in page 60, and

Supplemental Figure 3.23 in page 81. The sugar ring changes conformation from
4C1 (MC) to 4H3 as it reaches the reaction TS to finally return to 4C1 in the GEI

state. The reaction free energy barrier is substantially higher, 32.3 kcal·mol−1, than

the previous ones found for Gal-β-pNP (15.4 or 13.5 kcal·mol−1 depending on the

initial substrate conformation).

Figure 3.6: (A) Free energy landscape of the hydrolysis reaction of GalCer in GALC. The white

dashed line indicates the lowest free energy path (LFEP) calculated with MEPSAnd [116]. (B)

GalCer ring conformation along the catalytic itinerary of the LFEP from the MC, in blue, to GEI,

in red; going through the TS, in gray. The averaged structures of the main states are marked

with a star in their corresponding colours. (C) Representative structures of the catalytic itinerary

along the reaction mechanism. The two catalytic residues are also shown in green. For the sake of

clarity, most hydrogen atoms have been omitted.

In summary, the natural GalCer substrate follows the same cyclic itinerary pre-

viously found for Gal-β-pNP; 4C1 → [4H3]
‡ → 4C1, but the ceramide tail increases

the reaction barrier by approximately 15 kcal·mol−1, making the reaction unfeasible

from a kinetic point of view.
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3.2.3.2 GALC-SapA dimer in complex with GalCer

The lipid-transfer protein SapA is essential for the function of GALC in vivo help-

ing to bring the amphiphilic substrate GalCer close to the water soluble GALC

protein. Very recently, Hill et. al. were able to crystallize the complex of GALC

with SapA [89]. To fully understand how GALC works in vivo, and to be able

to compare it with the results obtained for Gal-β-pNP and GalCer substrates with

only GALC, new simulations were designed considering the recently available GALC-

SapA dimer. The GalCer substrate was placed manually in the active site of GALC-

SapA structure by superimposing the previously equilibrated structure of GALC

in complex with GalCer with the crystallographic structure of the unligated form

of GALC-SapA dimer. Classical MD simulations were done in the unligated and

GalCer-bound forms of GALC-SapA dimer. The good behaviour of the GALC-

SapA:GalCer complex during the MD (Supplemental Figure 3.20), as observed in

the previous systems analyzed, made us confident of the quality of such large model.

We can suggest from the MD simulations of GALC-SapA dimer with GalCer that

SapA stabilizes the lipid tail acting as a polar solvent shield and doubling the hy-

drophobic interactions between GalCer and GALC-SapA dimer compared to GALC

alone (Supplemental Figure 3.21).

The conformational free energy landscape of GalCer in the active site of GALC-

SapA dimer changes respect the conformational FEL of GalCer with GALC-only.

Besides the 4C1 minima, there is also another minimum corresponding to 1S3 con-

formation, which is 3 kcal·mol−1 higher in energy. Therefore, the conformational

FEL of GalCer in GALC-SapA ressembles that of Gal-β-pNP in GALC, with the
4C1 conformation being favoured this time. 4C1 is more stable due to the presence

of two hydrogen bonds that the distorted conformation is not able to form; a hy-

drogen bond interaction between the acid/base residue, Glu182, and the glycosidic

oxygen, O1’, which seems to be facilitated by the higher flexibility of the glycosidic

bond; and also a hydrogen bond interaction between the hydroxyl group at C2 of

the galactose moiety and the nucleophile, Glu258, an interaction found to be essen-

tial for catalysis in other β-GHs [117], see Figure 3.7. The 1S3 conformation in the

GALC:Gal-β-pNP complex was able to form this hydrogen bond interaction between

the hydroxyl group at C2 of the galactose moiety and the nucleophile, Glu258, so

that was nearly isoenergetic to the 4C1 conformation, see Figure 3.3.

The hydrolysis of GalCer by GALC-SapA was investigated with the same CVs

set used for GalCer in GALC-only, starting the reaction from the most stable 4C1

conformation. The chemical reaction displays a similar mechanism as previously

observed with only the GALC subunit; the protonation and cleavage of O1’ happens

almost simultaneously while the bond between C1 and Glu258 is formed at the last
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Figure 3.7: (A) Conformational FEL of GalCer residue at the -1 enzyme subsite of GALC-SapA

dimer. Energy values are given in kcal·mol−1 and each contour line corresponds to 2 kcal·mol−1.

(B) Normalized distribution of the main interactions that differentiate between the most stable

conformers; 4C1 in blue and 1S3 in green. (C) Analysis of the most stable conformers with the

catalytic residues interactions of GalCer in GALC-SapA dimer. Carbon atoms in the substrate are

represented in black whereas the carbon atoms of the enzyme residues are represented in green,

oxygen and nitrogen atoms are colored red and blue, respectively; for the residues in GALC subunit.

The residues of SapA are colored yellow and orange. Only the residues with direct contact with the

substrate are shown. Black dashed lines are used for hydrogen bond interactions. Representative

snapshot of the active site with a 4C1 substrate conformation. (D) Representative snapshot of the

active site with a 1S3 substrate conformation.

stages of the reaction, see Supplemental Figure 3.25 (page 82) and Table 3.2 (page

60). The sugar ring conformation evolves from a 4C1/
4H5 conformation to a 4C1/

4E

conformation at the reaction TS, to finally reach 4C1 for the GEI state, thus the

catalytic itinerary is slightly different from the previous cyclic itineraries found for

GalCer and Gal-β-pNP in a GALC subunit. Strikingly, the free energy barrier is

much lower (by almost 10 kcal/mol) with respect to the one obtained for the same

substrate with GALC-only. The computed free energy barrier (24.7 kcal·mol−1) is
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in good agreement with the estimated experimental value, 23.4 ± 0.3 kcal·mol−1 (an

average from different works of GALC-SapA dimer in vivo from studies in different

cells types [118,119], such as human fibroblast, leukocytes and brain).

Figure 3.8: (A) Free energy landscape of the hydrolysis reaction of GalCer in GALC-SapA dimer.

The white dashed line indicates the lowest free energy path (LFEP) calculated with MEPSAnd

[116]. (B) GalCer ring conformation along the catalytic itinerary of the LFEP from the MC, in

blue, to GEI, in red; going through the TS, in gray. The averaged structures of the main states

are marked with a star in their corresponding colours. (C) Representative structures of the active

site along the reaction mechanism. The two catalytic residues are also shown in green. For the

sake of clarity, most hydrogen atoms have been omitted.

The observed significant decrease in the reaction free energy barrier compared

to the model in the absence of SapA is likely due to the TS stabilization by a higher

number of hydrophobic interactions of the lipid tail, with the SapA protein, and an

extra hydrogen bond between Arg183 from GALC and the hydroxyl group from the

lipid tail. This interaction is only possible thanks to the lipid tail orientation when

SapA is present, see Figure 3.9.
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Figure 3.9: (A) Zoom out of the hydrolysis reaction TS snapshot of GalCer substrate in complex

with GALC-only (shown in black) and with GALC-SapA dimer (shown in white). (B) Zoom in

of the hydrolysis reaction TS snapshot of GalCer substrate. GalCer in complex with GALC-only

is illustrated in black and GalCer in complex with GALC-SapA dimer is illustrated in white. The

hydrogen bond interaction from the hydroxyl group of the lipid tail to Arg183, only present in the

GALC-SapA dimer, is shown as a red dashed line.
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GALC-only GALC-SapA dimer

MC (4C1) TS (4H3) GEI (4C1) MC (4C1/
4H5) TS (4C1/

4E) GEI (4C1)

C1-O1’ (Å) 1.43 ± 0.04 2.1 3.31 ± 0.06 1.43 ± 0.04 2.4 3.7 ± 0.04

C1-OGlu258 (Å) 3.2 ± 0.04 2.36 1.54 ± 0.05 3.6 ± 0.04 2.6 1.51 ± 0.03

OGlu182-HGlu182 (Å) 1.03 ± 0.03 1.34 1.63 ± 0.04 0.98 ± 0.02 1.35 1.7 ± 0.1

HGlu182-O1’ (Å) 2.87 ± 0.04 1.12 1.03 ± 0.04 2.98 ± 0.07 1.14 1.01 ± 0.03

C1-O5 (Å) 1.46 ± 0.03 1.32 1.39 ± 0.03 1.48 ± 0.04 1.28 1.4 ± 0.03

δC1 1.06 ± 0.06 1.12 1.01 ± 0.1 1.34 ± 0.2 1.19 0.96 ± 0.08

δO5 -0.66 ± 0.03 -0.25 -0.66 ± 0.06 -0.75 ± 0.06 -0.24 -0.54 ± 0.08

θ (◦) 16 ± 3 37 11 ± 6 33 ± 5 28 8 ± 5

φ (◦) 281 ± 17 221 168 ± 100 272 ± 11 234 144 ± 75

Table 3.2: Structural and electronic parameters of the characteristic points along the reaction pathway of GalCer in GALC subunit and in GALC-SapA

dimer. δC1 is a charge sum of C1,C2, HC1 and HC2. No standard deviations are presented for the TS structure as it corresponds to the only frame found

by committor analysis [120].

60



3.2. RESULTS AND DISCUSSION

Figure 3.10: (A) Free energy barriers for the 4 simulated systems. (B) Conformational catalytic

itinerary for all the simulated systems.

3.2.3.3 Analysis of water accessibility to the active site

Once the covalent glycosyl-enzyme intermediate is formed, the enzyme should hy-

drolyse it via an appropriately positioned active site water. This reaction step

was not modelled since it is not rate-limiting. However, the accessibility of wa-

ter molecules to the substrate anomeric carbon was analysed in order to check the

feasibility of the reaction in all the systems analysed. The hydrolysis of the glycosyl-

enzyme intermediate should not be difficult to achieve for Gal-β-pNP and GalCer

in GALC-only as the active site is surrounded by water molecules which can easily
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approach the acid/base residue to be deprotonated and attack C1. The situation

completely changes in GALC-SapA dimer as the active site is now covered by the

SapA protein. However, water is still able to reach the active site thanks to a water

tunnel close to the polar groups of the ceramide tail placing the possible catalytic

water close to the galactose moiety and the acid/base residue, see Figure 3.11.

Figure 3.11: Different views of the water tunnel reaching the polar groups of the ceramide tail.

3.3 Summary and Conclusions

In this chapter we have studied the catalytic mechanism of β-galactocerebrosidase,

GALC with two different substrates; Gal-β-pNP, an analogous substrate, and Gal-

Cer, the natural substrate. Additionally, the effect of SapA, the protein that forms

a complex with GALC in vivo, was investigated and compared to the GALC-only

case. A crystallographic structure of the GALC:Gal-β-pNP complex with an un-

usual undistorted sugar conformation was the departure point in where we asked

ourselves if such undistorted conformation was due to the non-optimal experimental

conditions (a higher pH which caused a misorientation of the acid/base residue) or a

functional feature induced by the GALC enzyme. To answer this question we com-

puted the conformational free energy landscape of the Gal-β-pNP substrate in the

active site of the enzyme in catalytic conditions; two conformational minima were

found, the undistorted 4C1 and a distorted one, 1S3. To know if both conformations

were catalytically competent we calculated the rate limiting step of the hydrolysis

reaction departing from both MC conformations. The results obtained (∆G = 15.4
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and 13.5 kcal·mol−1 for the reactions starting from 4C1 and 1S3, respectively) indi-

cate that both conformational itineraries (1S3 → [4H3]
‡ → 4C1 and 4C1 → [4H3]

‡

→ 4C1) contribute to GALC catalysis. The cyclic 4C1 → [4H3]
‡ → 4C1 itinerary,

which is unprecedented in GHs, is probably observed because of the lack of steric

determinants that keep the leaving group in place. Being an exo-GH, the leaving

group is pointing towards the solvent with minimal contacts to the enzyme surface.

After these striking results we wanted to understand if the same conclusions hold

for the GALC natural substrate, GalCer, which has a large hydrophobic lipid tail in

contrast to the smaller and polar 4-nitrophenol group of the Gal-β-pNP analogue.

The conformational FEL of GalCer on the GALC active site shows that only the
4C1 undistorted conformation ”survive” in this case. However, the cyclic catalytic

itinerary has a high energy barrier, ≈ 30 kcal·mol−1. In views of these results, we

thought that perhaps SapA, a protein domain complexed with GALC in vivo, would

not only act as a substrate transport agent but also would help in stabilizing the

large lipid tail and thus, could decrease the energy barrier needed for the first step of

the hydrolysis reaction. Thus, taking advantage that a GALC-SapA structure was

recently obtained, we designed a new simulation considering the complex of GalCer

with GALC-SapA. The conformational FEL of GalCer on the active site of GALC-

SapA dimer displays two minima, 4C1 and 1S3, recovering the results previously

obtained for the complex of GALC with Gal-β-pNP. However, the undistorted 4C1

conformation has a clear preference. The hydrolysis reaction follows a very similar

mechanism as the one obtained for GalCer with only GALC, but now the reaction

has a lower energy barrier, ≈ 24 kcal·mol−1 in good agreement with the experimental

reaction rate (≈ 23 kcal·mol−1), thanks to the TS stabilization done by the SapA

protein, by increasing the number of hydrophobic interactions and orientating the

lipid tail so that it can create an extra hydrogen bond interaction with GALC. In

summary, a cyclic conformational itinerary, in which the β-galactose starts from an

undistorted conformation in the MC to reach again the 4C1 conformation in the GEI

via a 4H3 TS is a functional feature of GALC, for Gal-β-pNP and GalCer substrates.

The hydrolysis of GalCer is only possible in the presence of the SapA domain.

The conclusions reached in this chapter are the following:

� The protonation state and orientation of the acid/base residue do not change

the conformation of Gal-β-pNP in GALC, however, the conformational FEL

of Gal-β-pNP indicates that two substrate conformations, 4C1 and 1S3, are

stable.
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� Two catalytic itineraries, 1S3 → [4H3]
‡ → 4C1 and 4C1 → [4H3]

‡ → 4C1, con-

tribute to the reaction rate of GALC with Gal-β-pNP substrate, see Figure

3.10.

� The natural GalCer substrate on the active site of GALC can only adopt

the undistorted 4C1 conformation and the hydrolysis reaction exhibits a high

energy barrier.

� The natural GalCer substrate can adopt two conformations (4C1 and 1S3) in

the active site of GALC-SapA, with 4C1 being favoured.

� The SapA protein not only acts as a transport agent of the GalCer substrate

from the cell membrane to the water soluble GALC active site, but also it helps

decreasing the hydrolysis energy barrier to a catalytically competent value by

stabilizing the reaction TS with a higher number of interactions between the

GALC-SapA dimer and the GalCer substrate.

3.4 Computational details

3.4.1 Classical MD simulations

The 4 systems simulated are:

i. GALC in complex with Gal-β-pNP

ii. GALC in complex with GalCer substrate

iii. GALC-SapA dimer in the unligated form

iv. The GALC-SapA dimer in complex with GalCer

The same protocol was used in all classical MD simulations. First, a minimization

step was performed stabilizing only the solvent composed by the water and different

ion molecules, followed by a minimization of the substrate and then a final minimiza-

tion step by allowing the whole system to relax. Afterwards, heating was performed

gradually; keeping restrained the protein and substrate while the water and ions

were allowed to move freely at 100K for a few ps, then the whole system can move,

and the temperature was being increased bit by bit until the desired temperature of

300K was achieved. Later, the system density was converged up to the water density

in the NPT ensemble. Finally, the simulation was extended in the NVT ensemble to

achieve equilibrium and then the production phase was elongated between 50 to 150

nanoseconds. Analysis of the trajectories were carried out using VMD tools [121],
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cpptraj (an AMBER package) [122] and the BINANA algorithm [123]. Images were

processed with VMD (version 1.9.2) [121], Gnuplot [124] and matplotlib (module

found in Python3) [125]. The specific parameters for each simulation are detailed

below.

3.4.1.1 GALC in complex with Gal-β-pNP and GalCer

The initial structure for the simulations with Gal-β-pNP and GalCer substrates was

obtained from the reported structure of GALC with PDB code 4CCC [84] in which

a missing loop was inserted (residues 416-419) via the Chimera [126] program and

FASTA [127] and the N-acetyl-glucosamine (NAG) molecules were removed. Finally,

the protonation state of the protein residues was decided using the PropKa [128]

program and manually inspecting the aminoacid environment taking into account

the optimal pH for GALC which is around 5. The catalytically inactive position

of the acid/base (Glu182) was exchanged by the one found in the glycosyl enzyme

intermediate (GEI) structure (PDB code 4CCD) which seems in a better position for

the reaction. For the simulation with GalCer substrate placed in the active site; the

galactose moiety of GalCer was superimposed with the galactose moiety of Gal-β-

pNP substrate. The coordinates of GalCer were obtained using the CHARMM-GUI

web service [129,130]. The 2 systems were prepared using LeaP (a code integrated in

the Amber simulation program [131]) adding the appropriate ions to counterbalance

the total protein and calcium charges and solvating the whole systems with a cubic

box of water molecules, a total number of 33354 water molecules and 7 sodiums

ions to neutralize the protein were added. The simulations were performed using

AMBER 11 [131] software and the force fields used for the protein, the galactose

sugar and waters were FF99SB [132], Glycam06 [133] and TIP3P [134], respectively.

The parametrization of the aglycon moieties, the 4-nitrophenol and the ceramide

tail, were done using the antechamber package [135] and the GAFF force field [136].

3.4.1.2 GALC-SapA dimer unligated and in complex with GalCer

The initial structure for the simulations in the unligated form and bounded to Gal-

Cer was taken from the reported structure of the two subunits of the GALC-SapA

dimer with PDB code 5N8K [89] in the apo form in which the N-acetyl-glucosamines

(NAG), the detergent molecules (LDA) and a β-D-mannose were removed. The pro-

tonation states for the GALC subunits were taken as the ones used in the previous

GALC subunit simulations and the titrable residues of the SapA protein were visu-

ally inspected. Molprobity web service [137] was also used to reassure the structure

and the recommended flips were applied. The GalCer substrate was placed manually
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in the active site of GALC-SapA dimer by superimposing the previously equilibrated

structure of GALC-only bound to GalCer with the crystallographic structure of the

unligated form of GALC-SapA dimer, and the ceramide tail was manually moved to

be accommodated in the SapA hydrophobic cavity avoiding possible close contacts.

The catalytic GALC subunit (the one with GalCer substrate placed in its active

site) was chosen to be chain B (from the two subunits of GALC-SapA dimer) due to

a crystallographic water placed in the active site interacting with Glu258 which was

seen in previous simulations to be essential to stabilize and place the nucleophile in

a reactive orientation. The 2 systems were also prepared using LeaP [131] adding

the appropriate ions to counterbalance the total protein and calcium charges and

solvating the whole systems with a cubic box of water molecules; in total, 52220 wa-

ter molecules and 4 sodium ions were added. The simulations were performed using

AMBER 14 [138] software and the force fields used for the protein, the galactose

sugar and waters were FF99SB [132], Glycam06 [133] and TIP3P [134], respectively.

The same ceramide tail parameters used in the previous simulations were also used.

3.4.2 Ab initio MD and metadynamics

3.4.2.1 β-D-galactose in vacuum

The isolated galactose (23 atoms) was computed with the Car-Parrinello approach

[66], based on DFT, using the CPMD 3.15.1 program [76]. The galactose unit

was enclosed in an orthorombic box of size 14.1 Å x 13.3 Å x 11.5 Å and the

electronic structure was computed within the density functional approach (DFT)

with the Perdew, Burke and Ernzerhoff generalized gradient-corrected approxima-

tion (PBE) [139] which has been proven to give a good performance in previous

works on GHs and glycosyltransferases [140], besides being proved that it is the

cheapest computational method which reaches chemical accuracy [141]. Kohn-Sham

orbitals were expanded in a plane wave basis set with a kinetic energy cutoff of 70

Ry. Norm-conserving Trouiller-Martins pseudopotentials [142] were employed. The

fictitious electronic mass and time step were set to 850 and 5 a.u. to ensure an

adiabacity smaller than 10−5 a.u./atom for the fictitious kinetic energy. The confor-

mational free energy landscape was calculated via the enhanced sampling method

called metadynamics [81]; using the CPMD program and the Plumed driver [17].

The collective variables (CVs) used are the Cremer-Pople puckering coordinates θ

and φ. The statistical error calculated with the free energy estimator developed by

Tiwary [143] was below 0.5 kcal·mol−1. The specific details are listed in Table 3.3

and Table 3.4.
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3.4.2.2 GALC in complex with Gal-β-pNP and GalCer

The QM/MM calculations were performed using the method developed by Laio et.

al. [77] in which the system is divided into a quantum region, where the atoms

are treated within the Car-Parrinello MD and PBE functional approach as done

previously for the isolated galactose; and a molecular mechanics region where the

atoms are treated with the AMBER force field, as previously done in the classical

MD simulations. The QM-MM boundary which can divide a covalent bond is treated

by saturating the QM region within a MD formalism parametrizing a boundary atom

described by a pseudopotential. The QM region included the Gal-β-pNP substrate

and the catalytic residues (Glu182 and Glu258) until their beta carbon for the

reaction simulation of Gal-β-pNP substrate; the galactose moiety and a part of

the ceramide tail for the puckering simulation of GalCer substrate or the galactose

moiety with a smaller part of the ceramide tail and the catalytic residues (Glu182

and Glu258) until their beta carbon for the reaction simulation of GalCer substrate

(see Figure 3.12).

Figure 3.12: QM regions considered for the GALC subunit in the QM/MM MD simulations.

(A) Gal-β-pNP substrate in the active site. Two separate sets of metadynamics simulations

were done; one using the distance of the glycosidic bond as CV1 and the distance between the

nucleophile Glu258 and the anomeric carbon of galactose as CV2, the other is using the polar

puckering coordinates θ and φ. (B) GalCer substrate in the active site for the calculation of

the conformational free energy landscape. The CVs are the puckering coordinates θ and φ. (C)

GalCer substrate in the active site for the reaction metadynamics simulation. CV1 involves the

bonds responsible for the nucleophillic attack, a distance difference of C1-O1’ and OGlu258-C1. CV2

involves the bonds responsible for the proton transfer, the distance difference between HGlu182-O1’

and HGlu182-OGlu182.

The conformational free energy landscapes of the studied substrates placed in

the active site of GALC, Gal-β-pNP and GalCer, were calculated using the same

method and software as with galactose in vacuum. The error of the principal minima

of the reconstructed free energy surfaces [143] (standard deviation from the last 46

ps) is below 0.6 kcal·mol−1. The specific values are listed in Table 3.3 and Table 3.4.
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The rate limiting step of the hydrolysis reaction was also calculated for the

two different substrates. The Gal-β-pNP hydrolysis reaction can depart from two

different conformations, 4C1 and 1S3, and both itineraries were investigated. The

CVs used in all simulations were chosen such as to take into account the main

bonds to be broken or formed, Figure 3.12. The proton transfer from the acid/base

residue to the leaving group was not directly included in the CV specification of Gal-

β-pNP hydrolysis due to the relatively good leaving group character that the aglycon

moiety has; a p-nitrophenol group (pKa = 7.15) [144], which made us think that the

reaction would take place without leaving group protonation, oppositely to GalCer

in which proton transfer needed to be included in the CVs set due to the bad leaving

group character of ceramide. The energy barrier was further refined by launching

several metadynamics simulations with different Gaussian heights (from 0.31 to 1.5

kcal·mol−1) following Nair et. al. [145], with all other parameters (deposition time

and Gaussian width) constant and starting from the half of the reactant basin of our

previous simulations. The molecular mechanism remains the same independently of

the Gaussian height. The values for each simulation are listed in Table 3.3 and 3.4.

3.4.2.3 GALC-SapA dimer in complex with GalCer

The same methodology was used for the dimer complex of GALC-SapA with GalCer

in the active site. The conformational free energy landscape was calculated including

in the quantum region only the galactose moiety and the minimal atoms needed of

the lipid tail and using as collective variables the puckering coordinates θ and φ.

The rate limiting step of the hydrolysis reaction was also calculated departing

from the two most stable conformers, 4C1 and 1S3. The quantum region used in-

cluded the galactose moiety of the GalCer substrate, the minimal atoms of the lipid

leaving group and the catalytic residues until their beta carbon (see Figure 3.12C).

The same CVs for the hydrolysis reaction of GALC-GalCer were used. The sta-

tistical error of the free energy barrier was estimated by running three additional

replicas with random velocities starting from half of the reactants basin and the

same metadynamics parameters were applied. The specific values for each simula-

tion are listed in Table 3.5. The reaction from the distorted conformer, 1S3, was

unsuccessful and thus not reported here.
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Type of simulation

Parameters Vacuum∗1 Gal-pNP puck∗2 Gal-pNP 4C1
∗3

Quantum atoms 23 57 57

Functional PBE PBE PBE

PW Ecut (Ry) 70 70 70

Pseudopotential Norm-conserving Martin-Trouillers

Fictitious electronic

mass (a.u.)

850 700 700

Time step (a.u.) 5.0 5.0 5.0

Electrostatic regions

(NN/ESP in a.u.)

- 20/38 20/38

Supercell size (Å ) 14.1,13.3,11.5 18.7,17.6,18.4 18.7,17.6,18.4

CV1 θ θ C1-O1’

CV2 φ φ OGlu258-C1

Gaussian width (a.u.) 0.1 0.1 0.1

Gaussian height

(kcal·mol−1)

0.6/0.2 1/0.2 1/0.5

Deposition time (MD

steps)

250 300 250

nº deposited gaussians 9192 3680 567

Simulation time (ps) 276 133 17

Table 3.3: Parameters of the metadynamics QM/MM MD simulations of GALC in complex with

Gal-β-pNP and GalCer.
∗1Conformational FEL simulation of the isolated β-galactose
∗2Conformational FEL simulation of Gal-β-pNP in the active site of GALC
∗3Hydrolysis reaction simulation of Gal-β-pNP departing from the 4C1 conformation
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Type of simulation

Parameters Gal-pNP 1S3
∗1 GalCer puck∗2 GalCer reaction∗3

Quantum atoms 57 48 48

Functional PBE PBE PBE

PW Ecut (Ry) 70 70 70

Pseudopotential Norm-conserving Martin-Trouillers

Fictitious electronic

mass (a.u.)

700 700 700

Time step (a.u.) 5.0 5.0 5.0

Electrostatic regions

(NN/ESP in a.u.)

20/38 20/38 16/24

Supercell size (Å ) 18.7,17.6,18.4 15.4,17.4,18.1 17.8,19.6,14.2

CV1 C1-O1’ θ (C1-O1’)-(C1-OGlu258)

CV2 OGlu258-C1 φ (HGlu182-OGlu182)-(HGlu182-

O1’)

Gaussian width (a.u.) 0.1 0.1 0.1

Gaussian height

(kcal·mol−1)

1/0.5 1 1(0.31/0.5/0.63)

Deposition time (MD

steps)

250 300 250

nº deposited gaussians 561 1144 4797

Simulation time (ps) 17 41 144

Table 3.4: Parameters of the QM/MM MD metadynamics simulations of GALC in complex with

Gal-β-pNP and GalCer (continuation).
∗1Hydrolysis reaction simulation of Gal-β-pNP departing from the 1S3 conformation.
∗2Conformational FEL simulation of GalCer in the active site of GALC
∗3Hydrolysis reaction simulation of GalCer
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Parameters GalCer puck∗1 GalCer reaction∗2

Quantum atoms 27 48

Functional PBE PBE

PW Ecut (Ry) 70 70

Pseudopotential Norm-conserving Martin-Trouillers

Fictitious electronic

mass (a.u.)

700 700

Time step (a.u.) 5.0 5.0

Electrostatic regions

(NN/ESP in a.u.)

20/26 16/24

Supercell size (Å ) 13.3,13.3,13.3 16.6,15.4,17.1

CV1 θ (C1-O1’)-(C1-OGlu258)

CV2 φ (HGlu182-OGlu182)-(HGlu182-O1’)

Gaussian width (a.u.) 0.04 0.1

Gaussian height

(kcal·mol−1)

1 1/0.31

Deposition time (MD

steps)

250 250

nº deposited gaussians 3340 4066

Simulation time (ps) 110 122

Table 3.5: Parameters of the QM/MM MD metadynamics simulations of the GALC-SapA dimer

in complex with GalCer.
∗1Conformational FEL simulation of GalCer in the active site of the GALC-SapA dimer
∗2 Hydrolysis reaction simulation of GalCer
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3.5 Supplemental Information

The isolated galactose conformational FEL was reconstructed obtaining that the

most stable conformer is the 4C1 chair conformation (θ = 0◦) followed by the in-

verted chair, 1C4 (θ = 180◦), and two distorted conformations corresponding to

B3,O and 1S3/
1,4B (θ = 90◦ and φ= 180◦ and 220◦, respectively). The energy dif-

ference between the global minima 4C1 and the other three minima are 3, 5.7 and

5.8 kcal·mol−1, according to their stability. The convergence error in the energies

was found to be lower than 0.5 kcal·mol−1. The 4C1 main minima is connected to

the two distorted minima via a wide valley covering the 2H3, E3,
4H3,

4E and 4H5

conformations in θ = 75◦. The second main minima, 1C4 conformer, is connected

to the distorted regions via the 1H2 conformer in θ = 160◦. All rotations of the

exocyclic groups, including the hidroxymethyl group, are explored for all the sugar

configurations (Table 3.6). For the hydroxymethyl exocyclic group, the gg conformer

is the most explored one in most of the sugar conformations, except 4C1 and 4H3

which have less than 50% of the population. Interestingly, all of the experimental

structures fall around in the most stable regions of the conformational FEL (4C1)

and the region between B3,O , 1S3 and 1,4B (see Supplemental Table 3.7).

Figure 3.13: Isolated β-D-galactose conformational FEL (in a Mercator representation). Energy

values are given in kcal·mol−1 and each contour line corresponds to 0.5 kcal·mol−1. The MC con-

formations found in crystallographic structure of different galactosidases families are represented

as an inverted triangle for GH2 family, as a square for GH30 family, as a rhombus for GH59 family

(studied in this work) and as a circle for the inhibitors of GH59 family (Supplemental Table 3.7).
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Conformation tg gt gg

4C1 46.8 26.4 26.8

1C4 21.0 3.4 75.6

1,4B 27.8 11.1 61.1

B2,5 25.3 8.4 66.3

1S5 32.1 14.1 53.8

1S3 22.0 11.5 66.5

B3,O 15.8 4.7 79.5

4H3 45.7 17.9 36.4

Total 24.9 8.1 67.0

Table 3.6: Populations (%) of the three possible orientations of the exocyclic group CH2OH in the

most stable conformers of the sugar ring obtained from the metadynamics simulation.

Figure 3.14: Structure of GALC from the Michaelis complex at pH 6.8 (PDB 4CCC) [84]. The

acid/base residue (Glu182) points towards the solvent. The corresponding orientation in the struc-

ture of the GEI complex (trapped by enzyme soaking with D-galactal) is shown for comparison.

The same orientation is observed in the structure of the unligated enzyme (PDB 3ZR5) [83].
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Figure 3.15: (A) r.m.s.d. of the protein backbone and the pNP leaving group (ignoring the

hydrogen atoms) during the whole simulation. The protein is maintained stable (black) along the

whole simulation, while the pNP leaving group (green) is more flexible as it is pointing towards the

solvent. The acid/base catalytic residue is also maintained stable pointing towards the glycosidic

oxygen the whole simulation (blue). (B) Cα r.m.s.f. graph and mapped on GALC surface. The

color scale goes from the blue, representing the more mobile residues, to red, which are the one

with the lowest r.m.s.f. value.
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Family Proposed itinerary MC Inhibitors or Chap-

erones

GEI Product

GH1 1,4B → [4H3/
4E]‡ → 4C1 - 4H3 (1uwt) 4C1 (1uwr) -

GH2 1S3 → [4H3]
‡ → 4C1

4C1(1jyv, 4v44,

1jyx, 1jyw,1jyn)

4H3/
4E

(1jz6,3vd7,3vdb,1jz5)

- 4C1 (5ldr)

GH35 1,4B → [4H3/
4E]‡ → 4C1 - - - 4C1 (3ogr, 1xc6,

4e8c, 4iug, 3thc)

GH42 1S5 → [4E/4H5]
‡ → 4C1 - 4C1 (4ucf) - 4C1

(4uni,3tty,1kwk)

GH59 Unknown 4C1 (4ccc) 4C1 (4ufh, 4ufi, 4ufk);
1S3 (4ufm); 4H5 (4ufj);

E1 (4ufl)

4C1 (4ccd) 4C1 (4cce, 3zr6)

Table 3.7: Reported structures of exo-β-D-galactosidases, adapted from Speciale et. al. [34] and Kumar et. al. [115]
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Figure 3.16: Evolution of the two collective variables in the metadynamics simulation for the rate

limiting step of the hydrolysis reaction departing from both 4C1 and 1S3 conformers.

Figure 3.17: Variation of the relevant distances (top) and charges (bottom) along the reaction

pathway departing from both 1S3 (left) and 4C1 (right) conformers. The TS is shown in the graph

as a black dashed line. A running average over five data values is taken.
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Figure 3.18: (A) r.m.s.d. of the protein backbone (black) and the ceramide tail (yellow, ignoring

the hydrogen atoms) during the whole simulation. The protein is maintained stable along the whole

simulation, while the ceramide tail is more flexible as it is pointing towards the solvent. (B) Cα

r.m.s.f. graph and mapped on the GALC surface. The color scale goes from the blue, representing

the more mobile residues, to red, which are the one with the lowest r.m.s.f. value. (C) Evolution of

distances, angle and dihedral (placed in the y label in the right side) of some relevant interactions

of the galactose moiety along the simulation. The hydroxymethyl group can only explore the gt

conformer as seen for Gal-β-pNP, and the angle between the Glu258, the anomeric carbon and

the oxygen of the glycosidic bond shows a similar value, approximately 140◦, of Gal-β-pNP in 4C1

conformation. (D) Representative structures of a cluster analysis (r.m.s.d. cutoff of 2Å which

corresponds to the 18% of the total frames) of the ceramide moiety in red, orange, green, blue and

grey. The protein surface is represented in transparent white and the apolar regions are represented

as opaque iceblue.
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Figure 3.19: (A) Apo form system, r.m.s.d. of the two GALC subunits (green and purple) and the

whole complex (black). In this case, the catalytic GALC (green) is referred to the subunit which

should have the GalCer substrate bound to it. It can be seen that the system is maintained stable

oscillating between 1-1.5 Å along the whole MD simulation. (B) Apo form system, r.m.s.d. of

the two SapA subunits (orange and yellow) and the whole complex (black). Both SapA proteins

are more flexible than the GALC subunits, oscillating around 2 Å . (C) GalCer bound to the

active site system, r.m.s.d. of the two GALC subunits (green and purple). GalCer substrate in

the active site seems to not affect the movement of the whole protein and it is also maintaned

stable oscillating around 1-1.5 Å . (D) GalCer bound to the active site system, r.m.s.d. of the two

SapA subunits (orange and yellow). Both SapA proteins are a bit more flexible than the GALC

subunits, oscillating around 1.5 Å , thus being less mobile than in the apo form. In blue it can

also be seen the r.m.s.d. of the ceramide tail which is also maintained stable along the whole MD

simulation and oscillating around 2 Å , in contrast to the r.m.s.d. of the ceramide tail when only

one subunit of GALC is present (Figure 3.18(A)) in where it was oscillating between 2 and 7 Å .
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Figure 3.20: (A) Cα root mean square fluctuations (r.m.s.f.) of the GALC and SapA complex

in the apo form (black) and bound to GalCer (blue). On the top of the graph, with arrows, are

indicated the residues that correspond to the different subunits of GALC and SapA. The residues

conforming the active site are marked with transparent green boxes and the residues involved in the

GALC and SapA interaction are marked with transparent orange boxes. Generally, the apo form

has residues which move more than when GalCer substrate is bound. (B) r.m.s.f. mapped on the

apo form surface of GALC and SapA complex. The color scale goes from the blue, representing the

more mobile residues, to red, which are the one with the lowest r.m.s.f. value. (C) r.m.s.f. mapped

on the GALC and SapA complex with GalCer bound. The same color scale used previously is used.
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Figure 3.21: (A) The protein complex represented with its corresponding helixes and β-sheets

colored in green (catalytic GALC), purple (the other GALC subunit), yellow and orange (the

two SapA subunits). (B) Enlarged view of the active site and the GalCer substrate. Carbon

atoms of the substrate are represented in black whereas the carbon atoms of GALC residues are

represented in green and carbon atoms of SapA are represented in yellow and orange, oxygen and

nitrogen atoms are colored red and blue, respectively. Only the residues with direct contact with

the substrate are shown. Thicker atoms represent hydrogen bond interactions and transparent

yellow surfaces represent hydrophobic contacts. (C) Comparison of protein-substrate hydrophobic

contacts between GALC-only (green) and the GALC-SapA dimer (blue).
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Figure 3.22: CVs evolution in the metadynamics simulation of the hydrolysis reaction of GalCer

bound to the GALC-only.

Figure 3.23: Variation of the relevant distance (top) and charges (bottom) along the lowest free

energy path of the hydrolysis reaction of GalCer bound to the GALC-only.
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Figure 3.24: CVs evolution in the metadynamics simulation of the hydrolysis reaction of GalCer

bound to the GALC-SapA dimer.

Figure 3.25: Variation of the relevant distance (top) and charges (bottom) along the lowest free

energy path of the hydrolysis reaction of GalCer bound to the GALC-SapA dimer.
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Ram, A.; Rosso, M-N.; van der Marel, G.A.; Codée, J.D.C.; van Wezel, G.P.; Berrin,

J-G.; Rovira, C.; Overkleeft, H.S.; Davies, G.J.; ”Rational Design of Mechanism-

Based Inhibitors and Activity-Based Probes for the Identification of Retaining α-L-

Arabinofuranosidases” JACS, 142, 10, 4648-4662 (2020) #Equal contribution

ABSTRACT: The conformational free energy landscapes of isolated α-L- ara-

binofuranose and three covalent α-L-arabinofuranosidases inhibitors were analysed.

The crystallographic structures of α-L-arabinofuranosidase, a glycoside hydrolase

from family GH54, in complex with these inhibitors were obtained demonstrating

that they are able to label efficiently the catalytic nucleophile. In addition, the

first Michaelis complex crystallographic structure of a GH54 family member was

obtained, using 4-nitrophenyl α-L-arabinofuranoside (PNP-Araf) as substrate. Fi-

nally, the enzyme catalytic reaction mechanism was studied using QM/MM meta-

dynamics, revealing a 4E/4To → [E3]
‡ → 2T3 conformational catalytic itinerary of

the α-L-arabinofuranoside substrate. These results are in good concordance with the

conformations observed in the structure of the Glu221Gln mutant in complex with

PNP-Araf, as well as with inhibitor complex structures, which mimic the glycosyl-

enzyme intermediate.
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4.1 Introduction

As mentioned earlier in this Thesis, the carbohydrate-degrading machinery is a

fundamentally important component of the metabolic systems that underpin the

global carbon cycle. α-L-arabinofuranosidase is one of the enzymes involved in this

machinery. Specifically, α-L-arabinofuranoside ”side-chains” are usually found on

both hemicellulosic and pectinaceous polysaccharides which are present in almost

all plant cell walls. The efficient removal of α-L-arabinofuranose branches enhances

the break-down of xylan-rich biomass [146]. Furthermore, α-L- arabinofuranosidases

are an essential part of the polysaccharide utilization loci (PUL)1, which ferment

arabinan chains in dietary rhamnogalacturonan I and arabinogalactan within the

human gut [147].

Figure 4.1: Plant cell wall diagram (Figure taken from Wikipedia, LadyofHats, 05/08/2020 via

Wikimedia Commons, Creative Commons Attribution) in which one type of hemicellulose is drawn

(arabinoxylan) and the sidechain of α-L-arabinofuranose is indicated with a blue circle.

Our understanding of these systems is dependent on an ability to identify the

capacities of the carbohydrate-active enzymes produced by an organism. Inspired

by the work of Withers [148–150] and Wright [151], our collaborators developed

cyclophellitol-derived activity-based inhibitors and probes (ABPs) for the rapid de-

tection and identification of specific biomass-degrading GHs within complex sys-

tems [152–154]. Previous reports on these ABPs have demonstrated their potential

1a set of physically-linked genes that orchestrates the breakdown of complex glycans.
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as tools for the detection and identification of retaining GHs [155]. It has also been

demonstrated that mimicking the half chair conformation of the enzymatic tran-

sition state, cyclophellitol and cyclophellitol aziridine derivatives react specifically

with the catalytic nucleophile of a retaining GH, forming a non-hydrolyzable ester

linkage through a ring-opening addition [156], see Figure 4.2A.

Figure 4.2: (A) General proposed mechanism for covalent intermediate trapping by cyclophellitol

derivative. (B) Chemical structures of α-L-arabinofuranosidase inhibitors, hereafter named com-

pounds 1 (cyclophellitol), 2 (aziridine) and 6 (cyclicsulphate), respectively; to be consistent with

the naming in ref. [157]

This general strategy has been exploited to inhibit and label glycosidases dis-

playing a variety of specificities including α- and β-D-glucosidases [158–160], β-D-

glucuronidases [161], α- and β-D-galactosidases [162, 163], β-D-xylanases and β-D-

xylosidases [164], among others. Thus, cyclophellitol-derived ABPs and inhibitors

for α-L-arabinofuranosidases could be used to identify the enzymes responsible for

the breakdown of a variety of complex polysaccharides, but it still remains unknown

whether cyclophellitol derivatives can be effectively extended to target furanosidases.

Specific α-L-arabinofuranosidases have been identified within GH families 43, 51,

54, and 62, of which only families 51 and 54 follow the anomeric stereochemistry-

retaining Koshland double-displacement mechanism, see Figure 1.4. The most de-

tailed studies of α-L-arabinofuranosidase mechanisms have been performed using

bacterial GH51 enzymes. Paes et. al. obtained the structure of an intact branched

pentasaccharide substrate bound to the active site of TxAbf, a thermostable GH51

from Thermobacillus xylanilyticus (PDB ID 2VRQ) [165]. Hövel et. al. reported
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the crystal structure of Geobacillus stearothermophilus AbfA (hereafter referred to

as GsGH51) bound to 4-nitrophenyl α-L-arabinofuranoside (PNP-Araf) (PDB ID

1QW9) [166]. In both of these Michaelis complexes, the α-L-arabinofuranose ring

was found in the 4E conformation, see Figure 4.3. Therefore, we would like to know

if, similar to most of GHs acting on pyranose sugars, furanosidases distort the -1

sugar to a conformation that is pre-activated for catalysis and thus, in a conforma-

tion close to the one found in the TS. In pyranose-acting GHs, it is well known that

there are eight possible conformers that stabilize an oxocarbenium ion and thus,

each of these conformations correspond to a possible TS for the hydrolysis reaction.

The selected one depends on the GHs family and the substrate bound in the active

site. In furanoses, the number of possible conformations that stabilize an oxocarbe-

nium ion is reduced to only two, 3E and E3. Therefore, all the catalytic mechanisms

of GHs acting on furanoses will go through one of them; which one depending on

the active site architecture of the furanosidase enzyme.

Figure 4.3: GsGH51 Michaelis complex crystallographic structure bound to PNP-Araf (PDB ID

1QW9) [166].
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Beyond the bacterial GH51 enzymes, there is only one retaining α-L- arabinofu-

ranosidase for which structural information of a substrate complex is available. The

structure of Aspergillus kawachii AbfB (a member of GH54 hereafter referred to

as AkAbfB) with arabinose in the active site (PDB ID 1WD4), displays a product

complex ring conformation of 4E [167]. Unfortunately, no Michaelis complex of this

enzyme had been reported by the time this study was performed.

In this chapter, we will determine the ability of potential α-L-arabinofuranosidase

inhibitors to mimic the putative MC/TS conformation in the enzyme active site in

the two major families of retaining α-L-arabinofuranosidases, GH51 and GH54. With

this aim, our collaborators designed a collection of putative α-L-arabinofuranosidase

inhibitors (Figure 4.2B) and ABPs with different electrophilic traps and detection

tags, which in turn we analized in silico for their ability to mimic the natural 5-

membered ring structure, stereochemistry, and conformational itinerary of retaining

α-L-arabinofuranosides. Inhibition kinetics measured with α-L-arabinofuranosidases

from glycoside hydrolase families 51 and 54 were measured by our collaborators to

validate our predictions. Then, the crystallographic structures of AkAbfB bound

to the best inhibitors were obtained, validating the reactivity with the catalytic

nucleophile. Also, the first Michaelis complex of the family GH54 was crystallized

and the corresponding reaction mechanism was simulated and analysed. To the best

of our knowledge, this is the first computed reaction mechanism of a furanoside-

active GH.

My contribution to this study was to perform all theoretical simulations, fungal

enzyme expression for α-L-arabinofuranosidases of GH51 and GH54 families, crys-

tallizing AkAbfB enzyme and solving the X-ray structure of AkAbfB bound to 2

and 6 inhibitors and to PNP-Araf, together with Dr. McGregor ( during a PhD

secondment in the group of Prof. G. J. Davies).

4.2 Results and discussion

4.2.1 Conformational FEL of α-L-arabinofuranose, α-L- ara-

binofuranosidase inhibitors and α-L-arabinofuranosyl

cation in vacuum

To gain insight into the ability of our potential inhibitors to mimic the natural

conformational preferences of α-L-arabinofuranoside, we computed the relative en-

ergy of all ring conformations of α-L-arabinofuranose-configured inhibitors 1 (cy-

clophellitol), 2 (aziridine) and 6 (cyclicsulphate), as well as α-L-arabinofuranose.

The conformational free energy landscape (FEL) of each molecule was calculated
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using ab initio metadynamics and the Cremer-Pople puckering coordinates. This

approach has recently been successful in predicting the performance of pyranose-like

inhibitors [160,164].

In contrast to GHs which act on pyranosides (e.g. β-galactosidases, found in the

previous chapter), little is known about the catalytic conformational itineraries of α-

L-arabinofuranosidases. The computed conformational FEL of α-L-arabinofuranose

(Figure 4.5A) shows that all conformations lie in an energy window of≈ 5 kcal·mol−1.

This window is significantly narrower than what is typical for pyranose compounds

(e.g. a ≈ 15 kcal·mol−1 window energy was observed for β-galactose in Figure 3.13,

page 72) [19, 21], and shows that most α-L-arabinofuranose conformations are ther-

mally accessible. The most stable conformation is 1T2. Its stability come from the

ability to create a higher number of internal hydrogen bond interactions (between

hydroxyls in C1 and C3 and the hydroxyl of C2 with the hydroxymethyl group)

and a smaller steric hindrance between the ring hydrogens compared to the second

minima found in the 2E-4E region, Figure 4.4. However, this conformation is not

catalytically competent since the axial 2-OH group creates steric hindrance with the

nucleophile residue located on the “beta” face of the sugar, see Figure 4.4B. Con-

formations between 2E and 4E, being only ≈ 2 kcal·mol−1 higher in energy, feature

an equatorial 2-OH, eliminating such steric hindrance. Thus, the ideal Michaelis

complex conformation for an α-L-arabinofuranosidase should be between 2E and 4E

(shaded region in Figure 4.5A).

89



CHAPTER 4. RETAINING α-L-ARABINOFURANOSIDASES: STRUCTURE,
SUBSTRATE CONFORMATIONS AND CATALYSIS

Figure 4.4: (A) α-L-arabinofuranose in 4T3, a conformation within the 2E-4E region, and 1T2 in

vacuum. Hydrogen bond interactions are marked with black dashed lines and steric hindrance as

a red inverse parenthesis symbol. (B) Comparison of PNP-Araf in 4T3 and 1T2 conformations in

the active site of AkAbfB α-L-arabinofuranosidase. The pseudo-axial 2-OH group in 1T2 creates

such steric hindrance that does not permit the nucleophile to be in-line for the catalytic attack,

whereas in 4T3 this steric hindrance is minimized due to the equatorial 2-OH (see also panel A).

Moreover, the hydrogen bond binding interaction between 3-OH and Gly296 disappears when the

sugar adopts the 1T2 conformation. These structures come from the QM/MM MD metadynamics

simulation computing the substrate conformational FEL on-enzyme, Supplemental Figure 4.21

(page 114).

To determine where on this landscape the observed conformations of enzyme-

bound species lie, we surveyed all the conformations of α-L-arabinofuranosidase com-

plexes of GH51 and GH54 enzymes. As discussed above, only two MC structures

exist for the GH51 family and in these structures the substrate is found in a 4E con-

formation, marked in Figure 4.5A as red stars. The new GH54 MC structure also

shows the same 4E conformation. Thus, adopting also a distorted conformation in

the enzyme active site, as previously observed in pyranose-acting GHs. Therefore,

in order to be a suitable covalent α-L-arabinofuranosidase inhibitor, the molecule

should readily adopt a 4E conformation, in which the atom that mimics the anomeric

carbon is accessible for nucleophilic attack from the β face of the sugar ring. Com-

puted conformational FELs for compounds 1, 2, and 6 (Figure 4.5B) show that

these conformations are energetically favoured for 6, whereas 1 and 2 instead prefer

conformations in which the 2-OH is axial (in the 1T2 – E2 – 3T2 region). Thus, cyclic

sulphate 6 was anticipated to be a potentially stronger inhibitor than the epoxide

(1) or aziridine (2) for both GH51 and GH54 α-L-arabinofuranosidases.
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Figure 4.5: (A) Conformational FEL of isolated α-L-arabinofuranose. Conformations observed in

Michaelis complexes of α-L-arabinofuranosidases are represented with a red star (PDB 2VRQ and

1QW9 for GH51 and PDB 6SXR, this work, for GH54). The conformational region having an equa-

torial 2-OH is shaded. (B) Conformational FEL of α-L-arabinofuranose-configured cyclophellitol

(1), aziridine (2) and cyclic sulphate (6).

The conformational FEL of the α-L-arabinofuranosyl cation was also computed

in order to determine the ideal conformation for the transition state of the glycosy-

lation reaction of α-L-arabinofuranosides, which is expected to have oxocarbenium

ion character. There are only two main minima, located around E3 and 3E, as pre-

viously predicted, see Figure 4.6B. The 3E conformer is more stable than E3 by

∼ 6 kcal·mol−1 due to a higher number of intramolecular interactions and smaller

steric hindrance between ring hydrogens, Figure 4.6A. A more detailed analysis via

calculation of a 2 dimensional FEL, φ vs the hydroxymethyl group dihedral angle,

shows that the less stable E3 conformer is the most stable one for the hydroxymethyl

in a gg orientation. The gg orientation is the one observed on-enzyme due to the

specific active site architecture. Together with the fact that in the computed confor-

mational FEL of PNP-Araf in the active site of AkAbfB all the conformers around

the 3E conformer are destabilized in energy (see Supplemental Figure 4.21, page

114), because they lack the important hydrogen bond interactions observed in the
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crystal structure, it can be concluded that even though globally 3E in vacuum is

more stable than E3, the TS of α-L-arabinofuranosidase AkAbfB is more likely to

adopt an E3 conformation.

Figure 4.6: (A) α-L-arabinofuranosyl cation in 3E and E3 conformations in vacuum. Hydrogen

bond interactions are marked with black dashed lines and steric hindrance as as a red inverse

parenthesis symbol. (B) Conformational FEL of the α-L-arabinofuranosyl cation projected in

one dimension (φ). (C) Conformational FEL of the α-L-arabinofuranosyl cation projected in two

dimension (φ and the hydroxymethyl group dihedral angle). Isolines at 2 kcal·mol−1.

4.2.2 Structural analysis of AkAbfB α-L-arabinofuranosidase

bound to PNP-Araf and 2 and 6 inhibitors

To obtain the Michaelis complex, crystals of deglycosylated AkAbfB Glu221Gln were

soaked in a saturated solution of PNP-Araf in mother liquor. The resulting 1.64

Å crystal structure contained 3 PNP-Araf molecules: two full occupancy molecules

bound to the carbohydrate binding module and a partial occupancy molecule bound

in the active site (Figure 4.7).

Overall, the Michaelis complex shows that O2 forms hydrogen bonds with the

carbonyl oxygen of Gln221 and the backbone amide of Asp297. O3 forms hydrogen

bonds with the backbone amide of Gly296 and the carboxylate of Asp219. The

ring oxygen forms a hydrogen bond with the backbone amide of Asn222 and O5

formed hydrogen bonds with the carboxylate of Asp219 and the backbone amide

of Asn223 displaying a gg hydroxymethyl orientation. The furanose ring is found

in a 4E conformation (φ=225.9◦), stacked against a hydrophobic surface formed

92



4.2. RESULTS AND DISCUSSION

by Trp206 and the Cys176-Cys177 disulfide linkage. The axial nitrophenyl leaving

group points out of the active site into a solvent channel. The electrophilic carbon

(C1) is positioned 3 Å away from the amide nitrogen of Gln221.

Figure 4.7: Michaelis complex structure of AkAbfB (Glu221Gln) bound to PNP-Araf substrate.

The electron density of the PNP-Araf molecule (black) within the AkAbfB (Glu221Gln) active site

(grey) is contoured to 1σ (green mesh). The catalytic residues (Asp297 and Glu221, mutated to

Gln) are shown with thicker lines.

To generate covalent complexes, crystals of AkAbfB were soaked with 0.2 mM

of inhibitors 1, 2 and 6 for 1 h. A complex structure of AkAbfB with inhibitor

1 was not able to solve but it was possible for both inhibitors, 2 and 6, bound

to Glu221 in almost identical positions and conformations (Figure 4.8), forming

hydrogen bonds from O2 to Gly296 and the sulphur of Met195, from O3 to Asn297

and Asp219, and from O5 to Asp219 and Asn223. The interaction between the

ring oxygen and Asn222 found in the product complex (PDB ID 1WD4) cannot be

formed, but the axial amine presents an additional hydrogen bond with Asp297,

the general acid/base. The interactions between both inhibitors 2 and 6 and the

active site of AkAbfB cause no significant change in the protein structure. The

active site appears to be sufficiently open to accommodate the sulphate of inhibitor

6 without any steric clashes. Thus, these complexes could be good representations

of the glycosyl-enzyme intermediate (GEI) structure, further confirmed once the

first step of the hydrolysis reaction is simulated, explained below. The ring in each

covalent complex is found in the 2E conformation (2, φ=166.0◦ and 6, φ=168.5◦).

This consensus conformation represents a 1.2 Å migration of C1 from its position in

the AkAbfB Michaelis complex toward Glu221 coupled with a ∼15◦ axial rotation

of the ring around C3.
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Figure 4.8: Crystal structures of the covalently-bound inhibitors 2 (panel A, coloured in blue) and

6 (panel B, coloured in orange) in AkAbfB enzyme. 2F0 - Fc electron density is shown for both

the ligand and the catalytic nucleophile as a green mesh contoured at 1σ. Active site residues are

shown as gray sticks. Apparent hydrogen bonding interactions are shown as dotted black lines.

4.2.3 Inhibition of 1, 2 and 6 compounds in AkAbfB enzyme

Inhibition kinetics were measured by our collaborators for the potential 1, 2 and 6

inhibitors in AkAbfB. Initial overnight incubations of each enzyme with compounds

2 and 6 resulted in the complete loss of activity, while no loss of activity was

observed with compound 1 explaining the lack of a complexed crystal structure.

As predicted by our conformational analysis, inhibitor 6 reacts rapidly with the

catalytic nucleophile of AkAbfB with a kinact well above 1 min−1 (estimated from

the limited speed of their assay). However, the lack of any apparent nonlinearity

in the kapp vs [I] curve suggests poor initial binding, see ref. [157]. In spite of

this, it has a performance constant of 240 M−1 s−1. Contrary to our prediction,

compound 2 also proved to be a potent inhibitor of AkAbfB, having performance

constants only 8-fold lower than inhibitor 6 with AkAbfB (28 M−1 s−1). In contrast

to inhibitor 6, inhibition kinetics with inhibitor 2 provided evidence of stronger

initial binding in the enzyme active site, having KI values of 0.3 mM. As predicted

from our conformational analysis, compound 1 is not an inhibitor of retaining α-L-

arabinofuranosidases at concentrations up to 0.25 mM.

The inhibition experiment results are supported by the trends observed in the

binding energies calculated for the in silico built Michaelis complexes (methodology

explained in section 4.4.3.1 in page 104) of inhibitor 1, 2, and 6 in AkAbfB active

site (Figure 4.9). The binding energy of inhibitor 2 was calculated in 3 different

situations in each active site: deprotonated inhibitor 2 with protonated acid/base
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residue, protonated inhibitor 2 with protonated acid/base residue, and protonated

inhibitor 2 with deprotonated acid/base residue. Protonated compound 2 (with the

optimal acid/base residue protonation) binds better than all the other compounds

(Figure 4.9F).

Figure 4.9: Simulated Michaelis complex configurations of inhibitors 1 (panel A), 2 (panels B, C

and D), and 6 (E) used for the calculation of the binding energy within the active site of AkAbfB.

Panel B shows the protonated general acid/base with deprotonated aziridine nitrogen, C shows the

protonated general acid/base with protonated aziridine nitrogen, D shows the deprotonated general

acid/base with protonated aziridine nitrogen. (F) Relative binding energies of the inhibitors

into the active site of AkAbfB. Compounds 2B, 2C and 2D corresponds to the different tested

protonation states.

4.2.4 Reaction mechanism of AkAbfB α-L-arabinofuranosidase

In order to decipher the reaction mechanism of AkAbfB enzyme and in particular an-

alyze the conformational itinerary of the arabinofuranoside substrate, we reverted

the nucleophile mutation present in the MC crystallographic structure bound to

PNP-Araf; from a Gln to Glu, in silico. After performing a classical MD simulation

to equilibrate the new system, the chemical reaction was computed by means of

a QM/MM MD metadynamics simulation in where two collective variables (CVs),

corresponding to the main covalent bonds that are formed or cleaved during the

reaction, were used to drive the system from reactants (the MC) to products (the
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glycosyl-enzyme intermediate, GEI). The first collective variable (CV1), named “gly-

cosidic bond cleavage”, quantifies the cleavage of the glycosidic bond. The second

one (CV2), named as “nucleophilic attack” accounts for the formation of the cova-

lent bond between the anomeric carbon of the α-L-arabinofuranose and the closest

oxygen atom of the catalytic nucleophile (Glu221).

There are two main minima in the chemical reaction FEL corresponding to an

ensemble of MC structures (in the left-hand side of Figure 4.10A) and an ensemble of

GEI structures (in the right hand-side of the same figure). The TS (confirmed with

a committor analysis [120]) is found in-between both minima, displaying a distance

of 2.92 Å between the anomeric carbon of PNP-Araf and Glu221, corresponding

to CV1, and a distance of 3.29 Å between the anomeric carbon and the glycosidic

oxygen, corresponding to CV2. The experimental kinetics measured for PNP-Araf

in optimal conditions (pH 5 at 37◦C), data from our collaborators, gives a KM of 1.4

mM and a Kcat corresponding to 5700 min−1, which would give an energy barrier

of ≈ 15 kcal·mol−1. The energy barrier found computationally gives a value of 17.8

± 1.1 kcal·mol−1, which it is a little bit higher compared to the experimental value,

but still in the range of predictions of free energy barriers in DFT.

The most relevant bond distances that characterize the reaction mechanism are

listed in Table 4.1, in which the properties for each state were computed from all

the configurations falling into a small region (±0.05 and ±0.05 in terms of the CV)

around the corresponding point in the FEL.

MC TS GEI

C1 - O1’ (Å) 1.53 ± 0.09 3.29 3.80 ± 0.09

C1 - OGlu221 (Å) 3.94 ± 0.08 2.92 1.47 ± 0.08

OAsp297 - HAsp297 (Å) 1.02 ± 0.03 0.98 1.05 ± 0.04

HAsp297 - O1’ (Å ) 3.29 ± 0.14 3.09 1.98 ± 0.65

C1 - O4 (Å) 1.40 ± 0.04 1.29 1.41 ± 0.04

C1 (RESP charge) 0.52 ± 0.06 0.36 0.92 ± 0.13

O4 (RESP charge) -0.66 ± 0.04 -0.26 -0.68 ± 0.12

φ (◦) 244 ± 11 206.4 184 ± 7

Table 4.1: Structural and electronic parameters of the characteristic points along the reaction

pathway. There are no standard deviations for the TS structure as it corresponds to the only

frame found by committor analysis [120].
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Figure 4.10: (A) Free energy landscape of the computed first step of the hydrolysis reaction in

where the dashed line corresponds to the lowest free energy path, computed using MEPSAnd

[116]. (B) Conformational catalytic itinerary of the lowest free energy path projected onto the

conformational FEL of the isolated α-L-arabinofuranose.

The reaction mechanism of AkAbfB α-L-arabinofuranosidase corresponds to a

dissociative mechanism, in which the glycosidic bond is cleaved before the nucle-

ophile approaches the anomeric carbon (see Table 4.1, C1-O1’ is 3.29 Å and C1-

OGlu221 is 2.92 Å at the TS). As observed for β-galactocerebrosidase in the previous

chapter, the p-nitrophenol group does not need proton transfer from the acid/base

catalytic residue to be able to react. The conformation of the arabinofuranose ring

of the PNP-Araf substrate in the MC changes very little compared to the mutated

Glu221Gln crystal structure, from a 4E conformation in the crystal structure to a

conformation in-between 4E and 4TO in the computed structure (see Figure 4.10B).

This slight difference can probably be attributed to the Glu221Gln mutation of

the crystal structure. Thus, in this case the nucleophile mutation does not change

substantially the MC conformation of the substrate. This is in contrast with GH

complexes with pyranose-type substrates, in which mutation of the nucleophile, a

negatively charged residue that strongly interacts with the sugar hydroxyl residues,
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can change the sugar conformation significantly [168]. As in pyranose-acting GHs,

the reaction goes through a TS with significant oxocarbenium ion-like character in

an E3 conformer, as previously hypothesized. Finally, the GEI intermediate forms,

in which the arabinofuranose ring adopts a 2T3 conformation. Therefore, the con-

formational catalytic itinerary of AkAbfB α-L-arabinofuranosidase is 4E / 4TO →
[E3]

‡ → 2T3.

Figure 4.11: Representative structures along the catalytic itinerary of AkAbfB α-L-

arabinofuranosidase.

The 2T3 conformation of the GEI intermediate is very close to the 2E conformer

found in the crystal structures of inhibitors 2 and 6 (Figure 4.12), which also re-

act with the nucleophile residue, forming a covalent complex. Practically all the

protein interactions are the same between the inhibitor bound complexes and the

computed GEI with PNP-Araf. Comparing the crystal structures corresponding to

the mutated MC and the protein-bound inhibitors, it can be observed that one main

difference between them is the hydrogen bond between Met195 and 2-OH present

in the latter but not in the former (Figures 4.7 and 4.8). Along the reaction mech-

anism one can observe how this hydrogen bond is formed just after crossing the TS

and when the GEI complex is fully formed. We can conclude that the structures

of AkAbfB complexes with inhibitors 2 and 6 are good representations of the GEI

structure of GH54 α-L-arabinofuranosidase.
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Figure 4.12: (A) Superimposed structures of the AkAbfB Glu221Gln crystal structure (green) with

the MC found in silico (substrate in black and protein residues in gray). All the protein interactions

are conserved. (B) Superimposed crystal structures of covalently-bound inhibitors 6 (orange) and

2 (blue) bounded crystal structures with the GEI structure found in silico (substrate in black and

protein residues in gray). All protein interactions are conserved. (C) Distance evolution of the

protein interactions which significantly change (besides the ones involved in the chemical reaction)

along the reaction pathway from MC to GEI. Dashed lines show the distance value found in the

crystal structures of the covalent-bound inhibitors. It is observed that when the GEI is reached in

the chemical reaction simulation the distance values from the crystal structures are restored.

4.3 Summary and Conclusions

In this chapter we have tackled different goals in a multidisciplinary approach, ex-

perimental and computational. First, we assessed the conformational mimicry of

some α-L-arabinofuranose-like inhibitors with respect to the preferred conforma-

tions adopted by α-L-arabinofuranose. By means of computing the conformational

FEL, we predicted which of the inhibitors are able to mimic the putative MC/TS

conformation in the enzyme active site of retaining α-L-arabinofuranosidases, we

concluded that the ideal MC conformation should be between 2E and 4E region.

Therefore, compound 6 was hypothesized to be potentially a better inhibitor than

compounds 1 and 2 as the conformations energetically favoured for 6 corresponded

to the ones found in the region of ideal MC conformation whereas 1 and 2 pre-
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ferred conformations in the 1T2-
3T2 region. Additionally, calculations of the confor-

mational FEL of the isolated α-L-arabinofuranosyl cation indicated that probably

the TS conformation of the retaining α-L-arabinofuranosidases would correspond to

E3. Once the inhibitors were synthesized by our collaborators, the best inhibitors

turned out to be 6 and 2, corroborating our prediction for 6 but not so much

for 2. To characterize the mode of inhibition, we determined the crystallographic

structure of the best inhibitors, 6 and 2, covalently bound to a fungal enzyme

of family GH54 (AkAbfB) in which both compounds exhibit a 2E ring conforma-

tion. At the same time, a Michaelis complex of the enzyme mutant (Glu221Gln)

with a hydrolysable substrate (PNP-Araf) was determined by X-ray crystallography.

The structure showed that PNP-Araf binds to the active site with the α-arabinose

ring in a 4E conformation, as predicted from calculations of the isolated confor-

mational FEL of α-L-arabinofuranose. Finally, the reaction mechanism of AkAbfB

α-L-arabinofuranosidase was modelled, using as starting structure the MC struc-

ture obtained by X-ray crystallography. The computed free energy barrier (17.8 ±
1.1 kcal·mol−1) is in reasonable agreement with experiments and the predicted cat-

alytic itinerary of the α-L-arabinose ring is 4E/4TO → [E3]
‡ → 2T3. This itinerary

is consistent with the results obtained from the conformational FEL of the iso-

lated α-L-arabinofuranose, in where we predicted that the ideal MC conformation

would lie in-between the 2E-4E region; also, it is consistent with the predicted ring

conformation found in the TS from the conformational FEL of the isolated α-L-

arabinofuranosyl cation and finally; the GEI substrate conformation is very close to

the one found in the covalently-bound crystal structures of inhibitors 2 and 6.

The main conclusions reached in this chapter are the following:

� By computing the conformational FEL of α-L-arabinofuranose we predicted

that the most preactivated conformation of α-L-arabinofuranose in α-L- arabi-

nofuranosidases Michaelis complex (MC) should be in between the conforma-

tions 2E and 4E, as these conformations feature an equatorial 2-OH, minimizing

the steric hindrance with the nucleophile residue along the chemical reaction.

� Compound 6 shows preference in its conformational FEL, for the ideal MC

conformation predicted above, anticipating its potential as an α-L- arabino-

furanosidases inhibitor. Our prediction was correct as it was proved to react

rapidly with the catalytic nucleophile of AkAbfB, but with poor initial binding

(experiments performed by our collaborators).

� Compound 2, contrary to our prediction, was also found to be a potent in-

hibitor, with a performance 8-fold lower than 6 but with stronger initial bind-
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ing. These results are supported by the trends observed in the computed

binding energies.

� Compound 1, as computationally predicted by its conformational FEL in vac-

uum, was found not to be an inhibitor of α-L-arabinofuranosidases.

� The computed conformational FEL of the isolated α-L-arabinofuranosyl cation

indicates that the most stable conformation for the hydroxymethyl orientation

found in the active site of AkAbfB enzyme is E3.

� The crystallographic structures of the covalently bound inhibitors 2 and 6

were obtained with high resolution (1.47 Å and 1.86 Å). The arabinose ring

exhibits in both structures a 2E conformation.

� The Glu221Gln MC structure of AkAbfB in complex with PNP-Araf was crys-

tallized with high resolution (1.64 Å). The substrate ring adopts a 4E confor-

mation, as predicted by the computed conformational FEL of the isolated

α-L-arabinofuranose.

� The catalytic conformational itinerary of AkAbfB α-L-arabinofuranosidase (GH54

family) is predicted to be 4E/4TO → [E3]
‡ → 2T3 from QM/MM MD metady-

namics simulations. This demonstrates that the crystallographic structures of

AkAbfB in complex with PNP-Araf and inhibitors 2 and 6 are good pictures

of a MC and GEI structures, respectively.

4.4 Experimental and computational methods

4.4.1 Enzyme production and crystallization

4.4.1.1 Recombinant enzyme production

For α-L-arabinofuranosidase of family GH51, the sequence came from an eukary-

otic organism; specifically a fungi called Aspergillus niger abfA (AnAbfA, Gen-

Bank: CAK43424). For family GH54 the sequence also came from a fungi organism

which was previously synthesized (Aspergillus kawachii abfB, AkAbfB, GenBank:

BAB96816), the synthesis procedure is further explained in ref. [157]. The AkAbfB

(Glu221Gln) mutant was generated using the Q5 site-directed mutagenesis kit (New

England Biolabs) with primers designed by the NEBaseChanger tool.

The genes were produced in P. Pastoris X-33. Plasmid DNA for transformation

into P. Pastoris was linearized with SacI and purified using a PCR clean-up kit
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(Qiagen) using ultrapure water as eluent. 100 ng of linearized DNA was electropo-

rated into 80 µL of X-33 electrocompetent cells prepared following the protocol of

Wu and Letchworth [169]. Nine colonies from each transformation were purified on

YPD-Zeocin plates, then grown in 5 mL of BMGY medium. At saturation (OD600

∼ 20) cells were collected by centrifugation and re-suspended in 5 mL of BMMY

medium for expression screening at 20ºC. The transformant which gave the highest

titer of the target protein with minimal detectable contamination after 3 daily 0.5

% MeOH feedings was grown in 500 mL of BMGY in a 2.5L baffled shaking flask

at 30ºC overnight. The culture was then cooled to 20ºC and supplemented with 2.5

mL of 100% MeOH each day for 3 days. The culture supernatant was clarified by

centrifugation followed by 0.45 µm-filtration. 500 mL of medium was concentrated

using a KrosFlo tangential flow system fitted with a 30 KDa MWCO mPES filter,

then diluted with 9 volumes of 10 mM pH 5 sodium acetate buffer and concentrated

again. Protein was then collected onto a 5 mL Q sepharose HP column (GE Health-

care), washed with 3 CV of 50 mM pH 5 sodium acetate buffer, then eluted with 25

CV gradient from 0 to 0.5 M NaCl in the same buffer. Fractions from the largest

UV-active peak were pooled, concentrated to 10-30 mg/mL using a 30 kDa MWCO

centrifugal concentrator (Amicon) and purified over Superdex 200 (GE Healthcare)

into 50 mM sodium acetate pH 5. Protein-containing fractions were pooled and

concentrated to give a colourless 15-25 mg/mL protein solution. Approximately,

5 mg of protein was then treated with 1000 U of EndoHf (New England Biolabs)

overnight at RT. This was purified using a 5 mL Q sepharose HP column as above.

To prepare the sample for crystallization, the eluent from Q sepharose was mixed

1:1 with saturated ammonium sulphate and purified over a 1 mL phenyl sepharose

HP column with a 25 CV gradient from 2M to 0M of ammonium sulphate in 50 mM

pH 5 sodium acetate buffer. Protein-containing fractions were pooled, desalted into

20 mM sodium acetate pH 5, concentrated to 10-30 mg/mL and frozen to -80◦C.

4.4.1.2 Enzyme crystallization and diffraction

The AnAbfA emzyme from GH51 family was not able to crystallize, being the crys-

tals from family GH54 (wild-type and Glu221Gln), AkAbfB, the only ones able to

grown. They were grown essentially as described by Miyanaga et. al. [170]. Op-

timized crystals grew from 0.5 µL of 10mg/mL AkAbfB in 50 mM pH 5 sodium

acetate mixed with 0.5 µL of 100 mM Tris-HCl pH 8.0, 200mg MgCl2, 400 mM

NaCl, 20% PEG6000, 2.5% DMF at 279 K. However, preferential formation of poor-

quality needle clusters and poor diffraction of these crystals led us to explore other

crystallization conditions. EndoH-deglycosylated AkAbfB or AkAbfB (Glu221Gln)

(12 mg/mL in 50 mM sodium acetate pH 5.0) formed slow-growing isolated crys-
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tals when mixed 2:1 with 0.2 M lithium sulphate, 0.1 M sodium acetate pH 4.5,

50% PEG400. Supplementation with 0.2-0.5 M NaCl resulted in more rapid crystal

growth. To generate inhibitor-bound complexes, crystals were transferred to mother

liquor supplemented with inhibitor 2 or 6 to a final concentration of 0.2 mM, or sat-

urated with PNP-Araf (for AkAbfB [Glu221Gln]). Crystals were soaked for 1 hour

at RT prior to freezing. Diffraction data were collected at Diamond Light Source

(Harwell, UK) on beamline I04 and automatically processed using autoPROC [171]

(AkAbfB-2 and AkAbfB-6), or Xia2 [172] (AkAbfB-PNP-Araf) pipelines. Compu-

tation was carried out using programs from the CCP4 suite [173]. Data collection

and processing statistics for all structures are given in Supplemental Table 4.3.

4.4.1.3 Structure solution and refinement

Solved by Dr. N. McGregor :

Data for AkAbfB bound to inhibitors 2 and 6 were collected to 1.47 and 1.86 Å ,

respectively. Each structure was solved by molecular replacement using Phaser [174]

with the known structure (PDB ID 1WD3) as the search model. The resulting

solution showed clear density for the bound ligand within the enzyme active site.

Ligand coordinates and dictionaries were generated using jLigand [175] and built

into the model using Coot [176], followed by alternating rounds of manual model

building and refinement using Coot and REFMAC5 [177].

Data for AkAbfB (Glu221Gln) bound to PNP-Araf were collected to 1.64 Å.

The structure was solved by molecular replacement using Phaser with the AkAbfB-

2 complex as the search model. The resulting structure showed clear density for two

PNP-Araf (ligand ID: KHP) molecules bound to the carbohydrate-binding module.

Following several rounds of manual model building and refinement, partial density

for an additional PNP-Araf molecule, which was modelled at 60% occupancy, be-

came apparent in the active site.

4.4.2 Conformational FELs of isolated molecules

Conformational free energy landscapes (FELs) were computed for α-L- arabinofu-

ranose, compounds 1, 2, 6 (Figure 4.2B, page 86) and α-L-arabinofuranosyl cation

using DFT-based molecular dynamics, according to the Car-Parrinello method [66].

Each molecule was enclosed in an isolated cubic box of 12.5 Å3. A fictitious electron

mass of 500 atomic units was used for the CP Lagrangian and a time step of 0.12

fs was used in all CPMD simulations to ensure that the adiabacity of the fictitious

kinetic energy of the electrons was smaller than 10−5 a.u./atom. The Kohn-Sham

orbitals were expanded in a plane wave basis set with a kinetic energy cut-off of 70
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Ry. Ab initio pseudopotentials, generated within the Troullier-Martins scheme, were

employed [142]. The Perdew, Burke, and Ernzerhoff (PBE) generalized gradient-

corrected approximation [139] was selected in view of its good performance [141] in

previous work on isolated sugars [19], glycosidases, and glycosyltransferases [140].

The metadynamics algorithm [81], provided by the Plumed 2 plugin [17], was used

to explore the conformational free energy landscape of the systems, taking as collec-

tive variables the pseudorotational phase (φ) puckering coordinate [18], as well as a

dihedral angle accounting for the rotation of the sugar hydroxymethyl group. The

energy was projected into the φ coordinate for representation purposes. Initially, the

height of these Gaussian terms was set at 0.6 kcal·mol−1 and a new Gaussian-like

potential was added every 500 MD steps. Once the whole free energy space was ex-

plored, the height of the Gaussian terms was reduced to 0.2 kcal·mol−1 to facilitate

convergence of the FEL. The width of the collective variables was set according to

their oscillations in the free dynamics which corresponded to 0.035 and 0.1 rad for φ

and the hydroxymethyl dihedral angle, respectively. The simulations were stopped

when energy differences among wells remain constant, which was further confirmed

by a time-independent free energy estimator [143]. The exploration of the phase

space was extended up to 380, 360, 324, 474 and 960 ps for α-L-arabinofuranose,

compound 1, compound 2, compound 6 and α-L-arabinofuranosyl cation, respec-

tively. The errors in the principal minima, taken as a standard deviation from the

last 200 ps, are below 0.6 kcal mol−1. Conformational FELs computed using only φ

as CV gave very similar results, see Supplemental Figure 4.14.

4.4.3 MD simulations of AkAbfB enzyme in complex with

compounds 1, 2, 6; as well as with the PNP-Araf sub-

strate mimic

4.4.3.1 Classical MD simulations

The Michaelis complexes of compounds 1, 2, and 6 were built using the crystal

structures of the covalently-bound inhibitors obtained for AkAbfB as a reference.

In the case of compounds 1 and 2, the Michaelis complexes were reconstructed by

removing the covalent bond between the inhibitor and the nucleophile in the protein

structure bound to inhibitor 2. The amine group was reverted to an aziridine,

for compound 2 (Figure 4.13), which was replaced with an oxygen atom to give

compound 1. The same strategy was followed for compound 6. Molecular dynamics

(MD) simulations were set up employing the program LEaP included in the Amber

suite [178] and the ff14SB protein force field [179] was used. The compounds were

parametrized using gaff2 [136]. The systems were solvated with explicit TIP3P
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water molecules [134]. They were neutralized with 21 sodium atoms for all neutral

compounds in AkAbfB. The systems with protonated compound 2 were neutralized

with one fewer sodium atom (20 atoms). MD simulations were performed using

Amber16 [178]. A thermal equilibration to 300 K was done prior to the equilibration

of dynamics in the NPT ensemble with a production phase of 51 ns for each system.

The SHAKE algorithm, with an integration time step of 2 fs, was used. The binding

free energy of the compounds were obtained by using the MMPBSA method [180]

integrated in the Amber suite.

Figure 4.13: Building process of the MC structure of compound 2 from the crystal structure of

the covalently-bound inhibitor (GEI structure) obtained for AkAbfB as a reference. The same

process was followed for compounds 6 with its corresponding GEI structure and for compound 1

the nitrogen atom of compound 2 was replaced with an oxygen atom.

For AkGH54 (Glu221Gln) bound to PNP-Araf, the mutation was reversed in

silico and the classical MD simulation was set up with the same procedure as above

(with 21 sodium atoms) and a production phase of 48 ns. Analysis of the trajectories

were carried out using VMD tools [121] and images were processed with VMD

(version 1.9.2), Gnuplot [124] and matplotlib (module found in Python3) [125].

4.4.3.2 QM/MM MD metadynamics simulations

Two different QM/MM MD simulations were done using the method developed by

Laio et. al. [77] (further explained in Chapter 2); the substrate conformational FEL

simulation and the chemical reaction simulation. In both, the quantum region is

treated using the PBE functional and Car-Parrinello MD whereas the molecular

mechanics region is treated using the AMBER force field; when a covalent bond is

placed in the QM-MM boundary, this is treated by saturating the QM region within

a MD formalism parametrizing a boundary atom described by a pseudopotential.

The electrostatic interactions between the QM and MM region are handled with

two layers, NN and ESP regions. Both systems were simulated by means of metady-
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namics [81] with the CPMD program (version 3.15.1) [76] and the Plumed package

(version 2.3.3) [17].

The substrate conformational FEL simulation in the active site of AkAbfB only

included the PNP-Araf substrate in the active site as the QM region and the φ

puckering coordinate was considered as collective variable (CV).

The chemical reaction simulation included the PNP-Araf substrate and the cat-

alytic residues (Glu221 and Asp297) until their beta carbon in the QM region. The

CVs chosen were the bonds to be broken and formed; the first CV corresponds

to the formation of the covalent bond between the anomeric carbon of the PNP-

Araf substrate and the nucleophile whereas the second CV quantifies the cleavage of

the glycosidic bond. The proton transfer between the aglycon moiety and Asp297

(acid/base) was not included due to the relatively good leaving group character

that the aglycon moiety has; a p-nitrophenol group (pKa = 7.15), which made us

think that the reaction would take place without leaving group protonation, as seen

previously for Gal-β-pNP which had the same aglycon moiety (Chapter 3). The

statistical error of the reaction free energy barrier was computed by launching sev-

eral metadynamics simulations changing the Gaussian height and keeping all the

other parameters constant [145]. This should be considered as an approximation

to the statistical error of the metadynamics simulation, since only the Gaussian

height (not the width) was varied. Each simulation was restarted from the point

along the metadynamics run in which the reactants basin is half filled and its height

was changed to 0.3, 0.5 and 0.63 kcal·mol−1. The results showed that the reaction

mechanism was not affected by the change of the Gaussian height.
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Parameters Simulation of the

substrate confor-

mational FEL

Simulation of the

chemical reaction

Number of quantum atoms 32 50

Functional PBE PBE

PW Ecut (Ry) 70 70

Pseudopotential Norm-conserving

Martin-Trouillers

Norm-conserving

Martin-Trouillers

Fictitious electronic mass (a.u.) 500 700

Time step (a.u.) 5.0 5.0

Size of the electrostatic regions

(NN/ESP in a.u.)

10/18 14/22

Supercell size (Å ) 18, 14.4, 12.6 19, 15.6, 16.9

CV1 φ dist(OGlu221-C1)

CV2 - dist(C1-O1’)

Gaussian width (a.u.) 0.035 0.1/0.1

Gaussian height (kcal·mol−1) 0.6 1 and 0.31/0.5/0.63

Deposition time (MD steps) 500 300

Deposited gaussians 3776 747

Simulation time (ps) 227 27

Table 4.2: Parameters of the QM/MM MD metadynamics simulations.
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4.5 Supplemental Figures and Tables

AkAbfB AkAbfB (Glu221Gln)

Complex with 2 Complex with 6 PNP-Araf complex

Data Collection

Space Group H32 H32 H32

a,b,c (Å ) 112.2, 112.2, 342.7 111.14, 111.14, 342.7 112.0, 112.0, 341.4

α, β, γ (◦) 90.0, 90.0, 120.0 90.0, 90.0, 120.0 90.0, 90.0, 120.0

Resolution (Å ) 84.54-1.47 83.92-1.86 93.28-1.64

(1.49-1.47) (1.89-1.86) (1.67-1.64)

Rmeas 0.109 (3.128) 0.133 (5.537) 0.129 (2.319)

I / σI 13.0 (0.7) 10.2 (0.5) 12.5 (1.0)

Completeness (%) 99.3 (98.5) 100 (100) 98.2 (97.0)

Redundancy 12.4 (10.7) 12.1 (12.8) 12.6 (12.2)

Refinement

Resolution (Å ) 84.69-1.47 84.06-1.86 93.45-1.64

No. Reflections 141273 68786 99210

Rwork/Rfree 0.157/0.179 0.181/0.215 0.159/0.181

No. atoms

Protein 3628 3568 3572

Ligand/ion 202 131 260

Water 456 236 352

B-factors

Protein 20.9 43.7 26.8

Ligand/ion 42.1 58.5 50.4

Water 34.3 49.4 37.6
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R.m.s. deviations

Bond lengths (Å ) 0.016 0.012 0.014

Bond angles (◦) 1.94 1.77 1.87

PDB Code 6SXT 6SXS 6SXR

Table 4.3: Data Collection and refinement statistics (molecular replacement)

Figure 4.14: (A) Conformational FEL of isolated α-L-arabinofuranose computed with 1 CV (φ).

The conformational region having an equatorial 2-OH is shaded. (B) Conformational FEL of α-

L-arabinofuranose-configured cyclophellitol(1), aziridine (2) and cyclic sulfate (6) computed with

only one CV (φ). (C) Conformational FEL of isolated α-L-arabinofuranosyl cation computed with

1 CV (φ).
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Figure 4.15: Analysis of the classical MD simulation of PNP-Araf. (A) Backbone protein r.m.s.d.

(B) Protein backbone r.m.s.f. from red, for the less mobile residues, to blue for the more mobile

ones. (C) Hydroxymethil rotation angle value, in a gg orientation along the whole simulation (D)

Active site bond distances with PNP-Araf, the dashed lines in their respective colours correspond

to the value found in the crystallographic structure (E) Active site bond distances with PNP-Araf,

continuation.

Figure 4.16: Analysis of the classical MD simuation of compound 1. (A) Backbone protein r.m.s.d.

(B) Protein backbone r.m.s.f. from red, for the less mobile residues, to blue for the more mobile

ones. (C) Hydroxymethil rotation angle value, in a gg orientation along the whole simulation (D)

Active site bond distances with inhibitor 1, the dashed lines in their respective colours correspond

to the value found in the crystallographic structure of the covalently bound inhibitor 2, used as a

reference (E) Active site bond distances with inhibitor 1, continuation.

110



4.5. SUPPLEMENTAL FIGURES AND TABLES

Figure 4.17: Analysis of the classical MD simulation of compound 2 deprotonated and protonated

acid/base residue. (A) Backbone protein r.m.s.d. (B) Protein backbone r.m.s.f. from red, for the

less mobile residues, to blue for the more mobile ones. (C) Hydroxymethil rotation angle value,

in a gg orientation along the whole simulation (D) Active site bond distances with inhibitor 2

with deprotonated aziridine nitrogen and protonated general acid/base, the dashed lines in their

respective colours correspond to the value found in the crystallographic structure of the covalently

bound inhibitor 2 (E) Active site bond distances with inhibitor 2 with deprotonated aziridine

nitrogen and protonated general acid/base, continuation.
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Figure 4.18: Analysis of the classical MD simulation of compound 2 protonated and protonated

acid/base residue. (A) Backbone protein r.m.s.d. (B) Protein backbone r.m.s.f. from red, for the

less mobile residues, to blue for the more mobile ones. (C) Hydroxymethil rotation angle value, in

a gg orientation along the whole simulation (D) Active site bond distances with inhibitor 2 with

protonated aziridine nitrogen and protonated general acid/base, the dashed lines in their respective

colours correspond to the value found in the crystallographic structure of the covalently bound

inhibitor 2 (E) Active site bond distances with inhibitor 2 with protonated aziridine nitrogen and

protonated general acid/base, continuation.
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Figure 4.19: Analysis of the classical MD simulation of compound 2 protonated and deprotonated

acid/base residue. (A) Backbone protein r.m.s.d. (B) Protein backbone r.m.s.f. from red, for

the less mobile residues, to blue for the more mobile ones. (C) Hydroxymethil rotation angle

value, in a gg orientation along the whole simulation (D) Active site bond distances with inhibitor

2 with protonated aziridine nitrogen and deprotonated general acid/base, the dashed lines in

their respective colours correspond to the value found in the crystallographic structure of the

covalently bound inhibitor 2 (E) Active site bond distances with inhibitor 2 with protonated

aziridine nitrogen and deprotonated general acid/base, continuation.

Figure 4.20: Analysis of the classical MD simulation of compound 6. (A) Backbone protein r.m.s.d.

(B) Protein backbone r.m.s.f. from red, for the less mobile residues, to blue for the more mobile

ones. (C) Hydroxymethil rotation angle value, in a gg orientation along the whole simulation (D)

Active site bond distances with inhibitor 6, the dashed lines in their respective colours correspond

to the value found in the crystallographic structure of the covalently bound inhibitor 6 (E) Active

site bond distances with inhibitor 6, continuation.
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Figure 4.21: Arabinose ring conformational FEL of PNP-Araf on the active site of WT-AkAbfB.

Conformations observed in Michaelis complexes of α-L-arabinofuranosidases are represented with

a red star (PDB 2VRQ and 1QW9 for GH51 and PDB 6SXR, this work, for GH54). The confor-

mational region having an equatorial 2-OH is shaded and a representative structure of the most

stable conformation, 4T3 is shown.

Figure 4.22: Collective variables evolution along the reaction simulation.
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Figure 4.23: Structural and electronic parameters along the lowest free energy reaction path. The

big variation of Asp297-O1’ distance indicates that for PNP-Araf, the acid/base residue is not

needed for the reaction to take place and the GEI complex it is stable either with a hydrogen bond

between the p-nitrophenol moiety and Asp297 or with no interaction between them.
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Chapter 5

Mimicking the transition state of

glycosylation reactions using

superacids

Parts of this chapter have been published:

Manuscript in preparation

ABSTRACT: Recently, the experimentally elusive glycosyl cation was trapped

for the first time by NMR using liquid hydrofluoric acid-antimony pentafluoride

(HF/SbF5) superacid. It was found that 2-deoxy-β-D-glucosyl cation adopts a 4E

conformation, which in principle mimic the transition state of glycosylation reac-

tions. Nevertheless, whether the superacid media can be an useful tool to study

the glycosyl cation properties present on the active site of a GH enzyme remains

controversial. To solve this issue, here we study the molecular properties of 2-deoxy-

β-D-glucosyl and 2-deoxy-α-L-arabinofuranosyl cations in different environments; in

vacuum, in superacid media and on-enzyme, using QM/MM methods. A superacid

force field was parametrized for this purpose. We found that the geometrical prop-

erties, such as the sugar ring conformation, bond distance and torsion angles are

conserved along all the studied environments in both glycosyl cations. The superacid

media enhances slightly the cationic character of the glycosyl cations compared to

the vacumm and on-enzyme environments. Our results clarify that a superacid can

be considered as a good mimic of the active site of GHs and thus they constitute a

useful tool to study the properties of the transition state of glycosylation reactions.
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5.1 Introduction

As discussed in previous chapters of this Thesis, the reaction mechanism of GHs go

through a TS structure where the substrate acquires oxocarbenium ion character,

which it is important for the design of new specific drugs. Even though the glycosyl

oxocarbenium ion (glycosyl cation) plays a key role in glycosylation reactions (e.g.

hydrolysis, transglycosylation and synthesis of glycans), its observation in the con-

densed phase has been elusive to experiments due to its extremely short life time.

In seminal work, Martin et. al. [30] and Lebedel et. al. [181] were recently able to

trap glycosyl cations in liquid hydrofluoric acid–antimony pentafluoride (HF/SbF5)

superacid by nuclear magnetic ressonance (NMR). This work, leaded by Sébastien

Thibadeau, Ives Blériot (University of Poitiers, France) and Jesús Jiménez Bar-

bero (CIC Biogune, Bilbao), was inspired in the experiments by George Olah (1994

Nobel Prize), in which he used superacidity to stabilize and study carbocations us-

ing low-temperature NMR. Interestingly, G. Olah wrote in his autobiography that

there could be a parallelism between the superacid media and some enzyme active

sites [182].

Superacids are defined as acids that are more acidic than pure sulphuric acid

(the Hammet acidity function1, H0, of sulphuric acid corresponds to -12 while

HF/SbF5 superacid has a value of -23 [183]). In this highly acidic environment,

organic molecules can be (poly)protonated, shifting their reactivity from “classical”

to superelectrophilic. Martin et. al. used peracetylated 2-deoxy-β-D-glucopyranose

to avoid potential problems associated with the presence of a substituent at C2; their

results indicated a 4E conformation and an α face stereoselectivity for nucleophillic

reactions, see Figure 5.1A. More recently, exploring the idea that (poly)protonation

of multifunctional substrates can also acts as a (poly)protection of the molecule,

the same experimental groups applied a similar strategy to trap glycosyl cations

of both five- and six-membered sugar rings (2-deoxy-β-D-glucosyl and 2-deoxy-α-L-

arabinofuranosyl cations) with no protecting groups (unpublished work), see Figure

5.1 panels B and C. They found that the 2-deoxy-β-D-glucosyl cation conserves

the same 4E conformation while the conformation of 2-deoxy-α-L-arabinofuranosyl

cation has not yet been analised. In collaboration with the above experimental

groups, we asked ourselves if the superacid media is a good mimic of the active site

environment of carbohydrate-active enzymes such as GHs; i.e., to which degree the

glycosyl cation properties observed in superacid media are similar to the properties

of the TS in the enzymatic hydrolysis glycosylation reaction?

1A measure of acidity used for very concentrated solutions of strong acids as the Henderson-

Hasselbach equation is no longer valid in these conditions.
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Figure 5.1: (A) Generation of 2-deoxy-glucosyl oxocarbenium ion 6 in HF/SbF5 followed by its

trapping with methanol (40 equiv.) or cyclohexane-d12 (2 equiv.). Image modified from Martin

et. al. [30]. (B) The polyprotonated 2-deoxy-β-D-glucosyl cation trapped in superacid. (C) The

polyprotonated 2-deoxy-α-L-arabinofuranosyl cation trapped in superacid.

To answer these questions, we designed QM/MM simulations of the glycosyl

cations analysed experimentally, in comparison to the TS of representative GH.

First, the intrinsic properties of both molecules (2-deoxy-β-D-glucosyl and 2-deoxy-α-

L-arabinofuranosyl cations) in gas-phase are studied; the geometrical and electronic

intramolecular properties such as bond distances, torsion angles, sugar puckering

conformation and atomic charges when the sugar is in its most stable state (neutrally

charged) are compared with these properties when the molecule is in the form of

an oxocarbenium ion (when the hydroxyl group in C1 is not present and thus, the

molecule is positively charged). Secondly, the polyprotonated glycosyl cations are

simulated in superacid media, i.e., surrounded by SbF−6 , H2F
+ and HF molecules.

Our simulations were performed with the QM/MM approach, after developing a

suitable force field for the superacid media (see methods section 5.4, page 143).

Finally, we analysed the properties of these glycosyl cations in the active site of

two representative GHs, one acting on hexoses (the Saccharomyces cerevisiae Gas2,

ScGas2, previously investigated in the group [117]) and one acting on furanoses

(the Aspergillus kawachii abfB, AkAbfB, investigated in Chapter 4). The structural

and electronic properties of these glycosyl cations in an enzymatic environment are

discussed and compared to the ones found in superacid media.
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5.2 Results

5.2.1 2-deoxy-β-D-glucosyl cation in different environments

5.2.1.1 The isolated 2-deoxy-β-D-glucose

In order to study the intrinsic properties of 2-deoxy-β-D-glucosyl cation we first

computed the conformational FEL of the isolated neutral form by means of CPMD

metadynamics using the Cremer-Pople cartesian coordinates [10] as CVs. The most

stable conformation was found to be the same one obtained for its 2-oxy counterpart,

β-D-glucose [19], the relaxed 4C1 chair (Figure 5.2). Even though in both cases

(β-D-glucose and 2-deoxy-β-D-glucose) the distorted conformations region in which

the most stable minima are corresponds to one half of the diagram (from 2SO to
OS2), the lack of the hydroxyl at C2 changes the stability order of the distorted

conformations; 1S5 is now the second minima at ∼ 4 kcal·mol−1 above 4C1, compared

to the second most stable minima of β-D-glucose which is B3,O at ∼ 3 kcal·mol−1,

with 1S5 being ∼ 6 kcal·mol−1 above it. The third minima of 2-deoxy-β-D-glucose

corresponds to a region between B3,O and 1S3 at 5 kcal·mol−1 (see Table 5.1). This

interchange of stability of the B3,O and 1S5 conformations between the natural and

2-deoxy molecules is probably due to the lack of one intramolecular hydrogen bond

interaction in the 1S5 conformation for β-D-glucose (between the hydroxyls of C2 and

C3) while in the 2-deoxy case, both distorted conformers have only one hydrogen

bond, Figure 5.2. The 4C1 main minima is connected to the distorted conformations

via a valley covering 2H3, E3,
4H3 and 4E.

Conformations

Molecule 4C1 B3,O
1S5

β-D-glucose 0 3 6

2-deoxy-β-D-glucose 0 5 4

Table 5.1: Relative energies, in kcal·mol−1, of the main minima in the conformational FEL of

β-D-glucose [19] and 2-deoxy-β-D-glucose.
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Figure 5.2: (A) Conformational FEL of β-D-glucose, figure modified from Biarnés et. al. [19].

Energy values are given in kcal·mol−1 and each contour line corresponds to 0.5 kcal·mol−1. Rep-

resentative structures of 4C1, B3,O and 1S5 conformations are shown with their corresponding

intramolecular hydrogen bond interactions, represented as dashed lines. The discussed distorted

conformations, B3,O and 1S5, are marked with a dashed circle. (B) Conformational FEL of 2-

deoxy-β-D-glucose. Energy values are given in kcal·mol−1 and each contour line corresponds to 0.5

kcal·mol−1. Representative structures of 4C1, B3,O and 1S5 conformations are shown with their

corresponding intramolecular hydrogen bond interactions represented as dashed lines.

5.2.1.2 The isolated 2-deoxy-β-D-glucosyl cation

As a second step in our investigation, we calculated the conformational FEL of the

corresponding isolated oxocarbenium ion (2-deoxy-β-D-glucosyl cation). As shown

in Figure 5.3B, the FEL is completely different. We have a completely different

scenario as now the lowest energy region corresponds to the conformers 4H3,
4E,

3H4 and E3. In fact, these are some of the conformers in which the C5, O5, C1

and C2 atoms are on a plane, stabilizing the sp2-hybridization and anomeric charge

of the oxocarbenium ion. The main minima (see Figure 5.3B) correspond to the

region between 4H3 and 4E (θ=45◦ and φ=210-240◦); a region placed in the con-

necting valley previously found for 2-deoxy-β-D-glucose; followed by a minima in

the E4 region (θ=110◦ and φ=80◦) at 11 kcal·mol−1. There is a high energy barrier

(22 kcal·mol−1) connecting both minima. The conformational preferences of the

2-deoxy-β-D-glucosyl cation are also different with those of the plain glucosyl cation

(i.e. with the 2-OH substituent), shown in Figure 5.3A, which was computed by

J. Iglesias-Fernández early on [184]. In that case, the E4/
3H4 conformation is the

most stable one, followed by 4H3, and they are both connected via 2,5B and B2,5

conformers. Iglesias-Fernández et. al. (unpublished work) argued that the stabil-
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ity of 3H4 is due to the axial orientation of the hydroxyls at C3 and C4 and the

hydrogen bond interaction between C2 and C4 hydroxyl groups, in contrast to 4H3

which has C3 and C4 hydroxyl groups in the less stable equatorial orientation but

with a stabilizing ”clockwise” hydrogen bond pattern between the hydroxyls of C2,

C3 and C4. These conclusions were based on the work of Woods et. al. [185] in

where they describe by molecular mechanical (MM2) and ab initio calculations that

oxocarbenium ions are stabilized when C3 and C4 hydroxyl groups have an axial

orientation, then, being closer to C1, as in this way there is a stabilizing interac-

tion between the partial negative charge in the oxygen of the hydroxyl group and

the partial positive charge of C1. For the 2-deoxy-β-D-glucosyl cation molecule, of

interest here, the same orientation of the hydroxyls groups at C3 and C4 is found

in 4H3 and 3H4 conformations (axial for 3H4 and equatorial for 4H3), however, 3H4

is not any more a free energy minimum as the C2-C4 hydrogen bond interaction is

not present while 4H3/
4E is most stable due to the higher number of intramolecular

hydrogen bonds, one hydrogen bond interaction between the hydroxyls of C3 and

C4 and another one between the hydroxyls of C4 and C6 (Figure 5.3D).

Besides the sugar ring conformational stabilities, the main difference between

the neutral form and the glycosyl cation form of 2-deoxy-β-D-glucose is the C1-O5

bond distance, which shrinks from 1.44 Å (neutral) to 1.27 Å. Additionally, the

bond distance between C1-C2 gets shorter, from 1.53 Å to 1.45 Å. Interestingly,

C2-C1-O5-C5 dihedral angle, which needs to be close to zero for an oxocarbenium

ion molecule, changes from -33◦ in the neutral 2-deoxy-β-D-glucose to 1.7◦, almost

planar, for the glycosyl cation form. Moreover, the anomeric charge switches from

a negative value (-0.19) to a positive one (0.29), see Table 5.2 in page 130.
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Figure 5.3: (A) Conformational free energy landscape of an isolated β-D-glucosyl cation. Energy

values are in kcal·mol−1 and each contour line corresponds to 1 kcal·mol−1. Image taken from

J. Iglesias-Fernández thesis [184]. (B) Conformational FEL of an isolated 2-deoxy-β-D-glucosyl

cation. Energy values are given in kcal·mol−1 and each contour line corresponds to 1 kcal·mol−1.

The two most stable regions of the FEL are indicated with dashed squares. (C) β-D-glucosyl

cation representative structures of 3H4 and 4H3 conformations are shown with their corresponding

intramolecular hydrogen bond interactions, represented as dashed lines. (D) 2-deoxy-β-D-glucosyl

cation representative structures of 3H4 and 4H3 conformations are shown with their corresponding

intramolecular hydrogen bond interactions, represented as dashed lines. (E) Histogram of 3OH-

4OH and 4OH-6OH distances (Å) corresponding to 4H3 and E4 conformations, indicating a higher

probability of 4H3 to stablish hydrogen bond interactions.

5.2.1.3 The 2-deoxy-β-D-glucosyl cation in superacid media

The second step of this project was to assure that our superacid force field was able

to reproduce the results obtained experimentally and, afterwards, use this force-field

to study properties for which experimental information is lacking. The computed

properties (structure, energy and electron density distribution) will be compared

with the ones found in vacuum to understand how the superacid media affects the
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electronic and conformational preferences of the glycosyl cation.

A classical MD simulation of the 2-deoxy-β-D-glucosyl cation in superacid with

all the hydroxyl groups protonated (see Supplemental section 5.5.1) was initially

performed to analyse the distribution of SbF−6 and HF− solvent molecules (Figure

5.4). A larger concentration of SbF−6 in the β face of the sugar cation is observed,

compared to the α face. This means that nucleophiles (i.e. negatively charges)

will have a preference to attack the anomeric carbon from the α face, where there

is less negative charge density and thus, less electrostatically hindered. The in-

creased selectivity for the α face for bigger nucleophiles, experimentally observed

for peracetylated 2-deoxy-β-D-glucopyranosyl cation (so-called oxocarbenium ion 6)

studied in the work of Martin et. al. [30], is here justified due to the steric and

electrostatic hindrance of the big SbF−6 molecules in the β face.

Figure 5.4: (A) Radial pair distribution functions for the anomeric carbon and the oxygens of

protonated hydroxyls of 2-deoxy-β-D-glucosyl cation with the solvent molecules, HF (blue line),

H2F+ (green line) and SbF−
6 (red line). The two peaks at distances smaller than 4 Å in g(r)

for the anomeric carbon and the protonated hydroxyls with HF solvent molecule correspond to

the radial distribution of FHF and HHF , respectively. The distance difference between these two

peaks correspond to the bond distance of HF, ∼ 0.9 Å. Also, the first solvation shell of HF with

the glycosyl cation hydroxyls is ∼ 1.5 Å closer compared to the anomeric carbon due to their

ability to create hydrogen bonds besides the electrostatic interactions. (B) Averaged occupation

of SbF−
6 molecules along all the classical MD simulation shown as transparent yellow surfaces. The

SbF−
6 molecules are placed only for representation purposes. The negative charged is accumulated

in the β face facilitating the nucleophilic attack on the α face, as seen experimentally for a similar

glycosyl cation [30].
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An enhanced QM/MM MD simulation of the conformational FEL was run to ob-

tain the conformational free energy landscape of the oxocarbenium ion surrounded

by the superacid molecules. An unique minimum was observed covering the region

between E3 and 4E conformations (θ=45◦ and φ=170-230◦). Even though the min-

imum is displaced a little bit compared to the isolated molecule, it is still placed

in the same region and including 4E as the most stable conformer, as observed

experimentally.

The computed conformational properties of the 2-deoxy-β-D-glucosyl cation in

superacid media and the distribution of the superacid solvent molecules around

it fit perfectly with the experimental results and thus, our superacid force field

satisfactorily reproduce and explain the experiments.

Comparing the FEL of the isolated glycosyl cation in superacid media with the

one obtained for the isolated cation, we can see that the E4 region is less stable

in superacid due to the lower pseudo-axiality of the exocyclic groups at C3 and

C4 and the lower number of possible hydrogen bond interactions with the solvent

(see Figure 5.5). The bond distance between the anomeric carbon and the ring

oxygen is maintained to the value found for the isolated case, 1.27 Å. The value of

the C2-C1-O5-C5 angle is slightly different, from 1.7◦ to -2.5◦, but still indicates

the almost planar arrangement between these four atoms. Finally, the anomeric

charge increases in the superacid environment compared to the isolated molecule,

with values of 0.57 and 0.29, respectively (Table 5.2, page 130). Thus, the superacid

media does not significantly affect the conformational free energy landscape of the

glycosyl cation, neither its intramolecular properties such as bond distances and

dihedral angles, but it enhances its cationic character.
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Figure 5.5: (A) Conformational FEL of polyprotonated 2-deoxy-β-D-glucosyl cation in superacid

media, energy values are given in kcal·mol−1 and each contour line corresponds to 1 kcal·mol−1.

(B) Averaged hydrogen bond interactions from the protonated hydroxyls in C3, C4 and C6 of the

glycosyl cation to the superacid solvent molecules in the 4E and E4 conformers. (C) Orientation

of the hydroxyl group in C3 and C4 for the E4 conformer, in gas-phase (grey) and in superacid

media (yellow)

5.2.1.4 The 2-deoxy-β-D-glucosyl cation in the active site of a GH en-

zyme

To discern the ability of the superacid media to mimic the active site of glycosidases

we computed the conformational FEL of the glycosyl cation in the active site of the

β-D-glucanase Saccharomyces cerevisiae Gas2, ScGas2, discussed in reference [117].

We chose this specific enzyme because in that previous work of the group, classical

MD simulations were performed to unravel the hydrogen bond interactions involving

the C2 hydroxyl group. They observed that the 2-OH group changes hydrogen

bond partner, from the nucleophile (so-called the on configuration) to a solvent

water molecule (named as the off configuration) with populations around 50%.

The transglycosylation reaction was modelled using QM/MM metadynamics from

both on and off configurations demonstrating that the transglycosylation reaction

from the on configuration was feasible while the removal of the 2-OH···nucleophile

interaction (off configuration) raised the free energy barrier significantly. The same

TS was found for the reverse reaction, corresponding to a glycosylation reaction.
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The TS found in the off configuration was chosen due to a higher similarity in the

active site interactions with the 2-deoxy molecule (see Figure 5.14 in the methods

section, page 147). We removed in silico the hydroxyl in position 2 to simulate the

2-deoxy-β-D-glucosyl cation studied in this project. Only the glycosyl cation was

included in the quantum region of the QM/MM simulation. Using this strategy,

we were able to avoid the progress of the reaction and obtaining the FEL of the

corresponding glycosyl cation, which mimics very well the TS of the reaction.

The computed conformational FEL shows that the sugar ring is even more re-

stricted in the enzyme active site than in superacid media. The 2-deoxy-β-D-glucosyl

cation is only able to explore the 4E region (θ=45◦ and φ=210-270◦, Figure 5.6).

The E4 conformer is not possible into the active site as it will probably disrupt the

hydrogen bond interaction between 4-OH and Tyr307 and the stacking between the

saccharide in the -2 subsite and Tyr107, both important for the substrate chain

stabilization [117] (Figure 5.6B). Regarding the charge distribution around the oxo-

carbenium ion, a similar pattern compared to the superacid media is found; a much

more negative electrostatic potential in the β face of the sugar is observed (Figure

5.6C) in the enzyme active site compared to the α face of the sugar.

With respect to the intramolecular properties, we can see that the bond distance

between the ring oxygen and the anomeric carbon has the same value in the enzyme

as in superacid; 1.27 Å. The same distance was observed in the isolated molecule

(Table 5.2). Similarly, the C2-C1-O5-C5 angle has a very similar value to the two

previous systems, 0.52◦. Therefore, intramolecular bond distances are not affected

by the environment. On the contrary, the anomeric charge decreases in the enzyme

compared to the one found in the superacid media, from 0.57 to 0.40, but it is still

higher than the one obtained for the isolated glycosyl cation (0.29).
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Figure 5.6: (A) Conformational FEL of 2-deoxy-β-D-glucosyl cation on the active site of ScGas2,

energy values are given in kcal·mol−1 and each contour line corresponds to 1 kcal·mol−1. (B) Active

site interactions for the substrate with ScGas2 enzyme. The 2-deoxy-β-D-glucosyl cation placed

in the -1 subsite displays a hydrogen bond (thin dashed line) and a stacking (thick dashed line)

interactions with Tyr307 and the carbohydrate placed in -2 subsite has also a stacking interaction

with Tyr107. To change the sugar ring conformation close to the E4 region, C3 and C4 should

move up and down, respectively; this would disrupt all the showed interactions which are very

important to stabilize the sugar chain in the active site of the enzyme. (C) Calculated electrostatic

potential [186] using default values for ScGas2 enzyme. The color scheme goes from red, for

negative values, to blue, for positive values.
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Enviroment

Property In vacuum In vacuum Superacid On-enzyme

(2-deoxy-β-

glucose)

(2-deoxy-β-glucosyl cation)

C1-O5 (Å) 1.44 ± 0.01 1.27 ± 0.02 1.27 ± 0.01 1.27 ± 0.02

C1-C2 (Å) 1.53 ± 0.05 1.45 ± 0.02 1.46 ± 0.03 1.47 ± 0.03

C2-C1-O5-C5 (◦) -33 ± 47 1.7 ± 1.0 -2 ± 11 0.5 ± 15

3OH orientation (◦) -170 ± 6 -165 ± 8 -153 ± 8 -148 ± 9

4OH orientation (◦) -173 ± 5 168 ± 7 161 ± 8 184 ± 8

C1 charge (ESP) -0.19 ± 0.04 0.29 ± 0.02 0.57 ± 0.04 0.40 ± 0.04

Table 5.2: Properties of 2-deoxy-β-D-glucose, the neutral molecule (only in vacuum) and 2-deoxy-

β-D-glucosyl cation in vacuum, superacid media and on-enzyme. The anomeric carbon charge

listed in this table, C1, is a sum of the charges in C1, H1 and O5 (including O1 and HO1 for the

neutral 2-deoxy-β-D-glucose).

5.2.2 2-deoxy-α-L-arabinofuranosyl cation in different envi-

ronments

To extend our knowledge of how the superacid media affects glycosyl cations, a

similar study to the one carried out for 2-deoxy-β-D-glucosyl cation, a pyranosyl

cation, was carried out for 2-deoxy-α-L-arabinofuranosyl cation, a furanosyl cation,

whose NMR spectrum was also being recorded by our experimental collaborators.

5.2.2.1 The isolated 2-deoxy-α-L-arabinofuranose

To study the intrisic properties of a five-membered sugar ring (furanose derivative)

we first computed the conformational FEL of the isolated 2-deoxy-α-L-arabinofuranose

by means of CPMD metadynamics. The conformational FEL obtained is very sim-

ilar to the one found for α-L-arabinofuranose, analysed in Chapter 4 (Figure 4.5

in page 91), where all conformations lie in an energy window of ∼ 5 kcal·mol−1,

narrower than the one obtained for pyranose compounds studied along this work,

see Figure 5.7. Despite the lack of the hydrogen bond interaction between the hy-

droxyls at C2 and C5, in the case of the 2-deoxy sugar, 1T2 is still the most stable

conformation as it conserves the hydrogen bond interaction between the hydroxyl at
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C1 and the hydroxyl at C3 (Figure 5.7, bottom-right) and has less steric hindrance

among ring hydrogens compared to the second most stable conformation, which fall

in the region E3-
4T3-

4E-4TO-EO, 2 kcal·mol−1 higher in energy. The conformations

in this second local minimum are stabilized by hydrogen bond interactions between

the hydroxyls of C3 and C5 (Figure 5.7, bottom-left), even though this interaction

was only observed 12% of the simulated time.

Figure 5.7: Conformational FEL of 2-deoxy-α-L-arabinofuranose as a continuous line and confor-

mational FEL of α-L-arabinofuranose represented as a dashed line, also shown in Figure 4.5A.

α-L-arabinofuranose and 2-deoxy-α-L-arabinofuranose representative structures of E3 and 1T2 con-

formations with their corresponding intramolecular hydrogen bond interactions represented as

dashed lines.

5.2.2.2 The isolated 2-deoxy-α-L-arabinofuranosyl cation

Using the same methodology we calculated the conformational FEL of the corre-

sponding isolated glycosyl cation (2-deoxy-α-L-arabinofuranosyl cation). The results

show that it exhibits a different conformational FEL compared to the correspond-

ing neutral molecule (explained above), but also, to the α-L-arabinofuranosyl cation

(i.e. the same cation with the 2-OH group, Figure 4.6 in page 92 and Figure 5.8).
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The main minima of the furanosyl cation corresponds to the region between 2E-4TO

conformations, centred in E3, as this conformation has the ability to create a hy-

drogen bond between the hydroxyls at C3 and C5 (Figure 5.8, bottom-right; ∼ 12%

of the simulation time). 1T2 loses its stability compared to the neutral 2-deoxy-α-

L-arabinofuranose molecule due to the lack of the hydrogen bond between C1 and

C3 hydroxyls. The second minima corresponds to the region around 3E at ∼ 6

kcal·mol−1 above in energy. In the 2-oxy counterpart, i.e., the α-L-arabinofuranosyl

cation, the minima order is inverted, as discussed in Chapter 4, page 88. The 3E

destabilization in the 2-deoxy-α-L-arabinofuranosyl cation is due to the lack of the

hydrogen bond interaction between the hydroxyls at C2 and C5. Besides the sugar

ring conformational stabilities, the main difference between the neutral molecule

and the furanosyl cation of 2-deoxy-α-L-arabinofuranose is the C1-O5 bond dis-

tance, which shrinks from 1.45 Å (neutral molecule) to 1.31 Å (cation) for the E3

conformation and from 1.43 Å (neutral molecule) to 1.27 Å (cation) for the 3E con-

formation. These values are very similar to the ones obtained for the TS of the

hydrolysis reaction of 4-nitrophenyl α-L-arabinofuranose in Aspergillus kawachii α-

L-arabinosidase (AkAbfB) in Chapter 4 (page 95). It was found that the arabinose

ring adopts an E3 TS conformation, with a C1-O5 bond distance of 1.29 Å, a value

in-between the ones found here for the arabinofuranosyl cation.

Our results also show that the bond distance between C1-C2 gets shorter in the

furanosyl cation compared to the neutral 2-deoxy-arabinofuranose molecule (from

1.54 Å to 1.46 Å) in both 3E and E3 conformations. The required planarity ar-

rangement of C2-C1-O4-C4 for an oxocarbenium ion is here observed that it does

not change much in the furanosyl cation compared to the neutral molecule (from

13◦ and 0.45◦ to -0.58◦ and -0.95◦ for the E3 and 3E conformations, respectively).

Moreover, the anomeric charge switches from a negative value (-0.53, E3, or -0.52,
3E) to a positive one (0.13, E3, or 0.16, 3E), see Table 5.3 in page 139.
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Figure 5.8: Conformational FEL of 2-deoxy-α-L-arabinofuranosyl cation as a continuous line and

conformational FEL of α-L-arabinofuranosyl cation represented as a dashed line, also shown in Fig-

ure 4.6 in page 92. α-L-arabinofuranosyl cation (from Figure 4.6) and 2-deoxy-α-L-arabinofuranosyl

cation representative structures of E3 and 3E conformations with their corresponding intramolec-

ular hydrogen bond interactions represented as dashed lines.

5.2.2.3 The 2-deoxy-α-L-arabinofuranosyl cation in superacid media

The same strategy used for the polyprotonated 2-deoxy-β-D-glucosyl cation in su-

peracid media was used to study the polyprotonated 2-deoxy-α-L-arabinofuranosyl

cation in superacid media. From the classical MD simulation of 2-deoxy-α-L- ara-

binofuranosyl cation in superacid with all the hydroxyl groups protonated, it can

be observed that the F atoms in HF and SbF−6 molecules distribute around C1 at

∼ 3 Å due to the electrostatic interactions; whereas they distribute closer around

the hydroxyls as they are also able to create hydrogen bond interactions, at ∼ 1.5

Å of the hydroxyl hydrogens, see Figure 5.9. Additionally, a larger concentration of

SbF−6 in the β face of the sugar cation is also observed, as seen for the β-D-glucosyl

cation, compared to the α face. As stated for the glucosyl cation, this means that

the nucleophiles will have a preference to attack the anomeric carbon from the α

face where there is less electrostically hindered.
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Figure 5.9: (A) Radial pair distribution functions for the anomeric carbon and the oxygens of

protonated hydroxyls of 2-deoxy-α-L-arabinofuranosyl cation with the solvent molecules, HF (blue

line), H2F+ (green line) and SbF−
6 (red line). The two peaks at distances smaller than 4 Å in g(r)

for the anomeric carbon and the protonated hydroxyls and HF solvent molecule correspond to the

radial distribution of FHF and HHF , respectively. The distance difference between these two peaks

correspond to the bond distance of HF, ∼ 0.9 Å. Also, the first solvation shell of the HF solvent

molecule with the hydroxyls is ∼ 1.5 Å closer compared to the anomeric carbon due to their ability

to create hydrogen bonds besides the electrostatic interactions. (B) Averaged occupation of SbF−
6

along all the classical MD simulation shown as transparent yellow surfaces. The SbF−
6 molecules

are shown only for representation purposes. The negative charged is accumulated in the beta face

facilitating the nucleophilic attack on the alpha face.

The conformational FEL of the polyprotonated 2-deoxy-α-L-arabinofuranosyl

cation in superacid media changes considerably compared to the isolated cation. All

the conformations lie in an energy window of 2 kcal·mol−1, being 3E (φ=18◦) and E3

(φ=198◦) the most stable conformations with an energy difference of 1 kcal·mol−1,

and thus, being practically isoenergetic. The 3OH orientation for the 3E conforma-

tion in superacid media gets close to the value found for the E3 conformation either

in the isolated case and surrounded by superacid molecules. Additionally, the small

energy difference between the two main minima is due to the almost same number of

hydrogen bond interactions between the furanosyl cation and the superacid media in

both conformations (Figure 5.10). This is different from what was observed for the

to 2-deoxy-β-D-glucosyl cation where there was a clear conformational preference

due to a higher number of solvent interactions for the most stable conformation.
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This indicates that the surroundings of the furanosyl cation, which has a smaller

number of protonated hydroxyl groups and a smaller size compared to the glucosyl

cation, barely varies when changing conformations, from E3 to 3E.

Figure 5.10: (A) Conformational FEL of polyprotonated 2-deoxy-α-L-arabinofuranosyl cation in

superacid media, energy values are given in kcal·mol−1. (B) Averaged hydrogen bond interactions

with the superacid solvent in 3E and E3 conformations for the protonated hydroxyls placed at C3

and C5. (C) Orientation of the hydroxyl group in C3 for 3E and E3 conformations, in gas-phase

(grey) and in superacid media (yellow).

The C1-O4 bond distance of the furanosyl cation in superacid has a value of 1.27

Å in both E3 and 3E conformations, contrary, to what was found for the isolated

furanosyl cation. The other relevant geometrical properties, C1-C2 distance and

the C2-C1-O4-C4 angle, are conserved in both conformations with respect to the

isolated cation. However, as it was previously observed for the glucosyl cation, the

anomeric charge increases in the superacid media, for both the E3 conformation,

from 0.13 (in vacuum) to 0.26; or the 3E conformation, from 0.16 to 0.24 (see Table

5.3, page 139).

Therefore, the calculations of the furanosyl cation in superacid show that there

is no clear prefernce between E3 and 3E due to the same solvent-sugar interactions

in both conformations. Additionally, the classical MD simulation of the furanosyl

cation in superacid has the same SbF−6 distribution, concentrated in the β face,

observed for the glucosyl cation.
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5.2.2.4 The 2-deoxy-α-L-arabinofuranosyl cation in the active site of a

GH enzyme

To fully understand the superacid media ability to mimic the active site of glycosi-

dases, the conformational FEL of 2-deoxy-α-L-arabinofuranosyl cation in the active

site of Aspergillus kawachii α-L-arabinofuranosidase (AkAbfB) was calculated. The

TS snapshot was taken from the previously calculated hydrolysis reaction in Chap-

ter 4, see Figure 4.11 in page 98. As done for the pyranose case, the C2 hydroxyl

was removed in silico and the reaction progress was avoided by only including the

sugar into the QM region, excluding the catalytic residues.

Contrary to what is found for the 2-deoxy-β-D-glucosyl cation on-enzyme, the

conformational FEL of 2-deoxy-α-L-arabinofuranosyl cation is not restricted to a

unique conformation, but instead, all the possible furanose conformers lie in a ∼
3 kcal·mol−1 energy window, much similar to what was found for the furanosyl

cation in superacid media. The 3T2-E4 region, where the 3E conformer lies, and

the 2E-4T3 region, where E3 is placed, are the most stable ones with practically

no energy difference between them. Both E3 and 3E conformations are possible in

the active site of AkAbfB enzyme as the main substrate-protein interactions are

maintained in both conformations; forming hydrogen bonds from C3 hydroxyl to

Gly296 and Asp219 and from the hydroxylmethyl exocyclic group to Asp219. As

we are studying the 2-deoxy-α-L-arabinofuranosyl cation, the hydrogen bonds from

2OH to the carbonyl oxygen of Glu221 and to the backbone amide of Asp297 seen in

Chapter 4 (Figure 4.11) for α-L-arabinofuranose are lost. This gives more mobility

to the substrate placed in the active site and, thus, is able to accommodate a wide

range of conformations maintaining the other aforementioned hydrogen bonds. In

order to stabilize the 3E conformation the substrate is displaced a bit above in the

active site, so that C1-Glu221 and O4-Asn222 distances are far-off compared to the

E3 conformation (see Figure 5.11). The 2-deoxy-arabinofuranosyl cation in the E3

conformation resembles the TS of the reaction found for AkAbfB (Figure 4.11 in

Chapter 4, page 98) in terms of sugar ring conformation and distance between the

anomeric carbon and the carbonyl oxygen of Glu221, the attacking nucleophile. The

p-nitrophenol moiety, the leaving group of the hydrolysis reaction, leaves completely

the active site to go into the solvent for the whole QM/MM MD metadynamics

simulation due to the high-solvent exposure of the active site. Interestingly, the

more mobile furanosyl cation in the active site of AkAbfB seems to be mimicked in

superacid, with a smaller number of solvent-substrate interactions compared to the

pyranosyl cation, which it is also tighter placed in the active site of ScGas2 enzyme,

see Figure 5.12.

136



5.2.
R

E
S
U

L
T

S

Figure 5.11: (A) Representative structure of 2-deoxy-α-L-arabinofuranosyl cation in a 3E conformation in the active site of the AkAbfB enzyme. The

main protein-substrate interactions are represented as black dashed lines. (B) Conformational FEL of 2-deoxy-α-L-arabinofuranosyl cation on the active

site of AkAbfB α-L-arabinofuranosidase. Energy values are given in kcal·mol−1. (C) Representative structure of 2-deoxy-α-L-arabinofuranosyl cation in a

E3 conformation in the active site of the AkAbfB enzyme. The main protein-substrate interactions are represented as black dashed lines. (D) O4-Asn222

distance distribution of E3 and 3E conformations of 2-deoxy-α-L-arabinofuranosyl cation on-enzyme. (E) C1-Glu221 (Nu) distance distribution for the

same conformations.
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Figure 5.12: Interactions present in superacid media (left) and on the active site of an enzyme

(right), glucanase and α-L-arabinofuranosidase, with 2-deoxy-β-D-glucosyl (top) and 2-deoxy-α-L-

arabinofuranosyl (bottom) cations. Hydrogen bond/salt bridges interactions are represented as

black dashed lines and π-stacking interactions are represented as double grey dashed lines.

The intrinsic furanosyl cation properties are very similar to the ones found when

it is surrounded by superacid molecules in both E3 and 3E conformations, besides the

small decrease of the anomeric charge when surrounded by AkAbfB residues (from

0.26 to 0.22 for the E3 conformation and from 0.24 to 0.19 for the 3E conformation);

the same tendency seen for the pyranosyl cation, see Table 5.3. In Figure 5.13 all

the studied properties for the pyranosyl and furanosyl cations are shown.
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Environment

Property In vacuum In vacuum Superacid On-enzyme

(2-deoxy-α-

arabinofuranose)

(2-deoxy-α-arabinofuranosyl cation)

C1-O4 (Å) E3 1.45 ± 0.01 1.31 ± 0.02 1.27 ± 0.02 1.27 ± 0.02

3E 1.43 ± 0.04 1.27 ± 0.002 1.27 ± 0.02 1.27 ± 0.02

C1-C2 (Å) E3 1.54 ± 0.03 1.46 ± 0.03 1.47 ± 0.03 1.46 ± 0.03

3E 1.54 ± 0.04 1.46 ± 0.03 1.46 ± 0.03 1.46 ± 0.03

C2-C1-O4-C4 (◦) E3 13 ± 9 -0.58 ± 7 -0.51 ± 8 1.4 ± 10

3E 0.45 ± 8 -0.95 ± 1.7 -1.5 ± 8 -2 ± 9

3OH orientation (◦) E3 -156 ± 9 -124 ± 9 -124 ± 10 -134 ± 9

3E -84 ± 9 -97 ± 10 -109 ± 10 -106 ± 8

C1 charge (ESP) E3 -0.53 ± 0.09 0.13 ± 0.06 0.26 ± 0.08 0.22 ± 0.06

3E -0.52 ± 0.1 0.16 ± 0.07 0.24 ± 0.08 0.19 ± 0.06

Table 5.3: Properties of 2-deoxy-α-L-arabinofuranose, the neutral molecule (only in vacuum) and

2-deoxy-α-L-arabinofuranosyl cation in vacuum, superacid media and on-enzyme for the E3 and
3E conformations. The anomeric carbon charge listed in this table, C1, is a sum of the charges in

C1, H1, O5 and C2 (including O1 and HO1 for the neutral molecule).
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Figure 5.13: Comparison of the intramolecular properties of 2-deoxy-β-D-glucosyl (in 4E conformation) and 2-deoxy-α-L-arabinofuranosyl (in E3 and 3E

conformations) in its neutral form in vacuum and as a glycosyl cation in vacuum, in superacid and enzymatic environments, from left to right. From top

to bottom, the oxygen ring and anomeric carbon bond distance (blue), the C2-C1-O5/O4-C5/C4 dihedral angle indicating the molecule planarity (green)

and the anomeric charge (red).
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5.3 Discussion and Conclusions

The objective of this chapter was to quantify the intrinsic properties of glycosyl

cations in different environments (in vacuum, superacid media and on the active

site of a GH enzyme) and analyze how these properties are affected by the su-

peracid environment. These glycosyl cations are being isolated experimentally, thus

our results will serve to answer the question whether the conditions used experi-

mentally (the superacid media) truly reflect the environment of the glycosyl cation

in a GH enzyme. First, the 2-deoxy-β-D-glucosyl cation, a 6 membered sugar ring,

was systematically studied as isolated molecule, in superacid media and in the ac-

tive site of the ScGas2 glucosidase enzyme. The results obtained indicate a clear

preference for the 4E conformation in all environments, with the geometrical proper-

ties little affected by the superacid environment. However, the electronic properties

slightly differ with the environment of the cation. The superacid media enhances

the cationic character by a factor of 1.4 compared to the enzymatic environment

and almost doubling the anomeric charge compared to the isolated molecule. This

is most probably due to a higher number of negative molecules (SbF−6 ) interacting

with the glycosyl cation compared to the enzymatic environment, which polarizes

the sugar. Additionally, our results also show that the density of negative charges

around the glycosyl cation in the superacid media is higher in the β face of the sugar

compared with the α face. This nicely explains the stereoselectivity of nucleophillic

reactions observed experimentally [30].

To find out whether our findings can be extended to glycosyl cations of any size,

we have also studied the 2-deoxy-α-L-arabinofuranosyl cation, a 5 membered sugar

ring, which was recently isolated in superacid by our collaborators. As observed for

the pyranosyl cation, all the geometrical properties previously mentioned are also

conserved along all the studied environments. Contrary from the conformational

FELs of pyranose-like molecules, the FELs of furanose-like molecules (either neutral

or cationic and independently of the environment) do not show a clear preference for

any specific conformation as all them lie in a 3 kcal·mol−1 energy window from the

two most stable conformers, E3 and 3E, which are almost isoenergetic. The anomeric

charge shows the same trend seen previously for pyranoses, the superacid media en-

hances the cationic character of the glycosyl cation compared to the enzymatic or

vacuum environments. The anomeric charge of the furanosyl cation is systematically

smaller than the anomeric charge in the glucopyranosyl cation probably due to a

decrease of interactions either in the superacid media or in the enzymatic environ-

ment. Moreover, the highest density of negative charges around the furanosyl cation

in superacid media is found in the β face of the sugar, as observed previously for the
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glucosyl cation. Thus, our results predict that nucleophillic attack will preferentially

take place on the α face of the furanosyl cation.

To recapitulate, the superacid media do not alter the geometrical intramolecular

properties of the glycosyl cations; the conformations explored, the bond distances

and dihedral angles are similar in superacid and in enzyme, for both pyranose and

furanose-type of cations. On the contrary, the cationic character is slightly enhanced

in superacid compared to the enzymatic environment. Our results confirm the pre-

dictions of George Olah [182] that the multidentate interactions of the active site of

an enzyme with the carbohydrate stabilizing the glycosyl cation can be mimicked

in superacid media, as we can see salt bridges between SbF−6 and the protonated

hydroxyl groups in all simulations.

The main conclusions reached in this chapter are the following:

� The density of the SbF−6 molecules in the superacid media, analysed by clas-

sical MD simulations, is much higher in the β face of the glycosyl cation

compared to the α face, either in pyranoses or furanoses. This explains the

stereoselectivity seen experimentally in nucleophillic reactions.

� The conformational FEL of the pyranosyl cation is not significantly affected

by the environment (isolated molecule, superacid media or on-enzyme) all

displaying 4E as the most stable conformation.

� The conformational FEL of the furanosyl cation changes significantly from the

isolated case (in which E3 is the most stable conformation) to the superacid

or enzymatic environments (in where the E3 and 3E conformations are almost

isoenergetic).

� The structural properties of glycosyl cations in superacid media (conforma-

tional preferences, bond distances and ring planarity) are very similar to the

ones found in the enzyme active site.

� The cationic character of the glucosyl and furanosyl cations is slightly en-

hanced by the superacid media compared to the enzymatic environment due

to the higher polarization effect of the surrounding SbF−6 molecules.

� The effect of the multidentate interactions formed between enzyme active site

residues and the glycosyl cation is well reproduced in superacid media as we

can see salt bridges between SbF−6 and the protonated hydroxyl groups along

the whole classical MD simulations.
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5.4 Computational details

5.4.1 Conformational FELs in vacuum

The 2-deoxy-β-D-glucose, 2-deoxy-β-D-glucosyl cation (hereafter also called the pyra-

nose cases), 2-deoxy-α-L-arabinofuranose and 2-deoxy-α-L-arabinofuranosyl cation

(hereafter called the furanose cases) conformational FELs in vacuum were computed

according to the Car-Parrinello (CP) method [66] using the CPMD code [76]. They

were enclosed in isolated cubic boxes of 12.94 x 10.39 x 13.65 Å3, 14.8 x 13.5 x 10.3

Å3, 12.5 x 12.5 x 12.5 Å3 and 12.5 x 12.5 x 12.5 Å3, respectively. A fictitious electron

mass of 850 and 500 atomic units (a.u.) was used for the CP Lagrangian for the pyra-

nose and furanose cases, respectively, and a time step of 0.12 fs was used to ensure

that the adiabacity of the fictitious kinetic energy of the electrons was smaller than

10−5 a.u./atom. The Kohn-Sham orbitals were expanded in a plane wave basis set

with a kinetic energy cut-off of 70 Ry. Ab initio pseudopotentials, generated within

the Troullier-Martins scheme, were employed. The Perdew, Burke, and Ernzerhoff

generalized gradient-corrected approximation [139] was selected in view of its good

performance [140,141]. The metadynamics algorithm [81], provided by the Plumed

2 plugin [17], was used to explore the conformational free energy landscape taking as

collective variables (CVs) the Cremer-Pople puckering coordinates [10] qx, qy and

qz divided by the amplitude (Q) for the pyranose cases and taking as collective vari-

ables the pseudorotational phase (φ) puckering coordinate [18], as well as a dihedral

angle accounting for the rotation of the sugar hydroxymethyl group for the furanose

cases. Initially, the height of the gaussian-like potential was set to 0.6 kcal·mol−1

and added every 250 (pyranoses) and 500 (furanoses) molecular dynamics steps.

Once the whole free energy space was explored, the height of the Gaussian terms

was reduced to 0.2 kcal·mol−1 to facilitate convergence of the FEL. The width of the

collective variables was set according to their oscillations in the free dynamics which

corresponded to 0.035, 0.03, 0.02 rad (2-deoxy-β-D-glucose); 0.05, 0.05 and 0.015 rad

(2-deoxy-β-D-glucosyl cation) and 0.035 and 0.1 rad (2-deoxy-arabinofuranose and

2-deoxy-arabinofuranosyl cation). The simulations were stopped when energy dif-

ferences among wells remain constant and the standard deviation of the oscillations

were below 0.5 kcal·mol−1, which corresponded to 9900, 16500, 12800 and 35171 de-

posited gaussians for 2-deoxy-β-D-glucose, 2-deoxy-β-D-glucosyl cation, 2-deoxy-α-

L-arabinofuranose and 2-deoxy-α-L-arabinofuranosyl cation, respectively. The FEL

was projected against the polar coordinates θ and φ for representation purposes

using the reweighting method described in Branduardi et. al. [187] for the pyra-

nose cases and projected into the φ coordinate for representation purposes for the

furanose cases.
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5.4.2 Conformational FELs in superacid media

5.4.2.1 Parametrization of a superacid force-field

The anionic species present in the superacid solutions were identified by our col-

laborators by 19F NMR spectroscopy (see Supplemental Figure 5.18). A mixture of

SbF−6 and Sb2F
−
11 species, with a major concentration of SbF−6 , was determined. The

superacid solvent was decided to be simplified by only modelling SbF−6 and H2F
+

species. To be able to simulate the required neutral system for the classical MD sim-

ulations and also reach the molar percentage of SbF5 used experimentally (21.6%),

HF was also modelled in the superacid solvent. The parametrization approach used

was the following:

1. SbF−6 molecule. MCPB.py [188] from AmberTools16 [178] was used, with no

differentiation between the small and large models. The first step consisted on

preparing the input files for Gaussian (version g09 [189]) which result from ge-

ometry optimization, force constant calculation and the Merz-Kollman RESP

charge calculation. We omitted the geometry optimization step as we used

the optimized structure obtained by Kim et. al. [190] by CPMD simulations

in which SbF−6 has an octahedral structure with an average bond length for

Sb-F of 0.925 Å when surrounded by HF molecules. For the force constant

and RESP charge calculations, the level of theory of HF/LANL2DZ for Sb and

HF/6-31G* for F was used. The MCPB.py second step generated the force-

fields parameters using the Seminario method [191]. Afterwards, we used the

ChgModB to perform the RESP charge fitting and generate the mol2 files.

Finally, we generated the Amber tleap input file specifying all the parameter

files for SbF−6 .

2. H2F
+ and HF molecules. The ffTK [192] plugin in VMD [121] was used.

ffTK is designed to obtain a complete set of CHARMM-compatible param-

eters, thus, our last step of this parametrization consisted in changing it to

Amber format. The first ffTK step consisted on assigning the LJ/VdW pa-

rameters by extracting them from the par all36 cgenff.prm file by analogy to

a similar system. Afterwards, a geometry optimization was done using Gaus-

sian (g09 [189]) in the MP2/6-31G* level of theory. In the ffTK workflow,

the next step consists on deriving the partial charges on atoms, following

the CHARMM convention of reproducing QM interactions with TIP3P water

molecules [134]. In contrast, in the AMBER force field, charges result from

fitting to the electrostatic potential surrounding the molecule [193]. Therefore,

as we were following the AMBER convention, we derived the RESP charges
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at the HF/6-31G* level of theory and, afterwards, we used the antechamber

plugin [135] to obtain the prep file with all the corresponding partial charges.

Finally, a Hessian calculation was done at the MP2/6-31G* level of theory to

later optimize the bond and angles parameters using the ffTK plugin.

5.4.2.2 Classical MD simulations

Classical MD simulations were set up employing the program LEaP included in the

Amber suite and using our superacid media force field parameters. The 2-deoxy-β-D-

glucosyl and 2-deoxy-α-L-arabinofuranosyl cations with protonated hydroxyl groups

were parametrized using antechamber [135] and gaff [136]. As Amber is not designed

for small periodic systems, the glycosyl cations were separately solvated by 861

SbF−6 , 857 or 858 H2F
+ and 2270 or 2269 HF molecules; for pyranose and furanose

cases, respectively. The MD simulations were performed using Amber14 [138]. A

thermal equilibration to 300 K was done prior to the MD equilibration in the NPT

ensemble, followed by a production phase of 51 ns. The SHAKE algorithm, with an

integration step of 2 fs, was used. One frame from the production MD simulation

was taken to set up the forthcoming QM/MM MD metadynamics simulations.

5.4.2.3 QM/MM MD metadynamics simulations

The method developed by Laio et. al. [77] was used in each system. The quantum

(QM) region is composed of the corresponding polyprotonated glycosyl cation (24

atoms, for pyranose and 19 atoms, for furanose), where the atoms are treated using

the Car-Parrinello MD [66] method with the PBE functional [139], as done previ-

ously for the isolated molecules. The molecular mechanics (MM) region is composed

of the superacid solvent (3998 atoms for pyranose and 3999 atoms for furanose) and

it is treated with the Amber force-field parameters previously used in the classical

MD simulations. The electrostatic interactions between the QM and MM regions

were handled via a fully Hamiltonian scheme base on a multilayer approach. The

radii of the three different layers, called NN, MIX and ESP, were chosen as 12, 12

and 22 a.u., respectively, after testing according to reference [78]. The 2-deoxy-β-D-

glucosyl and 2-deoxy-α-L-arabinofuranosyl cations were enclosed in an isolated cubic

box of 13.07 x 12.5 x 12.4 Å3 and 12.6 x 11.6 x 12.9 Å3, respectively. A fictitious

electron mass of 500 atomic units (a.u.) and a timestep of 3 a.u. were used for the

CP Lagrangian. The Kohn-Sham orbitals were expanded in a plane wave basis set

with a kinetic energy cut-off of 70 Ry. Ab initio pseudopotentials, generated within

the Troullier-Martins scheme, were employed. After equilibrating the systems in the

QM/MM scheme we performed the metadynamics simulations [81], provided by the
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Plumed 2 plugin [17], to explore the conformational free energy landscapes taking as

collective variables (CVs) the Cremer-Pople puckering coordinates qx, qy and qz di-

vided by the amplitude (Q) and the hydroxymethyl dihedral angle for the pyranosyl

cation and the pseudorotational phase and the hydroxymethyl dihedral angle for

the furanosyl cation. The height of the gaussian-like potential was set to 0.6 (pyra-

nose) and 0.3 (furanose) kcal·mol−1 and added every 250 molecular dynamics steps.

The width of the collective variables was set according to their oscillations in the

free dynamics which corresponded to 0.05, 0.05, 0.015 and 0.1 rad (pyranose) and

0.035 and 0.1 rad (furanose). The simulations were stopped when energy differences

among wells remain constant and the standard deviation of the oscillations were

below 0.5 kcal·mol−1, which corresponded to 12824 and 20848 deposited Gaussians.

The pyranose conformational FEL was projected against the polar coordinates θ and

φ for representation purposes using the reweighting method described in Branduardi

et. al. [187] and projected into the φ coordinate for representation purposes for the

furanose case.

5.4.3 Conformational FELs on-enzyme

The 2-deoxy-β-D-glucosyl cation conformational FEL was computed in the active

site of the β-D-glucanase Saccharomyces cerevisiae Gas2, ScGas2, discussed in refer-

ence [117]. In that study, MD simulations were performed to unravel the hydrogen

bond interactions involving the C2 hydroxyl group. They observed that the 2-OH

group changes hydrogen bond partner, from the nucleophile (so-called the on con-

figuration) to a solvent water molecule (named as the off configuration) with popu-

lations around 50%. The transglycosylation reaction was modelled using QM/MM

metadynamics from both on and off configurations demonstrating that the trans-

glycosylation reaction from the on configuration was feasible while the removal of

the 2-OH···nucleophile interaction (off configuration) raised the free energy barrier

significantly. The same TS was found for the reverse reaction, the glycosylation. We

chose the TS found in the off configuration due to a higher similarity in the active

site interactions with the 2-deoxy molecule, see Figure 5.14A. For the 2-deoxy-α-

L-arabinofuranosyl cation conformational FEL on-enzyme, the TS of the hydrolysis

reaction in the active site of Aspergillus Kawachii abfB (AkAbfB) computed in

Chapter 4 was taken (see Section 4.2.4 in page 95), see Figure 5.14B.

The hydroxyl in C2 was replaced manually with a hydrogen in both TS snapshots

and a QM/MM MD equilibration was performed in each system. The values of the

electrostatic layers NN, MIX and ESP were set to 12, 12 and 16 a.u. for the pyranose

case and 10, 10 and 18 a.u. for the furanose case. In the pyranose simulation, the

QM region included the glycosyl cation in -1 and half ring of the saccharide placed
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Figure 5.14: (A) Representative structures along the catalytic itinerary of ScGas2 β-D-glucanase

from the off configuration [117]. (B) Representative structures along the catalytic itinerary of

AkAbfB α-L-arabinofuranosidase.

in the -2 subsite leading to a total number of 32 quantum atoms (including capping

hydrogens) and 91830 MM atoms; in the furanose simulation, the QM region only

included the carbocation itself leading to 17 quantum atoms and 78810 MM atoms.

The QM atoms were enclosed in an isolated supercell of size 15.3 x 15.3 x 15.3 Å3

and 12.1 x 12.1 x 11.9 Å3 and a fictitious electron mass of 700 and 500 atomic units

(a.u.), for the pyranose and furanose cases, respectively; and a time step of 5 a.u.

were used for the QM/MM MD simulations. The CP MD setup done in all the

previous systems was used. The cartesian Cremer and Pople puckering coordinates

were used as CVs for the pyranose case and the pseudorotational phase was used as

CV for the furanose case. The height of the gaussian-like potential was set to 0.6

kcal·mol−1 and added every 250 (pyranose) or 500 (furanose) molecular dynamics

steps and once the whole free energy spaces were explored, the height of the Gaussian

terms were reduced to 0.2 kcal·mol−1 and the deposition time was increased to 1000

molecular dynamics steps to facilitate convergence of the FEL. The width of the

collective variables was set to 0.05, 0.05, 0.015 rad for the pyranose case and 0.035

rad for the furanose case. The simulation was stopped after 1807 and 4998 deposited

gaussians.
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5.5 Supplemental Information

5.5.1 Superacid force field validation

To assess the quality of our in-house parametrized superacid force field we compared

the properties calculated from the classical MD simulations with reference data

obtained from ab initio MD simulations. First, the bond distances of the superacid

molecules are monitored along the whole simulation, see Figure 5.15, where H-F

bond distance in HF molecule has a value of 0.93 Å comparable to the values found

in the work of Kim et. al. [190] using CPMD (0.93 Å) and found experimentally

(0.92 Å) [194]. The F-H covalent bond distance for H2F
+ has a higher value (0.987

Å), comparable to the value found by ab initio methods in Sophy et. al. work (∼
1.02 Å) [195]. The Sb-F bond distance has the average value obtained in the Kim et.

al. work [190] (0.92 Å) as in classical MD is not possible to distinguish between the

two Sb-F bonds, one coordinated to HF molecules by a hydrogen bond and the other

that it is not (their corresponding values being 1.95 Å and 1.90 Å, respectively).

Figure 5.15: Bond lengths (in Å) of the parametrized superacid molecules; HF, H2F+ and SbF−
6

along the classical MD simulation, the average value is indicated by a blue line.

The classical MD energies, volume and density of the simulations are also moni-

tored, see Figure 5.16. Equilibration is reached when the system volume has a value

of 2·105Å3 and a density of 2.4 g·cm−3, in-between the experimentally density values

of the liquid SbF5 (2.99 g·cm−3) and HF (0.987 g·cm−3) at ambient conditions [196].
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5.5. SUPPLEMENTAL INFORMATION

Figure 5.16: Total, potential, kinetic and Van der Waals energies and volume and density of the

equilibration phase of the classical molecular dynamics simulations of the polyprotonated 2-deoxy-

β-D-glucosyl and 2-deoxy-α-L-arabinofuranosyl cations in superacid media.

The structural properties of the solvent can be seen with the radial pair distri-

bution function (Figure 5.17) where the radial distribution function of H (from HF

molecules) atoms and F (from SbF−6 molecules) is compared with g(r) of H (from HF

molecules) and F from HF solvent molecules. The big peak at approximately 0.9 Å

corresponds to the covalent bond distance between H and F in HF molecules. The

peak at ∼ 1.6 Å corresponds to the hydrogen-bonded F atoms of the SbF−6 anion

coordinated to nearby HF molecules. It coincides with the second peak of g(H-FHF )

which it also corresponds to hydrogen bond interactions, in this case between F and

H of different HF molecules. These results agree with the ones found in Kim et.

al. [190] using ab initio MD with the only difference being the disappearance of a

shoulder peak for g(H-FHF ) and a small peak for g(H-FSbF−
6

), both at 1.2Å. These

two unseen peaks corresponded to the interaction between an excess proton with HF

or SbF−6 molecules, therefore, being the manifestation of the existence of a contact

ion pair. These contact ion pairs cannot be simulated by classical MD.
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Figure 5.17: Radial pair distribution function, g(r), for H (HF) and F (HF) solvent molecules

(black line) and for H (HF) and F (SbF−
6 ) solvent molecules (blue line).

Figure 5.18: 19F NMR of the superacid media used to characterize the glycosyl cation.
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Chapter 6

Conclusions

By means of computational techniques, in particular, QM/MM MD metadynamics

simulations (in all the chapters of the present work) and experimental techniques,

such as protein production and X-ray crystallography (in Chapter 4) we investigated

the conformational preferences and reactivity of carbohydrates in the active site of

retaining GHs. We focused on two enzymes of biomedical and biotechnological inter-

est: β-galactocerebrosidase (GALC), the defective enzyme in Krabbe disease, and

the biomass-degrading enzyme α-L-arabinofuranosidase (AkAbfB). In the former,

we uncovered the reaction mechanism of the enzyme alone and in complex with the

lipid-transfer Saposin A protein (SapA). In the latter, we investigated the ability

of potential inhibitors to reproduce the conformational properties of the natural

substrate by comparing their conformational free energy landscapes. Finally, we

investigated the conformational flexibility and electrostatic properties of five- and

six-membered sugar ring glycosyl cations in the gas phase, superacid and enzymatic

media.

The main conclusions that have been obtained in this Thesis are the following:

� The computed conformational free energy landscape of Gal-β-pNP in the ac-

tive site of GALC in catalytic conditions indicates that two conformational

minima are possible, the undistorted chair conformation (4C1) found in the

non-catalytically competent MC structure; and the distorted 1S3 conforma-

tion. The calculated first step of the hydrolysis reaction departing from both

conformations demonstrates that two catalytic itineraries, 1S3 → [4H3]
‡ →

4C1 and 4C1 → [4H3]
‡ → 4C1, contribute to the hydrolysis of the Gal-β-pNP

substrate by GALC. The cyclic 4C1→ [4H3]
‡→ 4C1 itinerary, which is unprece-

dented in GHs, is probably observed because of the lack of steric determinants

that keep the leaving group in place. Being an exo-GH, the leaving group is

pointing towards the solvent with minimal contacts to the enzyme surface.
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� The conformational free energy landscape of the natural substrate of GALC,

GalCer in the active site of GALC, indicates that only the undistorted confor-

mation is stable. GalCer follows one of the two itineraries previously found for

Gal-β-pNP; 4C1 → [4H3]
‡ → 4C1, but the ceramide leaving group tail increases

the reaction barrier by approximately 15 kcal·mol−1, making the reaction un-

feasible from a kinetic point of view.

� The conformational free energy landscape of GalCer in the active site of the

GALC-SapA dimer displays two minima, 4C1 and 1S3, recovering the results

previously obtained for the complex of GALC with Gal-β-pNP. However, the

undistorted 4C1 conformation this time has a clear preference and the reaction

can only take place from this conformation. The reaction conformational cat-

alytic itinerary is very similar to the one obtained for GalCer in complex with

only GALC, i.e. the cyclic 4C1 → [4H3]
‡ → 4C1 itinerary, but now the reaction

has a lower energy barrier, which is in excellent agreement with the experi-

mental reaction rate. This is because of the stabilization of the TS by the

SapA protein, which increases the number of interactions between the GalCer

substrate and the GALC-SapA dimer. Therefore, the SapA protein not only

acts as a transport agent but also helps stabilizing the TS of the reaction.

� The conformational free energy landscape of α-L-arabinofuranose shows that

the most preactivated conformation of α-L-arabinofuranose in α-L- arabinofura-

nosidases are in the region 2E-2T3-E3-
4T3-

4E, as these conformations feature an

equatorial 2-OH, minimizing its steric interaction with the nucleophile residue

along the chemical reaction. The conformational free energy landscape of three

α-L-arabinofuranose-configured inhibitors can serve to predict their inhibition

potency.

� The structure of the Glu221Gln AkAbfB mutant in complex with PNP-Araf

was crystallized with high resolution (1.64 Å). The substrate ring adopts a 4E

conformation, as predicted by the computed conformational free energy land-

scape of the isolated α-L-arabinofuranose. The computed catalytic conforma-

tional itinerary of AkAbfB α-L-arabinofuranosidase turns out to be 4E/4TO →
[E3]

‡ → 2T3, demonstrating that the crystallographic structures of AkAbfB

in complex with PNP-Araf and α-L-arabinofuranose-configured aziridine and

cyclicsulphate are good mimics of the Michaelis complex and glycosyl-enzyme

intermediate structures, respectively.

� The superacid media do not alter the intrinsic structural properties of gly-

cosyl cations. The accessible sugar ring conformations, the intramolecular
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bond distances and dihedral angles are conserved among at least, the two

glycosyl cations analysed, the 2-deoxy-β-D-glucosyl cation and the 2-deoxy-

α-L-arabinofuranosyl cation. The cationic character is slightly enhanced in

superacid compared to both the isolated cation and the cation in the en-

zyme active site due to the polarization effect of the high number of negative

molecules surrounding the cation (SbF−6 molecules).

� The superacid media mimics the multidentate interactions that stabilize the

glycosyl cation in the enzyme active site.

� The density of SbF−6 molecules is much higher in the β face of the glycosyl

cation, either in pyranose- and furanose-based cations, which explains the

stereoselectivity of nucleophillic reactions of these cations in superacid media

that is observed experimentally.
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