Essays on Monetary Economics

Cristina Manea

TESI DOCTORAL UPF / Year 2020

THESIS SUPERVISOR
Jordi Gali and Alberto Martin
Department Departament d’Economia i Empresa

Universitat
upf Pompeu Fabra

Barcelona




To my parents

11



Acknowledgements

I would like first to thank my parents for their constant support, as well as
to my PhD advisors Jordi Gali and Alberto Martin for their exquisite academic
guidance and advice while writing this thesis. A special thank you as well to
Alain Durré who was a good friend, a mentor and de facto a third PhD advisor.

Another few (very generous) people have helped me pursue my studies and
research in monetary economics over the years. They are, in chronological or-
der, Véronique Joly (CMCO Strasbourg), Jalal El Ouardighi (Université de Stras-
bourg), Pierre Dehez (Université Catholique de Louvain), Olivier Pierrard (Uni-
versité Catholique de Louvain, Banque Centrale de Luxembourg), Raf Wouters
(National Bank of Belgium), Manfred Kremer (European Central Bank), Kirstin
Hubrich (Federal Reserve Board), Boris Hofmann and Ryan Banerjee (both, Bank
for International Settlements). Their support was crucial, and I am very grateful.

On the scientific side, my thesis has greatly benefited from the previous work
of Professors Jordi Gali and Nobuhiro Kiyotaki in the fields of monetary eco-
nomics and macrofinance. Working as a research assistant for three years for
Professor Gali on the second edition of his textbook and on numerous academic
papers allowed me to get a deep insight in his work and research methodoloy.
Similarly, the intense well-structured PhD course by Professor Kiyotaki which I
attended at the beginning of my doctoral program in Florence was a very rich
hands-on learning experience. The academic inspiration has been further supple-
mented by a number of descriptive policy writings by Claudio Borio and Piti Disy-
atat (Bank for International Settlements) on the role of central banks nowadays
and on how private banks create inside-money. I am filled with gratitude as well
to many well-established researchers in monetary economics/macroeconomics
whom I met at different stages of my doctoral program and who took the time to
discuss research ideas with me. I hereby can name just a few, but they were many
more: Pierpaolo Benigno, Florin Bilbie, Frederic Boissay, Fiorella de Fiore, Luca
Fornaro, Simon Gilchrist, Peter Karadi, Narayana Kocherlakota, Giovanni Lom-
bardo, Cyrill Monnet, Rigas Oikonomou, Louis Phaneuf, Huw Pill, Stephanie
Schmitt-Grohe, Michael Woodford and Egon Zakrajsek.

I would like to extend my thanks more generally to the European Central Bank
for hosting me for two years before my doctoral studies, first as intern in the re-
search department, and then as a research analyst in Monetary Policy Strategy
division. All three chapters of my PhD thesis were inspired by what I learnt
during that period. A special thank you as well to the Bank for International Set-
tlements (in particular to the Committee on Payments Systems, and the Monetary
and Economic Department) for their well-written documentation on a wide range

11



of topics related to central banking, and also for selecting me into their PhD Fel-
lowship program last year. I also have the honor to thank for our recent discussion
regarding the challenges faced by Eastern European countries in terms of mon-
etary policy strategy to Mugur Isarescu, the Governor of the National Bank of
Romania (my native country). My gratitude goes as well to the Federal Reserve
Banks of Kansas City, of New York, of Richmond and of San Francisco, as well
as to the Bank of Canada, the European Central Bank, Deutsche Bundesbank,
Denmark National Bank (and more particularly, to Federico Ravenna), Banque
Centrale de Luxembourg for inviting me for interviews in the past months. My
papers have gained a lot from those interactions.

Furthermore, I would like to show appreciation to all my professors from my
undergraduate and graduate studies in economics, as well as to participants to my
seminars. Feedback on my papers from Andrea Caggese was particularly use-
ful, as well as from Edouard Schaal and Davide Debortoli. The prompt advice I
received from Raluca Vernic and Alexandru Bobe on a number of mathematical
issues over the years was also invaluable. The preparation of my thesis bene-
fitted also from constant support and advice on a wide range of administrative
issues from Marta Araque and Laura Agusti Roig, and I would like to thank them
with this occasion. I am grateful as well for the meetings and discussions I had
with my collegues in the PhD program doing research in Monetary Economics
(Christopher Evans, Christian Hoynck, Mario Giarda, Angelo Gutierez, Derrick
Kanngiesser), and for the good advice, encouragement and friendship of Stefanie
Huber (former UPF PhD student of Professor Jordi Gali, now Assistant Profes-
sor at University of Amsterdam) and Flora Budianto (former PhD student Freie
Universitit Berlin, now economist at the Bank for International Settlements).

Last, but not least, I would like to thank as well to my family and close
friends (Ioana Arsenie, Laura Margineanu, Lynn Pauly, Adela Panainte, Adri-
ana Popescu- also my biology teacher from highschool) for their visits and un-
conditional support, and to Professor Costin Oancea for help with the Spanish
translation of the abstract of my thesis.

v



Abstract

In my PhD thesis, I extend the basic New Keynesian (NK) model (Gali (2015),
Woodford (2003)) on three distinct dimensions. (i) In the first chapter, I introduce
endogenous money creation by private banks (“inside-money”). (ii) In the second
chapter, I allow for a share of firms which face financial constraints, and I study
how firm heterogeneity in terms of credit access affects monetary policy. (iii)
In the third chapter, I analyze how the fiscal limit and the zero lower bound on
the policy rate jointly constrain the optimal monetary-fiscal policy response to
business cycle fluctuations. These extensions provide relevant insights for the
ongoing review of monetary-policy frameworks.

Resum

Amplio el modelo basico basado en el Nuevo keynesianismo (Gali (2015), Wood-
ford (2003)) en tres vertientes. (i) En el primer capitulo, introduzco la creacion
enddgena de dinero por bancos privados. (ii) En el segundo capitulo, permito
que una parte de las empresa pueda afrontar limitaciones financieras, y estudio
como una heterogeneidad corporativa en relacion al acceso crediticio afecta a la
politica monetaria. (iii) En el tercer capitulo, analizo cémo el limite fiscal y el
nivel minimo cero en la tasa de politica monetaria, conjuntamente restringen la
respuesta Optima de politicas monetaria y fiscal a las fluctuaciones ciclicas.
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Introduction

Central banks around the world are now reviewing their monetary policy frame-
works. Their current (flexible-)inflation targeting policies were designed based on
the conclusions of the basic New Keynesian (NK) model (Gali (2015), Woodford
(2003)). Those policy recommendations were derived abstracting away from fea-
tures such as financial frictions, agent heterogeneity, the zero lower bound (ZLB)
on the policy rate or fiscal limits. Advances in the literature however, as well as
practice, have gradually hinted to the relevance of such features, and hence to a
potentially necessary review of strategies used by central banks.

In my PhD thesis, I aim to contribute to the ongoing review of monetary policy
frameworks on three different dimensions. In the first chapter, I introduce into the
basic NK model endogenous money creation by the private banking sector (like
deposits), or “inside money”. I do so for two main reasons. First, [ want to address
concerns expressed by policymakers regarding the lack of explicit account of the
monetary role of banks within this framework. I find that the new “inside money”
model has the same equilibrium representation as the textbook “money-less” one,
and hence transmission and optimal design of monetary policy in the two models
are identical. Second, I want to create a standard benchmark with inside money
issued by banks, which I plan to compare in the future to versions with alternative
(global) forms of private money issued by non-banks such as the “Libra coin”
recently announced by Facebook.

In the second chapter, I allow for a share of firms in the basic NK model
to be financially-constrained. I find that the interactions between financially-
constrained and unconstrained firms play a key role in the transmission of mon-
etary policy. These interactions represent a new transmission channel which I
call “the spillover channel”. Because of this channel, the conclusions regarding
the effect of financial frictions on the transmission and design of monetary policy
in the heterogenous firm case may be very different than the weighted average
of the predictions in the two polar cases (i.e. with only constrained, or only un-
constrained firms). Another key insight from my analysis is that the ZLB affects
differently constrained and unconstrained firms. Particularly, in economies where
constrained firms normally respond more strongly to monetary policy than the



unconstrained (which is likely the case of most advances economies nowadays),
the ZLB particularly hurts constrained ones, while it benefits the unconstrained
(conditional on a standard Taylor rule). For central banks, this implies that in
the current low interest rate environment where the ZLB is occasionally binding,
their policy is likely to have significant redistribution effects over the business
cycle between the two types of firms.

Finally, in the third chapter, I explore, jointly with Alain Durré, how the prox-
imity of the economy to its fiscal limit constrains the optimal monetary-fiscal
policy response to business cycle fluctuations at the ZLLB. We assume away both
outright default on public debt and monetary financing. Our main result is that,
as the economy approaches its fiscal limit, the reduction in fiscal space limits the
future boom that the policymaker can promise at the ZLB, and hence, dynam-
ics under optimal policy become less inflationary. The analysis is relevant in the
current context of aging populations which simultaneously push many advanced
economies (i) to their fiscal limit, and (ii) induce a decline in their long-run real
interest rates (with the latter increasing the probability of hitting the ZLB). For
central banks, this means that, if their economies keep converging to fiscal limit,
they will gradually lose their ability to engineer concerted forward guidance poli-
cies with the fiscal authority so as to boost the economy at the ZLB.



Chapter 1

INSIDE-MONLEY IN THE NEW
KEYNESIAN MODEL

1.1 Abstract

The textbook New Keynesian framework has become a common tool for monetary
policy analysis in central banks. Policymakers are nonetheless often concerned
that this framework abstracts away from endogenous money creation, and lacks
realism. To address this concern, I introduce endogenous money creation by the
private banking sector (like deposits), or “inside money”, into the textbook frame-
work. [ find that the new “inside money” model has the same equilibrium repre-
sentation as the textbook “money-less” one, and hence, transmission and optimal
design of monetary policy in the two models are identical'.

Keywords: New Keynesian model, inside money, cashless, inside-liquidity bank-
ing theory

JEL Class.: E2 -E3 - E4

1.2 Introduction

A number of economists have expressed concerns over the lack of explicit ac-
count of banks’ monetary role in New Keynesian (NK) models widely used for
monetary policy analysis. These concerns have been expressed on two dimen-
sions. On a first dimension, they regard the monetary fundamentals of cashless
versions of these models, because they do not explicitly model the role of bank
deposits (“inside-money”) in transactions. For instance, Goodfriend and McCal-

'T thank my PhD advisor Jordi Gali and Piti Disyatat for comments.
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Ium (2007) consider the NK framework in Bernanke, Gertler and Gilchrist (1999)
as “fundamentally non-monetary” because “it does not recognize the existence of
a demand for money that serves to facilitate transactions”. Similarly, Borio and
Disyatat (2011) and Borio (2014) fear that model economies in such frameworks
may fundamentally represent real (barter) ones, and that we may need better ana-
lytical representations of actual monetary economies.

On a second dimension, the concerns over the lack of explicit reference to the
role of banks in money creation are related to the way banks are modeled in these
setups (e.g. Ryan-Collins et al. (2011), Borio and Disyatat (2011), Borio (2014),
Jakab and Kumhof (2015), Turner (2016)). Specifically, they are assumed to ex-
clusively channel (real) resources from “savers” to “debtors™?. This hypothesis
is however a priori at odds with the functioning of banking systems in practice
where banks give loans by issuing deposits (“inside-money”)>.

I address these two related concerns in this paper. Regarding the first one, I
find that the “cashless” basic NK setup (e.g. Woodford (2003), Gali (2015)) is
isomorphic to monetary versions where bank deposits (“inside-money”) issued
within a perfectly competitive banking sector are used in transactions. Hence,
this basic model is not inconsistent with the equilibrium dynamics of a monetary
economy with inside money. Furthermore, to address the second dimension, I
show that accounting explicitly for banks’ monetary role in the canonical model
of Bernanke, Gertler and Gilchrist (1999) is irrelevant for its equilibrium dynam-
ics, namely that a version with banks giving loans by issuing deposits (in line
with practice) is isomorphic to their original specification. These results do not
imply however that banks” monetary role is generally irrelevant for monetary pol-
icy analyses within the NK paradigm. To make this point, I end with a number of
research questions for which accounting for this role is essential.

To give a hint on the first result, note that according to the “cashless” def-
inition in Woodford (1998), cashless models are meant to describe “pure-credit
economies” with central bank liabilities playing the role of unit of account. Par-
ticularly, they are not meant to describe neither barter, nor monetary economies,
but a third distinct category*. Specifically, according to Woodford (1998), the
cashless setup describes a world where the execution of trade is decentralised and

2For instance, from households to entrepreneurs for investment purposes (Bernanke, Gertler
and Gilchrist (1999)), or from patient households to impatient ones for consumption purposes
(Curdia and Woodford (2016)).

3Detailed descriptions of the role of inside-money in modern payment systems are provided for
example in publications by the Bank for International Settlements such as Committee on Payment
and Settlement Systems (2003), Disyatat (2008) or Borio and Disyatat (2011).

4Barter is a simultaneous exchange of commodities, whether goods or labor services, with
bargaining and without using money (The new Palgrave dictionary of economics (Vol. 1, pp.
384)) whereas in a monetary economy the medium of exchange is money (e.g. Collins Dictionary
of Economics).



goods are diversified as in Lucas (1980), but where (nonbank) agents settle trans-
actions on credit by issuing perfectly enforceable IOUs with all payments being
carried out via book-keeping movements. Otherwise stated, the cashless economy
is a hypothetical economy where there are no monetary frictions to justify the use
in transactions of a distinct perfectly liquid asset such as “money” (Woodford
(2003) p.31). Central bank liabilities (“outside-money’”) do however play a role
as a “unit of account” in these setups. Specifically, the monetary authority sets the
unit of account in terms of which prices (of both goods and financial assets) are
quoted and controls the price level in the economy by setting the price of a one
nominal unit of credit in the economy (by issuing a one period nominal bond).

Even though the mapping may not be explicit at first sight, the assumptions of
these models are consistent with the role of central banks and the way transactions
are settled nowadays in advanced economies. Specifically, central bank liabilities
do play the role of unit of account’. Furthermore, even though (generally) non-
financial agents cannot issue their own IOUs due to a lack of (multilateral) re-
payment commitment, bank deposits (“inside-money”) play in practice the same
role as the (underlying) IOUs issued in trade relations in the frictionless cashless
version. Intuitively, in line with the actual functioning of banking systems, we
may think of banks as being endowed with a repayment enforcement technology,
and thus with the ability to exchange nonbank unenforceable IOUs (“bank loans™)
with their own enforceable IOUs (“bank deposits”)°.

The second result is more elaborate, but, as we will see, inherently linked to
the first one. Hereafter, the chapter is organised as follows: Section 2 highlights
some of the related theoretical literature; Section 3 describes the analytical setups
and derives the two equivalence results; Section 4 discusses a number of research
topics whose study within this framework requires an explicit account of banks’
monetary role, whereas Section 5 concludes.

1.3 Contributions to the literature

The present analysis contributes to three main strands of literature. First, it lays
out an extension of the NK paradigm. Particularly, it introduces for the first
time in this setup bank deposits (“inside-money”) created within a banking sector

Tt is true that in practice central bank liabilities are also used as (outside-)money in trans-
actions. It has been however shown that incorporating outside-money within the New-Keynesian
setup has little quantitative significance (Woodford (2003), Ireland (2004), Woodford (2008)). The
current analysis takes these results as given and focuses exclusively on the critique outlined in the
introduction which concerns the lack of explicit reference to inside-money in such frameworks.

®For a description of the functioning of the banking sector in practice, see for instance Disyatat
(2008), McLay et al. (2014 a-b), Werner (2014 a-b), Deutsche Bundesbank (2017).



modeled in line with the inside-liquidity theory proposed by Kiyotaki and Moore
(2002) and it establishes an isomorphy to its cashless version. Most extensions of
the NK model with “money” used in transactions identify it with non-interest bear-
ing central bank liabilities (i.e. banknotes/coins)’. In few other extensions bank
deposits are used in transactions (e.g. Stracca (2007), Goodfriend and McCallum
(2008)), but banks’ behaviour is not modelled in line with the inside-liquidity the-
ory and these models don’t feature the same neutrality result (in the absence of
credit frictions and banks’ operational costs)®.

Second, the paper contributes to the cash-in-advance literature. Particularly, it
shows that well-known monetary policy transmission channels such as the infla-
tion/interest rate tax or the cost-channel which emerge when agents need to hold
“cash” (i.e. liquid assets) in advance to pay for goods as in Lucas and Stokey
(1987), and, respectively, when firms need to finance working capital before re-
ceiving proceeds on the sale of output as in Christiano and Eichenbaum (1992),
vanish when (interest bearing) inside-money is used instead of (non-interest bear-
ing) outside-money. Moreover, in the absence of nominal rigidities, the Friedman
rule (zero nominal interest rates) no longer characterizes optimal monetary policy.

Third, the paper discusses the implementation of monetary policy via the in-
terbank market in the context of the inside-liquidity banking theory developed by
Kiyotaki and Moore (2002). This banking theory was developed within a “real”
heterogenous agent macroeconomic framework without any reference to mone-
tary policy.

1.4 The model

The analytical setup is based on the limit case of the monetary economy in Wood-
ford (1998) where agents do not extend any trade credit among themselves due to
a lack of trust. The setup is adjusted to be interpreted as a standard NK setup
(as described for instance in Gali (2015) or Woodford (2003)) enriched with
a liquidity(cash)-in-advance constraint. Nominal rigidities are abstracted away
without any loss of generality.

To motivate the need for any monetary arrangement, as in Woodford (1998)
which follows Lucas (1980, 1981), production and goods’ exchanges are carried
out in a “decentralised” fashion. Namely, firms are spatially scattered with work-
ers selling labor to a particular firm (producing a particular variety) and consumers

7See for instance the derivation of the cashless limit in Woodford (1998).

8Disyatat (2011) models banks’ behaviour in line with this theory (even though it does not
explicitly refer to it), but the analytical setup is a partial equilibrium model used to study the
implications of modelling banks’ behaviour in this way (as opposed to the standard approach) for
the bank lending channel of monetary policy transmission.
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obliged to go to the location of each firm to buy the differentiated array of goods.
At the beginning of each period, after shocks realise, markets open and equilib-
rium prices and quantities are determined. Goods’ differentiation is a necessary
condition for intra-period trade and the use of “money”. If all goods were iden-
tical, each household would just consume the goods received as counterpart of
its labor effort (“wage”) and hence no exchange would take place (“autarchy”).
However, since each worker wants to consume not only the good produced by the
firm employing him, but instead a diversified basket of goods, trade emerges.

Barter would be one possible option as each worker may exchange the type
of good produced at his firm with the goods received by other workers. As in
Woodford (1998), I implicitly assume however that this option would entail large
(unmodelled) costs making it unappealing in equilibrium®. Alternatively, I can as-
sume that all exchanges must be made by the means of a perfectly multilaterally
enforceable (liquid) asset. This role is played by central bank liabilities (ban-
knotes, coins), namely “outside money” in standard NK models with monetary
frictions. In the current analysis however, I consider the case of “inside-money”.
Specifically, I assume that even though households and firms cannot directly is-
sue perfectly multilaterally enforceable IOUs, they can exchange them with the
multilateral enforceable IOUs of private (trustworthy) third-party agents. The real
counterpart of these third-party agents are “banks” and their functioning is mod-
eled in line with inside-liquidity banking theory in Kiyotaki and Moore (2002).

The model economy is thus populated by a continuum of identical households,
a continuum of (diversified) monopolistic firms, a perfectly competitive banking
sector and a central bank. Banks and firms are owned by households.

1.4.1 Banks as inside-money suppliers

The behaviour of banks is modeled as in Kiyotaki and Moore (2002). Specifi-
cally, as already mentioned, the existence of banks is motivated by a lack of trust
between private non-financial agents which prevents them from extending trade
credit among themselves (i.e. issuing their own IOUs to purchase goods/services
on credit). Banks are assumed to have a “multilateral commitment” technology
and to exchange their own “multilateral enforceable” IOUs (“bank deposits™) for
the “unenforceable” IOUs of a nonfinancial agent (“bank loan’) who needs to buy
on credit (figure 1.1).

Note that, if all agents perfectly trusted each other, another option would be for consumers to
issue units of credit (IOUs) to purchase goods from each firm, and at the end of each period, these
units of credit to be settled among firms and workers (given the return on labor to which they are
entitled). In this case an additional perfectly liquid asset such as “money” would play no special
role in the economy. This is the very meaning of the cashless limit. As agents do not trust each
other however this option is not implementable anymore in the current context.

7
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Figure 1.1: Banks’ role in the model in line with inside-liquidity theory

Since banks are trust-worthy in the sense that their liabilities are perfectly
enforceable, the seller of the “credit good” accepts them whereas it would not
accept the IOUs of its direct (nonbank) trade partner. Operational costs of banks
are normalised to zero. Furthermore, since banks are trusted by all agents in
the economy, their liabilities are multilaterally enforceable (not only bilaterally),
namely they are perfectly liquid, and thus they can circulate as “money”. Without
loss of generality, all IOUs issued in the economy are one-period IOUs.

The banking sector is composed by a large number of identical banks interact-
ing on three different perfectly competitive markets: loan, deposit and interbank
markets. Equilibrium in the loan market determines the one-period (loan) interest
rate that non-financial agents need to pay to banks, whereas equilibrium in the
deposit market determines the one period (deposit) interest rate that banks need to
pay to (non-financial) bearers of their liabilities issued as a counterpart of loans'”.
Deposits issued by all banks are identical and thus they can be exchanged at par
value. Whenever this happens the initial bank issuer of the IOU enters a credit re-
lation with the new bank (figure 1.2). The interest rate on such “interbank credit”
is decided on the interbank market. It is assumed without loss of generality that
private credit can only be intermediated via the private banking sector (namely,
households and firms cannot exchange their IOUs, or banks’ IOUs directly with
the ones of the central bank).

1.4.2 Monetary policy implementation with inside-money

In the cashless basic NK model (Gali (2015), Woodford (2003)), monetary policy
controls nominal (and real) interest rates in the economy by setting the price of a
one-period government bond in zero net supply. In the “inside-money” economy,
the central bank controls the one-period nominal interest rate in the economy by
controlling the interbank market rate. It does so by committing (i) to exchange its

10Note that the bearers of banks’ IOUs may change within the period as deposits are used in
transactions. For instance, when households take a bank loan to finance consumption, the initial
bearer of the paper is a household, then the IOU is transferred to a firm and then it returns to a
household once wages are paid at the end of the period.
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Figure 1.2: Monetary policy implementation via the interbank market

own IOUs with the IOUs issued by any bank in the economy, and to pay a chosen
interest rate (“policy rate”) on its IOUs (“deposit facility”), and (ii) to require the
same interest rate from the original bank issuer of the IOUs (“borrowing facility”).
At equilibrium, no bank has an incentive to require for an interbank market loan
an interest rate higher than the policy rate. This can be proved by contradiction.
Assume the creditor bank (Bank B in figure 1.2) asked for an interbank rate higher
than the policy rate!'. Then the debtor bank (Bank A in figure 1.2) could always
exchange the IOU of Bank B for central bank’s IOUs and pay instead the (lower)
policy rate. In this case Bank B (the creditor bank) would necessarily receive
the (lower) policy rate from the central bank'?. Note that banks in this setup are
indifferent between extending credit directly among themselves at the policy rate
or making use of the deposit and borrowing facilities of the central bank.
Furthermore, no bank has an incentive to pay an interest on deposits different
than the policy rate. If a bank paid a lower deposit rate, then nonbank agents
would exchange them for the IOUs (deposits) of another bank. In this case, the
initial bank would have to (eventually) pay to the new bank the interbank market
rate which is equal to the policy rate. Thus, at equilibrium, all banks necessarily

"Note that the interbank market rate cannot be lower than the policy rate. If this were true,
the creditor bank would not lend funds directly to the debtor bank and would prefer to exchange
instead the IOU of the debtor bank with the one of the central bank to gain a higher interest rate
(the policy rate).

2Note how the implementation is in line with the actual functioning of the banking sector:
with cash holdings set to zero, if certain banks choose to use the “deposit facility” of the central
bank instead of lending their overnight deposits surplus to other banks on the interbank market,
other banks in the system will necessarily have to refinance themselves at the central bank via the
“borrowing facility”.



set the deposit rate equal to the policy rate.

And finally, the loan interest rate equals also at equilibrium the policy rate.
If a bank required a loan interest rate higher than the deposit rate (which equals
the policy rate), then demand for its services would be zero because there would
always exist other banks which can propose one period loans at the (strictly lower)
policy rate. Thus, at equilibrium, loan, deposit and interbank markets all clear at
a nominal interest rate 7; equal to the policy rate chosen by the central bank.

1.4.3 A cashless economy versus a monetary economy
with inside-money

I now tackle the first concern over the lack of monetary fundamentals of cashless
NK models by establishing an isomorphism with their monetary versions with
liquidity-in-advance constraints and inside-money (bank deposits). In the version
presented in this section, households receive their wage at the end of each period,
but need to consume at the beginning of the period (households face “cash-in-
advance” constraints). In the second version, included in the Appendix on page
22, firms need to finance the wage bill at the beginning of the period before re-
ceiving proceeds on sales (“working-capital-in-advance” constraint). Importantly,
relatively to the cashless basic NK model, in the “inside-money” versions there
is no government bond in zero-net-supply. There is no need for this asset since
monetary policy is implemented via the interbank market. Private agents can save
instead by investing in one-period bank deposits.

In the first version where the representative household receives the wage at the
end of each period, its behaviour is described following the cash-in-advance litera-
ture by considering separately a liquidity-in-advance constraint (1.1), an equation
showing its outstanding wealth at the end of the period (1.2), and a solvency con-
dition (1.3). The liquidity-in-advance constraint (1.1) states that at the beginning
of the period households can pay for consumption goods C; at price P; in two
ways. One is by using maturing bank deposits (1 + 4;_1)D,;_1. The other is by is-
suing debt to firms via the banking sector, namely by exchanging their own IOUs
(which are not enforceable, and hence cannot be used to buy goods on credit) with
the ones of banks (which are multilaterally enforceable), and by transferring the
latter to firms (as in figure 1.1).

The second option results in households having a liability towards banks
(“households taking a bank loan”), and, banks, in turn, having a liability towards
firms (“firms receiving banks’ deposits”). Following convention in the literature,
the liabilities of banks towards non-bank agents (“bank deposits”) are denoted by
D; > 0. Thus, D; < 0 stands for the liabilities of a non-bank agent towards
banks (“bank loan”). I distinguish between new liabilities of banks towards non-
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bank agents created at the beginning of the period which I denote by Dy, and
outstanding liabilities of banks towards non-bank agents at the beginning of the
period which I denote by D,. For the household, —D; denotes IOUs issued by
households to banks at the beginning of period ¢ (“bank loans” contracted at the
beginning of the period), whereas D; denotes outstanding IOUs of banks towards
households at the end of period ¢ (outstanding “bank deposits” at the end of ?).
The second constraint (1.2) states that the value of nominal wealth held as bank
deposits at the end of the period equals the wage income W, L, (transferred in the
form of deposits at the end of period, with IV, the nominal wage rate and L; the

number of labor units), firms’ dividends Div,, the initial amount of deposits ( (1+

ir—1)De1 + (—D;*)), net of consumption expenditures P,C; and (outstanding)

bank credit contracted at the beginning of the period (—D;). Specifically, each
household solves

(o]
max F, ‘Uc, L subject to:
Ct,Lt,Dy,D} 0 tZ:[; 5 ( ! t) !

JU PtC't S (1 + it—1>Dt—1 + (—D:) (11)
A : D, = W,L, + Div, + ((1+zt )Di1 + (—D? )) PC,—(-D}) (12)
U.+ D
T—t cT T
> .
fm B A ) 2 -

where C; is a standard Dixit-Stiglitz consumption index of a continuum of vari-

eties ¢ indexed on the unit interval C; = ( fol Ct(i)l—%di) " with the associated

1

price P, = ( fo ) 6dz) ~°. The first-order Kuhn-Tucker conditions for a
maximum are:

Cy 1 Upy + Py + NPy = 0,

LUy — MW =0,

Dy : —Et{ﬁ,utﬂ}(l +ip) + A — Et{/g/\t-&-l}(l +1i;) = 0,
D : =0,

JI ((1 +4-1)Dyy — D} — PtCt)Mt =0,

e <0, (1+4-1)Dyy — D; — P,Cy >0,

UcTDT} —0

lim Et{BT tU iz
ct LT

T—oo

and the equation showing its outstanding wealth at the end of the period (1.2).
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Note that in this setup the liquidity-in-advance constraint is always slack (u; =
0) i.e. it does not constrain household’s choice. The reason is that in the ’inside-
money’ economy households can costlessly spend in advance their period wage
income by means of bank credit. Thus, after combining previous equations, we
can describe the behaviour of the representative household using the same equa-
tions as in the cashless basic NK model (i.e. standard Euler, labor supply and
household budget constraint equations):

ﬁ(1+it>Et{Uc,t+1£} —1,

Uc,t Pt+1
Uu _ W,
Uc7t Pt ’

VVtLt + D’i’Ut + (]. + it—l)Dt—l = PtC't + Dt.

The supply-side of the economy is also identical to the one in the flexible price
version of the basic cashless NK model (e.g. Gali (2015), Chapter 3). Specifically,
it is composed by a continuum of diversified firms in monopolistic competition
with a Cobb-Douglas production technology. The input market (here, labor mar-
ket) is competitive and firms act as price-takers. Firms need to pay inputs (here,
wages) by the means of a perfectly liquid financial asset. They cannot issue such
an asset, but they can use banks IOUs (banks’ deposits) for this purpose (either by
exchanging its own IOUs with banks’ IOUs, or by using outstanding holdings of
such assets). Since in this version firms pay wages at the end of the period, and
sell their products within the period, they face no binding liquidity- constraints.
Specifically, the IOUs received from selling goods are used to pay workers and
shareholders. Thus, the problem of firm ¢ writes

P()Y,(2) — W, L. (1 bject to:
pnax (1) Y3 (1) Ly (1) subject to
V(1) = ALy (i)'~

Y,(i) = (Pjﬁt”)_gn

where Y () stands for output of firm i and A, is an exogenous productivity pro-
cess. The behaviour of firm ¢ is thus described by

Wi
(1—a)AL; (i)
V(i) = ALy(i)'

Yi(i) = (P}ﬁj))_en

P(i) = M
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Standard market clearing conditions apply on goods and labor markets. At equi-
librium, from representative household’s budget constraints (1.1) and (1.2), we
get D, = (1+14;1)D;_1. For D_; = 0, this implies D; = 0, Vt. Finally, nominal
determinacy is achieved, for instance, by having the central bank follow a policy
rule which ensures equilibrium uniqueness.

We can thus conclude that the equations describing the dynamics of (real or
nominal) variables in the model are identical to the ones in the cashless basic NK
model (here, its flexible price version) despite the liquidity-in-advance constraints
of private non-financial agents motivated by the decentralization of trade, and the
lack of trust between these agents (i.e. lack of reenforceability of trade credit
among them). Otherwise stated, the monetary version with inside-money issued
within a perfectly competitive banking sector is isomorphic to the cashless one.
Furthermore, I show in the Appendix 1.8.1 on page 22 that if firms need to pay
instead wages at the beginning of the period in advance of sales (i.e. they have
a“working capital in advance constraint”), the same isomorphism between the
version with inside-money and the cashless version emerges.

1.4.4 Inside-liquidity banking theory and NK models

In this section I tackle the second concern regarding the way banks are modeled
when explicitly included in NK models, namely the lack of reference to their
role in money creation. I take as a reference the model in Bernanke, Gertler and
Gilchrist (1999) (hereafter, BGG (1999)), and I compare the equilibrium dynam-
ics of the original model where financial intermediaries take deposits from house-
holds and lend them to entrepreneurs for investment purposes, with a version
where they behave in line with the inside-liquidity banking theory. The choice
of this model is without loss of generality. Even when financial intermediaries
are explicitly identified with “banks” (e.g. Gertler and Kiyotaki (2011), Gertler
and Karadi (2011)), their behaviour is described in the same manner as in BGG
(1999). To focus strictly on the impact of the two different approaches to model-
ing banks’ behaviour on equilibrium dynamics, I abstract from financial frictions
and nominal price rigidities.

The setup is an extension of the one described in the previous section with
production run by perfectly competitive risk-neutral entrepreneurs who use both
labor and physical capital as inputs, and finance physical capital both with their
own funds (retained earnings) and loans from a financial intermediary.

Non-financial agents Each period, entrepreneurs make two types of choices: a
production decision given their outstanding physical capital, and a capital invest-
ment decision for production in the following period. As in BGG (1999), firms
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resell and rebuy each period their entire capital stock on the market. Namely,
given capital level K; chosen in the previous period, each entrepreneur ¢ solves

max BPi(0)Y, (1) — W,L.(7 subject to:
Yoli) () (1) Yz(2) Ly (1) ]

Y;(Z) = Ath(i)aLt(i)l_a

The production technology is assumed to exhibit constant returns to scale. Pro-
duction choices by each entrepreneur ¢ given its capital stock are described by

Wi

Yi(3)?
(1- )75

Y (i) = A K, (1) Ly(i) 2.

Pt(i) =

Importantly, note that in contrast to the model in the previous section, sales income
now comes from both households (consumption) and firms (investment).

Following BGG (1999), capital investment decisions are taken at the end of
each period (given expected return), and risk neutral entrepreneurs are willing to
absorb the associated macroeconomic risk. Capital is homogenous, namely newly
produced capital units within the period have the same value as older vintages and
thus sell at the same price ();.

The whole stock of capital is financed each period by bank credit repaid with
interest in the following period (short term debt) and entrepreneurial net worth (to
be defined latter). Entrepreneurs invest in capital goods until the expected nominal
return E4{ R}, ,} equals the gross nominal loan interest rate. The latter equals the
one-period gross nominal interest rate 1 + 7, since aggregate risk is borne by firms
and thus loans are risk-free for banks'?:

P11 (i)Yey1(4)
R+ Qua(1—9)
Et{Rerl = Et MKy 41(3) Qt =141

d aPy1(9)Yir1(d)
MK 41(3)

where 0 denotes the depreciation rate an:
(nominal) return of capital.

As in BGG (1999), entrepreneurs have finite lives and a constant survival prob-
ability v to the next period. The birth rate of entrepreneurs is such that the frac-
tion of agents who are entrepreneurs is constant. This assumption avoids the case
where the entrepreneurial sector ultimately accumulates enough wealth to be fully
self-financing. Entrepreneurs dying in period ¢ are not allowed to invest in capital,
but instead simply consume their retained earnings. Furthermore, total labor input

is the expected marginal

131 assume that the return to capital is sensitive only to aggregate risk since idiosyncratic risk
does not play any particular role in the absence of financial intermediation frictions.
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L, is a composite index of household labor L", and “entrepreneurial labor”, Ly,
namely L, = (L")®(L¢)'~%, with entrepreneurial labor supplied inelastically and
total entrepreneurial labor normalized to unity. Entrepreneurial labor is used to
make new firms start with some initial net worth. End-of-period net worth of all
entrepreneurs surviving to the next period equals

Nip1 = 'Y(Qth—(H‘it—l) (Qt—th—Nt)—5KtQt> +Wt+(]DtY;t_WtLt) (1.4

where Q; K, is the market value of outstanding capital holdings, (1+4;_1)(Q¢—1K;—
N,) is the gross nominal interest rate paid on the loan taken in the previous pe-
riod to finance capital, 6 K;(); is the market value of depreciated capital goods,
W, is the entrepreneurial wage. Since firms are now owned by entrepreneurs,
households receive no dividends (i.e. Div; = 0). The aggregate physical capital
dynamics are described by'*:

Kt+l - (1 - (S)Kt +It (15)

where Z, is net investment in period ¢, and ¢ is the capital depreciation rate.
Households behave exactly as in the model used in the previous section.

“Banks” — mainstream versus inside-liquidity theory In mainstream macroe-

conomic models such as BGG (1999) savings of households are channelled through
financial intermediaries to fund the acquisition of physical capital goods by firms'>.
Even when financial intermediaries are explicitly identified with banks, their be-

haviour is described in the same manner (e.g. Gertler and Kiyotaki (2011), Gertler

and Karadi (2011))'®. As shown next however, this is without loss of generality

since when the (more realistic) inside-liquidity theory of banking is applied in-

stead, despite its distinct narrative, equilibrium dynamics of resulting models are

identical.

Specifically, consider the case of firms willing to purchase capital goods in the
inside-liquidity banking theory case. The potential sellers of such goods are other
firms in the economy, namely the producers of new capital goods and owners
of older capital vintages willing to liquidate them. If firms trusted each other,
they would extend trade credit directly among themselves i.e. they would issue

“BGG (1999) additionally included increasing marginal adjustment costs in the production of
capital to allow a variable price of capital. To ease exposition, I abstract from such costs since they
are not relevant for the current argument.

SBGG (1999) p.1349: *The entrepreneur borrows from a financial intermediary that obtains its
funds from households’.

16Sometimes banks’ are modelled as facing themselves frictions in financing their loan portfolio
and thus their own net worth may impact real economic dynamics (e.g. Gertler and Kiyotaki
(2011), Gertler and Karadi (2011)).
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one period IOUs to the seller of capital goods equal to the value of capital goods
augmented interest (equal in equilibrium to the expected capital return)'”.
However, since this is not the case, in each such trade credit relation a bank
acts as an intermediary by exchanging its own one period IOUs ("bank deposits’)
for the one period IOUs of the "buyer firm’ ("loan’), banks’ IOUs being the ones
given to the ’seller firm’ in exchange for capital goods (figure 1.1). As a result en-
trepreneurs will issue (among themselves) an aggregate amount of bank deposits
equal to the market value of the fraction of capital goods externally financed,

namely (QthH — Nt+l)~ In the aggregate, these deposits are received as (cur-

rent) sale revenue and are used both to pay (current) wages and, as part of internal
funds, to buy investment goods.

Combing the representative household budget constraint (1.2) with the goods
market clearing condition Y; = C; + Cf + Z; and setting Div, = 0, we obtain that
the following relation is satisfied in equilibrium:

WLl + (1 + i) Dioy = PY, — P.C§ — PZ, + D,. (1.6)

By further replacing the expression of (P,Y; — W, L") from the equation above in
the expression of aggregate net worth of entrepreneurs (1.4), and using W, L; =
W, LM + W, it yields:
Ny = ’Y(Qth —(1+ Z'tfl)(Qtfth - Nt) - 5Kt@t) + Wi+ (1 441) Dy
+ P,C{ + P1, — D, — W,
= ’Y(Qth —(1+ itfl)(Qtfth - Nt) - 5Kt@t) + (1 + 1) Dyt
+ PCy + P1,— D,

After replacing the expression of aggregate entrepreneurial consumption P,Cf =
(1—7) (Qth —(1+14-1) (Qt_th — Nt) — (5KtQt), the relation above becomes:

N1 = (Qth — (1 +d4-1) (Qt—th - Nt) - 5KtQt> + (T +i-1) D1+
+PZ, — D,

Further using the expression of net capital investment Z; from the law of motion
of capital (1.5) and that Q); = P, yields:

(QiKi41 — Nivr) = (1 + it—l)(Qt—th — Nt) — (1 +4-1)D¢—1 + Dy
(QiKyy1 — Neyy — Dy) = (1 + it—l)(Qt—th — Ny — Dt—l)

7In BGG (1999), entrepreneurs are risk neutral, and hence willing to absorb the macroeco-
nomic risk from capital investment.
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For Q;_1K; — N; — D,_1 = 0, this implies

QiK1 — Nip1 = Dy, Vit

or, the value of capital financed by entrepreneurs via the banking sector, equals in
equilibrium the value of one period deposits held by households.

Thus, when applying inside-liquidity banking theory, end-of-period savings of
households D; (in terms of bank deposits) also equate in equilibrium the market
value of investment externally financed by entrepreneurs via the banking sector
QK11 — Nyi1. So, even though the two approaches to the role of banks in the
economy have distinct narratives, these narratives imply isomorphic equilibrium
dynamics'8.

We may thereby conclude that under the assumptions of mainstream macroe-
conomic models, where the liquid nature of banks’ liabilities does not play any
specific role, the explicit monetary role of banks is irrelevant for equilibrium dy-
namics. Thus, the abstraction made is without loss of generality. For complete-
ness, the equations describing the equilibrium dynamics of the model specification
with capital investment encompassing the narratives of both banking theories are
summarized in the Appendix 1.8.2 on page 23.

1.5 On the relevance of banks’ monetary role

These equivalence results do not imply however that the monetary role of banks
should generally be thought as irrelevant for monetary policy within the NK
paradigm. To make this point, I discuss in this section some cases where modeling
it explicitly, as we do in our current analysis, is consequential.

To begin with, the inside-money version of the basic NK model presented
in section 1.4.3 could serve as an analytical exposition for the cash abolishment
proposal made by Rogoff (2017) to eliminate the zero lower bound constraint
(and associated inefficiencies)'®. Specifically, it allows one to get an intuition on
how monetary policy could be implemented if the central bank stopped issuing
banknotes and coins and why the zero lower bound would become irrelevant in
such a world®. Furthermore, it helps highlighting how negative nominal interest
rates are only a convention strictly related to the unit of account and there is no

131n particular, note that following the inside-liquidity narrative, it is the gross investment level
(i.e. the value of capital in the economy) which determines the end of period level of outstanding
savings, whereas it is the other way round in the alternative (conventional) case.

191 thank my PhD co-advisor Jordi Galf for bringing to my attention the existence of this book
and of a potential link to the analysis in my paper.

20Note that in the current setup with inside-liquidity created within the banking sector monetary
policy faces no constraints in setting the policy rate to negative values.
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conceptual difference between positive and negative nominal interest rates. In
the words of Rogoff (2017), negative rate policy would just be “central banking
business as usual, namely cutting interest rates in negative territory would work
the same way as interest rate cuts in positive territory”.

Importantly, the inside-money versions described in this paper provide a first
explicit modeling within the NK framework of how a central bank could imple-
ment its policy if it stopped supplying non-interest liabilities. Standard cashless
setups feature a zero-lower bound (ZLB) constraint because, as long as policy
rates are strictly positive, such liabilities (“cash”) are supplied by the central bank
even though they are not held in equilibrium (e.g. Woodford (1999), Woodford
(2003), Chapter 1)*!. Otherwise stated, the term “cashless” strictly refers to the
equilibrium outcome when nominal interest rates are strictly positive. Once the
policy rate reaches the ZLLB however, the central bank loses in these standard se-
tups its power to influence nominal (and real) interest rates in the economy i.e. the
model economy enters a “liquidity trap”.

Second, the explicit incorporation of “inside-money” in the NK framework
makes clear that interpreting “money” in extensions with “money-in-the-utility”
(MIU) differently than “monetary base (M0)”, namely M1, M2 or M3 (e.g. M1
in Cooley and Hansen (1989, 1991), M2 in Ireland (2004)), is problematic. Note
that in the basic NK model with inside-money (both its cash-in-advance and work-
ing capital-in-advance versions) agents use in transactions exclusively monetary
aggregates whose real counterpart is (the privately issued fraction of) M1. Nev-
ertheless, the setup is isomorphic to the “cashless” version of the model (which

21(i) Woodford 1999 page 34: “note that the equations [of the cashless model] are not simply the
cashless limit of the equilibrium conditions of a monetary economy; they are also the equilibrium
conditions that must be satisfied by the real interest rate and real financial wealth in a completely
non-monetary economy; thus they could easily be derived by abstractly entirely from the use
of money in transactions. The only reason that I have described the system consisting of these
equations together with the policy rules as determining the price level in the cashless limit of a
monetary economy- rather than simply saying that they describe price level determination in an
economy where cash is not needed for transactions is that it is not clear that a central bank should
have any way of implementing the policy rule when money is not used at all, even though it can
implement such a rule in a monetary economy no matter how close to zero alfa may be.” (ii)
Woodford 1999 page 26: “the central bank controls the rate on the market for short term nominal
debt by staying ready to exchange public debt for money in arbitrary quantities at the price that
it has decided upon. It is not possible for the central bank to bring about an interest rate R < 1
since this would be inconsistent with equilibrium owing to the arbitrage opportunity that it would
create”. (iii) Woodford 2003 Chapter 1.2. page 75: “The function [of the interest rate target rule]
is assumed to be nonnegative on the grounds that it is not possible for the central bank to drive
nominal interest rates to negative levels. I assume that, as under typical current arrangements, the
holders of central bank balances have the right to ask for currency in exchange for such balances
at any time and that it is infeasible to pay negative interest on currency. Hence an attempt to pay
negative interest on central bank balances would lead to zero demand for such balances and a
market overnight interest rate of zero rather than a negative overnight interest rate”.
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is not the case for MIU specifications). Same logic would apply for M2 and M3.
Thus, as pointed out by Woodford (2003) pp. 117, “money” should be strictly
interpreted in these frameworks as central bank liabilities in positive net supply
(i.e. the monetary base MO0, “outside-money” as opposed to “inside-money”).

Third, and most importantly, one could imagine NK setups populated by sev-
eral types of financial intermediaries, where the high degree of multilateral en-
forceability of banks’ liabilities is relevant for the transmission of monetary pol-
icy and for macroeconomic dynamics and allocation. Such analyses may uncover
insights for instance regarding differences in monetary policy transmission and in
the responses of macroeconomic variables to shocks at business cycle frequen-
cies for economies with different financial structures such as the bank-based case
in the Euro Area and the market-based one in the United States??. One promis-
ing starting point to build such an extension could be the model in Kiyotaki and
Moore (2018) which explicitly takes into account that “fiat money” issued by the
central bank is more liquid than equity. Specifically, one could replace “fiat out-
side money” with “bank inside-money”, and add in the analysis frictions specific
to financial intermediation via the banking sector.

1.6 Conclusions

I addressed in this paper two related concerns expressed by economists working
at monetary policy institutions regarding the lack of explicit account of banks’
monetary role in NK models, namely (i) the lack of reference to bank deposits in
cashless versions of these models, and (ii) the lack of explicit account of banks’
monetary role once included in this framework. I tackled the first concern by
showing that the cashless specification is isomorphic to monetary versions with
bank deposits (’inside-money’) used in transactions, and the second one, by show-
ing that banks’ monetary role is irrelevant for equilibrium dynamics under the
assumptions of standard models. In the end, with the help of some examples,
I pointed out however that these results do not imply that banks’ monetary role
should generally be thought as irrelevant for monetary policy analyses within this
paradigm. To my knowledge, there are no extensions of the NK framework where
banks behaviour is modeled in line with inside-liquidity theory and banks’ role
in the supply of liquidity is relevant for the equilibrium allocation. Exploring
this line of research may however uncover new interesting findings regarding the
transmission and optimal design of monetary policy.

22This research idea was first brought to my attention long before writing this paper during the
time I was working as a research analyst in the Monetary Policy Strategy division of the European
Central Bank by Jens Eisenschmidt, Principle Economist in the division.
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1.8 Appendix

1.8.1 Specification with inputs paid in advance of sales

This section discusses the alternative specification where firms need to pay work-
ing capital (here, wages) in advance of sales as in Christiano and Eichenbaum
(1992). In this setup the constraints faced by the household slightly change since
labor income is received at the beginning of the period: the liquidity-in-advance
constraint (1.1) and the equation showing its outstanding wealth at the end of the
period (1.2) are now

e 2 PoCy < (14iy—1) Dy + Wi Ly — Df (L.7)
A : Dy = Divy + ((1 + i—1)De—y + WLy — D; — P,Cy) + Dy (1.8)

Note that only the expression of the optimality condition with respect to labor
changes (i.e. Uz — Wi(u: + A) = 0). However, since p; = 0, households’
behaviour is eventually described by the same equations as in the case presented
in section 1.4.3. Households do face, however, liquidity-in-advance constraints
(even though slack), hence they purchase goods in exchange of bank deposits.

Firms use bank loans to finance production in advance of sales. Specifically,
they exchange their IOUs (“loans™) with banks’ IOUs (“deposits’) which they use
to pay workers. Until the end of the period they sell all goods in exchange of
bank deposits. Thus, their decision problem in terms of financial wealth at the
beginning of next period writes?:

max (1 +14)PY; — (1 + i) Wi Ly subject to:
Py(2),Y2 (4), L ()

Yi(i) = AL(i)° (1.9)
= ()

So, again, their behaviour is described by the same equations as in the cashless
version despite the liquidity-in-advance constraints they face.

23We follow the approach in the “cost-channel literature” and we assume that firms take one
period loans. Note that if we assumed instead that they could repay their loan at the end of the
period after receiving proceeds on sales (namely, the case of an intra-temporal loan), the same
isomorphy would emerge in the case with inside-money.
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Finally, it is important to recall that in contrast to the current inside-money
setup, in models with outside-money, the “working-capital in advance” constraint
generates an additional “cost channel” of monetary policy transmission (e.g.
Ravenna and Walsh (2006), De Fiore and Tristani (2013)) with respect to the
basic (credit-frictionless) New-Keynesian model. As a result, the version with
“working-capital in advance” is not isomorphic anymore with the latter. This is
because firms receive the proceeds on sales in terms of non-remunerated central
bank liabilities, namely they do not receive any intertemporal ("overnight”) inter-
est on F,Y; (as it is the case in the setup with ’inside-money’, equation (1.9)).

1.8.2 Equations of the model with capital investment
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Chapter 2

MONETARY POLICY WITH
FINANCIALLY-CONSTRAINED
AND UNCONSTRAINED FIRMS

2.1 Abstract

As monetary policy affects financially-constrained and unconstrained firms to dif-
ferent degrees, its overall impact and design ought to vary with the share of con-
strained firms in the economy. But it is not clear how. The theoretical literature on
the transmission channels and optimal design of monetary policy is ill-equipped to
address this question, because it relies on models that feature either constrained
firms or unconstrained firms —but not both. In this paper, I enrich the basic New
Keynesian model by allowing for both types of firms, and use it to revisit the liter-
ature. My model yields a number of novel insights. (i) The interactions of the two
types of firms on input and output markets activate a new transmission channel
(the “spillover channel”). (ii) Monetary policy affects constrained firms via in-
put prices in the opposite direction of the standard balance-sheet channel (a new
“input-price channel”). (iii) Aggregate output does not necessarily respond more
strongly to monetary policy when the share of constrained firms is higher (con-
trary to the financial accelerator intuition), and (iv) “price puzzles” may emerge
in equilibrium. (v) Because of the spillover channel, the optimal design of mone-
tary policy does not necessarily change with the share of constrained firms. In the
second part of the analysis, I use UK firm-level data to validate the predictions of
the model. In the end, I show how the model can be used to discuss the effects of
monetary policy in the current low-interest rate environment. Specifically, I show
that financially-constrained firms are particularly hurt, whereas unconstrained
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firms may benefit when the zero-lower bound on the policy rate binds'.

Keywords: New Keynesian model, financially-constrained firms, firm hetero-
geneity, monetary policy transmission, optimal monetary policy

JEL Class.: E2 — E3 — E4.

2.2 Introduction

As monetary policy affects financially-constrained and unconstrained firms to dif-
ferent degrees (figure 2.1), its overall impact ought to vary with the share of con-
strained firms in the economy. But it is not clear how. The theoretical literature on
the transmission channels and design of monetary policy is ill-equipped to address
this question because it relies on models that feature either constrained firms or
unconstrained firms —but not both. In this paper, I enrich the basic New Keyne-
sian model by allowing for both types of firms, and use it the revisit the literature.

The proposed model is a heterogenous-firm version of the basic NK frame-
work where a share of firms face collateral-constraints, while the others do not
face any financing constraints. All firms finance physical and working capital
with equity (“net worth”) and collateralized debt. Physical capital in fixed aggre-
gate supply (“real estate”) serves both as production input and collateral®. Firms
are heterogenous on one dimension: some of them have high net worth and use it
to finance production, while others have low net worth and thus need to rely on
(collateralized) debt. The latter end up credit-constrained in equilibrium. I here-
after call these firms for short “constrained”. They can be interpreted, for instance,
as young firms which lack the net worth and/or performance records required for
easy access to credit markets. The model equals the basic NK setup with nominal
rigidities a la Rotemberg (1982) on all other dimensions.

'T am grateful for support and guidance to my PhD advisors Jordi Gali and Alberto Martin,
and for useful comments to Konrad Adler, Frederic Boissay, Andrea Caggese, Davide Debortoli,
Egemen Eren, Luca Fornaro, Priit Jenas, Nobuhiro Kiyotaki, Narayana Kocherlakota, Giovanni
Lombardo, Rigas Oikonomou, Louis Phaneuf, Stephanie Schmitt-Grohe, Michael Woodford, Raf
Wouters, Egon Zakrajsek, Raluca Vernic, Mohammed At Lahcen (discussant SMYE 2018), Irina
Marilena Ban (discussant INFER 2018), Pau Belda i Tortosa (discussant BGSE Jamboree 2019),
and participants to my presentations at CREi Macro Lunch Seminar, IRES Macro Lunch seminar,
Richmond Fed, Kansas City Fed, Bank of Canada, Deutsche Bundesbank, Banque Centrale du
Luxembourg, 15th CIREQ PhD conference, 2019 EEA Annual Congress. The empirical analysis
is joint work with Ryan Banerjee as part of the BIS PhD Fellowship program. I thank Paolo Surico
for sharing the series of monetary policy shocks used in Cloyne et al. (2018).

Real-estate collateral is the working hypothesis of empirical studies on the macroeconomic
effects of firms’ collateral constraints (Fort et al. (2013), Adelino et al. (2015) for the US, Kleiner
(2015), Bahaj et al. (2018) for the UK, Gan (2007) and Lian and Ma (2018) for Japan, and
Banerjee and Blickle (2016) and Schmalz et al. (2017) for European countries).
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Figure 2.1: Estimated heterogenous responses of investment to a transitory monetary
tightening: financially-constrained versus unconstrained firms in the UK (top panels) and
the US (bottom panels)

Source: Cloyne et al. (2018)

Firms’ collateral constraints activate a number of new monetary policy trans-
mission mechanisms. In the basic version without financial frictions, production
by all firms is affected via the aggregate demand channel: as individual demand
schedules decline in response to a rise in the interest rate, firms unequivocally
reduce both prices and output levels. In the presence of credit frictions how-
ever, a monetary tightening affects production by constrained firms via additional
mechanisms in opposite directions. On the one hand, it affects production by con-
strained firms negatively by pushing downwards collateral values and upwards the
real value of nominal debt (the standard balance-sheet and debt deflation chan-
nels). On the other hand, it affects it positively because it reduces prices of inputs
financed against collateral (an input price channel not considered so far in the
literature). Effects on constrained firms further spill over to unconstrained ones
via input and output markets, either enhancing or dampening the direct effect of
monetary policy on the latter. These “spillovers” constitute a seconds new channel
of monetary policy transmission which has been overlooked in the literature.

Other three interesting conclusions emerge from the analysis of the effect of
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firms’ credit frictions on aggregate transmission. First, contrary to conventional
wisdom, given the opposing nature of mechanisms affecting output of constrained
firms and the existence of spillovers, credit frictions may both amplify or dampen
the response of aggregate output to monetary policy. A strong balance-sheet chan-
nel favors amplification, whereas a strong input-price channel favors dampening.
Second, because of spillovers (and hence, general equilibrium effects), observ-
ing constrained firms responding more on average (as for instance in the UK or
the US) does not necessarily imply that credit frictions significantly amplify the
macroeconomic response. This is because, while constrained firms are severely
affected and respond more than a firm in a world without financial frictions, the
unconstrained ones relatively benefit, and their activity reduces less than in the
absence of credit frictions. Third, since monetary policy affects not only aggre-
gate demand but also the supply of constrained firms, it may have an unexpected
impact on prices. Specifically, a contractionary monetary policy may depress sup-
ply strongly enough together with demand to induce a rise in the price level in
equilibrium (instead of a decline as in the basic model).

The changes in monetary transmission have also implications for the opti-
mal design of monetary policy. Given its empirical relevance, I focus exclusively
on the case of a dominant balance-sheet channel. I find that spillovers play an
important role and hence the optimal policy response is very different from the
weighted mean of the two polar limiting cases (with only unconstrained, or with
only constrained firms). Furthermore, according to the analysis, the strength of
the balance-sheet channel affects decisively the optimal response to non-financial
shocks. Specifically, the stronger this channel, the weaker the reduction of the pol-
icy rate under optimal policy in response to negative demand and positive technol-
ogy shocks. This is because in the presence of constrained firms and of a dominant
balance-sheet channel, the decline in the policy rate is associated not only to an
upward shift in aggregate demand, but also in aggregate supply. Thus, relatively
to a credit-frictionless environment, in response to a negative demand shock or to
a positive technology shock, a monetary loosening induces additional deflation-
ary pressures via its supply side effects. Thus, when the balance-sheet channel is
strong, contrary to the credit-frictionless benchmark, a decline in the policy rate
that allows to close the output gap, may be associated to inefficient deflationary
pressures in equilibrium.

In response to an adverse financial shock, modeled as an exogenous reduction
in the pledgeability of capital as collateral, I find that the policy rate declines so
as to prop up collateral asset prices under optimal monetary policy. This decline
is aimed at (partially) counteracting the effect of the shock. A similar result is
obtained by Andres et al. (2013) based on the setup in Iacoviello (2005) which
features a strong balance-sheet channel in the context of collateral constraints, as
well as by De Fiore and Tristani (2013) in the context of costly-state verification

28



for a shock to constrained firms’s net worth. The latter analyses however do not
take into account the transmission spillovers between the two types of firms and
the effect of steady-state distortions. Thus, relatively to them, in the current het-
erogenous firm setup we can also see how the decline in the policy rate further
induces unconstrained firms to expand production, and to push output above its
inefficient steady-state level.

In the second part of the paper, I use firm-level data to test the theoretical pre-
dictions of the model. For this purpose, I follow Cloyne et al. (2018) and I use
firm balance-sheet data from the WorldScope database for the UK. Constrained
firms are defined as young firms which do not distribute dividends. I estimate the
responses of constrained versus unconstrained firms to monetary policy using an
instrumental variable version of the local projection method developed by Jorda et
al. (2019), with the interest rate instrumented by high frequency monetary policy
shocks from Gerko and Rey (2015). Theoretical predictions of the model regard-
ing monetary policy transmission are consistent with the data. In particular, the
model predicts that all else equal, a lower pledgeability of capital or a lower lig-
uidity ratio are associated to a stronger response of constrained firms to monetary
policy in the conventional direction, which is corroborated by the data. Moreover,
at least for a subset of constrained firms, a monetary tightening appears to steer
their activity in an unconventional positive direction. This happens for those with
only short-term debt (used as a proxy for working capital credit) and a low fraction
of tangible capital.

In the third part of the paper, I discuss how the model can be used for policy
analysis. Given its relevance at the moment, I focus on the particular case of a low
interest rate environment. [ start by interpreting the estimated impact of monetary
policy on constrained versus unconstrained firms in the UK through the lenses of
the model. Estimations show that constrained firms reduce their activity stronger
than unconstrained ones in response to a monetary tightening. These results are
consistent with a dominant balance-sheet channel. Specifically, the increase in
the policy rate reduces collateral asset values, and this makes constrained firms
cut strongly production. The strong adverse effects on constrained firms have
positive spillovers for unconstrained ones, and these positive spillovers partially
counteract the negative effects of the monetary tightening on unconstrained firms.
Hence, the latter respond only mildly in equilibrium.

I then show how in economies with strong dominant balance-sheet channels
such as the UK (and also the US and most likely the Euro Area), the ZLB on the
policy rate hurts constrained firms, and may benefit unconstrained ones. Specif-
ically, in the absence of the ZLB, constrained firms are more negatively affected
than unconstrained ones in response to a monetary tightening, but more positively
affected in response to a loosening. Thus, in the absence of the ZLB, the relatively
gains and losses for these firms compensate over the business cycle. Since the
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ZLB limits the more positive effects of monetary policy when a decline in the pol-
icy rate is warranted, but the more adverse effects remain unchanged, on average
over the business cycle, constrained firms end up particularly hurt. Furthermore,
because of spillover effects, unconstrained firms benefit. Specifically, since con-
strained firms are affected less positively by a cut in interest rates, their negative
spillovers to unconstrained ones via input and output markets are also lower. As a
result, monetary policy has stronger net positive effect on unconstrained firms in
times when a cut in the policy rate is needed. Thus, despite the stronger decline in
aggregate activity when the ZLB binds, unconstrained firms may not be affected
by the latter in equilibrium, or they may even end up producing more.

Hereafter, section 2 reviews related literature, section 3 describes the model,
section 4 analyses monetary policy transmission, and section 5 focuses on optimal
design. The paper concludes by discussing future extensions.

2.3 Relation to the literature

The paper is related to three main strands of literature. The first one is the theo-
retical literature on the transmission and optimal design of monetary policy in the
absence of financial frictions (Gali (2015), Woodford (2003)). In this world, mon-
etary policy transmits to the economy by shifting its aggregate demand channel.
It can thus always insulate it from the (welfare loss) effects of demand shocks,
which is equivalent to varying the policy rate so as to achieve zero inflation in
equilibrium. By contrast, in response to technology shocks, this literature finds
that monetary policy should optimally target a composite measure of price and
wage inflation. This is because the efficient real wage varies, and this variation
is approached via a (costly) adjustment in both sticky prices and wages. Finally,
financial shocks play no role in this frameworks.

The second strand of literature is the one studying the implications of firms’
financial frictions for monetary policy®>. With two exceptions (Gilchrist et al.
(2017) and Ottonello and Winberry (2018)), all models used so far feature only
financially-constrained firms (Iacoviello (2005), Carlstrom et al. (2010), Andres
et al. (2013) for collateral constraints, De Fiore and Tristani (2013), Faia and
Monacelli (2007), Hansen (2018) and Fendoglu (2014) for other types of financial
frictions). The two exceptions are models built to rationalize particular stylized
facts identified in US data, namely (i) why financially-constrained firms increased
prices during the recent financial crisis, while the unconstrained decreased them,
and (ii) why low-leverage firms respond more to monetary policy. Relatively to

3An extensive strand of theoretical literature starting with Kiyotaki and Moore (1997) stud-
ies how such financial frictions may alter macroeconomic dynamics within flexible-price (’real’)
frameworks. These models however do not consider monetary policy.
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these two models which are tailored to deal with very specific questions, the model
in this paper is more general. Thus, infer-alia, it can be used also to rationalize
the two particular patterns. Specifically, the first pattern emerges as well in the
current monopolistic competition setup (in the absence of customer-based mar-
kets as assumed by the former paper), whereas the second arises to the extent that
low-leveraged firms are financially-constrained firms with low collateral.

Furthermore, papers in this literature have either considered working capital
credit or investment credit, whereas the current analysis considers both*. The
inclusion in the model of both types of credit enables to reconcile seemingly con-
tradictory findings of previous studies on the implications of financial frictions for
the macroeconomic effects of monetary policy. For instance, collateral constraints
strongly amplify the effect of monetary policy on output in lacoviello (2005) and
Andres et al. (2013) (which considered the case of investment credit), whereas
they hardly have any effect in Carlstrom et al. (2010) or De Fiore and Tristani
(2013) (which considered the case of working-capital credit). Through the lenses
of the current setup, the first result is explained by a strong balance-sheet channel
(embedded in the first two models via a financial accelerator a la Kiyotaki and
Moore (1997)), whereas the second by a strong input-price channel counteract-
ing the balance-sheet one. In the current analysis both instances are possible in
equilibrium depending on structural parameters.

Another distinguished feature of the current setup is that production and price
decisions are taken jointly at the monopolistic firm level (as in the basic NK
model). And this irrespectively of whether the firm is financially-constrained or
not. This allows to study how monetary policy affects jointly firm-level output and
prices. By contrast, with the exception of Gilchrist et al. (2017), in all other mod-
els production decisions are taken by perfectly competitive wholesalers, whereas
pricing decisions are taken separately by monopolistic retailers which use the out-
put of wholesalers as input. The setup in Gilchrist et al. (2017) is different than
the current one because it looks at the particular case of customer-based markets
instead of a standard monopolistic competition environment.

Finally, the paper contributes to the empirical literature on the effect of mone-
tary policy on financially constrained versus unconstrained firms. Previous papers
distinguished between the (average) effect of monetary policy on the two groups,
using different proxies for financial constraints (e.g. young and not distributing
dividends in Cloyne et al. (2018), high leverage in Ottonello and Winberry (2018),
small in Gertler and Gilchrist (1994)). So far, I used the model as a guide to study

4As argued by Jermann and Quadrini (2012), while the relevance of investment credit is obvi-
ous, working capital credit helps rationalizing the strong link between collateral and employment
observed in the US data. As shown later in the analysis, it also allows to explain the estimated
effect of monetary policy on constrained firms in the UK (in particular, the role of capital tangibil-

ity).
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in more detail the transmission of monetary policy to a subset of UK (public) firms
which are likely to be credit-constrained, by extending the analysis in Cloyne et
al. (2018). Going forward, I aim to further contribute to this literature by bring-
ing supportive evidence for the new transmission channels of monetary policy
identified in the theoretical analysis, namely for the “input price channel” and the
“spillover channel”.

2.4 Model

The analytical framework takes as a benchmark the Rotemberg version of the ba-
sic NK setup with working-capital paid in advance of sales’. This basic setup fea-
tures three types of agents: a continuum of identical households which consume,
work and save, differentiated monopolistic firms which produce, and a monetary
authority which sets the one-period nominal interest rate. 1 add two types of fi-
nancial frictions to this setup such that a set of firms end up credit-constrained in
equilibrium. Without these frictions, the setup equals the basic model on all other
dimensions®.

I assume that there are two types of firms in the economy: firms which do not
face any financing frictions (‘“unconstrained”), and firms which face two types of
financial frictions (“constrained’). The first financial friction is a limit on their
net worth. Specifically, these firms can finance with equity only a fraction of
their desired physical capital (due to high issuance costs related to moral hazard
for instance)’. For tractability, as in Gilchrist et al. (2017), constrained firms
issue each period equity claims and do not retain profits®. The second financial
friction is the requirement to secure nominal debt against collateral”. Because

>The Calvo-version of the basic NK model (which is equal to a first order approximation to the
Rotemberg version) is extensively described in Gali (2015) and Woodford (2003). In this baseline
setup, working capital constraints do not affect equilibrium (Manea (2019)).

®Papers so far depart from the basic NK setup, not only by adding credit frictions, but also
by assuming households and firms have distinct preferences. In Iacoviello (2005) and Andres
et al. (2013) ’patient’ households work, consume and save in equilibrium, whereas ’impatient’
entrepreneurs produce, consume and borrow. In Carlstrom et al. (2010), households are risk-
averse, whereas entrepreneurs are risk-neutral. Moreover, households supply two types of labor
(one on which firms face credit collateral constraints).

7’Equity’ should thus be understood more generally in the model as firm’s net worth, namely
as both fresh equity injections ("external equity’) and retained earnings (internal equity).

8This allows to avoid technical difficulties due to heterogenous net worth (hence, output) of
constrained firms.

9To microfound the latter friction, we may think of firms as being run by a special category
of workers, ’managers’, who can refuse to repay debt so as to maximize firms’ shareholders’
revenues. Creditors are thus only willing to lend against physical capital that can be seized and
liquidated in case of repudiation.
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of these two frictions, the second type of firms face limits on how much they
can produce. We can think of them as being relatively young, and thus without
sufficient retained earnings so as to finance internally their operations, and without
a well-established credit record so as to get external financing in an unconstrained
manner. All constrained firms are identical and produce an identical amount. The
same is true for unconstrained firms. I take the size of each set as exogenous. I
note the size of the constrained group by ¢, and of the unconstrained one by 1 — ¢.
Firm entry and exit flows are such that the distribution of the two types of firms is
constant over time'°,

There are five markets in the model: goods, labor, capital, debt and equity. We
may think of debt contracts as being intermediated via the banking sector. Thus,
monetary authority’s instrument is the interest rate on one-period nominal debt.

2.4.1 Households

The economy is populated by a continuum of identical infinitely-lived households
of measure one. At each date, a representative household decides how much to
consume (C}), to work (L;), and to invest in one-period nominal debt (D;) and
equity shares ({&:(i)}) issued by firms, in order to maximise expected lifetime

utility
- cl=e—1 Lt
E tZ ( t . t >
0{ ;/B "\ 1-0¢ 1+

subject to the sequence of budget constraints.
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and the solvency (’transversality’) conditions
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with O, = [ fol Ct(i)lfédz} “" a standard Dixit-Stiglitz consumption index of
differentiated goods with € a measure of substitutability among them and its unit

10Namely, (i) at each date a mass of newborn firms enter the constrained set, while a mass of
equal size simultaneously unexpectedly exit it to enter the (well-established) unconstrained set; (ii)
simultaneously, a mass of equal size with the firms entering the unconstrained set unexpectedly
exits the economy.
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1

price denoted by P, = fol <Pt(i)1_adi)fe, W, the nominal wage, i, the one-
period interest rate on nominal debt, (Q)¢(¢) the price of an equity claim in firm ¢,
&:(1) the number of equity claims in firm ¢, 7; (lump-sum) monopolistic profits
distributed by firms, and Z; an exogenous demand preference shifter described by

log(Z) = p:log(Zir) + &3, & ~ N(0,0.)" Let A = 8( %) (%)

denote the stochastic discount factor for one-period ahead (real) payoffs. Repre-
sentative household’s behavior is described by

W
CoLY = ?; Vt, (2.4)
Et{At,HlH;ll}u Yi) =1 Vi, 2.5)
B A IELREG) } = Q1G) ¥i o, 2.6)

alongside the budget constraints (2.1), and the transversality condition (2.3).

2.4.2 Firms

The model economy is populated by a continuum of firms in monopolistic compe-
tition which produce differentiated goods indexed by i € [0, 1]. At each date, firms
have access to an identical constant returns to scale Cobb-Douglas technology

Yi(i) = ARG (i) L (0),

where Y stands for output, K for capital, and log(A;) = palog(Ai—1) + &f,
e ~ N(0,0,) is a common stochastic productivity process. Capital is in fixed
aggregate supply.

Firm ¢ enters period ¢ with predetermined capital K;(i) chosen at the end of
t — 1, and purchased at ¢t — 1 on a perfectly competitive market at price QF .
Firms refinance each period their entire capital. The fraction 6(i) of K;(i) was
financed by one-period equity claims at time ¢ — 1. Firm 7 issued at that time &;(7)
claims equal to the number of capital units financed by equity, and priced each
claim at the price of a capital unit, namely Q¢ , = QF ,'2, while it financed the
rest (1 — 6(i))QF_, K(i) by nominal debt D,_, (i) at interest rate i,_;'>.

Firms need to pay the wage-bill in advance of sales (“cash-flow mismatch”).
Subsequently, they need to finance each period not only physical capital, but also

T As households are the patent owners of firm technology, they earn monopolistic profits.

12The same approached is followed in Gertler and Karadi (2011).

13 As in Tacoviello (2005), nominal debt (as opposed to inflation-indexed one) is justified by the
observation that in low inflation countries almost all debt contracts are in nominal terms.
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working-capital in advance of sales'*. As in Jermann and Quadrini (2012) or Carl-
strom et al. (2010)), they do so by issuing intratemporal (interest-free) debt. Firms
can only issue debt against collateral. Firm’s 7 total debt cannot exceed a pledge-
able fraction v; of its capital holdings (that can be seized in case of repudiation)
at the end of the period (when debt is repaid):

WiLi(i)+(1+id-1)Di1(7) < thfKt(i), log(vy) = PulOQ(Vt—l)‘l‘les (2.7)

The sequence of events is as follows: at the beginning of ¢, subject to the
credit collateral constraint (2.7), firm ¢ decides how much to produce Y; (i), hires
workers L;(i) and sets the price P;(7) in the presence of Rotemberg (1982)-style

adjustment costs (;(-) = §Yt< Pi(li()i) — 1)2 > (0'°. Once it receives its sales
income at the end of the period, it resells capital, repays debt and equity returns,
and redistributes monopolistic profits to households. After honoring all liabilities
related to current production, it chooses capital for next period K;,1(7), and the
production cycle starts over again.

Formally, at date ¢, firm 7 takes as given its capital K,(7), its equity financ-
ing constraint (i), the wage W, the price level P,, aggregate demand Y;, and
chooses { (), Yi(7), Lt(7), Kt+1(7), Di(7) }1>0 to maximize its expected intertem-
poral profits:

{iAO{Pt Y(i) - WtL(l)—gYi(ii)')ﬂ) 1@ gy 4 DO

J2 2 "\P_y(i P, I
: 1D (i) (i)  QF ,
—(1 _>H1—— e —2 LK ,
< +Zt 1 t Pt—]_ t—1 Pt Pt t+1(2)
subject to the sequence of collateral constraints:
: Q -\ Dia(i) Wi
A LK 1+, I > " L,(i) vt 2.8
HOREZ ‘P, e(i) — (Jrltl)Pt1 ) +(i) Vi, (2.8)
demand constraints:
P,(i)\ °©
60 (B) v o w 29)
t

14 As working capital loan is intra-temporal (as in Jermann and Quadrini (2012) or Carlstrom et
al. (2010)), the effects of their interest rate on the credit constraint tightness are ignored.

5T firms repudiate their debt obligations, banks can reposes their collateral assets only by
paying a proportional transaction cost (e.g. Quadrini (2011)), so v; < 1.

161 chose Rotemberg (1982)-style nominal price rigidities because they allow price and quantity
decisions to be jointly taken by standard monopolistic firms in the presence of collateral constraints
(Jermann and Quadrini (2012)).
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technology constraints:

N (@) s Ya(i) — AKP (i) L) = 0 W, (2.10)

and budget constraints!’

PG), . Wi, o € P,(i) 2QF .. . - \Di1(d)
Pt E/t(l) - ELt(Z) — §Y;<Pt_1(l) - 1> + EKt(Z) — (1 + Zt—1> Pt
Ry (&) T,]  Dii)  Qi(i)&()  QF :

AL _ Pt] +—p 4+ S = i)
2.11)

where A} (i), A\2(7) and \3(7) are the lagrange multipliers associated to each of the
three binding constraints in firm (i)’s maximization problem. Since firm 7 fully
repays gross equity returns and monopolistic profits at the end of each period (the
term in brackets is zero), and equity issued at ¢ equals 0(i)QFK; (i), firm i’s
budget constraint (2.11) implies:

Dy(i) = (1 = 0(1)) QF K11 (0) (2.12)

We can thus replace the expression of D;(i) from (2.12) in firm i’s optimiza-
tion problem, and eliminate budget constraint (2.11) alltogether. The Lagrangian
method gives the following optimality conditions for firm 7’s behaviour:

E114(7) (Ht(i) - 1) nio_ fEt{At,tH [ﬁﬂtﬂ(i)(ntﬂ(i) - 1)} } + (Pt(l) - 5)\3(1'))

Y3 (i) Yi(i) Py
Pt(l) 2. . 1/ o
B~ M)~ MOy() (1 Ty (z)) —0,
QF { [Qfﬂ Poa(i) o ) Ve (@)
Yt _glA + .\ Ly
P, P ( Pt t“(”)“mﬂ(z)
. Qf . QF
F A () (v = (L) (1= 06 BT ) | ¢
k .
1. & N . thl(z) _1_% N 1/.
Al (z)(ut B K) (1 + zt_1> oo - Lt(z)) —0, A@) >0
QF ) Dy q(i) 1 Wi, .
=t - _ -t >
vg ) (1+i1) SIS 2 0, W
alongside the sequence of demand (3.17) and technological (2.10) constraints.
MCy(i) = ﬁ%%—ég denotes firms 4’s real marginal cost.

17 According to the budget constraint, capital is financed with new debt, new equity and previous
capital returns net of old debt, equity returns and redistributed monopolistic profits.
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The model economy is populated by two sets of firms: a set of mass ¢ denoted
by ©° with (i) low enough for collateral constraints to bind in the vicinity of
steady-state, and another set denoted by ©" of mass 1 — ¢ with (i) = 1. Firms
within each set behave identically. Variables related to the constrained set are
indexed by ', and the ones to the unconstrained one by "u’.

2.4.3 Monetary authority

Unless otherwise stated, the monetary authority sets the nominal interest rate

iy = Ty + GyTr + €T (2.13)

m

where 1, = log(ILy), 7 = log(Y;) — log(Y) and " = ppel™, + €, €' ~
N(0,0.).

2.4.4 Market clearing

Market clearing is imposed:

e for each good variety i: Y;(i) = Cy(i) + &(i), Vi with &(¢) the price
adjustment costs in terms of variety 7'8;

e on labor market where labor supplied by households must equate labor de-
manded by firms: L, = fol Li(i)di = ¢L§ + (1 — @)L},

e on capital market where firms’ aggregate demand must equate the (exoge-
nously fixed) aggregate supply: K = fol K (i)di = oK +(1—¢) K}y

e on debt market where demand equals supply subject to collateral require-
ments, for both inter-temporal debt D; = fo(b(l —0)QFK 1 (i)di = ¢(1 —
6°)QF Ky, ,, and intra-temporal one D; = W, Ly;

e on equity market where the value of equity claims demanded by households
must equate the value issued by constrained and unconstrained firms':

1 1) 1
/0 E.() Qs (i) di = / Q8 (1), (i) di + /¢ QEMd  (214)

= PO°QyKfy + (1 — 9)Qr K}, (2.15)

18The allocation of adjustment costs among varieties is the same as for consumption.
“Households are the ultimate owners of all firms in the economy.
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2.5 Monetary policy transmission

I split the theoretical analysis of the transmission of monetary policy in the pres-
ence of constrained and unconstrained firms in three parts. In the first part, I
investigate how the financial constraints faced by firms shape the mechanisms of
transmission of monetary policy relatively to the credit-frictionless benchmark in
Gali (2015) or Woodford (2003). In the second part, I analyze how the effect of
monetary policy at the firm level depends on structural parameters, focusing on
examples that can be tested empirically. In the third stage, I study how the reaction
of macroeconomic variables is affected by the share of constrained firms, and how
results hinge on structural parameters. I base my theoretical analysis on a first
order log-linear approximation of the model in the vicinity of the non-stochastic
zero-inflation steady-state®. Notation is standard: small caps stand for log-levels,
(™) for log-deviation from steady-state, while the absence of a time subscript
denotes a steady-state value.

2.5.1 Transmission mechanisms

Let’s consider first the limiting case of ¢ = 0. Given nominal rigidities a la
Rotemberg, all firms choose the same price and output levels. Equilibrium dy-
namics may be summarized by the following three equations:

~ ~ 1 A
o= E{y}— ;Gt - Et{ﬂ't+1}) + (1 —p.)z (2.16)
o+ - 1+
T = BE{m} + A(U + 1—('0)% —A gpat (2.17)
—« 1l —«
it = Gu + Gyl + EF" (2.18)

For ¢ calibrated such that A equals the value in the Calvo version, the model is
isomorphic (up to a first order) to the basic NK setup in Gali (2015, Chapter 3).
A monetary tightening reduces aggregate demand and is transmitted to firms’
decisions through associated declines in their individual demand schedules?!. In
the credit-frictionless environment, firms can produce as much as they want sub-
ject to their demand and price setting constraints. Figure 2.2 depicts the response
of a firm to a monetary tightening in this limiting case. Specifically, it shows how
as the negative monetary impulse reduces its demand schedule, namely it shifts

20Shocks are small enough for supply to be non-rationed and credit constraints to bind.

21Qutput and inflation dynamics are independent of asset prices in the credit-frictionless limit.
For a detailed analysis of monetary policy transmission and optimal design in this case see for
instance Gali (2015), Chapters 3 to 5.
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it to the left from Dy (black solid line) to D; (navy dotted line), the firm simul-
taneously readjusts downwards its output (from )y to ;) and price (from F, to
Py) given the marginal cost schedule (Cmg line) and price adjustment costs??. In
this environment, the (real) marginal cost schedule of the economy is also affected
in equilibrium. However, its endogenous variation is never strong enough so as
to overturn at the firm-level the sign of the direct effect of the monetary impulse
via the demand channel. This is why, the “input-price channel” does not play a
key independent role in the transmission of monetary policy when the economy is
populated only by unconstrained firms.

Cmg

v

Figure 2.2: Firm response to a monetary tightening in the credit-frictionless limit

In the general case when some of the firms are constrained, namely ¢ € (0, 1),
monetary impulses are still directly exerted via the demand/saving channel. This is
because the structure of the demand-side of the model economy remains the same
as the one in the credit-frictionless limit. A series of indirect effects acquire how-
ever new roles in the transmission of monetary policy at the firm level. Moreover,
monetary policy transmits to constrained firms through different mechanisms than
to unconstrained ones, and spillover effects between the two types firms play a key
role in the transmission of monetary policy.

At each date, the output of a constrained firm is determined by its collateral
constraint (2.30). This constraint implies that given outstanding capital k; and
nominal debt (and exogenous disturbances), the production of such a firm depends

22Firm’s real marginal cost schedule also shifts in equilibrium, but it is held fixed in figure 2.2
for ease of exposition. Price adjustment costs (not modeled) imply that the firm takes into account
as well future marginal cost and demand schedules.
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on (i) the current price of capital pledged as collateral ¥, (ii) price inflation 7,
and (iii) the prices of the inputs financed against collateral (here, real wage &0;):

ﬁZ@?—“_aWAQ_Qﬂkir%@l—WJ}

v (1)

(1-a)v )(Eﬁ_yt>_(1_a)@t+at

R

Thus, a transitory monetary impulse transmits to the current production of a
constrained firm via its indirect effects on (i) the real price of capital pledged as
collateral, (ii) the real value of outstanding (nominal) debt (via inflation), and (iii)
the real prices of the inputs financed against collateral:

A A\

o (el 05 (1-a)i (109 0m "  ob
dem ~ v— B (1 —0°) 0 v — N1 —6°) Be EG

balance-sheet nominal-debt input-price
7\

The first mechanism is a facet of the standard “balance-sheet channel” which
refers to the fact that a rise in the policy rate depresses asset prices, and hence
shrinks the value of firm’s collateral”>. The second one is the “nominal debt-
channel”: since (outstanding) debt is nominal, monetary policy affects its real
value via inflation>*. Both mechanisms have been already discussed in the litera-
ture (e.g. the first one in Bernanke and Gertler (1995), both in Iacoviello (2005)).
The third one however, working via the real prices of the inputs financed against
collateral, to the best of my knowledge, has been overlooked so far. Its key rel-
evance in this context is given by the consideration of working-capital credit se-
cured against collateral. Firm heterogeneity plays also an important role in deter-
mining its strength in equilibrium. I call this new channel the input-price channel.

Importantly, these three transmission mechanisms affect production by con-
strained firms in opposite directions. For instance, a transitory monetary tighten-
ing simultaneously lowers the production possibilities of these firms by pushing
downwards the price of their pledgeable collateral via the “balance-sheet” mecha-
nism, and expands them by depressing real input prices (via the decline in output,
hence, in input demand). Depending on how inflation reacts in equilibrium, “debt-
deflation” might further affect them in either direction. Thus, a priori, monetary

23Bernanke and Gertler (1995) note that *many observers would agree that the crash of Japanese
land in the latter 1980s was the result (at least in part) of monetary tightening and that this collapse
in asset values reduced the credit-worthiness of many Japanese corporations, contributing to the
ensuing recession.” They also mention that according to Borio et al. (1994) ’a similar pattern of
asset price boom and bust leading to real fluctuations occurred during the 1980’s in a number of
major industrialized countries’.

24The nominal debt channel plays an important role in the *debt-deflation’ theory of the (1929-
1939) *Great Depression in US’ proposed by Fisher (1933).
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policy may steer current output of constrained firms in either direction depending
on the relative strength of each mechanism (and hence, on structural parameters).

These three transmission mechanisms are further relevant for the pricing deci-
sions of constrained firms. This is because their prices depend, alongside aggre-
gate demand (v, p;), on the (constrained) level of output (y;):

1
pi = g(yt —y) + e (2.19)

Subsequently, a monetary tightening, which pushes output of constrained firms
downwards via the balance-sheet channel, and upwards via the input-price chan-
nel, has a simultaneous opposite effect on their prices via these channels (note that
yy and p{ are inversely related in the downward sloping demand curve (2.19)).

Q pinned down
by collateral constraint !
Cmg
Cmg '

PO ~

[T M N |
o1

A

Figure 2.3: Transmission of a monetary tightening to a constrained firm

Finally, as shown by equation (2.20), monetary policy further affects future
production levels of constrained firms via their investment decision (“investment
channel”) and via the associated debt level:

investment channel debt overhang
—~— = - A —
8Et{@\f+1} _ 0 §+1 _(]_ — O[)ﬂil(]_ — QC) (6@6 alt ) (2 20)
e e v—[B"Y1—6°) \9er Oep )

The sign and strength of these effects are directly linked to the ones on current
output.

Figure 2.3 summarizes the transmission of a transitory monetary tightening to
a constrained firm. On the one hand, it shows that the monetary impulse affects
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its output (()y) via the credit constraint and that the equilibrium effect can be of
either sign, namely the vertical red line may shift to either of the two purple lines
(i.e. to either 1 or ()}). On the other hand, it shows that monetary policy affects
the price of a constrained firm (from P, to P, or P)) via these effects and the shift
engineered in its demand schedule (from Dy to D).

Now, after having analyzed how monetary policy transmits to constrained

firms, let’s turn to how it transmits to unconstrained ones. On the one hand,
monetary policy affects their output y;* and pricing decisions p;' by shifting their
demand schedule:

Y = —epi + (epe + vr) (2.21)

The demand for the goods of a monopolistic firm depends on the prices set by its
competitions. Thus, in this heterogenous firm environment, the demand faced by
unconstrained firms depends on the prices set by constrained firms.

Subsequently, monetary policy shifts the demand schedule of an unconstrained
firm both directly via the consumption/saving decision of the household, and in-
directly via its effects on the pricing (and production) decisions of constrained
firms. Thus, when monetary policy pushes upwards or downwards the output of
constrained firms, it simultaneously pushes the output and prices of unconstrained
firms in the opposite direction. Furthermore, the choices made by unconstrained
firms depend on the (equilibrium) effect of monetary policy on their marginal
costs. These equilibrium effects depend also in the current heterogenous firm
setup on the effects of monetary policy on constrained firms.

Unconstrained-firm output

Unconstrained-firm output
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(a) Dominant balance-sheet channel (b) Dominant input-price channel

Figure 2.4: Transmission spillovers and the response of an unconstrained firm to a mone-
tary tightening

To get an intuition on how transmission spillovers from constrained firms af-
fect the decisions of unconstrained firms, figure 2.4 shows the response of uncon-
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strained firms to a rise in the policy rate as the share of constrained firms increases.
It considers separately the case where the balance-sheet channel dominates (left
panel), and the case where the input-price channel dominates (right panel). As pre-
viously shown, in response to a monetary tightening, a strong balance-sheet chan-
nel translates in (i) strong positive pressures on the prices of constrained firms,
and (ii) strong negative pressures on input prices, and hence on marginal costs.
Both these two indirect effects counteract the negative effects on unconstrained
firms via the demand channel. As the share of constrained firms increases, these
(counteracting) spillovers become stronger. Consistently, the left panel in figure
2.4 shows how the latter dampen the net equilibrium effect of monetary policy on
unconstrained firms, and how, once strong enough, they switch the sign of the net
effect in their direction. As shown in the right panel of figure 2.4, the opposite is
true in the case of a dominant input-price channel, where the spillovers enhance
instead the negative effect on unconstrained firms via the demand channel.

2.5.2 Firm-level transmission and structural parameters

We have seen that monetary policy has a differential effect on constrained and
unconstrained firms. But how does this difference depend on the features of the
economy? I now use a calibrated version of the model to show that the differen-
tial response of constrained and unconstrained firms increases in the tightness of
financial constraints and in the level of nominal input price stickiness.

In the baseline calibration (table 2.1) non-financial parameters equal the text-
book values in Gali (2015), the capital pledgeability ratio v takes a value similar
to the one in Tacoviello (2005), the fraction of constrained firms ¢ is set to its esti-
mate in the UK data, and #° is such that around 20% of capital in the constrained
set is financed by net worth. A time period in the model is one quarter. In all ex-
periments, for ease of comparison with estimated dynamic responses, I consider
the effect of a transitory monetary tightening of 25 basis points (figure 2.5).

I start studying how the tightness of credit constraints affects the transmission
of monetary policy by looking at the effect of the capital pledgeability ratio v.
Figure 2.6 shows that the lower this ratio, the stronger the reduction in output,
investment and working capital by constrained firms in response to a rise in the
policy rate (navy lines in left panels versus purple lines in right panels). Otherwise
stated, a lower pledgeability of capital implies a relatively weaker input price
channel®.

25 As opposed to the current the model, the model in Iacoviello (2005) predicts a positive relation
between capital tangibility and the effect of monetary policy. The difference comes from the con-
sideration of working capital credit in the current analysis, alongside investment credit (Iacoviello
(2005) considers only investment credit).
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Table 2.1: Baseline calibration

Parameter Value
Non-financial parameters
Intertemporal elasticity of substitution o 1
Discount factor 153 0.99
Inverse Frisch elasticity of labor supply ¢ 5
Share of capital in total output Q 0.25
Output variety elasticity of substitution ¢ 9
Price adjustment cost parameter 13 average x as with
Calvo for § = 0.75
Inflation coefficient Taylor rule Or 1.5
Output coefficient Taylor rule by 0.5/4
Credit frictions
Share of constrained firms 10) 0.2
Capital pledgeability ratio as collateral v 0.8
Fraction of capital financed by net worth 6 0.23

Monetary policy shock »™

0.25

0.2¢

0.157

017

0.05¢

% A from steady-state

quarters

4

Figure 2.5: A transitory monetary tightening (25bp)

Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Figure 2.6: Dynamic responses to a transitory 25 basis points monetary tightening
Note: Y-axis: % deviation from steady-state. X-axis: quarters



These results are explained by a decrease in the share of working capital credit
to total credit as capital pledgeability v decreases, as shown by its steady-state
expression 1 — w%. Thus, as capital becomes less plegeable, at given
prices of labor and capital, the input-price channel gets relatively weaker, while
the balance-sheet one gets relatively stronger. This is because constrained firms
can finance to a lesser extent working capital credit against physical capital. Re-
sults are robust to changes in the share of constrained firms in the economy, and,
as shown in figure 2.27 in the Appendix, also to an alternative calibration with a
lower contribution of physical capital as production input as in Iacoviello (2005).

Furthermore, consistent with a stronger balance-sheet channel, given the
downward-sloping demand schedule in equation (2.19), prices of constrained firms
are steered more strongly upwards when capital is less pledgeable. This is because
the stronger negative effect on constrained’” firms output via the balance-sheet
channel translates in a stronger positive effect on their prices. Also consistently,
when capital pledgeability is low, transmission spillovers counteract to a larger ex-
tent the direct (negative) effects of a monetary tightening on unconstrained firms
via the demand channel. Differences under baseline calibration are however small,
and can be most easily noticed in the case of physical capital and working-capital.

Similar results are obtained when we consider the net worth of constrained
firms (figure 2.28 in the Appendix). Specifically, firms with a lower net worth
(and, hence, tighter credit constraints) reduce more strongly production and in-
crease more their prices in response to a monetary tightening. Moreover, trans-
mission spillovers counteract to a larger extent the negative effect of the mone-
tary tightening on unconstrained firms via the demand channel. As shown by the
steady-state share of working capital credit to total credit 1 — w these dy-
namics are also explained by a decrease in the ratio of working capital credit in
total credit as net worth 6 decreases.

Again same conclusions obtain under an alternative calibration with a lower
contribution of physical capital as production input as in Iacoviello (2005) (figure
2.29 in the Appenidx). Interestingly also, under this alternative calibration, for
high enough net worth, the relative strength of the input-price channel increases
to the extent that it surpasses the one of the balance-sheet channel. Subsequently,
output of constrained firms may be steered in a positive unconventional direction
by a monetary tightening (solid navy line in figure 2.7). So, under the alternative
calibration with o = 0.03, there is a non-monotonic relation between firm new
worth and the firm-level output response to monetary policy. Specifically, when
the net worth of a firm is low, the firm is constrained and responds strongly to
monetary policy. For higher levels of net worth, but low enough for the firm to
remain constrained, the firm starts responding less and less to monetary policy,

26This ratio is computed using the expression of the collateral constraint (2.47) on page 84.
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up to a point when it starts responding in an unconventional direction (region
I in figure 2.8). This is because, as firm’s net worth increases, the relatively
strength of the input-price channel is enhanced, and ultimately it becomes stronger
than the balance-sheet one. However, as its net worth increases and surpasses the
level over which the firm becomes unconstrained, its output responds again in the
conventional direction (region 2 in figure 2.8).
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Figure 2.7: Dynamic response to a transitory monetary tightening (case with a relatively
stronger input price channel: alternative calibration with o = 0.03 as in lacoviello (2005)
and lower leverage 6¢ = (0.45)

Note: Y-axis: % deviation from steady-state. X-axis: quarters

Finally, note in the right panel of the first row in figure 2.7 how in the case
of a dominant input-price channel, constrained firms decrease their prices to ac-
commodate the increase in output. Thus, in this particular case, spillovers push
upwards the marginal costs of unconstrained firms and downwards their demand
schedules, and hence reinforce the negative effects of the monetary tightening on
unconstrained firms via the demand channel.
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Figure 2.8: A firm’s output response as a function of its net worth under the alternative
calibration with o = 0.03: navy solid line shows its response for values of net worth low
enough for the firm to be constrained; light-blue dotted line shows its response for values
of net worth high enough for the firm to be unconstrained

So far wages were assumed to be flexible. I now look at the effect of wage
stickiness as a proxy (more generally) for input price stickiness. The sluggish
adjustment of input prices is expected to weaken the relative strength of the input-
price channel in equilibrium. To introduce wage stickiness, I follow the approach
in Erceg, Henderson and Levin (2000). Specifically, I assume that the model
economy is populated by a large number of identical households, each made up
of a continuum of members specialized in a different labor service j € [0, 1].
Household labor is now defined by an index of labor types:

1 N1
L(j)% .
L, = —_— 2.22
t /0 1+¢ dj ( )

Labor decisions for each type j are taken at a union level with monopoly power
over that labor type. Income is pooled within each household. The optimization
problem of a typical household is identical to the one with flexible wages de-
scribed in section 2.4.1, with the exception that L, is now taken as given. Firms
use all labor types and L, represents the optimal mixture of these types. Other-
wise, firms behave identically as in the flexible wage case?’.

In the presence of nominal wage rigidities, aggregate wage dynamics are de-

scribed up to a first order approximation (in logs) by
)~ BEATS Y — Awlty (2.23)

Wi
Wi_1

oc; + pl; the economy’s average marginal rate of substitution. Imperfect ad-
justment of nominal wages precludes real wages from moving one-for-one with
households’ average marginal rate of substitution. The wage inflation equation
(2.23) replaces households’ labor supply equation &; = o¢; + ¢l; in the flexible

where 1) = log( > and i = py — pv = <wt — mrst) — p* with mrs; =

2TFor details see Gali (2015), Chapter 6.
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wage case. Besides this modification, the model retains its baseline structure pre-
sented in section 2.4. To calibrate the new structural parameters, I follow Gali
(2015), Chapter 6 and I set )\, to match an average duration of wage spells of
four quarters and, respectively, an average unemployment rate of 5% in the credit
frictionless limit. A table reviewing the complete calibration is included in the
Appendix on page 82. The credit-frictionless benchmark ¢ = 0 is isomorphic (up
to a first order approximation) to the one described in Gali (2015), Chapter 6.

When both types of firms populate the model economy, the nature of transmis-
sion mechanisms at the firm level is similar to the one with flexible wages. The
sluggishness of nominal wage adjustments however directly weakens the input-
price channel, and reinforces the strength of the balance-sheet channel in equilib-
rium. As a result, under baseline calibration, activity of constrained firms declines
more when wages are sticky (right panels figure 2.30 in the Appendix) compared
to when they are flexible (left panels in figure 2.30). Consistently, both the posi-
tive pressures on their prices and the spillover effects counteracting the negative
impact of the monetary tightening on unconstrained firms are stronger®s.

2.5.3 Aggregate effect of monetary policy

I looked so far at how monetary policy transmits at the firm-level in an environ-
ment where some of the firms are financially-constrained. I now analyze how
credit frictions shape the aggregate response of the economy to monetary policy.
I have three new main findings with respect to existing literature. (i) Credit fric-
tions do not necessarily amplify the response of aggregate activity to monetary
policy. (ii) Observing constrained firms responding more than unconstrained ones
to monetary policy does not necessarily imply that the aggregate response is also
amplified by credit frictions. (iii) “Price puzzles” may emerge because monetary
policy simultaneously shifts both aggregate demand and supply schedules of the
economy.

The first two results arise because of the opposing nature of both transmission
channels to the output of constrained firms, and of spillovers between the two
types of firms. Aggregate amplification occurs in the case of a dominant balance-
sheet channel when monetary policy affects more constrained firms than the un-
constrained, only if (counteracting) spillovers to the unconstrained are weak. As
shown in figure 2.9, this is the case under baseline calibration. Specifically, in
this case, constrained firms reduce more production and investment than uncon-
strained ones in response to a rise in the interest rate (bottom panels), and, also,
as the share of constrained firms (¢) increases, the effect of monetary policy on

28Same qualitative results obtain for the alternative calibration of @ = 0.03 proposed by Ia-
coviello (2005) (figure 2.31), as well as for different shares of constrained firms.
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aggregate activity is amplified (top panels).

This is not however generally the case. Under the alternative calibration with
a = 0.03 as in Iacoviello (2005) (figure 2.10), because of general equilibrium
(spillover) effects, even though constrained firms respond more than the uncon-
strained (bottom panels), aggregate responses are not (significantly) amplified as
the share of constrained firms increases (top panels)?’. One interesting implication
of these results is that observing constrained firms responding more (on average)
than the unconstrained (as observed in countries such as the UK or the US), does
not necessarily imply that credit frictions amplify the response of aggregate activ-
ity to monetary policy (as usually concluded by empirical studies so far).

Finally, figure 2.11 further shows an example where credit frictions actually
dampen the response of aggregate activity to monetary policy, namely where, as
the share of constrained firms in the economy increases, aggregate activity de-
clines less in response to a rise in the interest rate. This case characterizes the
one with a dominant input price channel depicted in figure 2.7, where output of
constrained firms is steered in an unconventional positive direction by a monetary
tightening.

The third interesting finding in terms of aggregate monetary policy transmis-
sion is that a “price puzzle” may emerge when some of the firms in the econ-
omy face financial-frictions. Specifically, the aggregate price level may increase
in response to a rise in the interest rate. In the basic version where all firms
are financially-unconstrained price inflation always decreases. In the presence of
credit frictions at the firm level however, if a monetary tightening reduces aggre-
gate supply strongly enough (dotted red line in figure 2.12 (b)) together with ag-
gregate demand (dotted black line in figure 2.12 (b)), the fall in aggregate activity
may be associated in equilibrium with a rise in the price level. Such a case neces-
sarily arises when the balance-sheet channel is dominant (figure 2.12 (a)). In this
case, prices of constrained firms are pushed upwards by the monetary tightening.
Thus, for high enough shares of constrained firms (e.g. larger than > 20% under
baseline calibration), such positive pressures translate in an increase in the aggre-
gate price level (figure 2.9, top panels). The bottom panels in figure 2.9 show
how in this case the output of constrained firms is pushed strongly downwards,
whereas their prices are pushed upwards.

2Moreover, note that for both such calibrations, the stronger response of investment by con-
strained firms is not associated to an amplification of aggregate investment since the latter is always
equal to its credit frictionless counterpart.
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2.6 Monetary policy design

Since firms’ credit frictions shape the effects of monetary policy, it is no surprise
that they may ultimately affect as well the design of monetary policy. I first ana-
lyze how the financing frictions faced by firms may affect the stability properties
of simple Taylor rules. I then focus on how monetary policy should take them
optimally into account when deciding its response to business cycle fluctuations.

2.6.1 Equilibrium uniqueness and Taylor-rules

Given the changes in the transmission mechanisms of monetary policy, the prop-
erties that Taylor rules should satisfy to ensure equilibrium uniqueness may also
be altered. I now study how these requirements change as the share of constrained
firms increases. This question is important from a policy design perspective be-
cause, by ensuring that agents’ expectations are anchored on an unique equilib-
rium path, the central bank avoids welfare losses due to sunspot fluctuations.

$=0.5 $=0.71
25
2
= 15
< 1
0.5
y y y y

(a) Baseline calibration with sticky wages (dominant balance-sheet channel)

¢ 0.5 —07 _0 968
y Y y y y

(b) Alternative calibration with o = 0.03, 8¢ = 0.45 and flexible wages (dominant input-price
channel)

Figure 2.13: Determinacy (in black) and indeterminacy (in white) regions
Note: Red dot indicates a standard Taylor rule with ¢ = 1.5 and ¢, = 0.5/4

According to the model, changes in the stability properties of simple Tay-
lor rules reacting to price inflation and output are more likely to appear in an
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environment characterized by a strong balance-sheet channel. Specifically, un-
der the baseline calibration with sticky wages characterized by a strong dominant
balance-sheet channel such changes occur starting with a share of constrained
firms in the economy around 70% (figure 2.13 (a)), whereas under the alternative
calibration (i.e. with = 0.03 and #¢ = 0.45) with flexible wages character-
ized by a dominant input-price channel they start occurring when this fraction is
around 97% (figure 2.13 (b)).

2.6.2 Optimal monetary policy

I now look how firms’ financial constraints alter the optimal design of monetary
policy. I assume employment is subsidized so as to correct for distortions associ-
ated to market power. Subsidies are financed by lump-sum taxes on households.
The flexible price allocation in the credit-frictionless limit (¢ = 0) is thus the ef-
ficient benchmark at all dates (see page 82 in Appendix 2.11.2). I study optimal
policy with commitment from a timeless perspective” using the Linear-Quadratic
approach. I focus on demand, technology and financial shocks. The latter is mod-
eled as an exogenous variation in the collateral pledgeability ratio 1.

Welfare criterion On page 92 in the Appendix 2.11.5, I derive a second or-
der approximation to households’ discounted utility fluctuations around steady
state. Associated welfare losses, expressed as a share of steady-state consump-
tion, equal:

Lo %%EO > 5 [5(1 — ) (T2 + £H(7E)? — (1 — o) + AT+ 4 (FE) 4
t=0

Lc 7 Lu T ~C CAC
P (6 @)+ (1= )= ()2) =775 — R+

e <%¢(/{:§)2 + (1= )| + tip. (2.24)
where !, W, ylew v ke ket > () defined in the Appendix 2.11.5 (page 92),
t.i.p. terms independent of policy, and ¢ and v*¢ are small due to small steady-
state distortions (table 2.7 on page 95 in the Appendix 2.11.5).

I use the welfare criterion consistent with the model (2.24) together with the
first-order approximation of the equations describing the functioning of the de-
centralized economy to derive the equilibrium dynamics under optimal monetary
policy with commitment. Details are deferred to the Appendix 2.11.5 on page 92.
I study the responses of the economy to demand, technology and financial shocks
under optimal monetary policy, namely when the policy rate is chosen so as to
maximize household’s welfare. For brevity, given empirical results presented in
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the next section, I focus exclusively on cases with a dominant balance-sheet chan-

nel.

Demand preference shock Financial shock Technology shock
Price inflation Price inflation Composite inflation
0.1 9
0.04 0.08 .
0.02 0.04 -0.06
0.02 -0.08
o
0 025 05 0.75 1 0 025 05 0.75 1 0 025 05 0.75 1
fraction of constrained fraction of constrained fraction of constrained
firms () firms (¢) firms (¢)

Note: Y-axis: Effect on impact of a positive transitory shock, %
deviation from steady-state. X-axis: share of constrained firms (¢)

Figure 2.14: Departures from optimal policy regime in the credit-frictionless limit

Importance of spillovers Overall, transmission spillovers between constrained
and unconstrained firms play an important role in the design of monetary policy.
Specifically, optimal policy in the heterogenous case is not the simple weighted
average of the one in the two polar cases (with only unconstrained and only con-
strained firms). Figure 2.14 (baseline calibration), shows that departures from the
optimal monetary policy regime in the absence of credit frictions are relatively
small unless the share of constrained firms is very large. A similar nonlinear pat-
tern is obtained for the alternative calibration with o = 0.03.

Optimal policy response to demand preference shocks Demand shocks af-
fect only the efficient real interest rate, but not the efficient allocation. In the
credit-frictionless limit (figure 2.15 for ¢ = 0), monetary policy can replicate
the efficient allocation by promising an aggressive response of the policy rate to
variations in price inflation (“strict price inflation targeting”). Under this policy,
whenever a shock z; pushes aggregate demand (2.16) in one direction, monetary
policy i; offsets its effects by pushing it in the opposite one. Thus, in the ab-
sence of credit frictions, the central bank can perfectly insulate the economy from
welfare losses caused by demand shocks.

Things are different when some of the firms in the economy are financially-
constrained. First, their credit frictions distort the long-run allocation. Hence,
the central bank has an incentive to engineer a positive variation in output irre-
spectively of the sign of the shock (i.e. engineer a positive variation in the output
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gap) so as to compensate for its long-run value being inefficiently low. Second,
even if the central bank would like to insulate the allocation from the effects of
such shocks, would not be able anymore. This is because, in contrast to the case
without credit frictions, variations in the policy rate affect now directly both ag-
gregate demand and aggregate supply. As a result, a variation in the policy rate
aimed at offsetting the effects of the shock on aggregate demand has an additional
supply-side effect. The latter induces a gap between the variation of the equilib-
rium allocation and the efficient one. As a result, in this case, demand shocks
generally induce welfare losses under optimal policy, and the latter is conducted
so as to minimize such losses. The nature of the optimal monetary policy regime,
in particular its departure from price stability (the optimal regime in the absence
of credit frictions), depends on structural parameters (e.g. figures 2.15 and 2.16).

When the balance-sheet channel dominates, a cut in the policy rate in response
to a negative shock pushes up not only aggregate demand, but also aggregate sup-
ply via its positive effect on asset prices, and hence on collateral values. Thus, the
cut in the policy rate that would offset the negative effects of the shock on aggre-
gate demand, would also induce (inter-alia) a positive output gap and a decline in
price inflation (because of additional supply-side effects).

Under the baseline calibration (figures 2.15) and the alternative one with o =
0.03 (not shown), both characterized by strong balance-sheet channels, the pos-
itive supply-side effects of an interest rate cut are so strong, that the optimal re-
sponse in the policy rate is very mild (and even slightly positive) so as to avoid
strong deflationary pressures®®. When the balance sheet channel is weaker (but
still dominant), a policy rate cut has weaker negative supply-side effects on infla-
tion. Hence, the policy rate declines more under optimal policy than in cases with
a stronger balance sheet channel (figure 2.16)3!. Importantly, because of the addi-
tional positive supply-side effects, the optimal decline in the policy rate is lower
than in the absence of credit frictions. As a result, the optimal policy response
is less likely to be constrained by the ZLB when there are constrained firms in
the economy. Departures from strict price inflation targeting (the optimal policy
regime in the absence of credit frictions) depend on structural parameters. In par-
ticular, a strong balance sheet channel (figure 2.15) implies small such departures,
whereas a weaker one implies larger such departures (figure 2.16).

3Mirroring results are obtained for positive demand shocks (not shown).
3I'This is the sticky wage version of the second alternative calibration with @ = 0.03 and §¢ =
0.45. With flexible wages, the real cost channel dominates under this calibration.
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Figure 2.15: Optimal monetary policy: Dynamic responses to a transitory negative de-
mand shock for different shares of constrained firms
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Figure 2.16: Optimal monetary policy: Dynamic responses to a transitory negative de-
mand shock for different shares of constrained firms (o = 0.03, 8¢ = 0.45)
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Optimal policy response to technology shocks Technology shocks induce a
welfare-tradeoff for monetary policy even in the absence of credit frictions. Specif-
ically, monetary policy can no longer simultaneously stabilize price inflation,
wage inflation and close the gap between output and its efficient level (Gali (2015),
Chapter 5). This is because stabilizing both wages and prices, and hence the real
wage, is incompatible with the (efficient) variation of the latter needed to make
output vary one-for-one with its efficient level.

In the absence of credit frictions, the optimal monetary policy response entails
closing perfectly the output gap at the expense of variations in price and wage
inflation (figure 2.17 for ¢ = 0). The simple rule approximating well optimal
policy requires responding to both price and wage inflation (“composite inflation
targeting”’) with the strength of each response a function of the degree of nominal
rigidities in goods and labor markets. In response to a positive technology shock,
the interest rate declines so as to prop up demand, and hence so as to make up for
the difficulties of firms to quickly reduce prices. In equilibrium, this increase in
demand allows firms to produce at efficient levels (despite price stickiness).

Both the trade-offs and the nature of monetary policy transmission change in
the presence firms facing credit frictions. In particular, in response to a positive
technology shock, the monetary authority may now have to either cut the policy
rate as in the credit-frictionless case, or to mildly increase it. As in the case of
demand shocks, the result depends on the strength of deflationary pressures of
positive supply-side effects associated to the decline in the policy rate. When such
pressures are strong, as in the case of the baseline calibration or the alternative one
with @ = 0.03, the central bank may have to mildly increase the policy rate— in this
case, if the central bank were instead to decline it, collateral asset prices would go
up allowing constrained firms to produce more, and hence amplifying deflationary
pressures (figure 2.17). When the balance-sheet channel is weaker (i.e. under the
calibration with a = 0.03 and 0° = 0.45), deflationary supply-side effects are
weaker, and the policy rate declines under optimal policy (figure 2.18). But, as for
demand shocks, because of the additional supply-side effects, the policy rate cut
is weaker under optimal policy than in the absence of credit frictions.

Optimal policy response to financial shocks Financial shocks become rele-
vant for the design of monetary policy in the presence of firms’ credit frictions.
A negative shock to collateral pledgeability allows constrained firms to produce
less, and given their downward sloping demand schedule, it pushes upwards their
prices. Thus, such financial shocks act as cost-push shocks. This result has al-
ready been put forward in models with only constrained firms in the context of
collateral constraints by Carlstrom et al. (2011), and of agency costs by De Fiore
and Tristani (2013).
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Figure 2.17: Optimal monetary policy: Dynamic responses to a transitory positive tech-
nology shock for different fractions of constrained firms
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Figure 2.18: Optimal monetary policy: Dynamic responses to a transitory positive tech-
nology shock for different shares of constrained firms (o = 0.03, 8¢ = 0.45)
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Figure 2.19: Optimal monetary policy: Dynamic responses to a transitory negative
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Note: Y-axis: % deviation from steady-state. X-axis: quarters
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As in Andres et al. (2013), but in contrast to Carlstrom et al. (2011), however,
where collateral is not physical capital, the policy rate declines under optimal pol-
icy so as to prop up collateral asset prices, and hence to (partially) counteract the
effect of the shock (figure 2.19). This is true under all three calibrations. Under
the baseline calibration characterized by a strong dominant balance-sheet channel
the decline is strong enough to actually increase collateral values in equilibrium.
The latter effect allows constrained firms to produce above their steady-state lev-
els and hence to contribute to the positive variation in the output gap. A similar
result is obtained by De Fiore and Tristani (2013) in the context of costly-state ver-
ification. The latter however do not take into account the transmission spillovers
between the two types of firms and the effect of steady-state distortions. Thus,
relatively to these models, in the current heterogenous firm setup we can also see
how the decline in the policy rate further induces unconstrained firms to expand
production, and hence to push output above its inefficient steady-state level.

2.7 Empirical analysis

I now look whether the predictions of the model are in line with empirical evi-
dence. In particular, I look whether the theoretical findings on firm-level trans-
mission are corroborated by UK data. To do so, I extend the analysis in Cloyne
et al. (2018)*. Specifically, relatively to this latter reference, I first study how
monetary policy transmits to constrained firms depending on their characteristics
(e.g. capital tangibility -as a proxy for pledgeability-, liquidity ratio). Cloyne et
al. (2018) find that public UK firms with incorporation age less than 15 years and
which do not distribute dividends reduce very strongly investment on average in
response to a monetary tightening, whereas all others reduce it on average very
weakly*?. They also find that firm borrowing is highly correlated with collateral
values, whereas the one of the latter group is not. They argue that these firms are
most likely credit constrained, given that age is a good proxy for their track record
in credit markets (hence, for credit access), and that not distributing dividends is
a sign of a positive external finance premium (Fazzari et al. (1988), Mensa and
Ljungqvist (2016), Jeenas (2018)). In the empirical analysis hereafter, I map the
constrained set of firms in the model to this group, whereas the unconstrained one
to all other firms in the sample.

32The empirical exercise is joint work with Ryan Banerjee (senior economist at the BIS).
3Their result is robust to controlling for size, asset growth, Tobin’s Q, leverage or liquidity.

64



2.7.1 Methodology

The econometric methodology is based on an instrumental variable extension of
the local projection method developed by Jorda et al. (2019). As in Cloyne et
al. (2018) we use detailed financial statement data for publicly listed companies
available from Thomson Reuters” WorldScope for the United Kingdom (table 2.2)
and the five-year gilt yields for the interest rate’*. The latter are instrumented
with the series of monetary policy shocks constructed by Gerko and Rey (2017)*°.
These monetary shocks are obtained using the proxy-VAR/external instrument
approach of Mertens and Ravn (2013) which uses movements in financial markets
data (Short-Sterling Future contracts) in a short window around Bank of England
policy rate announcements to isolate interest rate surprises. The sample spans
from 1986 until 2018. Firms report for each fiscal year, but they do so in different
months through the year. Thus, the data has a monthly dimension and refers to
activity throughout the reporting year. All balance-sheet variables are converted
to real values using the aggregate GVA deflator for the United Kingdom. For each
observation, the interest rate is recorded at the end of the reporting month, and the
series of monetary shocks used as instruments are also summed up to refer to the
particular fiscal year. The asset tangibility ratio (used as a proxy for the capital
pledgeability ratio in the analysis) is the ratio of tangible capital in total capital,
where the latter is the sum of tangible capital and of an estimate of intangible
capital computed using the methodology in Peters and Taylor (2017).

Baseline specification used to estimate the dynamic effects of a monetary
tightening is a set of panel local projections of the form

G G
Xiten — Xi—1 = ’Yih + Z 55 A Zi—1 € g|Ri + Z Oég A[Zi1—1 € gl + €ivin
g9=1 g=1

(2.25)
with the dependent variable X the variable of interest (investment or working
capital), h the number of (fiscal) years after the shock, Z;, ; is a set of firm
characteristics and the indicator function takes a value of 1 if firm characteristics
fall in that particular firms’s group. We include firm-fixed effects v and monthly

3Variation in investment ratio winsored at 1%, variation in working capital at 5%, leverage at
1%.

35 As in Cloyne et al. (2018), we drop firms within the finance, insurance, real estate and public
administration sectors. Since the sample contains only public firms, to the extent that financial
constraints are likely to be tighter for private firms than for public firms, the fraction of con-
strained firms in the UK economy, and hence the strength of spillover effects from constrained to
unconstrained firms, are likely underestimated in our analysis. The use of monetary policy shocks
ensures that the estimated effect of the variation in interest rate is not driven by other macro fac-
tors (namely, by endogenous components of monetary policy rule). We use the series of monetary
policy shocks used in Cloyne et al. (2018) which was kindly sent to us by Paolo Surico.
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Table 2.2: Firm-level balance-sheet data (WorldScope)

Variable (X;;)  Definition WorldScope series

Investment Investment rate = capital expenditures/ 04601/ 02501
lag of property, plant and equipment

Working capital log (working capital) 03151

Age - 18273

Dividends paid  first lag 04551

Tangible capital property, plant, equipment 02501

Leverage total-debt/total-assets, first lag 03255/02999

Liquidity ratio  cash & short-term investments/total assets, 02001/02999
first lag

Short term debt  first lag 03051

Total debt first lag 03255

dummies*®. The interest rate interacted with the dummies is instrumented by the
monetary policy shock (also interacted with the dummies). The coefficients of
interest are the 3 5 which measure how the effect of a monetary tightening on firm
investment h (fiscal) years after the shock depends on firm’s characteristics. As
in the model, results are reported for a 25bps shock. Errors are clustered at the
firm-level.

2.7.2 Results

We start by running the set of regressions for the two groups “constrained” and
“unconstrained” for investment (as in the original paper) and working capital.
The S coefficient for the two groups at different horizons are plotted in figure
2.20. Firms in the constrained group are found to reduce their working capital and
investment more than unconstrained ones in response to a monetary tightening.
Through the lenses of the model, this implies that in the UK monetary policy
affects the activity of constrained firms relatively stronger via the balance-sheet
and debt-deflation channels.

Now we try to understand transmission within the constrained set in more de-
tail, by looking at the effect of parameters analyzed in the theoretical section: cap-
ital tangibility and liquidity ratio (‘“net worth). We also try to identify instances
where the activity of constrained firms is steered in a positive unconventional di-
rection by a monetary tightening (i.e. a stronger input-price channel). We first
explore how the responses of constrained firms to monetary policy depend on the

3Firm fixed effects capture permanent differences in investment behaviour across firms.
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pledgeability of their physical capital as collateral. As more tangible capital is
expected to be more pledgeable as collateral, we use the former as a proxy in the
empirical analysis. We start by splitting the constrained set at each date in two
groups based upon their capital tangibility ratio in the previous fiscal year. The
set of regressions (2.25) is thus specified based on the following three groups g:
constrained firms with high capital tangibility, constrained firm with low capital
tangibility and unconstrained firms.

Firm-levelinvestment Firm-level working capital

O = N W s ;,

Percent

[N

Years Years
—i— constrained (younger no dividends)
—ea— unconstrained (all others)
- = =95% confidence interval

——constrained (younger, no dividends)
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- - =95% confidence interval

Figure 2.20: Estimated responses to a monetary tightening in the UK

Figure 2.21 plots the B;Z coefficients in the case of investment for the two
subgroups in the constrained set and for the unconstrained group. The left panel
compares the response of constrained firms with high capital tangibility (purple
line) with the one of unconstrained ones (light blue), whereas the right panel com-
pares the response of constrained firms with low capital tangibility (navy line)
with the one of unconstrained firms. The figure shows that firms in the constrained
group with low capital tangibility respond the most. If not paying dividends is a
good proxy for being financially constrained (and hence, assuming that all firms
in this group are constrained is a good approximation), this result implies that the
strength of the balance sheet channel decreases with the pledgeability of capital.

Table 2.3 shows that these results hold more generally. Specifically, it shows
the results of a regression with “constrained” and “unconstrained” firms as the
two groups ¢, and an interaction term between being in the constrained group and
the capital tangibility ratio in the fiscal year prior to the shock. The sign of the
latter coefficient of the interaction term is positive and significant, implying that
a higher capital tangibility ratio is associated to a weaker decline in investment,
and hence to a relatively weaker balance-sheet channel. This result is in line
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with the theoretical predictions discussed in the previous section (figure 2.27 on
page 87 the Appendix). In the model this result arises because a decrease in the
pledgebility of capital implies a decrease in the share of working capital credit
in total credit, and hence of a decrease in the relative strength of the real cost
channel. Importantly, a model with only investment credit as the one in Iacoviello
(2005) would imply the opposite. Thus, our empirical results may also be taken
as evidence of the importance of working capital credit for constrained firms in

the sample.
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Figure 2.21: Estimated investment responses to a monetary tightening (25bp)

Table 2.3: Effect of the asset tangibility ratio on the magnitude of the response of credit
constrained firms to monetary policy in the UK

Investment ratio
(h=0) (h=1) (h=2) (h=3) (h=4)

r5 Indy -5.925 % _11.003%**  -9.535%**  7.068%**  -6,00%**

r5 Indytarlag ~ 4.067%*  9.13%%* 8.401#***  6.038*** 44326 **

5 Iu -0.506%**  -0.489%**  -0.659%** -0.375%*  -0.025

Regression: I; s 1p — Liy—1 =Y + ﬁzhndy -Indy - R; + @hndym - Indytarlag - Ry + L, - Tu - Ry+
O‘?ndy ’ I?’ldy + a?ndyta ' Indytarlag + O‘?u Tu+ a?ndy ' Indy +im+ Eit+h

where Indy is an indicator variable which equals 1 if the firm is younger than 15 years and does
not distribute dividends, Indytarlag is an interaction variable with the (lagged) tangibility ratio
of firm’s assets and Ju is an indicator variable which takes the value 1 when Indy = 0.

The interest rate is instrumented with the series of monetary policy shocks.
*p <1, ¥ p < .05, ¥ p < .01
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Also in line with theoretical predictions is the positive highly significant cor-
relation between capital tangibility and leverage in the constrained group shown
in table 2.4. This correlation implies that, as in the model, constrained firms with
low capital pledgeability tend to be less levered®’. Furthermore, consistent with
theoretical predictions, there is no such significant correlation in the group of old
firms which distribute dividends (the most likely “unconstrained” group).

Table 2.4: Correlation asset tangibility ratio and leverage (significance level)

constrained (younger-no dividends) 0.1037 (0)
older-dividends (1) 0.001(0.8976)

*p < .1, ¥ p < .05, ¥ p < 01

We now look how the response of constrained firms to monetary policy de-
pends on their ability to finance production with their own net worth, otherwise
stated how the tightness of their credit constraint affects the response to monetary
policy®®. We use the liquidity available prior to the shock as a proxy for the funds
that the firm could use to finance production aside credit. As in Cloyne et al.
(2018) we normalize liquidity by the size of total assets. We split the constrained
set at each date in two groups based upon their liquidity ratio in the previous fis-
cal year. The set of regressions (2.25) is thus specified based on three subgroups
g: constrained firms with high liquidity ratio, constrained firm with low liquid-
ity ratio and “unconstrained” firms. We use 20% to define the threshold between
low and high liquidity ratios™. Figure 2.22 plots the 5" coefficients in the case
of working capital for the two subgroups in the constrained set. As in the model,
firms that can use less of their own funds to finance production (here, firms with a
low liquidity ratio) respond more to monetary policy.

In the theoretical analysis we saw that a strong input price channel is favored
by a high share of working capital credit in total credit. We do not have infor-
mation on working capital credit, but we do on short-term debt and we use the
latter as a proxy. We look at the limiting case of firms with only short-term debt
and focus on the ones with a low pledgeability of their capital. Specifically, we
define two groups ¢ one including the latter group of firms, and the other all firms
in the economy and run the regression in (2.25). The 39 coefficients are plotted in

371n the model, lower capital pledgeability is associated to lower steady-state leverage ratios of
constrained firms.

38Constrained firms with higher net worth need less credit, and hence their financial constraint
is expected to be looser.

3 Around 2/3 of observations are below this threshold. Results are robust and differences be-
tween the two subgroups more striking when defining a lower threshold of 10% which splits the
constrained group more evenly in two sub-groups.
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the left panel of figure 2.23. The ones for the constrained groups with short-term
debt only and capital pledgeability ratio lower than 0.9 are plotted in navy blue,
whereas the ones for all other firms in light blue*°. The figure shows that invest-
ment by firms in the first group is steered by a monetary tightening in a positive
unconventional direction on impact in line with a relatively stronger input-price
channel. The right panel of figure 2.23 shows that the model makes a similar
prediction in this special case. Specifically, both the theoretical responses of in-
vestment and output are steered in an unconventional positive direction when the
firm has only working capital credit and a low capital pledgeability ratio*!.
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Figure 2.22: Estimated working capital responses to a monetary tightening (25bp)

More generally, by running the regression in (2.25) with two groups of firms
constrained and unconstrained and an interaction term between being constrained
and the lagged value of short term to long term ratio, we obtain a positive signifi-
cant coefficient for the latter (table 2.5). This implies that, to the extent that short
term debt is a good proxy for working capital credit, as in the model, a higher
share of short term debt is associated to a weaker response of a constrained firm
to a monetary tightening*?.

“OTnitially, I run a regression with four groups:. However, results for the constrained group with
only short term debt and low capital pledgeability are the same as for the simpler regression.

#IThe pledgeability ratio is set low enough for a set of firms to be constrained in equilibrium
under the alternative calibration following Iacoviello (2005).

PRegression: I; 41p — Lig—1 = Y + ﬁlhndy -Indy - Ry + 5Zhndym - Indytarlag - Ry + B2 -
Tu- Ry + afndy - Indy + a?ndyta - Indytarlag + o, - Tu + a?ndy - Indy 4 i.m + €; ¢4, where
Indy is an indicator variable which equals 1 if the firm is younger than 15 years and does not
distribute dividends, Indytarlag is an interaction variable with the (lagged) tangibility ratio of

firm’s assets and /w is an indicator variable which takes the value 1 when Indy = 0. The interest
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Figure 2.23: Estimated investment responses to a monetary tightening (left). Theoreti-
cal investment responses to a monetary tightening; alternative calibration 2 with flexible
wages, ¢ = 1 i.e. 100% of physical capital financed by equity and v = 0.2 i.e. 20% of
physical capital is pledgeable as collateral (right)

Table 2.5: Share of short-term debt in total debt sh/It — lag and the response of credit
constrained firms to monetary policy in the UK

Investment ratio
(h=0)

5 Indy -5.037%%*

15 Indy — sh/lt — lag 4.8 %

5 Iu -0.477%%*

*p < .1, % p < 05, ¥ p < 01

rate is instrumented with the series of monetary policy shocks as described in table 2.2.
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2.8 Use of the model for policy analysis

The model can be used to give a structural interpretation to the estimated dynamic
responses to a monetary tightening shown in the previous section. According
to those estimations (reported again in the left panel of figure 2.24), financially-
constrained firms reduce their activity stronger than unconstrained ones. By set-
ting the capital leverage ratio of constrained firms at #¢ = (.32 under the alter-
native calibration with a = 0.03, we can match reasonably well the empirical
firm-level responses (right panel of figure 2.24).

The empirical results can be explained through the lenses of the model by a
dominant balance-sheet channel. Specifically, as the central bank rises the policy
rate, collateral asset values decline, and hence constrained firms are compelled to
cut strongly production. The strong adverse effects on constrained firms further
spill over to unconstrained ones, benefiting the latter. Specifically, the strong de-
cline in production by constrained firms decreases competition on output markets
for the unconstrained ones, and implies strong negative pressures on input prices
(because of the strong decline in input demand). These positive spillover effects
via output and input markets partially counteract the negative effects of the mon-
etary tightening on the firms which do not face financing constraints. Hence, they
respond only mildly in equilibrium.
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Figure 2.24: Response of investment to a monetary tightening (25 bps)

The model may also help us understand better how monetary policy transmits
in the current low interest rate environment where the probability that the policy
rate hits the ZLB is high. In particular, the model outlines that in economies with
strong dominant balance-sheet channels (such as the UK, the US, and most likely
the Euro Area), the presence of an effective ZLB on the policy rate particularly
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hurts financially-constrained firms, while unconstrained ones may benefit. To see
why, note that in the absence of the ZLB, constrained firms are more negatively
affected than unconstrained ones in response to a monetary tightening, but more
positively affected in response to a monetary loosening. Thus, in the absence
of the ZLB, the relatively gains and losses for these firms compensate over the
business cycle.

Since the ZLB limits the more positive effects of monetary policy when an
interest rate cut is warranted, but the more adverse effects remain unchanged, on
average over the business cycle, constrained firms end up particularly hurt. Fur-
thermore, because of spillover effects, unconstrained firms benefit. Specifically,
since constrained firms are affected less positively by a cut in interest rates, the
associated negative spillovers to the unconstrained ones are also lower. As a re-
sult, the net positive effects of monetary policy on unconstrained firms in times
where a monetary loosening is warranted are stronger. Thus, despite the stronger
decline in aggregate activity when the ZLB binds, unconstrained firms may not be
affected by the latter in equilibrium, or they may even end up producing more.

Consistently, figure 2.25 illustrates the effects of the ZLB on constrained and
unconstrained firms when the economy is hit by demand, technology and finan-
cial shocks. Result are conditional on the Taylor rule considered in our analysis
which proxies the way monetary policy is conducted in practice. The time pref-
erence parameter is set to 0.995 so as to imply a (lower) long-run interest rate
of 2% in annualized terms (compared to 4% under baseline calibration), and the
sizes of the shocks are set such that the model economy hits the ZLB. Results are
reported for the UK calibration. For all three types of shocks it can be observed
how the ZLB limits the positive effects of the decline in the policy rate on the
production of constrained firms. It also shows how, despite the ZLB, the shock
affects production of unconstrained firms either the same or even less than in its
absence.The latter result is explained by the smaller negative spillover effects of
monetary policy transmission to constrained firms.

Finally, one could further use the model more generally to study how optimal
policy departs from the standard prescriptions derived for the credit-frictionless
limit. According to the model, when ignoring the ZLB on the policy rate, such
departures are only marginal in the case of the UK. Specifically, they are of order
—0.08% (in annualized terms) from strict price inflation targeting for a transitory
standard negative demand shock (i.e. implying an annualized variation in the effi-
cient rate of 1%), of order 0.16% for a transitory 1% negative shock to the capital
pledgeability ratio, and of order —0.025% from composite inflation targeting for
a transitory positive technology shock.
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Figure 2.25: Responses to shocks subject to the ZLB
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Figure 2.25: Responses to shocks subject to the ZLLB

Relatively to the credit-frictionless benchmark, the policy rate declines less in
response to both demand and technology shocks under optimal policy (left and
right panels in figure 2.26). Furthermore, as already pointed out in the theoret-
ical section on optimal policy design, the policy rate declines in response to the
financial shock in order to prop up collateral values (middle panel in figure 2.26).
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Figure 2.26: Optimal policy rate response - UK calibration and credit-frictionless setup

Going forward, since the low interest rate environment seems here to stay, it
would be important to use the model to understand how monetary policy should
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be optimally conducted in this environment in conjunction with other available
policy instruments, while taking explicitly into account the interactions between
constrained and unconstrained firms in the economy.

2.9 Conclusions

In this paper I propose a stylized model to study how transmission and optimal
design of monetary policy change with the share of firms facing financing con-
straints. The analytical framework is an extension of the Rotemberg version of
the basic New Keynesian model with working capital paid in advance and physi-
cal capital in fixed aggregate supply. I find that credit frictions activate a number of
additional transmission mechanisms in the New Keynesian setup through which
monetary policy affects the supply-side of the economy in opposite directions.
For instance, a monetary tightening depresses production by constrained firms by
pushing downwards collateral values and expands it by reducing prices of inputs
financed against collateral. These indirect effects spill over to unconstrained firms
via input and output markets, rendering firms’ heterogeneity in term of access to
credit relevant for monetary policy. In equilibrium, credit frictions may both am-
plify or dampen the reaction of output to monetary policy depending on structural
parameters, and generate “price puzzles”.

Changes in transmission further translate into changes in the optimal design
of monetary policy, but the latter may not be quantitatively significant unless the
share of constrained firms is very high. Empirical evidence based on UK data
corroborates the predictions of the model on how monetary policy affects con-
strained firms given the tangibility of their assets and their liquidity ratio, and
uncovers a set of constrained firms whose output is steered in an unconventional
direction by monetary policy. In the end, the analytical setup is used to point
out that in the current low interest rate environment in countries with a dominant
balance-sheet channel such as the UK (and also, the US and most likely the Euro
Area), financially-constrained firms are particularly hurt, whereas unconstrained
ones may benefit when the policy rate hits the ZLB.

Ongoing work focuses on bringing supporting evidence for the two new chan-
nels of monetary policy transmission identified in the theoretical analysis, namely
the “input price channel” and the “spillover channel”. Moreover, the empirical
analysis is being extended for the US and the Euro Area.
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2.11 Appendix

2.11.1 Log-linear approximation

The analysis focuses on the first order approximation of equilibrium dynamics
in the vicinity of the non-stochastic zero-inflation steady-state. Shocks are small
enough for supply to be non-rationed and credit constraints to remain tight. Nota-
tion is standard: small caps stand for the log-levels, (™) for the log-deviation from
steady-state, while the absence of a time subscript denotes a steady-state value.
Households’ behavior is described by the consumption/saving decision:

~ ~ I/~ 1

¢ = E{C} — ;(Zt - Et{ﬂ't+1}) + g(l — p2)z (2.26)
and the (aggregate) labor supply:

ol + o€, = By, (2.27)

where &, is the log-deviation from steady-state of real wage. Households’ be-
havior is not affected by the presence of credit frictions on the supply-side of the
economy. Demand for goods in each set (constrained and unconstrained) equals:

Yy = —epp; + Ui,  S=T,C (2.28)
where pp; = P} — Di.
On the supply-side, firms’ behaviour is described by their price-setting deci-
sion:

—~ 5 ~ 5 )\l,s 31,s
7'(';59 ~ BEt{ﬂ-tSJ,-l} + A\ (mct — DDy + m)\;7 ) (229)
with \* = gLM%’ X}“ = 0 and mc; = 0y + lAf — Y7, their production level:

U =a; + oz@f + (1 - oz)lAf,
their capital demand:

o~ B(1+ A ) Bfab} + Bl Roin = N0 =09 (0 = E{mn} + 2F)

MOG) (L N @)Y O/KG) (| w
+ B Q+/P (Et Yt — ki + Et{mct+1})+
A e R (0| Teva
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k N ~
where @\f = lOg(QP—i) — lOg(%), Et{At,t-f—l} =~ Et{AZt+1} — O'Et{ACt+1} and,
for firms in the constrained group ¢ € O¢, additionally by their credit collateral
constraint:

% e, VQY/PKC B~Y(1 — 6°)Q* | PK*® .
= S ) - SO (g 1)

(2.30)

" are approximated by:

t—

Aggregate inflation dynamics II; =

whereas the goods market clearing condition by:

1
GG,y =log(Ys) with Y; = [/ Yt(i)l—%dz} : (2.32)
0

the labor market clearing condition by:

~ LC,\C Lu/\u
b~ oI+ (1= 9) I, (2.33)
and the one on the capital market by:
K°~, ~
0~ (bﬁktﬂ + (1 = @)k’ (2.34)

Debt market clears at the nominal interest rate set by the monetary authority(2.13).
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Table 2.6: Calibration full model specification with sticky wages

Core parameters

intertemporal elasticity of substitution

4% steady-state real (annualized) rate

Frisch elasticity of labor supply 0.2

share of labor in total output 75%

steady-state price markup 12.5%

average x equals Calvo counterpart for § = 0.75
match the Calvo counterpart 0, = 3/4 and €, = 4.5

oc=1

6 =0.99
p=2>5
a=0.25
e=9

§

Aw

Credit frictions
¢ €10,1]
Baseline
a=0.25
v=2038

¢ =0.23
Alternative 1
a = 0.03
v=2038

¢ =0.23
Alternative 2
a=0.03
v=20.28

¢ =0.45

considered a variable in the analysis

elasticity of output to real-estate (Gali (2015))
pledgeability ratio of real-estate as collateral
fraction real-estate equity-financed by constrained firms

elasticity of output to real-estate (Iacoviello (2005))
pledgeability ratio of real-estate as collateral
fraction real-estate equity-financed by constrained firms

elasticity of output to real-estate (Iacoviello (2005))
pledgeability ratio of real-estate as collateral
fraction real-estate equity-financed by constrained firms

Shock persistence

pm =0
p>=0.5
Po = 0.9

transitory monetary impulse
persistent demand shock
persistent technology shock

2.11.2 The efficient allocation (following closely Gali (2015))

The efficient allocation associated with the model economy can be determined by
solving the problem facing a benevolent social planner seeking to maximize the
representative household’s welfare, given technology and preferences. Given the
absence of mechanisms for the economy as a whole to transfer resources across
periods (e.g. capital accumulation), the efficient allocation corresponds to the
solution of a sequence of static social planner problems. Specifically, for each
period the optimal allocation must maximize the household’s utility:

U(Cy, {Ly(j)}; €%, e¥) (2.35)
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where C; = [ fol Cy(7) *Edz} and L, = [ Lt—d] subject to the resource
constraints:

Cy(i) = A H,(1)* Ly (i), Vi€ [0,1] (2.36)
1 P
L= ( [ nira)" vy 2.37)
0
1 —

/ H,(i)di = K (2.38)

0

1
/ L,(i)di = Ly (2.39)

0

The associated optimality conditions are:
Ci(i) = Cy, Vi € [0, 1] (2.40)
( ) ( ) Lt(z) Lt7Vi € [07 1]7v.] € [07 1] (241)
H,(i) = K,Vi € [0,1] (2.42)
—Uiz(y—@AJ@Lfa (2.43)
Uc,t

Thus it is optimal to produce and consume the same quantity of all goods and
to allocate the same amount of labor and capital to all firms. That result is a con-
sequence of all goods entering the utility function symmetrically, combined with
the concavity of utility and production functions, identical for all goods. Once the
symmetric allocation is imposed, the remaining condition defining the efficient
allocation, equation (2.43), equates the marginal rate of substitution between con-
sumption and employment to the corresponding marginal rate of transformation
(which in turn equals the marginal product of labor).

The NK model developed in this paper is characterized by three different dis-
torsions: (i) the presence of market power in goods and labor markets exercised
by monopolistically competitive firms and labor unions, respectively; (ii) infre-
quent price and wage adjustment by firms/labor unions; (ii1) the presence of credit
frictions affecting production of some firms.

In the decentralized economy, in the credit-frictionless limit, in the absence of
nominal rigidities, (2.40), (2.41) and (2.42) are satisfied. In this case:

Wt Ut t
AN 2.44
7= w,M (244)
and W
P,=M, L (2.45)



1

Note that an employment subsidy 7 = 1 — M funded with lump-sum taxes
can be used to guaranteeing the efficiency of the flexible price/flexible wage equi-
librium in the credit frictionless limit. Namely, with this subsidy in place:

(1 — T)Wt
(1 — Oé)At]’?aLtlia

P, =M, (2.46)
and hence, condition (2.43) is also satisfied. In the welfare analysis, I assume
such a subsidy is in place. Thus, the flexible-price credit-frictionless specification
is the efficient benchmark at all times.

2.11.3 Zero inflation steady-state

It is convenient to first derive the steady-state shadow value of the credit collat-
eral constraint. The model is calibrated such that the associated constraint binds,
namely:

k K¢ W L¢
- —11—C)Q— —(1—nE 2.4
{u 7 (1-0) | S5 = -5 (2.47)
Using the price-setting equation of the constrained group of firms:
pe W Le1+ X W L¢ Pe1—
Lo M,(1—7) SIS L VS T 48)

P PYel—a PYe PP 14

and their real estate demand equation:

QF afe'p
2 [ﬁfl IPEY (V( —Pﬁl(l - 96))] (2.49)

we can derive the equilibrium expression of \“ exclusively as a function of struc-
tural parameters:

1—a)(ft—1
A= ( ><ﬁ ) -« (2.50)
TN ()
Next, it is convenient to compute the steady-state value 67 = %. Using the
production functions for the two groups of firms we obtain:
Ye Ko\ Lo\ 1-a
— = — 2.51
v = () (22) @3
Furthermore, the real estate market equilibrium £ ’;;K M @K iy
Y p ye pe
YK kP (2.52)

F1_1 - [5_1 1 )\0(1/—5_1(1 _Qc)ﬂ
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implies:

K¢ Ye -1 1
=g, 6= P 2.53)
Kv Y [6_1_1_)\c<y_5—1(1_9c))]
Using Y* = <%> Y andve = (%) {Y, we can determine:
ye pe —¢
R I T AT
= () =@ (2.54)
and write (2.53) as:
K¢ 1—¢
_ (sp
= =() (2.55)
Replacing (2.55) and (2.54) in (2.51), it yields:
Le A
L (s
= () Q) (2.56)

One way to determine 07 is to express the tight collateral constraint (2.47)
in terms of the labor-output ratio of unconstrained firms in equilibrium. The ex-
pression of L"/Y™ as a function of L°/Y“ can be determined by replacing the
expression of K¢/K" from (2.53) in (2.51), namely:

= Gron) (5) "= B ()~ e

After replacing in the binding credit collateral constraint (2.47) the expressions of
L°/Y* from (2.57) and of & £Z from: (2.49)

P Y*
<V - 3741 - 90)>ozE I .
- (-2 (70) 77 @5
[571_1_)&(,/_571(1_9%)} PY
and using the price-setting equation of unconstrained firms:
P 1—7W L* W Lv pu
— = —— 1 —7) = =M11-0a)— 2.
Moy T pm M e (2:59)

we can compute the expression of d” as a function of structural parameters:

o [1 B -1- )\C<1/ B - 96))
o« (v=pr-09)M,

-«
] 0o (2.60)
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The value of 47 can be directly used in (2.55) to determine £. = (67)'=%4. Fur-

Ku
thermore, using the labor market clearing condition:

Cc u

L:¢LC+(1—¢)L":>1=¢%+(1—¢)% (2.61)

and the expression of L¢ as a function of L" in (2.56), it yields:

Do) T eea) e

_eta(l=e) __a_
and L= = L <5p e (6) ""®. The steady-state expression of the price

index P'¢ = ¢(P°)' ¢ + (1 — ¢)(P*)' ¢ implies:

c\ 1—¢ w\ 1—€
1 :gb<%) +(1—9) (%) (2.63)

. Pc/P U . .
Using 6 = Pu// 5 % can be determined as a function of structural parameters as:

o) o )T e0)’

PC o PU
and the one of 5= ?(51).

In the analysis of monetary policy transmission, there is no employment subsidy
correcting for market power distorsions (7 = (), whereas in the welfare analysis
this subsidy is assumed to be in place.
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2.11.4 Plots monetary policy transmission
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Figure 2.27: Dynamic response to a transitory monetary tightening (o = 0.03)
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Figure 2.28: Dynamic response to a transitory monetary tightening
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Figure 2.29: Dynamic response to a transitory monetary tightening (o = 0.03)
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Figure 2.30: Dynamic response to a transitory monetary tightening
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2.11.5 Welfare loss function

Period utility can be written up to a second order approximation as:

U —U l-0, UL ! 1+ ,
tUCY ~(1+z)e+ —— 5 2+UY((1+zt)/0lt( Ndj + ——— 5 Olt<j)dj)

+t.0.p. (2.65)

Next, we express fo 1,(j)dj and fo 12(j)dj as a function of aggregate working
hours. We define the aggregate labor hours (of all types j) used by all firms in the
economy:

1
L= / Li(j)dj (2.66)
0

Up to a second-order approximation, the following relations hold (Gali (2015), p.
189):

1
/ R(j)dj = 1 + ehvar;{wi(j)}
0
L ~ 1
| i~ Setvarw))
0

Replacing these expressions in (2.65), we obtain:

U~ U _l-0, UL 1
gy LAt 3+UY[(1+Zt)(l_§5 vars{wd)}) +

14+ ¢ /o

+ — 5 (l + &2 var;{w(j )})] + t.i.p.

 1-0, UL -
~(1+ 2)8 + —— { +%

5 t+UY (T4 2zl + —1+
pes,
2
Next we express ¢; as a function of ;. Up to a second order approximation the
goods market clearing condition writes:

65— 5|1 = eletaty? + ot

+ efuvarj{wt(j)}] + t.i.p.

1—0 .
5 U

thus, %2 (14 20 - 30— aetety? + ¢5<w§>2} E
UL

1+S0P SDwZ
UY ¢

5 € varj{wt(j)}} + t.i.p.
(2.67)

+

[(1 + 2l +
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Next, we write ¥; + lt as a function of quadratic terms*. L, in (2.66) equals:

b= [ nawa = sufori0-om). aw= [ (U "

Up to a second order approximation this relation implies:

T w . L* 7e 1 T¢ L 7u 1 Tu
Iy ~ %varj{wt(j)} + ¢f |:lt + g(lt)z] +(1- (b)f [lt + 5( t >2]

where var;{w;(j)} defines the second order approximation of fol Wi(5)—Wy)3dj.
Using the expresswn of aggregate output, the production functions, and the ex-
pression above, ¥; + lt equals:

B+ g =o(5) mra-o(5) we

P
UlL 3 1LC/\C 1 Lv %
P [vars i} + o3 5@ + 50— 92 G+
Leys — ap — aky L'y — ay — aky
- 1 —
L e e S ) b +tip

431 tried first to express Tt as a function of aggregate output. In the basic credit-frictionless NK model L; =

1 P
i—a N\ TEw . T—a
Ay, tApt (%) with Ay, ¢ fol (W‘fvi(j)) dj, Apt fol (%ﬁz)) di. Hence, up to a second or-

der approximation, (1 — oz)lAt =yr—at+ %vam’{wt( i)} + gvari{pt(i)} (Gali (2015), Chapter 6, page 190).
Here, due to the presence of capital in the production function, and of the different capital levels used by unconstrained

f

1 —€p
T—a = o
versus constrained firms, Ly = Ay tApg ¢ (X—";) , with Apg = fol (Pt( )) Kt( ) T-edi. Thus, in the

second order approximation of the expression of aggregate labor there are first and second order terms including E;‘ and
k¢ . The approach followed is less computational intensive.
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Replacing the expression above in (2.67), we get (after some algebra),

U,-U 1

vy o2 [’5“ )T +€0(x) — (L= o)+

+(1—gbz+w)cg?16@+

(1- a)zjilL + pew) (%) Cvar i)+

n “L;/j) (5) @y +a-a 2@y -

Pe X PeL. 1 P K\
- 20— 200 (o) e - () g

14 A¢ 14+
P K¢ ~ ~
+al ) (GeaolEr + 1= @) + i

We can thus define the loss function as:

= B0 B [E0 — O)m + 9l — (L= )+ + (R
t=0
L¢ ~ LY ~ -~
(O 0+ (1= O (@)) =T 7 i+

Fope (g + (1= 9] + i

where T used Y2 Slvar;{w(j)} = %(m )2 (see Gali (2015), page
119): 4! = Ll (B)1=e > o,

7 = B () 2 0

Aleuw = (Llu/aL)<Pu)1 €>0,

7Y =20(F) % 2 0,

v“z%wOEVﬂ;f%%V*%>z&

S 05(1; e >0,

t.1.p. collects terms that are independent of monetary policy. I derive the opti-
mal monetary policy under commitment by choosing all variables in section to
minimize the welfare loss function above subject to the equations of the model in
section 2.11.1.
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Table 2.7: Coefficients linear terms welfare criterion

$p=0 ¢$=02 ¢=05
Baseline

~Ye 0 0.017 0.046
ke 0 -0.015 -0.041
Alternative 2

~ye 0 0.0019  0.0051
ke 0 —0.0017 —0.0045

2.11.6 Plots optimal monetary policy
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Figure 2.32: Optimal policy: Dynamic responses to a transitory negative pledgeability
ratio shock for different shares of constrained firms (o = 0.03, ¢ = 0.45)
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Chapter 3

OPTIMAL MONETARY-FISCAL
POLICY WITH FISCAL LIMIT
AND ZERO LOWER BOUND
CONSTRAINTS

3.1 Abstract

With their aging populations, many advanced economies are currently (i) ap-
proaching their fiscal limit, and (ii) facing a decline in their long-run real interest
rates. The latter increases the probability that the policy rate is constrained by
the zero lower bound (ZLB). In this paper, we study the optimal monetary-fiscal
policy mix under commitment in the presence of fiscal limit and ZLB constraints.
We conduct our analysis in an extension of the basic New Keynesian model with
an endogenous fiscal limit. We assume away both outright default on public debt
and monetary financing. Our main result is that, as the economy approaches its
fiscal limit, the reduction in fiscal space limits the future boom that the policy-
maker can promise at the ZLB, and hence dynamics under optimal policy become
less inflationary'.

Keywords: Monetary policy, fiscal policy, endogenous fiscal limit, zero lower
bound JEL Class.: E2 — E3 — E4.

!Joint work with Alain Durré, Université Paris Dauphine and Université Catholique de Lille.
We thank Jordi Gali for guidance and encouragement to pursue this project, as well as for useful
comments to Andrea Caggese, Alberto Martin, Edouard Schaal and participants at the CREI Macro
Lunch Seminar in November 2018.
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3.2 Introduction

With their aging populations, many advanced economies are currently (i) ap-
proaching their fiscal limit, and (ii) facing a decline in their long-run real interest
rates. The latter increases the probability that the policy rate is constrained by
the zero lower bound (ZLB). The aging of populations have been put forward as
a common driving force for both long-run phenomena by two separate strands
of literature. One is the fiscal limit literature which warns that the rise in old-
age dependency ratios in advanced market economies (figure 3.1) requires high
tax adjustments to finance adequate pensions, health and long-term care expen-
ditures (figure 3.2), and thus pushes government finances on unsustainable paths
(e.g. Davig, Leeper and Walker (2010), Leeper and Walker (2011)). The other is
the secular stagnation literature (e.g. Summers (2014), Eggertsson and Mehrotra
(2014), Gordon (2016)) which outlines that these demographic changes, alongside
other factors, push real long-term interest rates downwards (figure 3.3). This is
because the decrease in the number of young relative to middle aged reduces loan
demand, and hence triggers a decline in real interest rates (Eggertsson, Mehrotra
and Robbins (2019)).

Expected life expectancy at age 65 Old-age dependency ratios
Number of people older than 65 years per
, w1580 W 2015 2060 100 people of working age (20-64)
apan I
France I % .
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Korea I —— 8 *
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Figure 3.1: Aging populations in OECD countries (¢ projected values for 2060)
Source: OECD (2019) — Fiscal changes and inclusive growth in aging societies

Our paper explores how the two ongoing long-run phenomena (the approach
to the fiscal limit and the decline in long-run interest rates) jointly affect the op-
timal monetary-fiscal response to business cycle fluctuations. To investigate our
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research question, we use an extension of the basic New Keynesian (NK) model
(Gali (2015), Woodford (2003)) with an endogenous fiscal limit and we study how
the optimal policy mix at the ZLB changes with the proximity of the economy to
its long-run fiscal limit. We assume away both outright default on public debt and
monetary financing. Our main result is that as the economy approaches its fiscal
limit, the reduction in fiscal space limits the future boom that the policymaker
can promise at the ZLB, and hence dynamics under optimal policy become less
inflationary. We also find that, on this convergence path, it gradually becomes
more costly for the policymaker to correct for long-run allocation inefficiencies
associated to the increase in distorsionary taxes. And this even in the absence of
the ZLB.

Increase in tax revenue by 2060 to keep publicdebt ratios stable
B Health B Pensions 3 Other primary expenditure O Other factors ATotal

1% of potential GDP
0 L — — . —

4
& Ng &® & ) O i & & & P &
& & & (& A A R
\\“@ ‘\\\eb o \\(\\\
)

Note: Primary expenditure other than pensions and health is assumed constant in real per capita terms. Other factors capture the initial gap between primary revenue and
the debt-stabilising level and changes in GDP growth over the projection period.
Source: OECD (2018), “The Long View: Scenarios for the World Economy to 20607

Figure 3.2: Steep tax increases needed to absorb ageing costs
Source: OECD (2019) — Fiscal changes and inclusive growth in aging societies

So far, literature has investigated separately how the two long-run phenomena
affect the conduct of monetary and fiscal policies. Specifically, on the one hand,
the “fiscal limit” literature has focused on the implications of the long-run unsus-
tainability of public finances for monetary policy without reference to business
cycle stabilization and the ZLB (e.g. Bianchi and Melosi (2018), Leeper (2013),
Davig, Leeper, and Walker (2011), Leeper and Walker (2011))%. In a nutshell,

?Leeper (2013) assumes the economy is already at the fiscal limit where agents expect it to
remain forever and studies how the economy operates when the policymaker opts to allow in-
flation to devalue outstanding government debt. Davig, Leeper, and Walker (2011) and Leeper
and Walker (2011) incorporate endogenous fiscal limits triggered by Laffer-curve relationships as
a result of distorsionary taxation and/or exogenous fiscal limit distributions triggered by politi-
cal factors given (current and future) public transfers/expenditures commitments and study how
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these papers argue that the monetary authority will need to embark on a more
inflationary regime so as to render (nominal) debt sustainable by eroding its real
value. On the other hand, Eggertsson and Woodford (2004) and Nakata (2017)
have derived the optimal monetary-fiscal policy mix when the ZLB binds without
taking the fiscal limit into account’. They find that fiscal and monetary policies
should be jointly used to promise a future boom at the ZLB. This future boom is
aimed to encourage present consumption, and hence to compensate for the lack of
ammunition of monetary policy when the shock arises.

Long term interest rates Short-term interest rates
10.0 10.0 8.0
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Figure 3.3: Real interest rates in main advanced economies
Source: Ferrero, Gross and Neri (2019)

Our analysis which considers jointly the policy implications of the two ongo-
ing long-run phenomena uncovers a number of novel insights. On the one hand,
relatively to the ZLB literature, we find that as the economy approaches its fis-
cal limit, the magnitude of the future boom that the policymaker can promise at
the ZLB under the optimal monetary-fiscal policy mix decreases*. On the other

possible regime switches at the fiscal limit may affect current macroeconomic behaviour. Leeper
and Leith (2016) look at the optimal monetary-fiscal response to transfer and public expenditure
shocks for different levels of initial public debt; their analysis however does not take into account
neither standard business-cycle shocks (e.g. demand or technology ones), nor the zero lower bound
constraint on the policy rate.

3This latter reference builds on previous results from the literature on optimal monetary-fiscal
policy mix which abstracts from the existence of a ZLB (Benigno and Woodford (2003), Schmitt-
Grohe and Uribe (2004), Siu (2004)).

4As in Eggertsson and Woodford (2004) and Nakata (2017), we implicitly assume that struc-
tural parameters of the model and the shocks are such that a zero-inflation steady-state is optimal.
From the analyses in Budianto (2019) and Andrade et al. (2018), however, we can see that this is
not always the case.
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hand, relatively to the ’fiscal limit’ literature, we find that fiscal pressures can af-
fect monetary policy even when they don’t endanger the sustainability of public
finances. In particular, when the ZLB binds, these fiscal pressures restrict the sta-
bilization power of the monetary-fiscal policy mix at business cycle frequency”.

In building our analytical setup, we model explicitly the two on-going low-
frequency phenomena triggered by demographic changes as affecting the long-run
equilibrium of the model. In particular, a lower long-run interest rate is mapped
to a lower value of the steady-state interest rate as in the ZLB literature (pinned
down by a lower time discount factor), whereas the relevant fiscal limit in the
analysis is the steady-state fiscal limit. To add an endogenous fiscal limit into
the basic NK model (Gali (2015), Woodford (2003)) we embed a “Laffer curve”
by assuming that taxes are distorsionary instead of lump-sum, whereas to gauge
the proximity of the economy to its long-run fiscal limit we add exogenous (real)
steady-state transfers. The latter stand for pre-committed expenses associated to
aging populations such as pensions and healthcare expenditures. In modeling the
fiscal pressures due to aging populations (depicted in figure 3.3) as higher transfers
to households, we follow the fiscal-limit literature (e.g. Bi (2012), Davig, Leeper,
and Walker (2010)). In our setup, higher steady-state transfers bring closer the
economy to its steady-state (long-run) fiscal limit, and may push it beyond. Apart
from these two features, the model is similar to the basic NK model on all other
dimensions.

We start our analysis by looking how the distance of the economy to its long-
run fiscal limit (defined as the peak of the Laffer curve in steady-state) affects
optimal policy in the absence of the ZLB constraint. We first point out that, as the
economy converges to its fiscal limit, the higher required levels of distorsionary
taxation widen long-run allocation inefficiencies. Abstracting from exogenous
disturbances, we find that monetary and fiscal policies can (partially) correct these
distorsions, and to do so, they need to coordinate. If prices were fully-flexible,
(long-run) efficiency could be restored under optimal policy by using unexpected
inflation to permanently reduce the real value of (nominal) public debt, and hence
debt service costs. This would make room for a permanent decline in tax rates
which would restore the equality between output and its efficient level. When
prices are sticky, optimal policy still lowers the value of long-run debt so as to
allow for lower tax rates and higher output in the long run. The way the permanent
decline in long-run debt is now achieved depends however on the degree of price
stickiness.

Particularly, when price stickiness is low, the permanent decline in real debt

SMoreover, unrelated to the ZLB, but related to optimal business cycle stabilization policies,
we also point out that (i) current fiscal pressures also widen allocation inefficiencies as they imply
levying greater amounts of distortionary taxes, and that, (ii) as the economy approaches its fiscal
limit, correcting such inefficiencies becomes more costly.
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is still achieved via unexpected inflation as in the case of fully-flexible prices.
However, the policymaker can no longer necessarily restore efficiency because
(1) it is constrained to choose an inflation which is compatible not only with the
government’s budget constraint, but also with firms’ price-setting behaviour, and
(i1) inflation has welfare costs. Furthermore, for standard degrees of price stick-
iness, the policymaker engineers instead the initial decline in real debt via both
unexpected inflation and higher real taxes. To achieve this, it initially simultane-
ously declines the policy rate and increases the tax rate. The decline in the policy
rate temporary increases aggregate demand and hence counteracts the initial neg-
ative effects of the tax hike on output. This makes possible a simultaneous initial
increase in real taxes and output (which would not be possible if prices were flex-
ible). Alongside the rise in real tax income, unexpected inflation contributes as
well to the decline in real debt, albeit to a significantly lower extent than in the
case of flexible prices. The latter arises as a result of higher demand (due to the
decline in the policy rate), and lower supply (due to the tax hike). As the economy
approaches its fiscal limit, the ability to engineer the initial increase in taxes via
the increase in the tax rate (with its associated debt reduction) diminishes. Using
inflation remains an option, but this makes more costly to correct for long-run
allocation inefficiencies.

In a next step, we study the optimal policy response to a demand preference
shock. We choose this particular type of shock because we impose the ZLLB con-
straint later in our analysis, and this shock is specific to the ZLB literature. We
find that monetary and fiscal policies coordinate again to engineer the optimal re-
sponse and that, while doing so, they take into account as well the need to correct
for long-run distorsions. Specifically, the policy rate is optimally used to engineer
a monetary policy stance slightly looser than the one warranted to perfectly offset
the effect of the shock on aggregate demand. The more looser policy pushes (di-
rectly) output above its initial steady-state level by expanding aggregate demand
and erodes the real value of debt permanently via inflation. Simultaneously, fiscal
policy varies the tax rate such that, given the equilibrium effects induced by the
variation in the policy rate, long-run output increases by the optimal amount. The
variation in the tax rate depends on the sign of the shock: for a negative shock,
the decline in the policy rate has an initial direct negative effect on debt and hence
there is less need to raise taxes on impact (and, hence, to increase the tax rate).
The converse is true for a positive shock when the rise in the policy rate puts
additional positive pressures on debt.

Once we have understood how the fiscal limit affects optimal policy in the
absence of the ZLB, we turn to our main research question and study how con-
clusions change when we also add this constraint on the policy rate. In this case,
we find that the labor income tax is additionally actively used (alongside the pol-
icy rate) to counteract the effects of negative demand shocks. Specifically, as in

102



Eggertsson and Woodford (2004) and Nakata (2016), the policymaker initially in-
creases the tax rate to act against deflationary pressures, and it then commits to
keep it low even in the aftermath of the shock so to engineer a future boom, side by
side with the promised accommodative future monetary policy. The *promissed’
future boom engineered via both loose monetary and fiscal policies is aimed to
encourage present consumption. The fiscal limit constrains the extent to which
tax policy can be used as a substitute for monetary policy at the ZLB. Specifically,
it limits the rise in tax income on impact and, hence, the level of accommoda-
tive policy that the policymaker can promise for the future. This is because, for
each marginal variation in the tax rate when the shock arises, when the economy
is closer to its (long-run) fiscal limit, taxes increase less or even decline. As a
result, for each initial marginal increase in taxes, there is less fiscal space created
that can be used to engineer a “promised” boom in later periods without endan-
gering the sustainability of public finances. This is why, when the ZLB binds,
dynamics under optimal policy mix in response to a negative demand shock are
less inflationary as the economy approaches the fiscal limit®.

Hereafter, the paper is organized as follows: section 2 describes the model,
section 3 derives dynamics under the optimal policy mix— first without the ZLLB
constraint (subsection 3.1) and then with this constraint (subsection 3.2), whereas
section 4 concludes by summarizing main results and discussing future exten-
sions.

3.3 Model

The model is an extension of the cashless-limit basic New Keynesian (NK) setup
(e.g. Chapters 3 in Gali (2015) and Woodford (2003)) with a (distorsionary) labor
income tax and exogenous steady-state (real) lump-sum transfers to households.
The two features generate an endogenous Laffer curve in equilibrium, and the lat-
ter allows to gauge the distance of the economy to its long-run fiscal limit (defined
as the peak of the Laffer curve). The agents in the model are a continuum of size
one of identical households, a continuum of size one of monopolistic firms, and a
public authority setting jointly both monetary and fiscal policies.

3.3.1 Households

The representative household decides each period how much to consume Cj, to
work L, and to invest in one-period nominal public bonds B, in order to maximize

®Note that as the policy mix affects the real value of nominal debt. Thus, default via the erosion
of the real value of nominal debt is allowed.
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expected inter-temporal lifetime utility

00 Ol—a L1+<,0
E /Btz< t . t )}
0{; "\1-0¢ 1+

subject to the budget constraint
PtCt + QtBt S Bt—l + (1 — Tt)WtLt + D’L"Ut + PtT Vt, (31)

and the solvency (transversality) condition

: _+%7Cr° Br
lim Epq 7" ——L— 4 >0 3.2
T 0{5 Z,C;° Pr } = G2
where C; = | fol C’t(i)l_idi]s—% is a standard Dixit-Stiglitz consumption index

of differentiated goods with ¢ a measure of substitutability among them, P; =
[ fol P,(i)'==di] 7= is the unit price of the consumption basket, W, stands for the
nominal wage, B; represents purchases of one-period government bonds sold at
price (); which pay one nominal unit at ¢ 4+ 1, 7; is a (time-varying) tax rate on
labor income, Div; are dividends from the ownership of firms, 7 are real transfers
from the public sector, and log(Z;) = p.log(Z;—1) + £f is a demand preference
shock. The optimality conditions describing the behaviour of the household are
the sequence of consumption/saving decisions,

Cill0%i1 P
= BB —4H vt 3.3
Qt 6 t{ Ct_UZt Pt+1 ) ( )
labor supply ones
1%
CoLY = (1— Tt)Ft Vit, (3.4)
t

together with the solvency condition (3.2), and the period budget constraints (3.1).
Up to a first order log-linear approximation, these conditions write

~ ~ 1~ 1
a=E{cn}— ;(Zt — E{ma}) + ;(1 — p2)z, Vi, (3.5)

By = oG+l + TR W, (3.6)
where i, = —log(Q;) — (—log(Q)) is the deviation from steady-state of the nom-
inal bond yield, w; = log(%) — log(*%%) is the log of the real wage rate. The
representative household never borrows in equilibrium, and hence its solvency re-
quirement (3.2) is always satisfied. Same for its budget constraints (3.1) given

“Walras-Law”.
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3.3.2 Firms

Firms are in monopolistic competition and each of them produces a different va-
riety ¢. They are all endowed with an identical Cobb-Douglas production technol-

ogy
Yy(i) = AL;7(4), (3.7)

and face Calvo-type price adjustment constraints. In this environment, at each
date only 6 of them reset their prices according to the optimality condition

i = p+ (L= 50) > (B0 E{tbnp} Y, (3.8)
k=0

where p; is the log of the optimal price, p is the log of the desired gross markup
M= 5, b = —log(1 — ) + (w¢ + pi) + livk/t — Yesrse 1 the log of the
nominal marginal cost at date ¢ + k of a firm which last reset its price at date ¢
(in logs). The remaining fraction 1 — @ of firms satiates its demand at the posted
price. A detailed derivation of the price setting equation can be found for instance
in Chapter 3 in Gali (2015) or Woodford (2003).

3.3.3 Public sector

A benevolent monetary-fiscal authority choses optimally the labor income tax rate
¢, the volume of public debt B, and its price ();, given pre-committed (exogenous)
real period (lump-sum) transfers 7. Policy variables satisfy at each date ¢ the flow
budget constraint

QiBy = By 1 + (BT — Wi Ly), (3.9)
and the solvency condition

lim 3TE{QrBr} =0 (3.10)

The flow budget-constraint constraint states that newly issued public debt at each
date equals outstanding debt plus the current fiscal deficit. The solvency constraint
states that government debt cannot increase at a rate faster than the interest rate.
The government can credibly promise to repay its (nominal) debt every period and
can also commit to future policy actions. Also, it stands ready to issue non-interest
bearing cash-balances, implying that the highest price it can set on the nominal
bond is one, hence @); < 1.
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Hereafter, we will use in the analysis the log-linearized versions of the two
constraints around the non-stochastic zero-inflation steady-state’

mzﬁ*Gml—m——E%;wn+%+aﬁ+u Vit, (3.11)
#mﬂﬁ%@ﬂj%—%}zo (3.12)
—00

where b, = log(%) — log(£), together with the constraint on the nominal public
bond yield

W p>0 Vi (3.13)

where p = —log(Q) = —log(3).

3.3.4 Market clearing

Market clearing conditions are imposed for each variety ¢, namely Y;(i) = C(i),
and they imply in aggregate (in log-deviations from steady-state):

Ui = G (3.14)
where y; = log(Y;) — log(Y) with Y; = [fol Y,(i)'"=di]=7. Aggregate price
dynamics follow the same path as in the standard basic NK model (e.g. Chapter 3
in Gali (2015)), namely

Ty = BEt{ﬂ-H»l} + )\W/L\Ct (315)

with A = 0000 e where e, = (¢ — p) — (—p) = & — (ar — aly) is

the log-deviation from steady-state of the average real marginal cost.
The market clearing condition on the labor market writes

1
L= / Lu(i)di,
0
and implies up to a first order log-linear approximation
(1= )l =G — ay (3.16)

On the bond market, government supply equals household demand.

"In considering this particular steady-state, we follow Eggertsson and Woodford (2004) and
Nakata (2017), by implicitly assuming that structural parameters of the model and the shocks are
such that the zero-inflation steady-state is optimal. From the analyses in Budianto (2019) and
Andrade et al. (2018), however, we can see that this is may not always be the case.
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3.3.5 Equilibrium

Combining representative household’s consumption/saving decision (3.5) with the
goods market clearing condition (3.14), we can summarize aggregate demand by

~ - 1~ 1
U = By} — E(Zt — E{mia}) + ;(1 —p2)z Vi (3.17)

Furthermore, aggregate price dynamics (3.15) combined with the goods market
clearing condition (3.14), the labor market clearing condition (3.16) and the labor
supply (3.6), can be used to summarize the supply-side of the model economy as
follows

-
1—17

+ ~
m = BE{m} + )\<U + g)yt + A

T, Vt, (3.18)

—

Finally, using (3.6), (3.16) and (3.14), we can write the flow-budget constraint
of the public sector (3.11) also in terms of aggregate variables

b=p" [Bt_l ~m— (=) 3) (o 1 E)a+

b 1—a

ﬂ)} +3; Wt
1—7

(3.19)

The tax rate 7; and the policy rate?t are both chosen as endogenous responses to
macroeconomic developments under the optimal policy mix.

3.3.6 Calibration

Parameters are calibrated as in Nakata (2017) where a similar extension of the
basic NK model (but with positive public expenditures) is used to study optimal
monetary-fiscal policy in the presence of ZLB constraints, namely § =

©0=1,0=075a=0,e=10,0 =1/6,b=2.4(0.5)%

1
14+0.075°

3.3.7 Steady-state Laffer curve

Proportional labor income taxes generate an endogenous Laffer-curve steady-state
relation between the tax rate 7 and tax revenues T%L. Specifically, a higher rate
increases tax revenues when the current rate is below a certain threshold, but it
reduces it when it is above it (figure 3.4). This is because an increase in the tax

81 use this calibration instead of the textbook calibration in Gali (2015), because it implies a
nicely-shaped Laffer curve with a peak attained for a labor income tax rate of 50%. By constrast,
the textbook calibration implies a Laffer curve (included in the Appendix 3.7.2 on page 132) very
skewed to the right with a peak attained for a significantly higher labor income tax rate of 90%.
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rate has two opposing effects on tax revenues. On the one hand, it has a direct
positive effect at a given tax base %L. On the other hand however, it has an
indirect negativ effect because it shrinks the tax base. This is because it decreases
the after-tax wage (equation (3.4)) inducing households to work less (L declines),
and hence produce less (Y declines) in equilibrium. As a result, labor income

%L, which is a direct function of output, declines’. Up to a certain threshold

value of the tax level 7, the former effect is stronger and an increase in the tax rate
increases revenues. Beyond this threshold however, the latter effect prevails, and
tax revenues decline.

025
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Figure 3.4: Steady-state Laffer curve

We call this steady-state revenue-maximizing tax rate the long-run fiscal limit’.
As already pointed out, its key feature is that any further increase in the tax rate
above this level 7 induces a decline in tax revenues in equilibrium. Otherwise
stated, this tax rate is associated to the highest level of tax income that can be
collected given the structural parameters of the economy. Using the zero-inflation
steady-state relation implied by the government flow of funds (3.9)

T%L - %(1 _ B) T, (3.20)

9The steady-state wage bill (hence, the tax base) equals %L =(1-a)M Y.
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we can see that this tax rate is also associated to the highest level of risk-free public
debt and period real transfers that the government can service in equilibrium!'®. If
the policymaker were to promise to repay higher such levels, it would not have
the means to deliver on its promises. It would have to default, either outright or
indirectly via inflation given that public debt is nominal'!.

As implied by the government flow of funds (3.20) above, high stable real
long-run transfers 7 imply high real tax receipts T%L needed to finance them.
Thus, depending on 7, the economy may be far or close to its long-run fiscal
limit. Figure 3.4 depicts the position of the economy on its long-run Laffer curve
for three different values of real transfers: 0 (green), medium (blue), high (red),
and mentions the associated steady-state transfers-to-output ratio in equilibrium.
For a given real (inherited) debt level Z, the higher the promised real long-run
transfers, the higher the equilibrium steady-state transfers-to-output ratio, and the
closer the economy to its ’fiscal limit’ 2.

Our welfare analysis focuses on how the proximity of the economy to its long-
run fiscal limit (i.e. to the peak of the Laffer curve in figure 3.4) affects the optimal
stabilization policy over the business cycle'®. The analysis concerns levels of real
transfers that the policymaker can pay in equilibrium. The focus is thus on how
promises a priori sustainable in the long-run may restrict the policy stabilization
power at business cycle frequency by reducing the available fiscal space. We
restrict attention to long-run tax rate levels on the increasing region of the curve.

3.4 Optimal policy design

The monetary-fiscal policy mix consists in the announcement of state-contingent
plans for the nominal interest rate ¢; and the tax rate 7;. When taxes are distor-
sionary, monetary and fiscal policies need to coordinate to engineer the optimal
response to business cycle fluctuations'*. In our welfare analysis, we study how

0Note that an upper bound on the left-hand-side of the equality, implies an upper bound on
right-hand-side.
"Note that because debt is nominal, its real return can be eroded by inflation:

f%L:H*g(l —B)+T

2Derivations used to generate figure 1 are included in the Appendix on page 131. Note that
higher real levels of inherited debt also push economies to their fiscal limit.

BImportantly, if taxes were collected in a lump-sum fashion, the economy would not face any
fiscal limit.

4“This was not the case in the basic NK model with lump-sum taxes. As shown in Section
3.7.4 page 134, when taxes are collected in a lump-sum fashion, the optimal policy mix can be
implemented (i) by having the monetary authority choose at each date the path of interest rates
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the proximity to the fiscal limit affects the nature of this optimal coordination. In
the first part of the analysis, we abstract from the existence of a ZLB on the policy
rate, and in the second part we take it as well into consideration.

3.4.1 Optimal policy and the fiscal limit without a ZLB con-
straint

An increase in real transfers increases a priori the amount of distortionary taxes
required to finance them, and hence widens long-run distortions'®. As shown next,
the policymaker can (partially) correct these inefficiences, and should take them
into account while designing its optimal response to business cycle fluctuations.
As the economy approaches its fiscal limit however, the welfare costs of doing
so increase. To point this out, we split our analysis in two parts. We first study
optimal policy when the economy is far from its fiscal limit, and we then look how
results change in its proximity.

Fiscal pressures far away from the fiscal limit We first focus on small values
of transfers (small ’fiscal pressures’) in an environment where steady-state dis-
torsions are small enough to conduct a welfare analysis following the standard
textbook approach in Gali (2015), Section 5.3. To do so, we also consider a case
with a smaller value of the long-run debt to output ratio (i.e. b = 0.1) and a sub-
sidizing scheme correcting for monopolistic market distorsions. As shown in the
Appendix 3.7.5 on page 136, in this case the model economy is far away from its
long-run fiscal limit. We assume the economy is in steady-state before the shock
arises. The benevolent policymaker

1
min _ Ey Z B [ Ayt <7rt + l/yt)l subject to

pt,ﬂt»yt,%tﬁt,bt

~ o~ I/~ 1
Yo = E{yi 1} - ;(lt - Et{WHl}) + ;(1 —pz)a, Vi (3.21)
Ty = /BEt{TI'H_l} + )\(0’ + 1_{——90>yt + A Tﬁ, Vit (322)

needed to achieve optimal inflation and output (independently of fiscal developments), and (ii) by
having the fiscal policy choose taxes and debt so as to satisfy its budgetary constraints given the
(optimal) choices made by the monetary authority. This is because choices made by the monetary
authority affect government’s budget constraints by changing the paths of inflation, output (gap)
and interest rates — details are given in the Appendix 3.7.3 on page 132.

I5As shown by equation (3.50) on page 136 in the Appendix 33.7.5, the size of steady-state
distorsions equals the tax rate. Hence, on the convergence path to the fiscal limit, the higher the
taxes, the higher associated distorsions.
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where A = ®A\/e > Owith® =1 — 1/;1_7 the steady-state distorsion (derived in

the Appendix on page 136), v = ?(0 + -‘f_%), ™ = (1—-p)z g = 0and

Y, = Uy — Yy measuring the deviation of the welfare-relevant output gap from its
steady-state level.

Optimality conditions write (alongside all equality constraints):

o — (0B) TN A=A BTN - A =0

~ = ~ o+
yt:—A—l—uyt—l—/\}—ﬁ*l)\t_l—)\(a—i— 1_5))\?+
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Figure 3.6 shows that even in the absence of exogenous disturbances, a mix of
monetary and fiscal policies is used to correct for long-run inefficiencies. Specit-
ically, the first top panel shows that a positive deviation in the welfare relevant
output gap is engineered under optimal policy, implying that a positive permanent
correction is applied to the long-run level of output.
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To understand how this is achieved, it is instructive to consider first the simple
case with fully-flexible prices. When prices are fully flexible, monopolistic firms
set prices as a constant markup over marginal costs (equal to M), and hence the
price setting equation (3.8) (in logs) is replaced by 0 = log(%) + w4+l — e
After combining it with the (log of the) production function (3.7) and the labor
supply equation (3.6), we obtain that the equation describing the supply-side of
the economy in the baseline model (3.22) is replaced in the case with flexible
prices by

Yo = =07 + 6" (3.27)
Ty — 11—« T _ 11—« T M
where (5 V= mg and 5}/ = mg(lqg(l — 7') — lOg(m))

By setting the markup equal to 1 and the distorsionary tax rate equal to O in
(3.27), we can derive the efficient level of output, namely the one which would
arise with perfect competition and lump-sum taxes

. (1= a)log(1 — )
Yy = 0(1 _a) Fato (3.28)

We can see from equations (3.27) and (3.28), that if the policymaker could
permanently reduce the tax rate (7; < 0) by the required amount, it could reestab-
lish the equality between output and its efficient level, and eliminate any welfare
losses. Figure 3.7 shows that this is possible if the policymaker simultaneously
engineers an appropriate surprise increase in inflation so as to permanently erode
the real value of debt, and hence its period real service cost!®. This renders real
public debt solvent despite the permanent decline in real tax revenues'’.

Things change when prices are sticky. In this case, if the policymaker wants to
decrease the tax rate so as to push output above its initial steady-state level towards
the efficient one, the surprise inflation required to restore the sustainability of
public debt needs also to satisfy the price setting (supply) equation (3.22) (which
was not the case when prices were fully flexible). Moreover, since variation in
inflation is now costly in terms of welfare, such a policy may not even be optimal
anymore. Indeed, figure 3.17 on page 138 in the Appendix shows that when price
stickiness is low, tax rates decrease on impact, while the budget is balanced via

16Since public debt is nominal and non-state-contingent, the policymaker uses in fact unantici-
pated inflation as a lump-sum tax or transfer on financial wealth.

17As in Benigno and Woodford (2004) (page 288), when prices are fully-flexible, expected in-
flation and hence the evolution of nominal government debt are indeterminate. We thus follow this
reference and we add to the assumed policy objective a small preference for inflation stabilization
with no cost in terms of other objectives. In this case, the optimal policy will be then one that
involved F;{m:41} = 0 each period.
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unexpected inflation as in the case with fully flexible prices. Things are however

different for standard degrees of price stickiness'®.
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Figure 3.6: Optimal policy in the absence of shocks under optimal policy (small steady-
state distorsions with b = 0.1)
Note: Y-axis: % deviation from steady-state. X-axis: quarters

8Conclusions reported here hold as well for the textbook calibration in Gali (2015).
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Returning to figure 3.6, we can see that, under optimal policy, long-run level
of the tax rate is indeed lower than the initial one, whereas the long-run output is
higher!?. However, the initial decline in real debt which allows this is financed in
a different way— specifically, it is engineered not only via unexpected inflation,
but also via an initial increase in real taxes®. In terms of variation in policy
instruments, this is achieved by a decline in the interest rate (second row, left
panel) and an increase in the tax rate (third row, left panel)?!.

Everything else equal, the tax hike has a positive effect on the initial tax in-
come (and hence a negative effect on real debt). However, it has also a nega-
tive effect on current output. With fully-flexible prices, such a policy would be
suboptimal— recall that with fully-flexible prices, under optimal policy, output
equals its efficient level at all times and hence there is no welfare trade-off be-
tween (lower) current and (higher) future outcome. When prices are sticky, there
are two important differences. First, it is now costly to use (unexpected) inflation
to finance the decline in real debt required to accommodate the permanent lower
level of tax revenues (and higher output). Second, when aiming to use real taxes
to engineer a decline in real debt, conditional on the degree of price stickiness
being high enough, the policymaker does not necessary face a trade-off between
(lower) current and (higher) future outcome. This is because it can now simultane-
ously use a decline in the interest rate to (temporary) increase demand and (more
than) counteract the negative effects of the initial tax hike on output (this was
not possible with flexible prices because the demand channel was not present in
that case). Consequently, the policymaker can now temporary increase real taxes
without having to incur a temporary decline in output. Indeed, for the standard
degree of price stickiness considered in our analysis, the first top panel in figure
3.6 shows that the temporary positive effects on output are even stronger than the
long-run ones under optimal policy??. Furthermore, since optimal policy supposes
initially an increase in aggregate demand and a decline in aggregate supply, prices
increase. This unexpected rise in inflation further contributes to the initial decline
in real debt. Equilibrium inflation is however substantially lower than in the case

19Long-lrun levels refer to the (new) steady-state levels.

20The independent role played by the tax instrument in engineering a decline in the long-run
level of debt can be observed by comparing results in figure 3.6 to the ones in the case with zero
steady-state debt where inflation variations have no first order effect on debt (figure 3.24 on page
159 in the Appendix). In this case, as shown in the Appendix on page 153, variations in inflation
and interest rates do not have any first order effects on real public debt developments. Thus, the
increase in the labor income tax alone is the one triggering the decline in real public debt.

2INote that in the case of a negative demand shock, the increase in the tax rate is unrelated to
the ZLB as in Eggertsson and Woodford (2004) or Nakata (2017).

22Note also that the magnitudes of the initial decline in the interest rate and of the tax rate hike
are chosen so as to allow for a smooth path of the positive output gap.
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of fully-flexible prices?.

The results in the absence of exogenous disturbances help us understand the
responses to the demand shock under optimal policy. Figure 3.5 depicts these
dynamics for a negative shock, whereas figure 3.18 depicts them for a positive
shock. By comparing these responses to the ones in figure 3.6 in the absence
of shocks, we can see how the policy rate is used now both to respond to the
exogenous demand disturbance and to correct for long-run inefficiencies.

Specifically, (it can be checked that) in the case of a negative demand shock
the policy rate declines slightly more than one-for-one with the efficient rate in the
first period, with the variation one-for-one with the efficient rate aimed to offset
the effect of the demand shock, and the additional variation aimed to correct for
long-run inefficiencies®*. Consistently, in the case of a positive shock the policy
rate increases slightly less in the first period. The relatively more accommodative
stance than the one strictly warranted by the positive demand shock on impact
(which would imply a one-for-one increase with the efficient rate) is again aimed
at pushing output above its steady-state level in the first period (left top panel) and
allowing for positive inflation in equilibrium (right top panel).

Furthermore, it can be observed in both cases how the tax rate is again used to
additionally correct for long-run inefficiencies, but the magnitude of its variation
now depends on the response of the policy rate to the shock. In particular, for a
negative shock when the policy rate declines to offset its effect, the increase in
the tax rate on impact is lower than in the absence of shocks. This is because the
decline in the interest rate on impact has already negative effects on public debt,
and hence the need for additional policy adjustments aimed at correcting long-run
distorsions is lower. Consistently, in the case of a positive shock, the increase
in the tax rate is larger than in the absence of the shock. This is explained by
the need to accommodate the positive pressures on debt exerted by the rise in the
policy rate. The relation between the policy rate and the tax rate can be better
visually disentangled when comparing the effects of transitory versus persistent
shocks.

23These results can be related to the ones in Schmitt-Grohe and Uribe (2004a) and Schmitt-
Grohe and Uribe (2004b). The first paper finds that, when prices are flexible, a benevolent policy-
maker which needs to finance an exogenous stream of government goods over the business cycle
and has only distorsionary (labour income) taxes at its disposal, will use (unexpected) inflation to
finance them, and will keep the labor income tax rate remarkably smooth. The second paper finds
that a very small amount of price stickiness suffices to make the optimal inflation many times
lower than that arising under full price flexibility. In this case the planner replaces unexpected
inflation with standard debt and tax instruments.

2*In the absence of steady-state distorsions, the policy rate optimally varies one-for-one with
the efficient rate (Chapter 3 in Gali (2015)), and only the real rate reacts in equilibrium. Variations
associated to steady-state distorsions are small, because the latter are small in the case analyzed in
this section.
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Figure 3.8: Dynamic responses to a six-period negative demand shock under optimal
policy (small steady-state distorsions with b = 0.1 and no ZLB)
Note: Y-axis: % deviation from steady-state. X-axis: quarters

In particular, figure 3.8 shows how for a persistent negative demand shock
where the policy rate (second row left panel) is kept below its steady-state value
for longer (and, hence its effect on real debt is stronger) than in the case of a
transitory shock (figure 3.5, second row left panel), the initial increase in the tax
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rate is lower (and even negative when steady-state distortions that need to be cor-
rected are low). The converse is true for a positive demand shock. This can be
observed by comparing the case of a six-period shock in figure 3.19 to the one of
a transitory shock in figure 3.18.

Fiscal pressures in the proximity of the fiscal limit Now, we look at how real
transfers affect optimal policy when their level is high, and in particular as they
approach the economy to its fiscal limit. Since high transfer levels imply large
steady-state distortions, we need to use the method developed by Benigno and
Woodford (2004) to derive the optimal policy response. Again, the public sector
sets its instruments 7; and 7; so as to minimize representative household’s welfare
losses relatively to the efficient allocation subject to the constraints imposed by the
functioning of the economy described by equations (3.17), (3.18), (3.13), (3.19)
and (3.12). As shown in the Appendix 3.7.6 on page 139, the welfare losses equal
up to a second order approximation

1 [e.9]
WL = §E0 Z ek (QiQ + QT+ 2Q,70 M + 28] T + qﬂﬁt)
t=0

21
where y; = ¥ — y; is the welfare relevant output gap with 3 = —%zt and

1221
& = (Qél - %)zt (a function of exogenous shocks). Coefficients () are

functions of structural parameters defined in the Appendix 3.7.6 on page 147. The
constraints faced by the benevolent policymaker expressed in terms of 7; write:

1~ 1
(1) ¥t = E{¥rs1} — —(Zt — BE{m}) + ;(1 —p2)z + BE{AY )V

() ﬁEt{mH}Jr)\(aJr—)( )+

(3) i+ p >0 Vi,

@ 5 =57 s - = (=04 5) (o TE2) @+ i+ 27 |+
+7; VA,

(5) lim 5" Eo{br + pr —ir} =0,

(6) Dy =T+ D1 VL.

T <
Tt Vt,
1—71

The Lagrangian method gives the following optimality conditions describing the
dynamics of the economy under optimal policy
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together with the sequence of equality constraints above. \! are the Lagrangian
multipliers associated to each of the six types of constraints at time ¢.

Figures 3.9 and 3.10 show that one implication of approaching the fiscal limit
is that taxes cannot be used anymore so as to engineer an initial decline in public
debt followed by a persistent stream of tax rates below average. Specifically, the
higher the real transfers, and hence the closer the economy to its fiscal limit, the
lower the initial optimal increase in tax income. This is in contrast to the case
where the economy was very far from its fiscal limit, and higher real transfers
were associated to higher optimal initial increases in taxes aimed at keeping public
debt (and hence steady-state disorsions) persistently low in the following periods
(figures 3.5 and 3.8). Monetary policy continues to be optimally used to fully-
counteract the effect of the demand shock.
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Figure 3.9: Dynamic responses to a transitory negative demand shock under optimal pol-

icy (large steady-state distorsions and no ZLB)
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Figure 3.10: Dynamic responses to a six-period negative demand shock under optimal
policy (case of large steady-state distorsions and no ZLB)
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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3.4.2 Optimal policy and the fiscal limit with a ZLLB constraint

As before, to disentangle the effect of the fiscal limit on optimal policy, we first
study policy design when the economy is far away from it, and then, in a second
step, in its proximity.

Optimal policy and the ZLLB when the economy is far from fiscal limit We
study this question in the simplest possible way, using the case with small steady-
state distorsions described in section 3.4.1, with the difference that we now ac-
count as well for the ZLB. Figure 3.11 depicts the responses of the model econ-
omy under optimal policy in response to a transitory negative demand shock. The
main insight is that when the ZLB constraints optimal policy, fiscal policy is used
to compensate for the initial lack of ammunition of monetary policy.

Specifically, the tax rate is risen during the liquidity trap so as to counteract
deflationary pressures, and to create fiscal space for a future decline in taxes. The
additional fiscal space allows the policymaker to commit to a future tax cut (i.e.
an expansionary fiscal policy) once the effects of the shock have dissipated. This
promised’ looser fiscal policy is aimed to engineer a future boom, and hence en-
courage present consumption. A similar accommodative policy stance is promised
as well in terms of monetary policy, after the disturbance has ended, the policy rate
remaining lower that would otherwise be chosen given the conditions prevailing
at that time? . This ’history dependent’ policy pattern has been already uncovered
by Eggertsson and Woodford (2004)*. Figure 3.11 further shows how taxes re-
tain their role in correcting long-run allocation inefficiencies (already pointed out
when we derived optimal policy in the absence of the ZLB). Specifically, as the
right panel on the third row in figure 3.11 shows, the policymaker designs their
path such that real debt remains permanently lower in the aftermath of the shock—
the larger transfers (and hence, distorsions), the larger the magnitude of the per-
sistent decline in real debt. The permanent decline in real debt allows as before
for a permanent decline in the long-run tax rate, and hence, for a permanent rise
in long-run output.

Figure 3.12 shows results in the case of large transfer-to-output ratios as the
economy approaches its fiscal limit. The latter constraints the level of accom-
modative policy that the policymaker can promise for the future (as hinted by
the lower future inflation when the economy is at its fiscal limit). This explains
the a priori counter-intuitive less inflationary policy mix chosen optimally as the

Z5Recall that in the absence of the ZLB (figure 3.5), the pattern of the tax rate was exclusively
linked to its role in correcting long-run distorsions. Specifically, taxes were initially increased on
impact, and then permanently kept bellow steady-state levels after the shock.

26We derive this result however for a labor income tax, whereas Eggertsson and Woodford
(2004) derive it for a sales tax.
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economy approaches its fiscal limit. Specifically, as the economy comes closer to
its fiscal limit, the policymaker loses its ability to create fiscal space for a future
boom by initially raising taxes.
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Figure 3.11: Dynamic responses to a transitory negative demand shock under optimal
policy (small steady-state distorsions with b = 0.1 and ZLB)
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Figure 3.12: Dynamic responses to a transitory negative demand shock under optimal
policy (large steady-state distorsions, convergence to fiscal-limit and ZLB)
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Figure 3.13: Dynamic responses to a six period negative demand shock under optimal
policy (large steady-state distorsions, convergence to fiscal limit and ZLB)
Note: Y-axis: % deviation from steady-state. X-axis: quarters

Thus, the higher real transfers (and hence, the closer the economy to its fis-
cal limit), the lower the initial increase in tax income and its future decline, and
subsequently, the lower the promised future boom and future inflation under opti-
mal policy. In the extreme case when the economy is at its fiscal limit, the initial
optimal increase in the tax rate results in a decline in tax income, whereas its fu-
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ture decline results in an increase. Consistently, future inflation is the lowest in
this extreme case. A shown in figure 3.11, such a pattern is not present when the
economy is far away from the fiscal limit. In that case, higher real transfers are
associated to higher inflation in equilibrium.

Therefore, apart from constraining the extent to which fiscal policy can be used
to correct for steady-state distortions, the fiscal limit also constrains the extent to
which tax policy can be used as a substitute to monetary policy when the latter
is bounded by the ZLB. This result transpires even more clearly in the case of a
persistent shock depicted in figure 3.13.

3.5 Conclusions

We studied in this paper how the zero lower bound and the fiscal limit affect the
optimal monetary-fiscal response to demand shocks. We used for this purpose
an extension of the basic NK model with an endogenous fiscal limit, and we ab-
stracted away from both outright default on public debt and monetary financing.
Our main result is that as the economy approaches its fiscal limit and monetary
policy becomes constrained by the ZLB, dynamics under optimal policy become
less inflationary in equilibrium. The main reason behind this finding is that the de-
crease in the fiscal space limits the extent of the future boom that the policymaker
can promise so as to encourage current consumption (the “forward guidance”).

Going forward, we want first to study how our results change when we allow
for government expenditures as an additional policy instrument. Another more
challenging future step is the analysis of the optimal monetary-fiscal policy mix
beyond the fiscal limit. Using our current framework we can see that, excluding
outright default on debt, one available policy option is an increase in the infla-
tion target which would erode the real value of debt and of transfers (if transfers
are made in nominal terms instead) up to the point where the peak of the Laffer
Curve is reached again. But would this option be optimal? Namely, would this
option which affects all agents in the economy be preferred to outright default on
debt which affects only the elderly population (and is detrimental to the sovereign
credit record)? And how does this choice depend on the presence of the ZLB
which, by itself, may optimally require under certain conditions an increase in the
inflation target? And if increasing the inflation target is the joint optimal solution
to restore fiscal sustainability and deal with the ZLLB, would optimal policy around
a zero-inflation steady-state be the same as around a positive one? These are a few
of the research questions that we aim to tackle in an extension of our setup in the
future.
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3.7 Appendix

Relation between efficient rate and demand preference shocks

I assume the exogenous demand disturbance is of a similar nature as the one in
Gali (2015), Section 5.4. Specifically, the efficient rate remains constant to its
steady-state level p > 0 up to (and including) period 0. In period 1 it unexpectedly
drops to —p < 0 (in the case of a negative shock), or it unexpectedly increases to
3p < 0 (in the case of a positive shock), and remains at that level for one period
or for six periods. Afterwards it takes again its steady-state value p > 0. Once
the unexpected change in period 1 occurs, the subsequent path of the natural rate
is assumed to be known with certainty by all agents.
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The efficient rate equals in the model r{ = p + z; — E;{z;11}, and hence its
deviation from steady-state equals 7f = z; — Ey{z;11}-

e In the case of a one period shock z; = 7§, where 77 = —p — p = —2p for a
negative shock, and 77 = 3p — p = 2p for a positive shock.

e In the case of a six period shock, for the negative shock 7§ = —2p implies
2 = —2p. Furthermore, 7t = z5 — 26 = —2p implies z5 = 7% + 25 = —4p.
Similarly, z4 = —6p, z3 = —8p, 20 = —10p, 21 = —12p.

e In the case of a six period shock, for the positive shock 7§ = 2p implies
2 = 2p. Furthermore, 7 = z5 — z5 = 2p implies z5 = Tt + 26 = 4p.
Similarly, z4 = 6p, 23 = 8p, 2o = 10p, 21 = 12p.
3.7.1 Deterministic steady-state

Household’s behaviour is described by

C7LY =(1—- T)g (3.29)
Q=7 (3.30)
B W D
— = 1—7)— — .
C’—l—QP Q+ ( T)PL—l— P + 7, (3.31)
the one of firms by
Y = AL (3.32)
M W L
1= o Py (3.33)

and the flow budget constraint of the public sector by

B B %4
QF = F + (T— TFL) or, (3.34)
- _ W L

Relations (3.33) and (3.35) imply that the tax rate needed to finance band £
equals:

M[z’au—ﬁ)w}
- — (3.36)
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Furthermore, (3.29), (3.32), (3.33) and the goods market clearing condition
Y = C, imply that the steady-state level of labor

L= [(1 (- a)M‘lAl‘”} Frorel) (3.37)

is a decreasing function of 7 (given in (3.36)) and structural parameters.
The steady-state values of all other values can now be computed using L in
(3.38). In particular, output equals

11—«
Y =4 [(1 (1 - a)/\/l‘lAl“’] Froela) (3.38)
(note that it is also a decreasing function of 7) and tax revenues
T%L = 71— a)M™Y =7(1 — a)MflA[u —7)(1—a)M LAl T
(3.39)

Note that tax revenues are a concave function of 7.

For future reference, note in (3.33) that monopolistic market power distorsions
can be corrected by subsidizing firm employment at the rate £~!, and financing
these subsidies with lump-sum taxes. In the context of our analysis, this would
imply lower (net) real steady-state transfers to the household.

3.7.2 Steady-state Laffer curve with textbook calibration
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Figure 3.14: Steady-state Laffer curve with textbook calibration § = 0.99, ¢ = 5, 0 =
0.75, =0.25,¢ =9,0 =1, b = 2.4 (Gali (2015))
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3.7.3 Distortionary taxes and monetary-fiscal coordination

When characterizing the optimal policy mix with distortionary taxation, it is im-
portant to point out an important difference with respect to the benchmark case
with lump-sum taxes. As shown in Section 3.7.4 page 134, when taxes are col-
lected in a lump-sum fashion, the optimal policy mix can be implemented (i) by
having the monetary authority choose at each date the path of interest rates needed
to achieve optimal inflation and output (independently of fiscal developments),
and (i1) by having the fiscal policy choose taxes and debt so as to satisfy its bud-
getary constraints given the (optimal) choices made by the monetary authority?’.

Subsequently, with lump-sum taxes, using the terminology of Leeper (1991),
the optimal policy mix is always characterized by an active monetary stance (be-
cause to implement it, the monetary authority can set its instrument without paying
attention to fiscal developments) and a passive fiscal stance (because, to imple-
ment it, the fiscal authority has to set its instruments to maintain the solvency of
its budgetary constraints)?®. Importantly, this result is independent of whether the
policy rate is constrained by the zero lower bound or not. Thus, to implement
optimal policy when taxes are collected in a lump-sum fashion, the monetary au-
thority does not need to coordinate with the fiscal one?. This is in line with the
optimality of an independent central-bank.

This conclusion changes however when taxes are proportional to labor income.
Assume optimal policy could be implemented as before by having (i) the mone-
tary authority choose the optimal dynamic paths of output, inflation and interest
rates without paying attention to fiscal developments (i.e. via an ’active mone-
tary’ stance), and (ii) the fiscal authority choose the paths of tax rates and debt
to accommodate this optimal choice. Using the New Keynesian Philips curve
(constraint (2)), the welfare criterion can be written exclusively as a function of
output and inflation. So, a priori, the monetary authority may choose an allocation
that maximizes household’s welfare without taking the tax rate into consideration.
However, as put forward by the system of equations describing the non-fiscal
block of the model (constraints (1), (2), (3)), for given paths of 7, y; and i; to be

?TThe choices made by the monetary authority affect government’s budget constraints by chang-
ing the paths of inflation and interest rates.

BLeeper (1991) page 130: "I couch active and passive policy in terms of the constraints a policy
authority faces. An active authority pays no attention to the state of government debt and is free
to set its control variable as it sees fit. A passive authority responds to government debt (shocks).
Its behaviour is constrained by private optimization and the active authority’s actions”. In our
discussion the monetary authority sets its control variable (its policy rate instrument) in order to
implement optimal policy, in Leeper (1991)’s analysis it was in order to pursue price stability by
the means of a Taylor rule.

2By contrast, the fiscal authority coordinates with the monetary one when it adjusts its instru-
ments to accommodate the choices of the latter.
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implemented in equilibrium a specific unique path of tax rates 7; is necessary>’.
And this specific path of the tax rate coupled with the chosen optimal output, im-
plies a specific path for tax revenues. Subsequently, to passively accommodate
the choices of the monetary authority, the fiscal authority is required to collect a
certain amount of taxes at each date. However, this path of tax revenues, along-
side the paths of interest rates and inflation is generally incompatible with the
solvency of the government budget constraint. So, if the monetary policy would
strictly choose its instrument to maximize the welfare criterion without paying
attention to the implications of its choices for the solvency of government debt,
it will generally make a choice that cannot be sustained in equilibrium®'. This
implies that such an allocation cannot be the optimal one.

It thus necessarily follows that, with proportional labor taxes, optimal policy
cannot be implemented anymore by having the monetary authority take its deci-
sions independently of the fiscal one (i.e. via an active monetary stance). Instead,
it has to coordinate with the latter. In our welfare analysis, we study how the
proximity to the fiscal limit affects the nature of this optimal coordination.

3.7.4 Optimal policy stance with lump-sum taxes

If taxes were collected in a lump-sum fashion, at any given level of period real
transfers and long-run government debt, optimal policy would be the outcome of
the following optimization problem

. 1 — t[ - € o a+ e\, ]
min - E — 20y, + —m; + (0 + > } subject to
{thgt:{tv?g:l;t:ﬁt} 2 t=0 5 yt )\ t 1 — yt J

3nterestingly, if optimal policy could be implemented in this way with the monetary authority
taking the lead and choosing the interest rate conditional on the fiscal authority optimally accom-
modating its choice (namely, via an ’active monetary/passive fiscal’ stance), it could necessarily
be also implemented via a ’passive monetary/active fiscal’ stance where the fiscal authority took
the lead and chose the tax rate conditional on the monetary policy following with the right choice
of the interest rate. This was not the case with lump-sum taxes, since the fiscal authority could not
use its instruments to affect the dynamics of output and inflation.

3I'This is reflected in the non-zero Lagrange multipliers associated with government’s budgetary
constraints
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2 Ty = /BEt{ﬂ'tJrl} + K]@Jt Vt,
3) G +p>0 Vi,

)| +3 v,

S

p =B |:/I;t1 — M — ((1 - B) +
(5) lim 5" Eo{br + pr —ir} =0,

(6) pp=m + D1 VL

with @ = 1 — M~ (due to steady-state market power distorsions), ﬁ" the log
deviation from steady-state of long-run real lump-sum taxes, x = and 7y =. The
Lagrangian method gives the following optimality conditions

€ 1 _
Tl = ﬁA}_l RED VD VAN S Vs S V= | (3.40)
_ a4\~ _
7 —¢+<U+T§)yt+A§—5 DL~ kA2 =0 (3.41)

1 1
iy : ;AHAf—Aj}:o, t<T—1, ;/\IT—F/\%—/\‘*T—/\E’T:O, (3.42)

- t

t A?B’1<(1 - B) + 7)) =0, (3.43)

bi: M= AL =0, t<T—1, M+ =0, (3.44)

D N —=BAN =0, t<T—1, M+ =0, (3.45)
N(iy+p) =0, i +p >0, N} <0, (3.46)

together with the constraints entering the optimization problem, where \: denote
the Lagrangian multipliers associated to each of the six constraints.
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Figure 3.15: Dynamic responses to a six period negative demand shock under optimal
policy (lump-sum taxes, market-power distorsions)
Note: Y-axis: % deviation from steady-state. X-axis: quarters

Note that the Lagrange multipliers associated with the government flow of
funds and its solvency A}, \?, \¢ are zero at all dates. Consequently, the choices of
taxes and debt do not constrain optimal allocation. Thus, in this case, the optimal
monetary-fiscal policy mix is characterized by the monetary authority choosing
at each date the interest rates needed to achieve optimal inflation and output gap,
and by the fiscal policy choosing taxes and debt so as to satisfy its flow of funds
and solvency constraints given the choices made by the monetary authority™2.

Subsequently, when taxes are collected in a lump-sum fashion the optimal
policy mix regime is characterized by an active monetary stance and a passive
fiscal stance in the sense of Leeper (1991). Importantly, this result is independent
on whether the policy rate is constrained by the zero lower bound or not.

Importantly also, in a world with lump-sum taxes there is no fiscal limit. Thus,
the debt burden and pre-committed real transfers do not constrain the stabilization
power of policymakers. Subsequently, in the context of aging populations, only
the ZLLB may constrain it as a result of the decline in efficient real interest rates.
Figure 3.15 makes this point by comparing the dynamic responses under optimal
policy in the presence and absence of the ZLB on the policy rate.

32Note that the paths of taxes and debt associated to the optimal allocation are not unique, so the
fiscal policy has just to pick one of these possible combinations so as to ensure the sustainability
of public debt
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3.7.5 Steady-state distorsion

The steady-state distorsion ® is implicitly defined by

U _ _ 8_Y Yo (1 _ _ Z
—g == @) = 1707 =(1-8)(1 - a); (3.47)

Using the good market clearing condition C' = Y and the production function
(3.32), we can express the distorsion in terms of steady-state labor as

A1 L<p+o+a(1—a)
d=1-— , (3.48)

11—«

and further, using the expression of steady-state labor in (3.38), exclusively in
terms of the two (steady-state) distorsionary sources- market power and distor-
sionary taxes:

(3.49)

The higher the market power in the goods market, or the higher taxes, the larger
the distorsion of the steady-state allocation. When market-power distorsions are
corrected (by subsidizing employment at rate e ! and financing these subsidies
with lump-sum taxes)

O=7 (3.50)

In section 3.4.1 we use a version of the model where labor income taxes are
the only source of steady-state distorsion. In that case we can conduct the welfare
analysis under the assumption of a small steady-state distorsions for steady-state
tax rates 7 strictly lower than 1072, The region on the Laffer curve associated to
such taxes is shown in figure 3.16 below between the green and red points.
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Figure 3.16: Steady-state Laffer curve and small distorsions

For the case of a strictly positive steady-state debt to output ratio I use b =
0.1. In this case, % = 0 implies 7 = 0.0069, 7 = 0.05 implies % = 0.043,

7 = 0.099 implies 3> = 0.092. I also consider the case of a zero steady-state level
of debt. Since I need in this version the same level of steady-state distorsions
as in the one with positive debt, and the steady-state distorsions depend on the
steady-state distorsionary tax rate, I consider the same steady-state tax rate levels
as before with their associated transfer-to-output ratios, namely 7 = 0.0069 with

L =0.0069, 7 = 0.05 with Z = 0.05 and 7 = 0.099 with Z = 0.099%.

33To compute these values Tused L = (1 — a)r.
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Figure 3.17: Optimal policy in the absence of shocks and low price stickiness (small
steady-state distorsions with b = 0.1, § = 0.001)
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3.7.6 Welfare criterion

A second order approximation around steady-state to the period-utility of the rep-
resentative household,

Cl—a’ L1+<P
UC, L, Z) = | +——-"L—1)Z 3.51
( ty 4t t) (1_0_ 1+g0) tsy ( )
yields:
AC, AL, 1. o(ACN® 1. (AL’
Ut—UNUCCT—I—UlL I —|—§UCCC ( C) +§U11L 7 +
ACtAZt ALtAZt .

where t.7.p. are terms independent of policy. Using further the goods market
clearing condition C}; =Y}, we get:

U~U _AY, ULAL,  1U.C*(AY,\*  1U,L% (AL)?
u.c Y TUCc I +§UCO(Y> §UC(J< L>
AY,AZ, UL AL AZ,
Y Z UC L Z

_AY, 1+AZt +U1LALt 1+AZt +1UCCC2 AY, 2+
Ty Z UC L Z 2 UC Y

+1U”L2 UL [ AL, QH.
— .1.D.
2 UL UC\ L P

+ t.a.p.

UecC?
> U.C

Up=U AV () AZY\ ULAL(  AZY o (AY, 2+
vcC T Y Z UC L Z 2\ Y

UL (AL\?
+§ l ( t) +t.2.p.

Given the utility specification in (3.51) = —o and % = ¢, and hence:

U.C\ L

Let @ denote the size of the steady-state distorsion defined by MRS = (1 —
)M PL, with MRS = —% the steady-state marginal rate of substitution and

MPL = (1—a)Y/L the steady-state marginal product of labor**. The expression

Se—1 iy
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above can be written in terms of this distorsion as:

U —-U AY, AZ, AL, AZ, N AS
U.C v <1+ 7 )—(1—@)(1—0{) i <1+ 7 >—§(7)

el - ‘1’2)(1 —a) (ALLt>2 +tip.

Using the second order approximation of relative deviations in terms of log devi-

ations % ~ T+ %/x\f, we can approximate the expression above by:
U —U ~ ~ 1. -~ ~ 1/3 0 _
¥ ) '
— 5(1 —®)(1 — )l} + ||O|| + t.i.p.
~ ~ 11— 0. 9 -~ ~
~y(l+z) + 5 i~ (1—®)(1—a)ly(1+72)—
I+

— (1= @)1= )l + O] + tip.

A second order approximation of the labor market clearing condition (3.16) yields
(e.g. Gali (2015), Chapter 4): [, = wfdt with d; = sgvari{p:(i)}, where

1—
— 11—« .
0= oz hence:

e (-0 - EEREE g e

1—®)(1+ ~ PN )
( )( 90) aiyy + Py ze + tap. + ||O?||
(1—-a)

U —-U 1 4 1 : Iy ,
;]C' ~ Oy, — §uyyyt2 - §upva7’i{pt(z)} + &ueyy + ti.p. + |OF]]  (3.52)
with:
_(1-9)0+¢)
Uyy = 1—a -(1-o0)
£
u, = (1 — @)6
. 1—-®)(1+
gﬂtg = (I)Zt + ( (1 )_(a> SO) ag
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Accordingly, a second order approximation to households’ welfare losses ex-
pressed as a fraction of steady-state consumption equals:

—~ (U —-U
c=-n> (%)

1 1 —~ .
= E025 < Oy, + uyyyt + 2upvam{pt( i)} — §tu5yt> +ti.p. + |0

whichusing > ~,° Blvar{p:(i)} = m >, B (Woodford (2003), Chap-

ter 6) and the definition u, = up+ =(1-d)<

1-80)(1-0) can be written as:

)\’

- 1
WEzEOZBt( G + 5
t=0

1
uyyyt + 2u7r7rt §tu5yt) +ti.p. + ||O]

(3.53)

Next, we follow the approach in Benigno and Woodford (2003) to eliminate
the linear term ®7;. We use for this purpose a second order approximation of the
aggregate supply relation. The aggregate-supply relation can be written exactly

as:
1—omst —1
—log< — ) - 1€+ — (logKt . logFt) where: (3.54)
K :i(é’ﬂ)kE { 1 M (K%)m(ﬂw)ewj)}
t_ko =7 L —a \ Ay, P,
P X e—1

F Z(eﬁ) { ct+k( ; ) Y;f—l—k?}

k=0 t

1+ e

T 1l-a

A second order Taylor series for the left hand-side of (3.54) takes the form:
1—omg! 0 le—1 , 3
~tog (1750 ) = ogle = Dm0l

whereas second order approximations for log(K}) and log(F}) imply:

—~ 12 > e 1~

Ro 3 0016l = (1 -0 8 309 [ + 3F] + Ol

5, Lx2 3y _ (1 _ - T—t| 7 1 3

By B4 Ol = (- 09 S 08)™ [T+ S 720 + 0l
T=t
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where:

z 1 1 [(Yp\ia
kir = kr +e(l+w) Zﬂ's, k;TElog( M < T) )

et 1—7" 1—a\Ar

T
fur=fr+e—1) Ym0 fr=log(UysYr) = log(ZrY} ™)

s=t+1

A second order approximation of log(1 — 7;) gives:

log(1 —m7) =log(l—7)+
+O([I€]1%)
=log(1—71)—

(=17 A7P +1<_1) —(1)? (_1)(AT;0)2+

1—7 7 2 T

1 o .
1—7 5(1_7)2(Tt )"+ O(lEl),

Hence,
Fr= 12 (Gr—or) + TRt g G+ O G59)
= — a - .
A R L B Y F P A
fr=2r+1-0)jr (3.56)
As shown by Benigno and Woodford (2004), the second order approximations

of the right and left hand sides of the aggregate supply relation (3.54) yield the
following relation:

le—1, 1 1= 01—-608~ a1~ o
7Tt+21_9ﬂ-t+2(]‘ Qﬁ)ﬂ-tzt_ 9 1+(JJ€ |:(kt ft)+2(kt ft) +
le—1, 1
+ BEm + BE 21 gt + 55(1 — 0B)Eymy 1214
1
+ B5e(1+w) By + O([€]1°) (3.57)
where Z;, = E; Z(Hﬁ)T_t [E,T + ﬁT]
T=t

We define V; = m;, + %(ij) +e(l+ w))wf + £(1 — 08).Z; and use relations
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(3.55) and (3.56) to compute:

~ ~ o+ ~ T
kt_ft:(a+ go)yt+ : +

1 T N .
l—« 1—71 5(1—7')2(7})2—'—75'2']9'+O(||§||3)

%@2_%):1[<1+¢)2—(1—0)2}@2+1< T )z(a)2+w U

2I1\1—« 2\1—r71 l—a 1l-—71
14+ 2 I+ 7
— (m) /y\tCLt — (1 — J)@zt — ml — Tﬁat —+ tlp -+ O(Hst)

in order to write (3.57) as:

1 1 )
V, = /{{c;a:t + §x;C’zxt + 2,Ce&s + 5%77?} + BE Vg + O(|[€]1?) + t.i.p.

11—« -

0 1+ we
-1
, T o+ @
1
Co [1—T<0+1—a> ]

Ty = [ﬁ @]/

ft [Zt Gt]’

[+ 7) at+o\" (I4¢) 7T a+ @ _1‘
Cz_[(1—7)2<0+1—a) —a1-7""T71-a) °

Ao 7 (o 22e) " [(19) o] (re 222) ]

1 -1
ng[o, T —HO(J—FOML@) ;

1—-601-106
where: HEVk(U“‘a—i_gO), = P

1-71—a 11—«
a+p -1 14+ 2 a+p -1
—(1— _
-ofor i) - (15) (+i5E) |
cr=e(l+w)k™?

We can integrate the equation above forward from time t to obtain:

_ - 1 1
K 1Vt =F; Z 5k{0;$t+k + §x;+k0xl‘t+k + $;+kC§§t+k + §C7r7Tt2+k} (3.58)
k=0

+ O(JI€IP) + tip. (3.59)

Next, we determine a second order approximation to the intertemporal gov-
ernment solvency condition. The flow budget constraint of the government (3.9)
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implies:

By
Pt—l

B
H;l :Qt—t+5t, St ETt—Lt—T
P

where s; is the government primary (real) surplus. This constraint can be iter-
ated forward to get (after imposing the government public solvency condition and
using the households’ consumption/saving equation):

B4

KUc’t (3.60)

W, = ZﬁkEt{Uc,t—i-kst-&-k}, W, = Ht_l
k=0

A second order approximation of U.;s; = Z;C; 7 s, gives:
Ucytst = UCS + ZS(—O')CigilACt + ZCiUASt—i—
1
+ =Zs(—0)(—0 — 1)O " 2(ACY)? + s(—0)C T AZACH

2
+ C7AZAsy + Z(—0)C 7 TAC Asy + O(J|€]]?) + ti.p.

1 A AV A
= 05| ogi4 o+ 2 o+ (82— 0 ) 22

+ O(|€]]®) + tip.
Using the labor supply relation (3.4) and the goods market clearing condition

Y, = C}; we can write the government primary surplus as:

1

me’LQM -7,
t

St —

which can be approximated up to second order by:

TYTLY A oYOLMEAY, | (1+ @)Y Lo AL

St:S+(1—T)2 T * —1-1Y 11 L
AT\ lo(o—1)Y7L'*? (AY,?
YOorite(1 — )32 = - t
+ (L=m)r T * 2 11 Y *

1(14 @)Y LM (ALt)Q oY LT? At A,

2 11 L i—72 7 Y
(14 @)Y L' Ay AL N (14 )oY L1 AY, AL,
(1—7)? T L 711 Y L

+ O(J|¢IP)
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ql-—a 7 1 T
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L [oYILY (14 @)Y oLt
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1oYoL*?
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—|—<,00Y"L1+‘p
1—04}

Wy:S

(1 PV oo = Y7L
2 1)(1 _ a)Z 2 7-_1 — ]_

(=D =) (114 9)? 1, o(l+¢)
= (s/Y) (-1 — 1M {5(1_a)2+§a T -« ]
1 (1+90)Y0L¢+1 €
Wr =8 (7-—1—1)(1—04)%
_ G+ =7) € I
= (s/Y) (rT—1DM 20" ~ ~ 1—a+ae

L [reYoLYe (14 p)YIOLIY T l-a Lt
{ a2 " ((1_;[;3(1_&)}:(8/5/) -7 M (”1—2)
o _51{ (14 p)YoLet! . (1 + )Y LIt (1+ )UY“LH%}
v = (=10 -a)  FT-1(-a) (FT-1)(-a)
1+¢)(1—-17) 1+¢

(T(L+ ) YoLHe

Wy =
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So,

_ 1 ~
Uerst = C s |w. Ty + (wy — o)y + 5(02 + 2wy, — 20wy)9t2+

1 ~2 1 A~ -
5 20m T+ 5 2(wry — 0w )T+ (Wya — OWa) e+

+ (wy - O-)z/y\tzt + wTa?tat + WT%\tZt + wwvari{pt(i)} +
+ O(||€1]*) + t.i-p.

A second order approximation of W; in (3.60) thus yields:

[e.o]

o ~ N 1 o
AW, = Z ﬁkEt{C s {WTTtH@ + (wy — )Ytk + (502 Tt Wyy — Owy)wa2+k+
k=0

+ wrr T + (Wry — 0w )TeiGisn + (Wya — OWa) Yok @rpit
+ (Wy = O) Ytk 2tk + WraTetkQrk + WrTipk Zek + wwvari{pt+k<i>}1 }
+ O(|[€]]°) + tip.,
which can be further written as:
. 1 . 1 .
AW, =C™ s |w, Ty + (wy — o) + 5(02 + 2wy, — 2owy)yt2 + §2w7-.,-7't2+
1

22(w‘fy — 0w )T + (Wya — 0Wa)Ys 0y + (Wy — O)Ye2y + WraTras+

+ w, T2 + wwvam{pt(i)}} + BEAW, 1 + O(|[€]?) + t.ip.,

and, dividing by W = (fgg) and using the notation Wt = th_,W, as:

2
+ BEA W1} + O(|€]1%) + tip.

~ 1
W, =(1-75) {b;mt + =@y By + 2, Be&t + wrvari{p:(i)}

with V), = [w, (w, —0)]

Bz = [2WTT (wﬂ'y - JWT); (w‘ry - UWT) (02 + 2wyy - 20—(*)1/)]
B§ = [WT Wra; (wy - O-) (Wya - Uwa)]

Integrating this equation forward and using:

- t - 6 = t,_2
;ff vard )} = T3 ) ;6 m;
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from Woodford (2003), Chapter 6, we obtain:

~ = 1 1
(1 — ﬁ)let :Et kZ:O Bk |:b;£L't + 51'28333315 + l‘;ngt + §bﬂ-7TtQ +

+ O([|¢]1%) + t.ip. (3.61)

0

with b, = Qwﬂm. We can now express the linear term in (3.52) in terms

of quadratic terms by combining (3.58) with (3.61). We do so by finding v, and
5 such that:

b, + 1, =0 @,
T(wy —o)(1 — ) -
(I = 7w, fo(l —a) +a+¢]
7(1 — «) 2
(1= 7w, o(l —a) +a+¢]

These two values allow to write:

Et Z ﬁk®@\t+k = Et Z 5k[V1b/$ + VQC;,]xt+k
k=0

k=0

namely v, =@ [1 —

V= —

= .[1 1
= —L Z st [§$2+ka$t+k + @ Do + §d7r7Tt2+k}
k=0

+ (1= B) W, + vak™ Vi + O(J[E]P) + tiip.

with D, = 1B, + 1nC,
Dg = l/lBg + 1/205
dr = vib; + e,

Replacing this expression in (3.53), we get the following quadratic expression for
welfare:

- 1, ) 1 .
WL = Ey Z B <§xthxt + 2,Qe&t + §q,r7rf> +To + O([|€]%) + t.ip.
t=0

with Q, = [D}; D2, p2 D§2+uyy}

_ 11 12. 121 22 (1—-2)(1+yp)
Q= D' DEDF-® DE- ]

11—«
qr = d7r + Uy
TO = —Vl(l — ﬁ)_1/Wv0 — 1/2/‘43_1‘/0
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which can be rephrased in terms of deviations from a target level of output as:

) 1 1 . R . 1
WL = Ey Z B (5@22?7? + §Q;lcthQ + QLT+ T+ 5%7&2) +
=0

+ Ty + O(J|€|]*) + t.i.p.

~ s o Q¢ Q¢ 11 _ e 12
where yy = 4y — U, U = — g — g and & = (QE — Q—%Q)zt + (Qg _
Q?Q?)a

Qe )™

Following Eggertsson and Woodford (2004), we will rank policies in terms of
the implied value of the discounted quadratic loss function:

> 1 1 1
WL = Ey Zﬂt (5@22?73 + 5@;}@17}2 + Q?ytTt +&T + 5%”?)
t=0

Because this loss function is purely quadratic it is possible to evaluate it to sec-
ond order using only a first order approximation to the equilibrium evolution of
inflation and output under a given policy.
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Figure 3.18: Dynamic responses to a one period positive demand preference shock under
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optimal policy (small steady-state distorsions with b = 0.1, no ZLB)
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Figure 3.19: Dynamic responses to a six period positive demand preference shock under
optimal policy (small steady-state distorsions with b = 0.1, no ZLB)
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Figure 3.20: Dynamic responses to a transitory positive demand shock under optimal

policy (large steady-state distorsions)
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Figure 3.21: Dynamic responses to a six period positive demand shock under optimal

policy (large steady-state distorsions)
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3.7.7 Case of zero steady-state debt

Constraints optimization for B/ P = 0 and small steady-state distorsions

~ ~ 1/
DIS:  y,=E{y, .} —— (Zt — E{ma} — ﬁ?)

o+
NKPC Ty = ﬁEt{ﬂ-t-‘rl} —|‘>\< + %0>
~ PN _ 1+
=B 1 (o+—) yt+§f)—1_zat}

1mwﬂ“E{b}_0

(it+1020>

Derivations:

~ - 1~ 1
Yr = E{Gi1} — ;(Zt — EB{ma}) + ;(1 — P:2)%

1 1
=By} - ;;’f + ;(1 L

= = L~
= DIS: 4y, = E{y1} — ;(Zt — E{ma} —77)

= BEA{m} + Ame,

e e e se
0=mc;, =w; + 17 — 7

= (07} +¢lf) +1; =y

p+1
= (0= DF + G - )
+1 +1
2 )ﬂf—(p a
«Q 11—«




mct:@t—i—lt—@

(O'yt‘i‘gOlt"— 1— Tt)_'_lt_yt
90+a> 1+g0 T
= 2
<0+ 1—a %= 1l—a t+1—TTt()
—~ +a\= T
(2)—(1):>mct:(U—l—f_a)yt—i—l_TTt
+ = ~
:>NKPC':7rt:6Et{7rt+1}+>\(a+%)yt+)\1i T
Bt 1+—1 Wt
I+ (T —nn—-L
Qt PR TR
ABt Bt 1 _ W ~ 1~ 7
gt —t __ " —1, Te -+t 4+t
Be PP 1 + (7T — 5 Le )
Bt/Pt Bt—l/Pt—l _ (T W L o A)
Gt — ¢ A Te 40+t
pe y ¢ T\vy TPy
Up to a first order approximation,
AB . B, /P_ W L
Bbg, + 8 Mt:4m+Aiﬁ:i—r——m+M+m

Y PY
with b

% In steady-state with B/P = 0, TP Y =< and5: 0. So,

Ao =0, — (7 + B, + 1)

1 —

(8}
RN p+1I\. ¢+1
—l—TTt+(U+1—o¢>yt 1—ozat
1 p+1\ /= p+1
:1—TT“L<U+1— ><yt+@e> 1—a™
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~ ~ _ 1 + 1\ /= +1
=b/ =B | — tﬁ*l[ T + (0 + %) (yt + 37,?) _ 7 aat]

1—7
Transversality condition:
lim AT E{QrBr} =0 <=
T—o0

BT/PT

hm E{pTHetr =2 Py} =0~ hm ﬁT“Et{b =0

The optimization problem in this case writes

Jmin EOZ/B?{ A?Jt 1<7Tt+yyt>:|

.Uy 0857t b

Et{yt+1} - (Zt — B{mi1} — Tt)

o+ p\= T
T = 5Et{7Tt+1} +)\<U+ ﬁ)yt + /\1 —

Ty

W=, 157
hm BTE, {b =0

(mpzo)

N 1+¢\ =~ I+
Tt+<0+m>(yt+/y\te)_ l—aat}

with /b\f = AB+/Pt. The optimality conditions write

T T

Y

-~

it

~

Tt -

-~

by

- (05)_1)\%—1 + /\f - /\3—1 =0

_ ~ R ] 1
N:—A+yyt+)\t1—ﬁ_l)\t1—A<a—|—?j—z>>\?+t5_l<a 1“”)»”’ 0

1

tﬁ‘l
1—17 1—7

N=0

;Af—A§+1:o,Vt7AT, N+ A7 =0

(e +p)X =0, N <0G +p>0

alongside all equality constraints. Figure 3.23 shows the impulse responses un-
der optimal monetary-fiscal policy mix for three different (small) levels of real
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transfers-to-output ratios 7. For 7 = 0, the model is isomorphic to the basic
New-Keynesian one with market power distortions corrected by an employment
subsidy financed by lump-sum taxes on households. Thus, in this case the opti-
mal policy response is a one-to-one variation of the policy rate with respect to the
efficient real interest rate. Under this policy, the economy is completely insulated
from the effects of the demand preference shock, and hence there is no variation
in equilibrium in any variable apart from the policy rate.
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Figure 3.22: Dynamic responses to a transitory negative demand shock under optimal

policy (b = 0,

zero steady-state transfers)

Note: Y-axis: % deviation from steady-state. X-axis: quarters

Strictly positive values of 7 imply steady-state distortions as a result of the

157



use of distortionary taxes to finance such transfers. It thus become optimal for
the policymaker to engineer a persistent positive variation in the output gap in the
aftermath of the shock so as to reduce these distortions. At the small level of real
transfers and the associated low levels of (distortionary) tax rates, it turns out to
be efficient to exclusively use the tax instrument to correct for such distortions.
Specifically, the policy rate is varied one for one with the efficient interest rate so
as to perfectly counteract the effects of the shock on demand, whereas tax rates
are increased in response to the (unexpected) demand disturbance so as engineer
an increase in tax income and hence an unexpected initial decline in real public
debt. This initial strong decline in real public debt pushes inflation and output gap
upwards in equilibrium. And, most importantly, it allows future tax rates to re-
main persistently below their steady-state levels, and hence output to persistently
remain above its long-run level in the aftermath of the shock.

Note that in this case with a zero steady-state debt level, variations in inflation
and interest rates do not have any first order effects on real public debt develop-
ments. Thus, the increase in the labor income tax alone is the one triggering the
decline in real public debt. In particular, the decline in real public debt is not due
to a unexpected inflation surprise by the policymaker.
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Figure 3.23: Dynamic responses to a transitory negative demand shock under optimal
policy (b = 0, positive steady-state transfers)
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Figure 3.24: Optimal policy without shocks (b = 0, positive steady-state transfers)
Note: Y-axis: % deviation from steady-state. X-axis: quarters
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Figure 3.25: Dynamic responses to a transitory negative demand shock under optimal
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