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Abstract

The increasing energy demands, depleting fossil fuels and increasing global warming due
to carbon emission has arisen the need for an alternate, overall efficient and environment-
friendly energy system. Solar energy is considered to be one of the most inexhaustible form of
energy in this universe, but it has the problem of low efficiency due to varying environmental
conditions. Solar panel exhibits nonlinear behaviour under real climatic conditions and
output power fluctuates with the variation in solar irradiance and temperature. Changing
weather conditions and nonlinear behavior of PV systems pose a challenge in tracking of
varying maximum power point. Hence, to continuously extract and deliver the maximum
possible power from the PV system, under given environmental conditions, the maximum
power point tracking (MPPT) control strategy needs to be formulated that continuously
operates the PV system at its MPP. A robust nonlinear controller is required to ensure MPPT
by handling nonlinearities of a system and making it robust against changing environmental
conditions. Sliding mode control (SMC) is extensively used in non-linear control systems
and has been implemented in photovoltaic systems (PVSs) to track MPP. SMC is robust
against disturbances, model uncertainties and parametric variations. It depicts undesirable
phenomenon like chattering, inherent in it causing power and heat losses. In this thesis, first
an integer order SMC controller is formulated for extracting maximum power from a solar
PV system under variable climatic conditions employing the perturb and observe (P&O)
MPPT scheme for the proposed stand-alone PV system. The proposed system consists of two
loops schemes, namely the searching loop and the tracking loop. P&O MPPT is utilized in
the searching loop to generate the reference signal and a tracking SMC controller is utilized
in the other loop to extract the maximum PV power. PV system is connected with load
through the power electronic DC-DC boost converter. A mathematical model of the boost
converter is derived first, and based on the derived model, a SMC is formulated to control
the gate pulses of the boost converter switch. The closed loop system stability is verified
through the Lyapunov stability theorem. The proposed control scheme is tested under varying
irradiance levels and the simulation results are compared with the classical proportional
integral derivative (PID) controller. Classical SMC depicts undesirable phenomenon like
chattering, inherent in it causing power and heat losses. In the next part of this thesis, the
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design of adaptive sliding mode controller (ASMC) is discussed for the proposed PV system.
The adopted control is executed utilizing an ASMC and the enhancement is actualized
utilizing an Improved Pattern Search Method (IPSM) MPPT optimization algorithm. An
IPSM MPPT is used to generate the reference voltage in order to command the underlying
ASMC controller. Comparison with two other optimization algorithms, namely, a Perturb
& Observe (P&O) and Particle Swarm Optimization (PSO) with IPSM for MPPT has been
conducted. As a non-linear strategy, the stability of the adaptive controller is guaranteed
by conducting a Lyapunov analysis. The performance of the proposed control architectures
is validated by comparing the proposals with that of the well-known and widely used PID
controller. The simulation results validate that the proposed controller effectively improves
the voltage tracking, system power with reduced chattering effect and steady-state error. A
tabular comparison is provided at the end of each optimization algorithms category as a
resume quantitative comparison. It is anticipated that this work will serve as a reference and
provides important insight into MPPT control of the PV systems.
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Chapter 1

Introduction

1.1 Motivation

Energy production is a challenge of great importance for the future. Energy market has
witnessed significant changes regarding to the consumption of renewable energy and fossil
fuel resources. This is due the raising awareness of environmental damages, the limited
nature of fossil fuel supplies, the political and economical pressure of many countries as
well as the growing investments of green energy [1]. Today, much of the world’s energy
production comes from fossil fuels. The consumption of these resources results in greenhouse
gas emissions which increase pollution. At the same time, an excessive consumption reduces
the reserves of this type of energy. Due to the increasing fuel prices and related environmental
concerns, renewable energies become an important source to supply electricity to buildings
and industrial sectors [2]. Renewable energy sources play an important role in electric power
generation. Wind, hydro, geothermal, and solar energies have been available since the birth
of our planet and have been used by the first human generation in different ways. The main
advantage of these renewable energies is that their use reduces pollution and production
of greenhouse gases such as carbon dioxide and nitrogen oxides that are responsible for
global warming [3]. Nowadays, the exploitation of these energies knows a remarkable taking
profit from the accelerated technological advances. Solar energy is considered among the
fast-developing technologies and experiences a considerable drop in equipment costs [4].

Photovoltaic technology (PV) is an essential technology that can convert solar energy
into electrical energy directly by using photovoltaic panel. A photovoltaic system converts
light into electrical direct current by taking advantage of the photoelectric effect. The photo-
voltaic power systems are generally classified according to their functional and operational
requirements, their component configurations, and how the equipment is connected to other
power sources and electrical loads [5]. The two principal classifications are grid-connected



2 Introduction

systems and stand-alone systems. Grid-connected PV system [6] is an electricity generating
solar PV system that is connected to the utility grid. It is composed of solar panels, one or
several inverters, a power conditioning unit and grid connection equipment. Stand-alone PV
systems [7] are designed to operate independent of the electric utility grid, and are generally
designed and sized to supply certain DC and/or AC electrical loads.

Photovoltaic solar energy suffers from the problem of maximization the transfer of power
photovoltaic generator to the load. This is due to the nonlinear nature of the electrical charac-
teristics (V–I) of PV cells. These characteristics depend on the environmental conditions such
as temperature and solar irradiation characteristics which vary with the solar irradiance and
temperature of the cell. Efficiency becomes low in PV due to the energy transformation from
electrical to solar, which causes the main obstacles in the maximum solar energy utilization.
Consequently, it is of great importance to obtain the maximum efficiency of PV systems.
In order to increase the power output of a photovoltaic system, it is necessary to force the
photovoltaic panel to work in maximum power point (MPP). Therefore, maximum power
point tracking (MPPT) techniques are introduced to extract maximum power from PV panels
to significantly use the PV panel power [8–10].

A number of MPPT techniques are available in literature. Numerous algorithms on MPPT
have been developed and studied which are different from one another based on various
different features such as system convergence speed, complexity level, the required sensors,
effectiveness range, cost, method of implementation, hardware requirements and some other
aspects [11]. Generally, these algorithm techniques are divided into Conventional Techniques
(CTs), Soft Computing Technique (SCTs), linear and nonlinear control techniques [12]. In
Conventional algorithms Perturb and Observe (P&O) [13], and Incremental Conductance
(INC) [14] are the main basic algorithms. These proposed CTs techniques are simple, easy
in implementation and have the capacity of tracking the MPP efficiently at present ecological
conditions, but the drawback of these CTs is the fluctuations around MPP which influences
the accuracy rapidity of the system resulting in a loss of useful power [15]. Techniques based
on Soft-computing have presented a powerful tool to deal with MPPT optimization when
compared to the conventional ones [16]. SCTs techniques consist of Artificial Intelligence
Techniques (AITs) [17] and Bio-Inspired Techniques (BITs) [18] . Fuzzy logic [19], artificial
neural network [20] and genetic algorithms [21] comes in the category of AITs. These
methods require extensive high computation when dealing with the nonlinear characteristics
of the I-V curves although AITs methods are effective generally. Alongwith this, the PV
system operating conditions change continuously with time therefore, MPPT has to respond
in real time to the environmental condition variations (insolation and temperature). Hence, a
large memory size and computing requirements are usually required. The BITs technqiues
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are proposed in literature which ensure the optimal searching ability without performing
excessive mathematical calculations. These methods have the tendency to converge quickly to
a global maximum; thus can save power loss even in a partially shaded environment. Cuckoo
search algorithm [22], ant colony optimization [23], particle swarm optimization (PSO) [24]
and evolutionary algorithm [25] are the proposed latest techniqiues developed in the class
of BITs. Despite their usefulness in various environmental conditions, these techniques are
inefficient because of their slow convergence obstruct their practical usage as on-line solutions.
Recently, a MPPT improvement approach dependent on Pattern Search was proposed in
[26]. The strategy introduced depends on Generalized Pattern Search Method (GPSM). The
GPSM was proposed in [27] for subsidiary free unconstrained enhancement of constantly
differentiable convex function and has been utilized from that point forward in various control
approaches. In addition, Improved Pattern Search Method (IPSM) optimization algorithm is
introduced in [28]. The main advantage of IPSM with respect to the previous discussed is
that the pool search guarantees that the global maximum is attained in all cases and this fact
is tackled in this paper by means of theoretical convergence results.

The non-linear characteristics of the output PV system make it necessary to obtain the
MPP operation. For this purpose, in this thesis we present the developing and modeling of
the sliding mode controller (SMC) employing P&O, PSO and IPSM MPPT schemes. SMC
is used in photovoltaic system to obtain MPP due to the non-linear feature of PV and power
converters. It is a non-linear controller which has gained a lot of attraction in the designing of
nonlinear control systems due to its simplicity, robustness, good dynamic behavior [29]. Two-
loop MPPT approach is utilized in which the controller track the reference signal generates
by MPPT schemes under rapidly changing atmosperhic conditions. Asymptotic stability of
the whole system is verified using Lyapunov stability criteria.

Moreover, one more contribution have been made to the MPPT procedures in this thesis.
We further present analysis of adaptive sliding mode (ASMC) in comparison with classical
sliding mode controller to address the chattering phenomenon present in classical SMC.
Therefore, to eliminate the chattering effect in classical SMC controller, ASMC is formulated
with a two-loop control approach for the extraction of maximum power from a PV panel
under varying climatic conditions. P&O, PSO and IPSM optimization MPPT algorithms are
employed to generate the reference signal for the ASMC control law. In short, the controller
objective would be to keep tracking of the reference voltage(s) employing by MPPT schemes
and to obtain maximum power from PV with high performance.
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1.2 Aim of this thesis

The following aims are defined for the development of this thesis:

• Review of the state of the art on MPPT optimization schemes.

• Identifying optimization methodologies and MPPT-based controllers needed to extract
the MPP.

• Selection of the MPPT schemes to be implemented and reference signal generation by
employing P&O, PSO and IPSM optimization algorithms.

• Design nonlinear sliding mode controller based on system dynamics and converter
mathematical model.

• Validate the performance of the developed controller for the proposed stand-alone PV
system and compare its performance with classical PID controller.

• Introduce adaptive sliding mode controller for the same system to remove chattering
presents in sliding mode controller behaviour and enhance the overall system’s dynamic
response.

1.3 Structure of the Thesis

This thesis is divided in four parts and the contents are organized as follows:

Part I: Fundamentals 1
In this first part, the aim is to introduce the background of the solar photovoltaic system
and the description of different components use in PV system.

Chapter 2: Provides theoretical details about solar panel, discussion of single diode
model & two diode model representation of solar panel, show power electronic DC-
DC converters working topology & operating modes model and overview of MPPT
optimization techniques.

Chapter 3: In this chapter, basic control principle and theoretical background of
SMC is presented. Some design examples of nonlinear system are shown using SMC
controller. Design examples of the SMC controller for the nonlinear system are
developed and stability is proved. Simulation results of the system are obtained in
Matlab showing robustness of the SMC. Further Adaptive SMC controller is developed
which is designed for another nonlinear plant exmaple and stability is checked by
Lyaunov function. Simulation results are displayed in Matlab.
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Part II: Contribution of SMC and Adaptive SMC in MPPT problem
In this second part of the thesis, the idea is to discuss non-linear controllers which will
be used in this study. Modeling of SMC and Adaptive SMC controllers will be shown
for the proposed PV system in this work to deal with the MPPT problem.

Chapter 4: This chapter begins with the introduction of one loop and two loop control
schemes which are used for the MPP tracking controller. Description of different
components of the proposed PV system are discussed which are used in this work. PV
panel two diode model is presented with the boost converter and load. P&O, PSO and
IPSM MPPT optimization algorithms are explained for the generation of the reference
signal which is required to controller for tracking the voltage signals. Hereafter, SMC
is derived based on boost converter mathematical model and controller is formulated
to generate output signal to the converter switches. Stability proof of the SMC is
ensured. Next, the design of adaptive SMC is introduced for the proposed PV system
to deal with chattering and high frequency oscillations. Control law is formulated using
DC-DC converter dynamics and an appropriate sliding surface is chosen. Adpative
SMC is derived and stability is proved by Lyapunov.

Part III: SMC and Adaptive SMC application with different MPPT schemes
In this third part, the results of SMC and Adaptive SMC controllers will be shown
with different MPPT schemes. PID results will be discussed too to show comparative
analysis of all controllers.
Chapter 5: This chapter provides the simulations results obtained by SMC controller
with P&O MPPT scheme under environmental conditions. First results are shown
with PID controller in terms of voltage tracking, tracking error and PV panel power.
After that, the results are shown with SMC controller. Lastly, comparative analysis is
provided in tabular form for both controllers to show the performance characteristics
of the conventional controller and the proposed controller.

Chapter 6: This chapter deals the results obtained using Adaptive SMC controller
employing P&O, PSO and IPSM MPPTs. Results are shown and discussed of the
conventional PID controller and the proposed Adaptive SMC controller with each
MPPT schemes. Discussion is provided at the end of the all obtained simulated results.
Performance characteristics parameters are presented under discussion section in
tabular form in terms of overshoot, response time and power losses. The tables provide
the different considered figures of merit. Integral absolute error (IAE) performance
index is determined also to depict the controller performance.



6 Introduction

Part IV: Conclusions and perspectives
A final part summarizes the conclusions of the thesis and the proposal for future work.
Chapter 7: finally, the conclusions and main contributions are pointed out, also some
future work and research to be conducted are presented.

1.4 Contributions of this research

The work leading to this thesis has been presented in different scientific publications as well
as in a number of project deliverable reports. Following are the list of contributions:

JOURNAL

1. H.Gohar Ali, R. Vilanova Arbos, J. Herrera, A. Tobón, and J. Peláez-Restrepo, “Non-
linear sliding mode controller for photovoltaic panels with maximum power point
tracking,” in Processes, vol. 8, no. 1, January 2020.

1. H.Gohar Ali, R. Vilanova Arbos, “Chattering Free Adaptive Sliding Mode Controller
For Photovoltaic Panels with Maximum Power Point Tracking,” published in Special
Issue Energies MDPI (Selected Papers from 20 IEEE International Conference on
Environment and Electrical Engineering (EEEIC 2020), vol. 13. no. 21, October 2020.

CONFERENCE

1. H. Gohar Ali, J. Herrera, R. Vilanova Arbos, "Perturb & Observe based Integer
Order Sliding Mode MPPT Control of Solar Photovoltaic," published in International
Conference on Automation Control Engineering Computer Science, Turkey, October
2019.

1. H. Gohar Ali, R. Vilanova Arbos, and J. Peláez-Restrepo, "Perturb & Observe based
Adaptive Sliding Mode MPPT Control of Solar Photovoltaic System," published in
2020 IEEE International Conference on Environment and Electrical Engineering and
2020 IEEE Industrial and Commercial Power Systems Europe (EEEIC / ICPS Europe),
Madrid, Spain, October 2019.



Part I

Fundamentals





Chapter 2

Photovoltaic System

2.1 Introduction

The increasing political and environmental problems related to the fossil fuel are the main
drawbacks of solar energy source exploitation. A way to overcome these difficulties and to
satisfy the growing electricity demand around the world is the use of photovoltaic systems
which allow converting solar energy into electricity from sunlight. A photovoltaic system
or a PV system is a power system designed to supply usable solar power by means of
photovoltaics. It consists of an arrangement of several components, including solar panels to
absorb and convert sunlight into electricity, power electronic DC-DC converters to interface
between PV panels and loads for MPPT controller, a solar inverter to convert the output
from direct to alternating current and other electrical accessories to set up a working system.
Photovoltaic energy sources can be used as stand-alone systems and grid-connected systems
(see Fig. 2.1) and their applications include water pumping, battery charging, home power
supplies, street lighting, refrigeration, swimming-pool heating systems, hybrid vehicles,
telecommunications, military space and satellite power systems, and hydrogen production.

2.2 Modeling of solar PV

A PV system directly converts sunlight into electricity. Solar cell is the main component of a
PV system which are grouped to form PV panels or arrays. It is the basic power conversion of
a solar system and its working principle is based on the ability of semiconductors to convert
light directly into electricity by generation of charge carriers. A solar cell is basically a diode.
Incident light generates electron hole pair which results in generation of electric current.
Several solar cells are combined to form bigger units called solar panels which are further
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Fig. 2.1 Applications of PV systems.

interconnected in parallel/series combination to obtain required voltage, current and power.
For simplicity in analyzing characteristics of solar cells, electrical equivalent circuits are
realized and are hence modelled using simulation softwares. It helps in predicting behavior
under various environmental conditions, and further in obtaining (I-V) and (P-V) character-
istic curves. The common approach is to utilize the electrical equivalent circuit, which is
primarily based on a light generated current source connected in parallel to a p-n junction
diode. Many models have been proposed for the simulation of a solar cell or for a complete
photovoltaic (PV) system at various solar intensities and temperature conditions. The key
factor that affects the results of the simulation and accuracy in representing the nonlinear
characteristics of the PV system is modeling. To exhibit the nonlinear characteristics of the
PV system, there are different types of models mentioned in several literatures in the last
few years like single-diode model, double-diode model, three-diode model, and much more.
The single-diode model and double-diode model are the most common models used due to
their ease of implementation [30]. For precise PV cell modeling and better accuracy, in this
work, we use a two diode PV model which involves identification of more parameters at
the expense of longer computational time and is known as being a seven-parameter model.
Simulations are based on the double-diode model, since their estimation is more useful with
other models (i.e., single diode model)[31]. The PV panel based on the two diode model is
shown in Fig.2.2. The equivalent circuit of photovoltaic panel based on two-diode model
consists of a series resistor (Rs), shunt resistor (Rp), two diodes in anti-parallel and a current
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Fig. 2.2 Photovoltaic (PV) panel double-diode model representation.

source. Two-diode model takes into the consideration of recombination effect by including
second diode in parallel with the single cell model. It is basically the modified form of single
diode model. The following characteristic Eq. 2.1 shows the solar panel current and voltage
relationship.

I = Iph − Io1

(
e

V+IRs
Ns1VT −1

)
− Io2

(
e

V+IRs
Ns2VT −1

)
− V + IRs

Rp
(2.1)

In Eq. 2.1, V & I are the voltage and output current of solar cell, Iph is the light generated
current, Is is the reverse saturation current of the diode, (Ns1 & Ns2) are the number of cells
in series, (Io1 & Io2) the diodes saturation current, VT is thermal voltage equivalent while Rs

and Rp is the series and shunt resistances respectively. The electrical output characteristics
of the PV module are plotted in Fig.2.3 by applying the mathematical model of the PV
described in Eq. 2.1. From these figures, it can be noticed that the PV module has nonlinear
characteristic which varies with solar irradiance and temperature. Under a specific light
intensity or temperature condition, the output power will monotonically increase and then
monotonically decrease as the voltage increases. There is a different point in each curve
at which the maximum power is produced by the module. To solve this problem a MPPT
controller is used. Power electronic DC-DC converter selection and designing is the major
target in MPPT system to run the PV module at its MPP.
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Fig. 2.3 PV module characteristic curves at various radiance: (a) I-V curve (b) P-V curve.

2.3 DC-DC Converter

In the I-V and P-V characterisitic of a PV, it is important to mention that there exist a unique
operating point marked as MPP in I-V and P-V curve for varying irradiation and temperature.
At the same time this MPP point keeps shifting its position when any atmospheric change
occurs. Since per watt cost of solar PV and installation cost are higher; it forced PV system
to operate the PV panel at MPP. Thus MPPT controllers are designed to keep tracking MPP
and they form an integral part of PV system. One of the best ways of implementing MPPT
controller is by introduction of power electronic DC-DC converter interface between PV
source and load. Therefore, to operate the PV panel at MPP a DC-DC converter controlled
by the MPPT is inserted between the PV panel and the load as shown in Fig. 2.4. DC-DC
converter is a device that converts a DC voltage from one level to another level. DC-DC
converter can be used in switching mode controllers to change unregulated DC voltage into
a regulated DC output voltage. These converters are controlled by switching power device.
For low-power applications, MOSFETs can be used, but IGBTs are preferred for utility scale
applications. Each active and passive elements are energized and de-energized by controlling
the power switching device with a proper pulse-width modulated (PWM) signal. To generate
a PWM signal and control the converters, duty cycle must be determined. The regulation is
typically accomplished by PWM at a fixed frequency and variable duty cycle. BJT, MOSFET,
or IGBT are normally used as switching devices. DC-DC converters play an important role
in the maximum power point tracking process. As by connecting the array’s output terminals
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Fig. 2.4 Block diagram of MPPT.

with the DC-DC converter’s input terminals, the array voltage can be controlled by varying
the duty cycle of the converter and the voltage at which maximum power is obtained can be
maintained. There are four fundamental topologies of switching controllers [32].
1. Buck converter
2. Boost converter
3. Buck-boost converter
4. C´uk converter

Among these four converters only the buck and the boost are the basic converter topologies
while other converters are combinations of the two basic topologies.

2.3.1 Boost converter design

Boost converter is a DC-DC converter with an output voltage greater than the input. It
increases input voltage to a desired voltage level at the output. It is a class of Switched-mode
power supply (SMPS) that contains, at least, two semiconductors (diodes or transistors) and
one energy storage element (inductor or capacitor). The basic circuit is shown in Fig. 2.5.
The input voltage source is connected to an inductor. The solid-state device which operates
as a switch is connected across the source. The second switch used is a diode. The diode is
connected to a capacitor, and the load and the two are connected in parallel. The inductor
connected to input source leads to a constant input current, thus the Boost converter is seen as
the constant current input source. The controlled switch is turned on and off by using Pulse
Width Modulation (PWM). PWM can be time-based or frequency based. Frequency-based
modulation has disadvantages like a wide range of frequencies to achieve the desired control
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of the switch which in turn will give the desired output voltage. Time-based modulation is
mostly used for DC-DC converters. The frequency remains constant in this type of PWM
modulation. The operating principle of a boost converter consists in two stages depending on

Fig. 2.5 Boost converter.

the state of the switch. The ON state of the switch during the period of Ton and the OFF state
of the switch during the turns off To f f time period. In general, it has two modes of operation.
The first mode is when the switch is ON and conducting.

Mode I: Switch is ON, Diode is OFF

The switch is ON and therefore represents a short circuit ideally offering zero resistance to
the flow of current so when the switch is ON all the current will flow through the switch and
back to the DC input source. The switch is ON for a time Ton and is OFF for a time To f f . We
define the time period, T as T = TON +TOFF and the switching frequency,

fswitching =
1
T

(2.2)

Now define another term i.e. the duty cycle,

D =
TON

T
(2.3)

Next is to analyze the Boost converter in steady state operation using KVL.

Vin =VL1 (2.4)

VL1 = L1
dIL1

dt
=Vin (2.5)

dIL1

dt
=

∆iL1

∆t
=

∆iL1

DT
=

Vin

L1
(2.6)
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Since the switch is closed for a time TON = DT we can say that ∆t = DT .

(∆iL1)closed =

(
Vin

L1

)
DT (2.7)

Mode II: Switch is OFF, Diode is ON

In this mode, the polarity of the inductor is reversed. The energy stored in the inductor is
released and is ultimately dissipated in the load resistance, and this helps to maintain the flow
of current in the same direction through the load and also step-up the output voltage as the
inductor is now also acting as a source in conjunction with the input source.

Vin =VL1 +Vo (2.8)

VL1 = L
diL1

dt
=Vin −Vo (2.9)

diL1

dt
=

∆iL1

(1−D)T
=

Vin −Vo

L1
(2.10)

Since the switch is open for a time To f f = T −TON = T −DT = (1−D)T we can say that
∆t = (1−D)T It is already established that the new change of the inductor current over any
one complete cycle is zero.

(∆iL1)closed +(∆iL1)open = 0 (2.11)(
Vin −Vo

L1

)
(1−D)T +

(
−Vo

L1

)
DT = 0 (2.12)

Vo

Vin
=

1
1−D

(2.13)

’D’ is the duty cycle varies between 0 and 1. From the above equation it can be seen that if
’D=1’ then the ratio of output voltage to input voltage at steady state goes to infinity, which
is not physically possible.Therefore, to remove the maximum power of a panel, a control
strategy is implemented, which handles the duty cycle and always manages to extract the
maximum possible power of the panel. For this work, the boost topology has been chosen.

2.4 Maximum Power Point Tracking Algorithms

Maximum power point tracking (MPPT) is a significant component in a photovoltaic system
that allows to draw out the utmost maximal power from PV at a maximum power point (MPP)
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[33]. As mentioned in 2.2, the irradiation and temperature affect the PV output power. These
atmospheric conditions are not constant during a single day. This causes the MPP to move
depending on the temperature and irradiation conditions. Great power losses occur when the
operating point is not close to ensure that the maximum available power is obtained from
the PV panel. Therefore, MPPT algorithms are necessary in PV applications and the use of
MPPT algorithms is required in order to obtain the maximum power from a solar array. This
means that there is always one optimum terminal voltage for the PV array to operate at with
each condition as shown in Fig. 2.6, to obtain the maximum power out of it i.e. increase the
array’s efficiency. This point depends mainly on irradiance and temperature. The location of
the MPP is unknown, but can be located, either through search algorithms or by calculation
models.

Fig. 2.6 PV curve showing Maximum power point

MPP tracking techniques consist in adjusting the output voltage of the PV to extract the
maximum available power at any change in the input (temperature, irradiance). A critical
review of various MPPT techniques reported in literature to handle uniform and partial
shaded conditions are reported in the following section.
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2.5 Conventional methods

2.5.1 Perturb and observe

One of the most popular methods used for maximum power point tracking in solar PV is
Perturb and Observe (P&O) method. In this method, based on sensor inputs the PV power is
calculated and the voltage perturbations are introduced to deduct the direction of tracking.
According to the voltage perturbation the output power may either continuously rise or fall.
Thus, the algorithm continuously keeps tracking the MPP via voltage perturbations; hence
it oscillates around the vicinity of MPP [34].A simple P&O algorithm implementation is
shown in Fig. 2.7. Even though, the method has less complexity in comparison to other
MPPT algorithms, it is not preferred in high power applications.

Fig. 2.7 Simple P&O algorithm.

It is a well known fact that P&O is suffered due to repeated perturbations and power
oscillations; numerous techniques on improving the perturbation rate for performance en-
hancement are reported [35–37]. Therefore, modified techniques of P&O are formulated in
literature. Conventional P&O method is one of the most used methods in practice and by
the majority of authors [38]. This method is based on the trial and error process in finding
and tracking the MPP. At every cycle, the tracking controller measures the PV current and
voltage and deduces the actual PV power, then perturbs the operating point by sweeping
the operating voltage and monitoring the variation of power. If the power increases, the
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next perturbation of the operating voltage should be in the same direction. However, if the
power decreases, the operating voltage is perturbed in the opposite direction. This scenario
is repeated until reaching the MPP. The maximum point is reached when dPPV

dVPV
= 0. The

conventional flowchart of this modified P&O algorithm is shown in Fig. 2.8. Different P&O
approaches developed in implementation of MPPT. It can be inferred that, to handle the
problem of power fluctuation around the vicinity of MPP; various research articles attempted
in improving the performance of P&O method.

Fig. 2.8 Conventional P&O algorithm flowchart.

2.5.2 Incremental Conductance algorithm

To track MPP, Incremental Conductance (INC) method utilizes the ratio of incremental
conductance to instantaneous conductance value of the PV module. Based on this value, the
slope of P-V characteristics is altered. In reference to the change in slope, duty cycle for
converter is generated [39, 40]. For MPP tracking applying INC algorithm follows three
common steps:

1. When dPPV
dVPV

= 0, the error is zero and Vmp can be achieved.

2. When dP
dV > 0, (i.e.,) dP

dV >− I
V , the MPP is dragged towards the left of the curve (error

is positive)
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3. When dP
dV < 0, (i.e.,) dP

dV < − I
V , the MPP is dragged towards the right of the curve

(error is negative)

The flowchart for simple INC method is shown in Fig. 2.9. The researchers have followed
many techniques to reduce the tracking error in INC method.

Fig. 2.9 Incremental conductance algorithm flowchart.

2.5.3 Hill climbing algorithm

Hill Climbing technique is one of the oldest classical methods used for Maximum power
point tracking. It is widely used due to its simplicity and effectiveness [41]. In this method,
the voltage and current values are sensed and based on the calculated power, the duty cycle
of the converter is appropriately adjusted [42]. The duty cycle is either incremented or
decremented. So, that after a certain number of cycles, the converter is able to reach MPP
duty cycle. This technique is lucid, easy to understand and implement. The flowchart of
the HC method is shown in Fig. 2.10. The major drawback of this method is that increased
oscillations are noticed near the optimum operating point corresponding to the maximum
extractable power i.e., it fails to converge at MPP, and the time taken to reach steady state
depends on the value of initial duty cycle and step size.
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Fig. 2.10 Flowchart for hill climbing algorithm.

2.6 Soft computing techniques

Over the last decade, soft computing techniques are the prime choice in solving non-linear
problems. These techniques assure high reliability and faster convergence. Because of
the certain inherent drawbacks present in conventional methods various soft computing
algorithms have been proposed for the implementation of MPPT. The following section
corners a detailed survey and analysis on different soft computing techniques that have been
successfully employed for maximum power extraction.

2.6.1 Fuzzy Logic

The Fuzzy Logic (FL) is a rule based algorithm with robustness to solve non-linear opti-
mization problem. Because of advantages like (i) Flexible operation, (ii) Convenient user
interface, (iii) Ease of implementation and (iv) Qualified validation, the Fuzzy method is
preferred in implementation for MPPT. However, it is less seen that FL is implemented alone;
but, it is highly appreciated when used in combination with other algorithms like artificial
neural network [11], Genetic algorithm and other conventional methods [43]. FL method
follows three steps like fuzzification, inference fuzzy rules and defuzzification for its MPP
tracking. In these steps, Fuzzy inference and designing of fuzzy rules decides the optimal
performance of the system. But then, to design Fuzzy rules abundant knowledge and high
amount of training is needed.
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2.6.2 Artifical Neural Network

Artificial Neural Network is a technique derived from the behavior of neurons. Since it is
an algorithm of artificial intelligence, ANN has the ability to think of its own. But then,
much knowledge is needed to train the neurons present in the algorithm [44, 45]. From the
survey, it is very obvious that ANN involves three layers in MPPT installation. A typical
three layer ANN model is shown in Fig. 2.11. Due to its enlarged optimization scope, the
ANN is preferred to implement in combination with other conventional MPPT techniques to
extract maximum power from a PV array [46, 47].

Fig. 2.11 Three layer ANN.

2.6.3 Genetic algorithm

Genetic algorithm is one of the prime preferences for researchers when wide stochastic
search is needed. For instance, GA is applied widely in many applications and few of its
implementation are: (i) remanufacturing process planning and scheduling [48], (ii) power
grid wind disaster management [49], (iii) collaborative product customization [50] and (iv)
Fuel flow- rate in transport aircraft [51]. Since the PV systems under partial shaded conditions
exhibit multiple peaks; it is highly challenging to track the global maximum point. Hence a
wide search is needed to get solution for this non-linear problem. Because of the diversity in
solution GA is preferred for solar MPPT [52].
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2.6.4 Particle Swarm Optimization

The potential of Particle Swarm Optimization has made it as an excellent choice for non-
linear optimization problems. PSO method derives its search ability from the behavior of
flocks, swarms and insects [53]. Over the past decade, PSO is seen one of the most preferred
optimization technique for MPPT application. The inherent idea behind PSO is that the
initial particles are chosen randomly inside the boundary limits. These particles/duty cycles
are made to move in search space. The best movement in the initial values is known as Pbest

and the overall best in next iterations is known as Gbest . Further, the velocity and position of
the particles are updated every iteration and the process is con- tinued until the best position
is reached. The movement of PSO particles in random search space is shown in Fig. 4.6. The
position and velocity update is given in Eqs. 2.14 and 2.15

Fig. 2.12 Movement of particles in search space for PSO method.

X t+1
i = X t

i +V t+1
i (2.14)

V t+1
i =WV t

i +1+C1rand()(Pt
besti −X t

i )+C2rand()(gt
besti −X t

i ) (2.15)

where ’W’ is the inertia weight, ’X’ corresponds to position, ’V’ corresponds to velocity,
’C1’ and ’C2’ are inertia constants and ’t’ corresponds to iteration count.
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Sliding Mode Control (SMC) Theory

This chapter is based on basic sliding mode control principle and design. Sliding mode
techniques are one approach to solving control problems and are an area of increasing
interest.

3.1 SMC Background

One of the methods used to solve control problems are the sliding mode techniques. These
techniques are generating greater interest. A set of robust control methods have been
developed to eliminate any discrepancy. One such approach to the robust control controller
design is called the sliding mode control (SMC) methodology. This is a specific type of
variable structure control system (VSCS). In the early 1950s, Emelyanov and several co-
researchers such as Utkins and Itkis [54] from the Soviet Union, proposed and elaborated the
variable structure control (VSC) with generated significant interest in the control research
community. SMC has been applied into general design method being examined for wide
spectrum of system types including non-linear system, multi-input multi-output (MIMO)
systems, discrete-time models, large-scale and infinite-dimension systems, and stochastic
systems. The most eminent feature of SMC is that it is completely insensitive to parametric
uncertainty and external disturbances during sliding mode [55]. VSC utilizes a high-speed
switching control law to achieve two objectives. Firstly, it drives the nonlinear plant’s state
trajectory onto a specified and userchosen surface in the state space which is called the sliding
or switching surface. This surface is called the switching surface because a control path has
one gain if the state trajectory of the plant is ”above” the surface and a different gain if the
trajectory drops ”below” the surface. Secondly, it maintains the plant’s state trajectory on
this surface for all subsequent times. During the process, the control system’s structure varies
from one to another and thereby earning the name variable structure control. The control is
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also called as the sliding mode control [56] to emphasize the importance of the sliding mode.
Under sliding mode control, the system is designed to drive and then constrain the system
state to lie within a neighborhood of the switching function. It’s two main advantages are (1)
the dynamic behaviour of the system may be tailored by the particular choice of switching
function, and (2) the closed-loop response becomes totally insensitive to a particular class of
uncertainty. Also, the ability to specify performance directly makes sliding mode control
attractive from the design perspective. Trajectory of a system can be stabilized by a sliding
mode controller. The system states ’slides’ along the line s=0 after the initial reaching phase.
The particular s = 0 surface is chosen because it has desirable reduced-order dynamics when
constrained to it. In this case, the s = cx1 + ẋ1, c > 0 surface corresponds to the first-order
LTI system ẋ1 =−cx1, which has an exponentially stable origin. Now, we consider a simple
example of the sliding mode controller design as under.

J ¨θ(t) = u(t) (3.1)

where J is the inertia moment, ¨θ(t) is the angle signal, and u(t) is the control input. Firstly,
we design the sliding mode function as

s(t) = ce(t)+ ˙e(t) (3.2)

where c must satisfy the Hurwitz condition, c> 0.
The tracking error and its derivative value are

e(t) = θ(t)−θd(t) (3.3)

˙e(t) = ˙θ(t)− ˙θd(t) (3.4)

where θ(t) is the practical position signal, and θd(t) is the ideal position signal.
Therefore, we have

˙s(t) = c ˙e(t)+ ¨e(t) (3.5)

˙s(t) = c ˙e(t)+ ¨θ(t)− ¨θd(t) (3.6)

˙s(t) = c ˙e(t)+
1
j
u− ¨θ(t) (3.7)

and

sṡ = s
(

cė+
1
j
u− θ̈d

)
(3.8)
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Secondly, to satisfy the condition sṡ, we design the sliding mode controller as

u(t) = J(−cė+ θ̈d −ηsgn(s)) (3.9)

sgn(s) =


1, if s > 0

0, if s = 0

−1, if s < 0

(3.10)

Then, we get
sṡ =−η |s|< 0 (3.11)

Sliding mode control is a nonlinear control method that alters the dynamics of a nonlinear
system by the multiple control structures are designed so as to ensure that trajectories always
move towards a switching condition. Therefore, the ultimate trajectory will not exist entirely
within one control structure. The state-feedback control law is not a continuous function
of time. Instead, it switches from one continuous structure to another based on the current
position in the state space. Hence, sliding mode control is a variable structure control method.
The multiple control structures are designed so as to ensure that trajectories always move
towards a switching condition. Therefore, the ultimate trajectory will not exist entirely within
one control structure. Instead, the ultimate trajectory will slide along the boundaries of the
control structures. The motion of the system as it slides along these boundaries is called
a sliding mode [57] and the geometrical locus consisting of the boundaries is called the
sliding (hyper) surface. In the context of modern control theory, any variable structure system
like a system under SMC, may be viewed as a special case of a hybrid dynamical system.
Intuitively, sliding mode control uses practically infinite gain to force the trajectories of a
dynamic system to slide along the restricted sliding mode subspace. Trajectories from this
reduced-order sliding mode have desirable properties (e.g., the system naturally slides along
it until it comes to rest at a desired equilibrium). The main strength of sliding mode control
is its robustness. Because the control can be as simple as a switching between two states, it
need not be precise and will not be sensitive to parameter variations that enter into the control
channel. Additionally, because the control law is not a continuous function, the sliding mode
can be reached in finite time (i.e., better than asymptotic behaviour). There are two steps
in the SMC design. The first step is designing a sliding surface so that the plant restricted
to the sliding surface has a desired system response. This means the state variables of the
plant dynamics are constrained to satisfy another set of equations which define the so-called
switching surface. The second step is constructing a switched feedback gains necessary to
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drive the plant’s state trajectory to the sliding surface. These constructions are built on the
generalized Lyapunov stability theory.

3.2 Parameters of Sliding surface design

For linear system
ẋ = Ax+bu,x ∈ Rn,u ∈ R (3.12)

where x is system state, A is an n×n matrix, b is an n×1 vector, and u is control input. A
sliding variable can be designed as

s(x) =CT x =
n

∑
i=1

cixi =
n−1

∑
i=1

cixi + xn (3.13)

where x is state vector, c = [c1c2...cn−1]
T .

In sliding mode control, parameters c1,c2, .......,cn−1 should be selected so that the poly-
nomial pn−1 + cn−1 pn−2 + .......+ c2 p+ c1 is a Hurwitz polynomial, where p is a Laplace
operator.
For example, n = 2, s(x) = c1x1 + x2, to satisfy the condition that the polynomial p+ c1 = 0
should have a negative real part, i.e. c > 0.
Consider another example, n = 3, s(x) = c1x1 + c2x2 + x3, to satisfy the condition that the
polynomial p2 + c2 p+ c1 is Hurwitz, the eigenvalue of p2 + c2 p+ c1 = 0 should have a
negative real part. For a positive constant λ in (p+λ )2 = 0, we can get p2 +2λ p+λ 2 = 0.
Therefore, we have c2 = 2λ , c1 = λ 2.

3.3 Sliding mode control based on Reaching law

Sliding mode based on reaching law includes reaching phase and sliding phase. The reaching
phase drive system is to maintain a stable manifold and the sliding phase drive system ensures
slide to equilibrium. The idea of sliding mode can be described in Fig. 3.1

3.3.1 Controller design

System Description

The plant is
θ̈ =− f (θ , t)+bu(t) (3.14)
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Fig. 3.1 The idea of sliding mode

where f (θ , t) and b are known and b > 0.
The sliding mode function is

s(t) = ce(t)+ ė(t) (3.15)

where c must satisfy Hurwitz condition c > 0.
The tracking error and its derivative value is

e(t) = r−θ(t), ė(t) = ṙ− ˙θ(t) (3.16)

where r is the ideal position signal.
Therefore, we have

ṡ(t) = cė(t)+ ë(t) = c(ṙ− θ̇(t))+(r̈− θ̈(t)) (3.17)

ṡ(t) = c(ṙ− θ̇(t))+ r̈+ f (θ , t)−bu(t)−d(t) (3.18)

According to the exponential reaching law, we have

ṡ =−εsgn(s),ε > 0 (3.19)

From Eqs. 3.17 and 3.19, we have

c(ṙ− θ̇(t))+(r̈+ f (θ , t)−bu(t)) =−εsgn(s) (3.20)
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Then we can get the sliding mode controller as

u(t) =
1
b
(εsgn(s)+ c(ṙ− θ̇(t))+ r̈+ f (θ , t)) (3.21)

3.4 Robust Sliding mode control based on Reaching law

The purpose of this section is to explain SMC derivation.

3.4.1 System Description

The plant is
θ̈ =− f (θ , t)+bu(t)+d(t) (3.22)

where f (θ , t) and b are known and b > 0, d(t) is the disturbance.
The sliding mode function is

s(t) = ce(t)+ ė(t) (3.23)

where c must satisfy Hurwitz condition c > 0.
The tracking error and its derivative value is

e(t) = r−θ(t) (3.24)

ė(t) = ṙ− θ̇(t) (3.25)

where r is the ideal position signal.
Therefore, we have

ṡ(t) = cė(t)+ ë(t) (3.26)

ṡ(t) = c(ṙ− θ̇(t))+(r̈− θ̈(t)) (3.27)

ṡ(t) = c(ṙ− θ̇(t))+(r̈+ f −bu−d) (3.28)

Using the exponential reaching law, we have

ṡ =−εsgn(s),ε > 0 (3.29)

From Eqs.3.28 and 3.29, we have

c(ṙ− θ̇)+(r̈+ f −bu−d) =−εsgn(s) (3.30)
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If we design the sliding mode controller as

u(t) =
1
b
(εsgn(s)+ c(ṙ− θ̇)+ r̈+ f −d) (3.31)

Obviously, all quantities on the right-hand side of Eq. 3.30 are known except the disturbance
d, which is unknown. Thus the control law Eq. 3.30 is incomplete. To solve this problem, d
in Eq. 3.30 is replaced by a conservative known quantity dc. Then we can get the sliding
mode controller as

u(t) =
1
b
(εsgn(s)+ c(ṙ− ˙̇

θ)+ r̈+ f −dc)) (3.32)

where, dc is chosen to guarantee the reaching condition. Substituting Eq. 3.32 into Eq. 3.28
and simplifying the result, we get

ṡ(t) =−εsgn(s)+dc −d (3.33)

The term dc can be chosen to ensure the reaching condition. It is reasonable to assume that d
is bounded, therefore, so is dc. That is

dL ≤ d(t)≤ dU (3.34)

where the bounds dL and dU are known. Referring to Eq. 3.33, dc is chosen according to the
following logic;
When s(t)> 0, ṡ(t) =−ε +dc −d, we want ṡ(t)< 0, so let dc = dL

When s(t)< 0, ṡ(t) = ε +dc −d, we want ṡ(t)> 0, so let dc = dU

Therefore, if we define d1 =
dU−dL

2 , d1 =
dU+dL

2 , then we can get

dc = d2 −d1sgn(s) (3.35)

3.4.2 Simulation Example

Consider the plant as
θ̈(t) =− f (θ , t)+bu(t)+d(t) (3.36)

where θ̈(t) =−25θ̇ , b = 133, d(t) = 10sin(Πt), the intial state is set as [-0.15 -0.15], using
controller Eq. 3.32, c = 15,ε = 0.5,k = 10, the results can be seen in Figs. 3.2 - 3.5.
Fig. 3.2 depicts the position tracking performance of SMC for a second order system
expressed in Eq. 3.36. The disturbance imposed upon the system was nullified by the SMC
and closed loop system response stabilized in minimum amount of time. Fig. 3.3 and Fig.
3.4 depicts the sliding surface and control input of the controller. High frequency oscillations
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known as chattering can be clearly observed due to discontinuous switching function signum.
Phase trajectory of SMC for second order system are shown in Fig. 3.5.

Fig. 3.2 SMC ideal position tracking Fig. 3.3 Sliding surface

Fig. 3.4 Control input Fig. 3.5 Phase trajectory
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3.5 Adaptive sliding mode controller design

The Sliding Mode Control is a very popular strategy for control of nonlinear uncertain
systems, with a very large frame of applications fields [58, 59]. Due to the use of the
discontinuous function, its main features are

• the robustness of closed-loop system

• and the finite-time convergence.

However, its design requires the knowledge of the bound on the uncertainties, which
could be, from a practical point of view, a hard task: it often follows that this bound is
overestimated, which yields excessive gain. Then, the main drawback of the sliding mode
control, the well-known chattering phenomenon is important and could damage actuators
and systems. A first way to reduce the chattering is the use of a boundary layer: in this case,
many approaches have proposed adequate controller gains tuning [60]. A second way to
decrease the effect of the chattering phenomenon is the use of higher order sliding mode
controller [61, 62]. However, in both these control approaches, knowledge of the bound on
the uncertainties is required. As the objective is the non-requirement of the uncertainties is
required. As the objective is the non-requirement of the uncertainties bound, another way
consists in using adaptive sliding mode, the goal being to ensure a dynamic adaptation of the
control gain to be as small as possible whereas sufficient to counteract the uncertainties and
perturbations.

The basic idea of the Adaptive Control Approach consists in designing the systems
exhibiting the same dynamics properties under uncertainty conditions based on utilization
of current information. It involves modifying the control law used by a controller to cope
with the fact that the parameters of the system being controlled are slowly time-varying or
uncertain. Even more, adaptive control implies improving dynamic characteristics while
properties of a controlled plant or environment are varying [63]. Without adaptation the
original SMC demonstrates robustness properties with respect to parameter variations and
disturbances [64]. The first attempts to apply the ideas of adaptation in SMC were made in
the 60’s [65]: the control efficiency was improved by changing the position or equation of the
discontinuity surfaces without any information on a plant parameters. The design idea might
be formulated as follows: if sliding mode exists, then the coefficients of switching plane can
be varied to improve the system dynamics. However those early publications did not take into
account the main obstacle for SMC application- the chattering phenomenon which is inherent
in sliding motions. This phenomenon is well-known from literature on power converters and
referred to as ’ripple’ [66]. Then the efforts of the researchers were oriented to the application
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of adaptability principles to reduce the effect of chattering. Since the amplitude of chattering
is proportional to discontinuity magnitude in control, one of possible adaptation methods is
related to reducing this magnitude to the minimum admissible value dictated by the conditions
for SM to exist. So, in [67] the control gain depended on the distance of system state to a
discontinuity surface. The tracks of adaptability can be found in the first publications about
variable structure systems with SM with the control gain proportional the system state. This
problem is an exciting challenge for applications given that, in many cases, gains are also
overestimated, which gives larger control magnitude and larger chattering. In order to adapt
the gain, many controllers based on fuzzy tools [59] have been published; however, these
papers do not guarantee the tracking performances. In [68] gain dynamics directly depends
on the tracking error (sliding variable): the control gain is increasing since sliding mode is
not established. Once this is the case, gain dynamics equals zero. The main drawback of
this approach is the gain over-estimation with respect to uncertainties bound. Furthermore,
this approach is not directly applicable, but requires modifications for its application to real
systems: thus, the sign function is replaced by a saturation function where the boundary
layer width affects accuracy and robustness. Furthermore, no boundary layer width tuning
methodology is provided. A method proposed in [69] in order to limit the switching gain
must be mentioned. The idea is based on use of equivalent control: once sliding mode occurs,
disturbance magnitude is evaluable and allows an adequate tuning of control gain. However,
this approach requires the knowledge of uncertainties/perturbations bounds and the use of
low-pass filter, which introduces signal magnitude attenuation, delay and transient behavior
when disturbances are acting. In [70] a gain-adaptation algorithm is proposed by using
sliding mode disturbance observer. The main drawback is that the knowledge of uncertainties
bounds is required to design observer-based controller. There exist also adaptive SMC
(ASMC) algorithms that allow adjusting dynamically the control gains without knowledge
of uncertainties/perturbations bounds. In particular, several adaptive fuzzy SMC algorithms
were proposed. However, they do not guarantee the tracking performance or overestimate the
switching control gains as in [68]. Of course, another efficient tool to suppress chattering is
the application of state observers [71], but for this method the plant parameters are assumed
to be known.

Now we give adaptive sliding mode controller example as follows.

3.5.1 Controller Design

Consider the plant as
θ̈ =− f (θ , t)+bu+d (3.37)
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where − f (θ , t) = 25, b = 133, d = 10sin(Πt)
Let the desired output be θd , and denote

e = θ −θd (3.38)

Define the sliding mode function as

s = ce+ ė,c > 0 (3.39)

then
s = ce+(θ̇ − θ̇d) = θ̇ − (θ̇d − ce) = θ̇ −q (3.40)

Therefore,
ṡ = θ̈ − q̇ (3.41)

and q = θ̇d − ce.
Substitute Eq.3.37 in above Eq. 3.41

ṡ =− f (θ , t)+bu+d − q̇ (3.42)

The controller is selected as,
u = ua +us (3.43)

where
us =−ksgn(s) (3.44)

Now for ua, Eq. 3.42 can be written as

0 =− f (θ , t)+bua +d − q̇ (3.45)

ua =
1
b
( f (θ , t)+ q̇− d̂) (3.46)

Select the Lyaunov function as

V =
1
2

s2 +
1
2γ

d̃2 (3.47)

where d̃ = d̂ −d,γ > 0
We then get

V̇ = s(ṡ)+
1
γ

d̃ ˙̂d (3.48)
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ṡ from Eq. 3.42

V̇ = s(− f (θ , t)+bu+d − q̇)+
1
γ

d̃ ˙̂d (3.49)

From Eq. 3.43,

V̇ = s(− f (θ , t)+b(ua +us)+d − q̇)+
1
γ

d̃ ˙̂d (3.50)

It becomes,

V̇ = s(− f (θ , t)+b(
1
b
( f (θ , t)+ q̇− d̂)− ksgn(s))+d − q̇)+

1
γ

d̃ ˙̂d (3.51)

After simplification,

V̇ = s(d − d̂ − ksgn(s))+
1
γ

d̃ ˙̂d (3.52)

V̇ = s(d̃ − ksgn(s))+
1
γ

d̃ ˙̂d (3.53)

V̇ = sd̃ − k |s|+ 1
γ

d̃ ˙̂d (3.54)

Design the adaptive law as
˙̂d =−γs (3.55)

V̇ = sd̃ − k |s|− sd̃ (3.56)

It can be proved that V̇ ≤ 0 when the switching gain k > 0 and closed loop system is stable.

V̇ =−k |s| (3.57)

The simulation results are shown in Figs. 3.6 - 3.9. Fig. 3.6 depicts the performance of
Adaptive SMC for a second order system. It is clear from the figure that the closed loop
response of system is stable and output of system tracks the reference signal in the presence
of external disturbance with negligible error. Performance vise it can be observed from both
Fig. 3.2 and Fig. 3.6 that both controllers i.e. SMC and Adpative SMC show robust behaviour
in nullifying the external disturbances. Major difference between SMC and Adaptive SMC
can be observed after comparing the sliding surfaces and control inputs comparison of both
controllers for same system with same environmental conditions as shown in Figs. 3.3 &
3.4 for SMC and Figs. 3.7 & 3.8 for Adaptive SMC. The adaptive law derived in Eq. 3.55
adapts the disturbances on the systems and subtracts the overall effect of disturbance thereby
reducing the chattering effect of discontinuous switching function signum.
From Figs. 3.7 & 3.8 it is clear that Adaptive SMC offers far less amount of chattering as
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compared to classical SMC and therefore it’s more feasible for implementation on hardware
in comparison with classical SMC. Figs. 3.9 & 3.10 depicts the phase trajectory and adaptive
law uncertainty estimation of Adaptive SMC. As mentioned in the previous section that
disturbance imposed upon the system was d(t) = 10sin(Πt). Adaptive law derived in Eq.
3.55 was able to successfully estimate the disturbance applied to the system.
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Fig. 3.6 Adaptive SMC ideal position tracking Fig. 3.7 Adaptive SMC Sliding surface

Fig. 3.8 Adaptive Control input Fig. 3.9 Adaptive Phase trajectory

Fig. 3.10 Adaptive Uncertainty Estimation
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Contribution of SMC and Adaptive SMC
in MPPT problem





Chapter 4

SMC and Adaptive SMC Control
schemes for Maximum Power Point
Tracking of Photovoltaic Systems

This chapter presents sliding mode control which is widely used for increasing the output
power of photovoltaic sources. These sliding-mode controllers are primarily based on one-
loop or two-loop schemes. The two-loop scheme is composed of two loops, i.e., searching and
tracking loops. A maximum power point searching unit is utilized in the searching loop, and
a tracking controller is utilized in the other loop to extract the maximum photovoltaic power.
Compared to this scheme, the one-loop scheme can extract the maximum photovoltaic power
without any searching algorithm. In this study, dynamic equations of a typical photovoltaic
power source are derived using the state-space averaging method. Afterwards, two-loop
sliding mode control and adaptive sliding mode control schemes are derived for extracting
the maximum power. Stability of the control law is guaranteed using Lyapunov theory.
P&O, PSO and IPSM MPPT algorithms are used for maximum power point searching in the
two-loop scheme.

4.1 Introduction

Maximum power point (MPP) tracking units should be utilized in photovoltaic sources to
increase their efficiency. Fig. 4.1 shows that DC converters are usually utilized between the
load and PV cells for MPP tracking. However, a tracking controller is required to control
this converter. In this case, many MPP tracking controllers have been introduced, e.g., PID
controller [72, 73], passivity-based control [74], input-output linearization [75], feedback
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linearization [76] and sliding-mode control (SMC) [77, 78]. Among these controllers, SMC
is more popular due to its global stability and robustness. However, the primary problem
of the SMC is its chattering problem. The discontinuous nature of the control law usually
leads to the chattering problem. Chattering deteriorates the performance of the control
systems [79]. SMC is a type of variable structure controller [79]. Each SMC is composed

Fig. 4.1 A typical photovoltaic power source

of a switching surface and a control law. One-loop and two-loop SMCs are shown in Fig.
4.2. In the one-loop scheme, the MPP tracking controller does not require MPP On the
other hand, the two-loop scheme requires an additional algorithm for MPP searching. The
one-loop SMC was introduced in [77]. In this scheme, the switching surface is selected as
dP/dI [77] or dP/dV [80], where P, I and V are power, current and voltage, respectively. By
converging the switching surface to zero, the maximum power will be extracted. The number
of required voltage sensors for this scheme is decreased in [49]. The one-loop control scheme
can also be used for grid-connected PV systems [81]. In two-loop scheme, the first and
second loops are used for MPP searching and MPP tracking, respectively. The interaction
between the loops must be considered in the designing procedure, i.e., the tracking loop
should be faster than the searching loop. In this context, a terminal SMC was introduced in
[82], which ensures the finite time stability. Thus, it can be shown that the tracking loop is
always faster than the searching loop. In this thesis, two-loop control scheme is chosen. In
the first loop of searching to calculate the MPP an IPSM optimization algorithm is used to
generate the reference voltage for the MPP tracking loop i.e. the controller loop. Two other
optimization algorithms, namely, P&O and PSO along with IPSM MPPT has been conducted
for the proposed system. In the second tracking loop for the controller part, first an integer
order SMC controller formulation is developed based on the nonlinear mathematical model
of PV panel with a boost converter. Classical SMC generally suffer from the problem of
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Fig. 4.2 One-loop and two-loop control schemes

’Chattering’, which is a very high frequency oscillation of the sliding variable around the
sliding manifold. Therefore, authors have introduced Adaptive version of SMC also in this
study which reduce chattering phenomenon and limits high frequency oscillations present in
classical SMC.

4.2 SMC Controller Design

The proposed scheme implemented in this work is presented in Fig. 4.3. Stand-alone PV
system is used which consists of a PV panel, DC-DC boost converter, a load and a control loop
that produces PWM signal to the step-up converter for MPPT process. In this implementation,
the voltage and current of the PV array are provided to the optimization algorithm employing
P&O which defines the reference to the SMC controller to provide reference peak power
voltage, which can be tracked by the proposed non-linear controller. The controller has been
derived using the mathematical model of a non- inverting boost converter and generates an
output signal , which controls the duty ratio of the PWM signal provided to the converter
switches. The MPPT-based P&O generates the reference voltage Vre f , which is compared
with panel voltage VPV to generate an error signal, which is supplied to the improved sliding
mode controller. The controller generates the control input µ , which controls the PWM
signal width and drives the converter to track the reference voltage. Hence, operating the
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PV module on this reference voltage will ensure that maximum power is generated by the
system.

Fig. 4.3 System scheme based on sliding mode controller (SMC).

4.2.1 PV Model

Mathematical models are used to describe the operation and behavior of the PV panels
in the calculation of the current-voltage characteristic. The current voltage (I-V relation)
mathematical equation of the solar cell is implicit and non-linear. For precise PV cell
modeling and better accuracy, in this work, we use a two diode PV model which involves
identification of more parameters at the expense of longer computational time and is known
as being a seven-parameter model [83]. Simulations are based on the double-diode model,
since their estimation is more useful with other models (i.e., single diode model) [84]. The
PV panel based on the two diode model is shown in Fig. 4.4. To operate the PV panel at
MPP, a DC-DC converter controlled by the MPPT is inserted between the PV panel and
the load. DC-DC converters are used widely for the efficient management of energy in PV
systems. The boost converter has been chosen for this work [85], as shown in Fig. 4.4.
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Fig. 4.4 Circuit diagram of the two-diode model PV system.

4.2.2 MPPT Algorithms

MPPT algorithms are used to generate the reference voltage Vre f of the peak power panel
voltage to extract maximum power from the PV array under varying environmental conditions.
The description of the MPPT algorithms is discussed in this section which are implemented
in this study.

a). MPPT algorithm based on P&O
The P&O MPPT algorithm is based on managing either the voltage command or the boost
converter input current. Subsequently, the measure of power converted from the panel is
estimated. The P&O algorithm adopted methodology description is explained in [86], in
which an integer order sliding mode controller had been proposed for the two-diode model-
based PV system. P&O MPPT algorithm had been used in [87] in order to be able to extract
the maximum power from the panel and providing the reference voltage to the sliding mode
controller acting as a voltage loop controller. Here, the controller is modified by Adaptive
SMC [88] to address the chattering phenomenon which was present in [87]. The P&O
algorithm flow diagram is shown in Fig. 4.5 which is executed in PSIM simulation tools.
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Fig. 4.5 Perturb and Observe algorithm (P&O).

b). MPPT algorithm based on PSO
Particles Swarm Optimization (PSO) [36], algorithms are strategies based on a heuristic
search that use a population, characterized with stochastic features, which are motivated
by swarms. Each one of such particles, constitutes a candidate solution. PSO calculations
produce new particles positions and features on the basis of its interaction with the rest. For
example, for what matters to the particle position, it is determined on the basis of particles in
a superior situation. This superior situation, in our case study, corresponds to a reference
voltage that generate a better, superior, power conversion. As an iteration-based approach,
once a particle with superior characteristics is found, the rest of the particles will be affected
by this. This wining particle will constitute he output of the algorithm. Flow diagram of the
PSO algorithm is depicted in Fig. 4.6.
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Fig. 4.6 Particle Swarm Optimization algorithm (PSO).

c). MPPT algorithm based on IPSM
In this case, IPSM is an improvement with respect to the Pattern Search Method (PSM)
from [89]. Pattern Search algorithms are defined along two main constitutive parts: first, an
arrangement of mesh definitions and, second a list of polling conditions. Every component
of the mesh is a solution candidate. Pattern search are also iterative methods. Therefore,
at each iteration, the meshes move towards the best position, according to a convergence
condition. In this case, the search is actualized with respect to the one in [26] by introducing,
also, search at adjoining members to the one that is defined as with the best position. This
update, for the case at hand, introduces the possibility to guarantee appropriate convergence
even in cases of radiation or partial shading.The algorithm applied to the power conversion
of a photovoltaic panel is portrayed in Fig. 4.7.
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Fig. 4.7 Improved Pattern Search algorithm (IPSM).

4.2.3 Control Scheme

A. DC-DC Converter Model
Power electronic converters (DC-DC) are used in photovoltaic systems as an adaptation stage
between the PV panel and the load. The DC-DC power converter is connected to adjust the
PV panel output voltage to maximize the solar power generation. In this work, we adapt a
boost converter which steps up voltage from its input (PV array) to its output (load), in order
to operate the PV panel at the MPP. It is assumed that the converter is operating in continuous
conduction mode. The converter is used to regulate the PV module output voltage, VPV , in
order to extract as much power as possible from the PV module. Referring to Fig. 4.8, the
dynamics of the boost converter is given by [90]:

Icin =Cin
dVpv

dt
= Ipv − IL (4.1)

VL = L
dL
dt

=VPV −Vb(1−u) (4.2)

where Icin, IPV , Vp, Ccin, VL, IL, and L represent capacitor current, PV current, battery
voltage, input capacitor capacitance, voltage across inductor, inductor current, and inductor
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Fig. 4.8 Circuit diagram of the proposed control scheme.

inductance, respectively. Re arranging Eq. (4.1&4.2) we have:

dVpv

dt
=

−IL

Cin
+

Ipv

Cin
(4.3)

dL
dt

=
VPV

L
− Vb

L
+

u
L

(4.4)

Eq. (4.3&4.4) can be written in state space form as[
˙VPV

İL

]
=

[
0 − 1

Cin
1
L 0

][
˙VPV

İL

]
(4.5)

+

[
IPV
Cin

0
−Vb

L 0

][
1
0

]
+

[
0

−Vb
L

]
(4.6)

Eq. 4.6 can be re-written in generalized form as

Ẋ = f (X , t)+ J(X , t)+h(X , t)u (4.7)

Here X = [x1 x2]
T = [VPV IL]

T represents PV panel voltage and inductor current J = (X , t)
and h = (X , t) represents nominal system inputs and u represents the control excitation. IPV ,
Vb, Cin, L represents PV current, bulk voltage, input capacitor capacitance and Inductor
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inductance respectively.

f (X , t) =

(
0 − 1

Cin
1
L 0

)
(4.8)

J(X , t) =

[
IPV
Cin

0
−Vb

L 0

]
(4.9)

h(X , t) =

(
0

Vb/L

)
(4.10)

B. Controller Formulation
The objective of the closed loop control system is that panel voltage, VPV , must strictly follow
the VPV−re f generated by the MPPT algorithm so that maximum power can be extracted from
the PV panel under varying sunlight and temperature. The reference signal generated by the
MPPT algorithm can be written as:

Xd = [xd ẋd] = [VPV−re f ˙VPV−re f ] (4.11)

The tracking error can be defined as 
e1 = x1 − xd

e2 = ė1

e2 = x2 − ẋd

ė2 = ẋ2 − ẍd

(4.12)

Sliding surface is chosen as
s = c1e1 + e2 (4.13)

Here c1 > 0 is the design parameter. Differentiating Eq. 4.13 on both sides

ṡ = c1e2 + ė2 (4.14)

By combining Eq. 4.7 and Eq. 4.14 one can obtain

ṡ = c1e2 + f (X , t)+ J (X , t)+h(X , t)u− ẍd (4.15)
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To derive the control set ṡ = 0 ,the desired response can be achieved by choosing the control
law as  u = ueq +us

ueq = h(X , t)−1 [ẍd − f (X , t)− J (X , t)− c1e2]

us = −h(X , t)
−1

kssgn(s)

 (4.16)

Where ueq is the equivalent control item to drive the nominal part of system , us is the robust
switching control item. sgn(.)is the signum function defined as:

sgn(s) =


+1 i f s > 0
0 i f s = 0
−1 i f s < 0

(4.17)

C. Stability Proof of the Proposed Controller
The stability of the proposed control scheme can be proved by choosing the Lyapunov
candidate function as:

V =
1
2

s2 (4.18)

where s represents the sliding surface chosen in Eq. 4.38. According to Lyapunov, the
control system will be stable if the derivative of the Lyapunov candidate is negative along the
closed-loop system trajectories. Thus, by taking the derivative of Eq 4.18, we get:

V̇ = sṡ (4.19)

Putting ṡ from Eq. 4.15 into Eq. 4.19, we get:

V̇ = s(c1e2 + f (X , t)+ J(X , t)+h(X , t)u− ẍd) (4.20)

Putting the value of ‘u’ from Eq. 4.16 into Eq 4.20 and simplifying, we obtain:

V̇ = s(−kssgn(s))≤ (−ks |s|)≤ 0 (4.21)

It can be shown that V̇ ≤ 0 if the switching gain ks > 0 and the closed loop system is stable.

4.3 Adaptive Sliding Mode Controller Design

The design of adaptive SMC controller is discussed for the proposed PV system. In order to
effectively track the reference voltage generated by MPPT algorithms (P&O, PSO and IPSM)
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and to extract maximum power from the PV array, adaptive SMC controller is developed in
this section.

4.3.1 Control law

Fig. 4.9 shows schematic circuital representation of the proposed adaptive SMC controller
for the proposed PV system. The operation of the work has been described in detail in
Sect.4.2. Therefore, the dynamics of the DC-DC boost converter is given by:

Fig. 4.9 System scheme based on Adaptive SMC control.

Icin = (Cin +∆Cin)
dVpv

dt
= Ipv − IL (4.22)

VL = (L+∆L)
dIL

dt
=Vpv −Vb (1−u) (4.23)

Icin , Ipv , Vb, Cin, and L represents nominal values of capacitor current, PV current, battery
voltage, input capacitor capacitance, voltage across inductor, inductor current and Inductor
inductance, respectively ∆ is the uncertainty term which is introduced to add uncertainties in
the system parameters under climatic changes. Re arranging Eq. (4.22) and Eq. (4.23) we
have

˙Vpv =− IL

Cin +∆Cin
+

Ipv

Cin +∆Cin
(4.24)

İL =
Vpv

L+∆L −
Vb

L+∆L +
Vb

L+∆L
u (4.25)
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In state space form Eq. (4.24&4.25) can be written form as

[
˙Vpv

İL

]
=

[
0 − 1

Cin+∆Cin
1

L+∆L 0

][
Vpv

IL

]
+

[
Ipv

Cin+∆Cin
0

−Vb
L+∆L 0

][
1
0

]
+

[
0
Vb

L+∆L

]
u

(4.26)

The generalized form of Eq. 4.26 can be re-written as

Ẋ = f (X , t) + J (X , t) + h(X , t)u + ∆ f (X , t) + ∆J (X , t) + ∆h(X , t)u + d (X , t) (4.27)

Here X = [x1 x2]
T = [Vpv IL]

T represents PV panel voltage and inductor current
f = (X , t), J = (X , t) and h = (X , t) represents nominal system inputs and u represents the
control excitation. ∆ f = (X , t), ∆J = (X , t) and ∆, h = (X , t) represents the uncertainties
terms and d(X , t) represents unknown disturbances.

f (X , t) =

[
0 − 1

Cin
1
L 0

]
(4.28)

J(X , t) =

[
IPV
Cin

0
−Vb

L 0

]
(4.29)

h(X , t) =

[
0
Vb
L

]
(4.30)

∆ f (X , t) =

[
0 −1

∆Cin
1

∆L 0

]
(4.31)

∆J(X , t) =

[
IPV
∆Cin

0
−Vb
∆L 0

]
(4.32)

∆h(X , t) =

[
0
Vb
∆L

]
(4.33)

Eq. 4.27 can be further generalized as

Ẋ = f (X , t)+ J (X , t)+h(X , t)u+D(X , t) (4.34)
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Where

D(X , t) = ∆ f (X , t)+∆J (X , t)+∆h(X , t)u+d (X , t) (4.35)

The reference signal can be written as:

Xd = [xd ẋd]
T = [Vpv−re f ˙Vpv−re f ]

T (4.36)

In the controller design, the tracking error are chosen by
e1 = x1 − xd

e2 = ė1

e2 = x2 − ẋd

ė2 = ẋ2 − ẍd

(4.37)

Sliding surface is defined as
s = k1e1 + e2 (4.38)

k1 > 0 is basically the design parameter. The derivation of Eq. 4.38 is given by

ṡ = k1e2 + ė2 (4.39)

By combining Eq. 4.27 and Eq. 4.39 one can obtain

ṡ = k1e2 + f (X , t)+ J (X , t)+h(X , t)+D(X , t)− ẍd (4.40)

To calculate the control signal set ṡ = 0, the desired control law response is obtained as

u = ua +us

ua = h(X , t)−1 [ẍd − f (X , t)− J (X , t)− c1e2]− D̂(X , t)]

us = −h(X , t)
−1

kssgn(s)

(4.41)

Where D̂(X , t) is the estimation of D(X , t), ua is the adaptive compensation and us is the
robust switching control item. ks is the switching gain and sgn(.) is the signum function
defined as:

sgn(s) =


+1 i f s > 0
0 i f s = 0
−1 i f s < 0

(4.42)
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4.3.2 Stability analysis

Lyapunov candidate function is used to prove the stability of the proposed control scheme []

V =
1
2

s2 +
1

2η
D̃2 (4.43)

The sliding surface chosen in Eq.(4.38) is represented by s, D̃ = D− D̂ and η > 0 is adaptive
law gain constant. We get the negative derivative of the Lyapunov candidate by taking the
derivative of Eq.(4.43) which shows the control system is stable

V̇ = sṡ+
1
η

D̃ ˙̂D (4.44)

Putting ṡ from Eq.(4.40) in Eq.(4.44) we get

V̇ = s(c1e2 + f (X , t) + J (X , t) + h(X , t)u + D(X , t) − ẍ) +
1
η

D̃ ˙̃D (4.45)

Substituting the value of u from Eq.(4.41) in Eq.(4.45) and we obtain after simplification

V̇ = s(−kssgn(s)+(D(X , t)− D̂(X , t))+
1
η

D̃ ˙̂D (4.46)

as D̃ = D− D̂ thus we have
V̇ =−ks |s|+ D̃S+

1
η

D̃ ˙̂D (4.47)

Selecting the adaptive law as
˙̂D =−ηs (4.48)

It can be proved that V̇ ≤ 0 when the switching gain ks > 0 and closed loop system is stable.
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Chapter 5

Results and Discussions using SMC
controller

In this chapter we discuss the simulation results obtained by implementing SMC controller
employing P&O MPPT scheme for the proposed stand-alone PV system. Simulation results
are first shown with classical proportional integral derivative (PID) controller for comparative
study to validate the proposed controller performance. In the next section, results obtained
using SMC control scheme are shown.

5.1 Simulation Results

Matlab/Simulink is used to model and simulate the proposed controller’s technique. While
the PV panel along with the boost converter and MPPT algorithm simulations are performed
in PSIM (PowerSim), Simcoupler is used as an interface to couple Simulink and PSIM
co-simulation. The parameters of the PV array that are used in this work are mentioned in
Table. 5.1. From Table. 5.1, the short circuit current, open circuit voltage, and maximum
power point tracking voltage of a single PV panel is given, for which a single DC-DC boost
converter is selected. The parameters of the input capacitor and the inductor are selected
such that the inductor current ripple equals to 1. A physical model of a PV panel is used
according to the renewable energy module of PSIM [87], with parameters corresponding
to the PV module of type MSX-60 [87]. Similarly, the parameters of the controller and
converter are arranged in Table. 5.2. The design parameters of controllers are selected
using Matlab optimization tools which are given in this Table. Simulations of the proposed
controller are performed in PSIM and MATLAB/Simulink to verify its performance. The
system is perturbed with an irradiance step of 1000W/m2 in the instant 0 and after 50 ms,
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Table 5.1 Parameters of the PV array.

Symbol Parameter Value
Isc Open circuit current 3.8 A
Voc Open circuit voltage 24V
Imp Maximum panel current 3.5 A
Vmp Maximum panel voltage 17.1 V

Is1= Is2 Saturation currents 4.704 × 10−10

Ipv Panel current 3.8 A
Rsh Shunt resistance 176.4 Ω

Rs Series resistance 0.35 Ω

Table 5.2 Parameters of controller, converter, and maximum power point tracking (MPPT).

Parameter Value
L 22 µF
C 100 µF
Vo 24V
fsho 49.9kHz
Kp 0.1
Kd 0.1
Ki 50

Ks(MPPT) 14.53
Ta 400 µF

∆Vo 1 V
LPF 20kHz

LPF(low pass filter).

the irradiance is decreased by 50%. The irradiance is varied to validate the robustness of
the proposed MPPT technique and temperature is kept constant at 25Co. The relationship
coefficient of the Solar Panel MSX-60 used in the paper is ±0.05Co m2/W. This means that
for an environment temperature of 25Co, the PV panel will operate up to 40Co if irradiance
is 1000 W/m2, and 32.5Co if irradiance is 500 W/m2. Similarly, the temperature coefficient
of power is (0.5 ± 0.15)%/Co, which implies that maximum output power will be reduced to
half if the irradiance level varies from maximum to half. The same effect is simulated in the
study, and the irradiance level has been instantly reduced to 50% after 50 ms.
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5.1.1 Response using the Proportional Integral Derivative (PID) Con-
troller

To show the performance of the proposed SMC controller, it is compared with a conventional
PID controller. The conventional controller response based on the P&O MPPT algorithm
can be seen in Fig. 5.1, with a P&O perturbation amplitude of 1 V. The voltage tracking of
the conventional controller is shown in Fig. 5.1a. Reference Vre f of the peak power voltage
generated by P&O MPPT is successfully tracked by the PID controller. Vre f reaches the
desired set point Vre f in a settling time of 5 ms. Fig. 5.1b shows the tracking error of the
conventional controller with high ripples and oscillation. PV array output power along with
the reference power curve is shown in Fig.5.1c. It can be observed that MPP is achieved by
the conventional PID controller within 5 ms; however, it can be observed that the controller
successfully tracks the reference but displays large ripples in the voltage waveform along
with an overshoot. The zoomed views are provided in voltage and power curves to see the
comparative behavior with reference voltage and power.
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(a) Vpv-pid

(b) Tracking-error-pid

(c) Ppv-pid

Fig. 5.1 (a) Profile of the PV panel voltage, (b) tracking response of the proposed PID
controller, and (c) profile of the PV power extraction.
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5.1.2 Response using the Sliding Mode Controller (SMC) Controller

The output of the P&O-based MPPT is a voltage reference which needs to be tracked by the
controller. The controller is used to keep track of the panel voltage with the reference voltage
generated by P&O and ensuring a tracking error around ‘zero’ for the desired performance
of the proposed controller. Fig. 5.2 shows the performance of the SMC controller based on
the P&O algorithm with a perturbation amplitude of 1 V under variable irradiance. It can be
seen in Fig. 5.2a that the panel voltage Vpv starts following the reference generated voltage
Vpv−re f once it has reached the steady-state after transient behavior and successfully tracked
the reference voltage. It is highlighted from the tracking response curve in Fig. 5.2b that the
proposed controller clearly outperforms the conventional controller with little oscillation.
During the abrupt variation of irradiance at 0.05 s, the controller performed well, showing
the robustness of the controller. The proposed controller is not only robust, but the ripples
are also negligible. Similarly, the PV panel output power along with the reference power
curve is shown in Fig. 5.2c. It is observed that panel power Ppv and reference power Vpv−re f

are following each other faster once they have reached the MPP. The efficiency of the system
is greatly enhanced when the proposed controller is used. The results that are obtained by
using an improved SMC controller are free of ripples and overshoot, but with PID, both of
them are high and visible.
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(a) Vpv-smc

(b) Tracking-error-smc

(c) Ppv-smc

Fig. 5.2 (a) Profile of the PV panel voltage, (b) tracking response of the proposed SMC
controller, and (c) profile of power extraction.
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Table 5.3 Performance characteristics of the conventional PID and the proposed SMC
controller.

Controller Over/Undershoot(%) Settling Time(s) Power Losses (Watt)
PID 2.61 5 ms 3

SMC 0.6 0.3 ms 0.68

5.1.3 Comparative Analysis

Table. 6.1 shows that the overshoot characteristics, response time, and power losses have
been explained. It is possible to deduct from Table. 6.1 that the performance characteristic
parameters of the SMC controller in comparison with the PID controller for the proposed
PV system have successfully improved. The comparison of the proposed SMC controller is
done in below figures. In Fig. 5.3, the comparison of the proposed controller voltage curve is
done with the reference signal and conventional controller voltage signal. Both controllers
track the reference successfully, and there is high oscillation in the PID controller behavior.
Similarly, Fig. 5.4 highlights the comparative behavior of the proposed controller panel
power with reference signal power and conventional controller power. It can be observed
that MPP is successfully achieved by the proposed SMC controller with almost negligible
ripples compared to the PID controller, which has large ripples in correspondence to the
reference signal. The zoomed views are also shown to clearly observe the comparison. The
tracking error comparative plot is shown in Fig. 5.5, which shows high oscillations in the
conventional controller response as compared to the proposed SMC controller which has
little oscillations.

Fig. 5.3 Reference, PID, and SMC PV voltage curve.
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Fig. 5.4 Reference, PID, and SMC PV power curve.

Fig. 5.5 PID and SMC PV tracking error curve.



Chapter 6

Results and Discussions using Adaptive
SMC controller

In this chapter, results obtained using adaptive SMC controller are discussed. Classical
SMC generally suffers from the problem of ‘Chattering’, which is a very high frequency
oscillation of the sliding variable around the sliding manifold. Adaptive SMC is introduced
in this chapter which reduce chattering phenomenon and limit high frequency oscillations
which was present in the results obtained using SMC shown in chapt.5. The previous study
is conducted with only conventional P&O MPPT for reference sginal generation. In this
chapter, we use two more MPPT algorithms (PSO,IPSM) along with P&O MPPT to provide
reference signal to the controller. In general, IPSM optimization method is computationally
efficient and offers the best solution than the other optimization algorithms PSO and P&O.
To test the performance of the proposed adaptive SMC controller, the results are compared
with the classical PID controller to show the significance of the adopted control scheme.

6.1 Simulation Results and Discussion

In this section, the results for each one of the three MPPT implemented algorithms are shown.
The description of the irradiance experiment as well as parameters for the PV system are
described in details in Section 5.1. The same parameters of the PV array are used in this
study. The parameters of the controller and converter are arranged in Table 6.1. MATLAB
optimization tools are used to obtain the design parameters of controllers which are displayed
additionally in this table. The system is perturbed with an irradiance step of 1000W/m2 at the
instant 0 and after 50 ms the irradiance is decreased by 50% for an environment temperature
of 25Co.
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Table 6.1 Parameters of controller, converter, and MPPT.

Parameter Value
L 22 µF
C 100 µF
Vo 24V
fsho 49.9kHz
Kp 0.1
KI 50
Kd 0.1
K1 4.3
KA 55.5
Ta 400 µF

∆Vo 1 V(P&O)
∆Vo 0.2 V(40 p.)
∆Vo 0.8 V(10 p.)
LPF 20kHz

LPF(low pass filter).

6.1.1 Response using PID

a) with P&O MPPT scheme
To show the performance of the proposed chattering-free adaptive SMC controller, it is
compared with a conventional PID controller. PID controller tuning parameters have been
obtained by using MATLAB/Simulink optimization tools. The conventional controller
response based on the P&O MPPT can be seen in Fig. 6.1, with a P&O perturbation
amplitude of 1 V. The output of P&O MPPT is a voltage reference signal which is supposed
to be tracked by controller to ensure tracking error around zero. Fig. 6.1a is the PV panel
voltage which is tracked by controller with reference voltage. Vpv successfully tracks Vre f

once reached steady state after transient behaviour. But the Vpv deviates from Vre f in PID
controller. Fig. 6.1b shows the tracking error of the conventional controller. There is high
ripples and oscillations in PID tracking error behavior. PV panel output power along with
reference power curve is shown in Fig. 6.1c. From power curve it can be seen that MPP is
achieved successfully and the controller tracks the reference voltage in the voltage curve but
displays large ripples in the voltage waveform along with an overshoot.
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(a) Vpv-pid-p&o

(b) Tracking-error

(c) Ppv-pid-p&o

Fig. 6.1 PID based on P&O MPPT (a) Profile of the PV panel voltage (b) Tracking response
(c)Profile of the PV power extraction
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b) with PSO MPPT scheme
The conventional controller response based on PSO MPPT can be seen in Fig. 6.2 and Fig.
6.3. As a stochastic algorithm, PSO does not always guarantee the same exact location for
the best positioned particle (optimal solution). Therefore, a set of 10 simulations have been
conducted. Each simulation set has been repeated by suing 10 and 40 particles. From the PSO
with 10 particles plots it can be observed that the panel voltage is tracked by the controller
with the reference voltage in Fig. 6.2a and the panel power reached the MPP in the power
curve Fig. 6.2c. The tracking error response is shown in Fig. 6.2b with less oscillations and
ripples as compared to P&O MPPT based results. However, the response of PSO algorithm
with 40 particles in Fig. 6.3 never reached the steady-state MPP unlike the response based on
PSO with 10 particles and particles always moving around the search-space. The oscillations
are significant in PID responses. As a result, it can be seen that PSO generated reference
voltages, incurred in large oscillations, therefore energy loses. Also, in some situations,
difficulties to appropriately reach the steady state.
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(a) Vpv-pid-pso10

(b) Tracking-error-pidpso10

(c) Ppv-pid-pso10

Fig. 6.2 PID based in PSO MPPT with 10 particles (a) Profile of the PV panel voltage (b)
Tracking response (c)Profile of the PV power extraction
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(a) Vpv-pid-pso40

(b) Tracking-error-pidpso40

(c) Ppv-pid-pso40

Fig. 6.3 PID based in PSO MPPT with 40 particles (a)Profile of the PV panel voltage
(b)Tracking response (c)Profile of the PV power extraction
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c) with IPSM MPPT scheme
In this section, the MPPT algorithm based on Improved PSM will be tested. As in the
preceding section, because the algorithm is of stochastic nature, two sets of 10 simulations
each will be pursued. One with 10 models and a second one with 40 models. Results are
shown in Figs. 6.4 & Fig. 6.5, respectively. This optimization method is computationally
efficient to observe the best solution than the PSO optimization method. IPSM with 10 and
40 models converge faster than the PSO with 10 and 40 particles. The perturbation amplitude
is greater when the number of models will be low or vice versa to reach to the optimal
solution. From the voltage curves (Fig.6.4a, Fig. 6.5a ) the conventional controller tracks the
panel voltage successfully with reference voltage; PID voltage curve deviates from reference
voltage and has great oscillations. The power curves reach the MPP shown in Fig. 6.4c &
Fig. 6.5c. The tracking error curves (Fig. 6.4b & Fig. 6.5b) show minimized tracking error
behaviour as compared to PSO based MPPT tracking response.
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(a) Vpv-pid-ipsm10

(b) Tracking-error-ipsm10

(c) Ppv-pid-ipsm10

Fig. 6.4 PID based in IPSM MPPT with 10 particles (a) Profile of the PV panel voltage (b)
Tracking response (c)Profile of the PV power extraction
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(a) Vpv-pid-ipsm40

(b) Tracking-error-ipsm40

(c) Ppv-pid-ipsm40

Fig. 6.5 PID based in IPSM MPPT with 40 particles (a)Profile of the PV panel voltage
(b)Tracking response (c)Profile of the PV power extraction
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6.1.2 Response using Adaptive SMC

a) with P&O MPPT scheme
In this section the performance of the ASMC controller is discussed which is introduced to
limit the chattering effect,to keep tracking of the panel voltage with the reference voltage
generated by MPPT algorithms and ensuring a tracking error around ‘zero’ for the desired
response. Fig. 6.6 shows the performance of the ASMC controller based on the P&O
algorithm with a perturbation amplitude of 1 V under varaible irradiance. It can be seen
in Fig. 6.6a that the panel voltage Vpv starts following the reference-generated voltage Vre f

once it has reached the steady-state after transient behavior and successfully tracked the
reference voltage. Also there is no deviation in the proposed controller PV voltage. It is
highlighted from the tracking response curve in Fig. 6.6b that the proposed controller clearly
outperforms the conventional controller with little oscillation. During the abrupt variation of
irradiance at 0.05 s, the controller performed well, showing the robustness of the controller.
The proposed controller is not only robust, but the ripples are also negligible. Similarly, the
PV panel output power along with the reference power curve is shown in Fig. 6.6c. It is
observed that panel power Ppv and reference power Ppv−re f are following each other faster
once they have reached the MPP. The results that are obtained by using adaptive SMC are
free of high frequency oscillations.
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(a) Vpv-asmc-pndo

(b) Tracking-error-p&o

(c) Ppv-asmc-pndo

Fig. 6.6 ASMC based on P&O MPPT (a) Profile of the PV panel voltage (b) Tracking
response (c)Profile of the PV power extraction
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b) with PSO MPPT scheme
The adaptive SMC response based on PSO MPPT can be seen in Fig. 6.7 and Fig. 6.8. A set
of 10 simulations have been conducted. Each simulation set has been repeated by using 10
and 40 particles. The controller tracks the reference Vre f successfully of the panel voltage in
PSO with 10 particles in Fig. 6.7a. Fig. 6.7b shows the tracking error response with limited
oscillations as compared to P&O MPPT based results. In the power curve Fig. 6.7c, the
algorithm reached the MPP successfully. PSO with 10 particles shows average response and
the algorithm reached the MPP before the simulation ended. However, the behavior using
ASMC shows limited oscillations and less ripples in comparison of PID. On the other hand,
the response of PSO algorithm with 40 particles in Fig. 6.8 never reached the steady state and
always keeps moving around the search-space. However, with adaptive SMC the oscillations
reduced in the performance of PSO with 40 particles, which are significant in PID.
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(a) Vpv-asmc-pso10

(b) Tracking-error-pso10

(c) Ppv-asmc-pso10

Fig. 6.7 ASMC based in PSO MPPT with 10 particles (a) Profile of the PV panel voltage (b)
Tracking response (c)Profile of the PV power extraction
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(a) Vpv-asmc-pso40

(b) Tracking-error-pso40

(c) Ppv-asmc-pso40

Fig. 6.8 ASMC based in PSO MPPT with 40 particles (a)Profile of the PV panel voltage
(b)Tracking response (c)Profile of the PV power extraction
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c) with IPSM MPPT scheme
In this section, the MPPT algorithm based on Improved PSM will be tested. The algorithm
is of stochastic nature, two sets of 10 simulations each will be pursued with ASMC also.
One with 10 models and a second one with 40 models. This optimization method is com-
putationally efficient to observe the best solution than the PSO optimization method. This
optimization method converge faster than the previous one with 10 and 40 models. The
perturbation amplitude is greater when the number of models will be low or vice versa to
reach to the optimal solution. It is cleared from the plots given below that the proposed
ASMC controller based on IPSM MPPT has negligible ripples and no deviation from MPP
in obtained voltage and power curves. The panel voltage tracks the reference voltage in Fig.
6.9a & 6.10a successfully once reached the steady state. The tracking response curves in
Fig. 6.9b & 6.10b highlight that the adaptive controller clearly outperforms the conventional
PID controller and the curves show minimized tracking error behavior as compared to PSO
MPPT tracking response oscillations. It can be observed that MPP is successfully achieved in
PV array output power curves which are shown in Fig. 6.9c & 6.10c, with negligible ripples
compared to other MPPT techniques with ASMC controller. As main feature to highlight
from the IPSM based MPPT algorithm in comparison with the previously presented ones, is
that it takes some more time to get the MPP but it guarantees to reach it. Also, it exhibits
less power energy loses rather than the PSO. In this manner, the validation of the chattering
free and robustness of the proposed adaptive sliding mode controller based on IPSM MPPT
under variable environmental conditions and uncertainities is validated by comparing its
performance with conventional controller based on P&O and PSO MPPT algorithms.
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(a) Vpv-asmc-ipsm10

(b) Tracking-err-ipsm10

(c) Ppv-asmc-ipsm10

Fig. 6.9 ASMC based in IPSM MPPT with 10 particles (a) Profile of the PV panel voltage
(b) Tracking response (c)Profile of the PV power extraction
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(a) Vpv-asmc-ipsm40

(b) Tracking-err-ipsm40

(c) Ppv-asmc-ipsm40

Fig. 6.10 ASMC based in IPSM MPPT with 40 particles (a)Profile of the PV panel voltage
(b)Tracking response (c)Profile of the PV power extraction
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6.1.3 Discussion

From the previous three MPPT scenarios with PID and ASMC controllers, IPSM MPPT
algorithm provides an overall satisfactory response. As a resume quantitative comparison, the
performance characteristics parameters of the proposed ASMC controller in comparison with
the conventional PID controller are discussed in this section with employed MPPT schemes.
The performance characteristics are shown in provided tables which describe the overshoot
characteristic, response time, and power losses. These tables show the different considered
figures of merit. Clear advantages of the tested optimization based MPPT algorithms over
traditional P&O have been shown in these tables. In both cases PSO and IPSM, 10 and 40
particle optimizations have been conducted. Regarding IPSM, as shown in Tables. 6.5 and
6.6, ASMC results are similar in both cases (10 and 40 particles) and superior in speed of
response and power loses to the PSO ones (IPSM shows to be 2 times faster and exhibits
half power loses). It is worth to mention that for the ASMC based P&O MPPT algorithm,
it provides reasonable performance indicators, even aligned with the PSO based MPPT but
even faster from the settling time point of view (see Tables 6.2–6.4). In the case of the
IPSM, the settling time is greatly improved with respect to PSO and made overall better
results with respect to the original P&O. IPSM therefore, is providing a good alternative as
MPPT algorithm. Next the performance of the proposed ASMC controller is depicted by
determining the aggregated error index, IAE. This aggregated index, confirms this approach
ASMC controller with IPSM provides better performance than the other implemented MPPT
techniques.Fig. 6.11 show the comparative plots of the performance index IAE (Integral
Absolute Error) of the PV system. The performance index, IAE, shows that the IPSM
technique is performing better than the ones based on P&O and PSO MPPT algorithms.
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Table 6.2 Performance characteristics of the conventional controller and the proposed ASMC
controller based on P&O MPPT.

Controller Over/Undershoot(%) Settling Time(s) Power Losses (Watt)
PID 2.8 5.3 ms 3.2

ASMC 0.6 0.15 ms 0.68

Table 6.3 Performance characteristics of the conventional controller and the proposed ASMC
controller based on PSO 10 particles.

Controller Over/Undershoot(%) Settling Time(s) Power Losses (Watt)
PID 8 80 ms 6

ASMC 0.85 2.8 ms 0.95

Table 6.4 Performance characteristics of the conventional controller and the proposed ASMC
controller based on PSO 40 particles.

Controller Over/Undershoot(%) Settling Time(s) Power Losses (Watt)
PID 10 120 ms 7.8

ASMC 1 3 ms 1.2

Table 6.5 Performance characteristics of the conventional controller and the proposed ASMC
controller based on IPSM 10 particles.

Controller Over/Undershoot(%) Settling Time(s) Power Losses (Watt)
PID 5 50 ms 4.8

ASMC 0.40 0.10 ms 0.54

Table 6.6 Performance characteristics of the conventional controller and the proposed ASMC
controller based on IPSM 40 particles.

Controller Over/Undershoot(%) Settling Time(s) Power Losses (Watt)
PID 5.8 53 ms 5.2

ASMC 0.41 0.11 ms 0.59
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(a) IAE-p&o

(b) IAE-pso10

(c) IAE-pso40

(d) IAE-ipsm10

(e) IAE-ipsm40

Fig. 6.11 Integral Absolute Erros, IAE performance index
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Chapter 7

Conclusions and Future Work

In this chapter, we conclude the thesis by summarizing our main contributions and presenting
the future lines of research related to the contributions of this thesis.

7.1 Overall Conclusions

In this thesis, we studied the modeling of the sliding mode controller of photovoltaic system
by employing MPPT schemes. SMC controllers are used for the extraction of maximum
power from PV source. We developed two-loop control scheme for maximization of the
power from PV source. Based on the work done to achieve the main objectives, the overall
conclusions of this thesis are summarized as follows:

• First, we studied the fundamentals of the photovotlaic system and several components
of stand-alone PV system. We studied further in details different components of PV
system i.e. solar panel, single diode model and two diode model of solar cell, power
electronic converter topologies. We presented techniques available in the literature
for maximum power extraction of PV and studied numerous MPPT techniques which
consist of Conventional Techniques, Soft Computing Technique, Linear & Non Linear
control techniques for power extraction from PV.

• Second, we proposed sliding mode controller and adaptive sliding model controller in
this thesis for power extraction from PV based on MPPT schemes. SMC controller
background and theory has been discussed. Some non-linear system dynamic has been
derived using SMC and stability has been checked. Further to show the behaviour of
SMC; simulation results have been shown in MATLAB to show the robustness of the
controller. Further adaptive SMC mathematical model is developed for the same non
linear system and stability is checked. Simulation results were shown.
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• Third, we presented and derived the mathematical model of the integer order classical
SMC controller for our propsoed PV system. Derivation of SMC controller is devel-
oped for PV with MPPT scheme and stability is proved. P&O MPPT algorithm is used
to generate the reference signal. The reference signal provided to the controller for
tracking of the panel voltage. The controller is used to track the voltage signals for
maximization of power and achieved MPP successfully. From the obtained results
controller performance has been validated by comparing its performance with con-
ventional PID controller in terms of voltage tracking, power curves and tracking error.
Performance characteristics parameters have been estimated in tabular form for both
controllers in terms of overshoot/undershoot, settling time and power losses.

• Lastly, we presented adaptive SMC controller for our system to deal with the chattering
effect which was present in SMC. Controller mathematical model is developed based
on boost converter dynamics. Stability is validated of the developed control scheme for
the system. Along with P&O two other MPPT optimization algorithms PSO and IPSM
were employed with ASMC for reference signal generation. IPSM MPPT scheme
provided an overall satisfactory response from the other PSO optimization scheme and
the traditional P&O. The obtained results compared with the classical PID controller to
highlight the significance of the developed ASMC control scheme. The results verified
the controller performance.

7.2 Future Work

We believe that the main contributions of our work can be extended to further work in relation
to the contributions of this thesis. There are always improvements or extensions which can
be addressed to continue working. The more advanced control schemes super twisting SMC,
terminal SMC and fractional SMC can be implemented for the same system to represent our
future work. Experimental validation of the simulation results can be performed leading to
practical implementation of the proposed work.
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