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Abstract

The space is experiencing a revolution motivated by the emergence of satellite
services that can satisfy current environmental, socio-economic, and geo-political de-
mands. The transformation becomes more explicit in the predominant activity sectors,
such as Earth Observation and broadband telecommunications. Earth Observation
satellite systems have become dependable resources for environmental and climate
monitoring, weather forecast, governmental activities, modern agriculture, and count-
less other commercial and industrial applications. The incursion of 5G in the aerospace
domain has motivated the conception of satellite systems as a promising platform to
achieve desired applications that require global coverage, and cope the limitations
of ground facilities. The numerous demands can be summarized in two main system
requirements: (1) increase of data transfer capacity, and (2) decrease the end-to-end
communications latency. Some satellite systems are starting to adopt novel struc-
tural and functional paradigms grounded upon distribution and increased on-board
capabilities in order to address these ever growing user and application requirements.

Distributed Satellite Systems have emerged as an effective solution to meet these
new demands by encompassing multiple satellites orbiting and operating simultan-
eously to satisfy a common goal. The generic definition leads to conceive unique ar-
chitectures that can be considered instances of this distributed approach. Feder-
ated Satellite Systems has become a serious candidate to exploit all the potential of
distributed architectures by establishing opportunistic collaborations among satel-
lites to share unallocated satellite resources. These collaborations—formally called
federations—allows to conceive the space as a cloud system in which satellites can
leverage from other resources to improve their current mission performance. Numer-
ous researches have investigated the potential benefits of applying satellite federa-
tions in future satellite missions, emphasizing the synergies with commercial initiat-
ives, and the added-value of combining heterogeneous capacities (e.g. data fusion).
The successive investigations have been centered on making feasible these satellite
federations by developing novel technologies, such as mechanisms to architect satel-
lite missions with federations, proposals to quantify the value and price of satellite
resources, and solutions to provide the data security level required in these interac-
tions. Among the different developments, multiple aspects related to their design and
operation are still open fields of study, and some have been expressly tackled in this
research. The development of communications capabilities that allows the estab-
lishment of these satellite federations are still technology challenges that need to be
addressed. This dissertation contributes to fill this gap by defining distinct mechan-
isms to deploy a network infrastructure for satellite federations.



A networked environment in which satellites are able to establish sporadically,
opportunistically, and autonomously federations has been discussed throughout the
present research. This context has been called the Internet of Satellites paradigm, and
promotes the temporal deployment of inter-satellite networks for this purpose. These
networks are composed of heterogeneous satellites with distinct resources, capacities,
orbit trajectories, owners, and operators. These features—in conjunction with satel-
lite motion—pose a considerable challenge on the definition of end-to-end communic-
ations routes composed of intermediate satellites. In conjunction with the definition of
the paradigm, a review of current routing protocols—responsible to define routes in
a network—from other satellite network proposals is conducted to identify the ideal
protocol that deploy such dynamic networks. The outcome remarks the need to com-
bine multiple capabilities from different domains to achieve the desired performance.
Among them, the capability to predict future inter-satellite links becomes crucial to
mitigate the fragmentation of the network. This phenomenon entails the isolation of
satellites, which limits their capability to communicate with other spacecraft. With
this premise in mind, this dissertation presents a predictive protocol that enables to
perform the estimation of these inter-satellite contacts in a distributed manner; i.e.
in each satellite independently. This new satellite capability may support the routing
protocol by allowing the estimation of future routes composed of a sequence of satellite
contacts over time.

The research presented in this dissertation also tackles other questions that re-
mained unanswered: How can satellites be aware of the available resources offered
by other satellites? What are the necessary mechanisms to deploy a federation in this
opportunistic context? Without the proper technology development to address these
challenges the routing protocol could become useless. Therefore, a protocol stack to
deal with this technology gap has been developed. The federation protocol suite pro-
poses the design of two protocols that allow to deploy satellite federations. The Oppor-
tunistic Service Availability Dissemination Protocol allows notifying the services that
are availablein a satellite, while the Federation Deployment Control Protocol formalizes
the different rules to establish and manage a satellite federation. The application of
these protocols considerably enhanced the capability of the satellite system to down-
load data, becoming thus enablers of future satellite missions. The achieved perform-
ance has motivated the development of a dedicated system that includes the protocol
suite, and the hardware components to establish federations. It has been named Fed-
erated Satellite Systems Experiment payload, and includes a communications device
to create inter-satellite links. This system has been verified in a stratospheric balloon
campaign, which emulated a mobile scenario. This dissertation discusses the results
of the campaign, which emphasize the benefits and viability of this implementation.

We expect that the contributions of this dissertation may encourage to keep in-
vestigating on this inter-satellite communications domain, which are necessary to es-
tablish satellite federations in future missions.
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Introduction

1.1 A new space for new demands

Since 1957 with the launch of the first artificial satellite Sputnik 7, the space has been popu-
lated by a wide variety of satellite systems. The development of new technologies proliferated
the emergence of different satellite platforms for multiple purposes. Numerous classifications
of satellites have been proposed in the last years, despite the most common categorization re-
lays on their total mass. Previous research (Kramer and Cracknell, 2008; Sweeting, 2018) iden-
tified the categories of large-, small-, mini-, macro-, nano- and femto-satellites (Figure 1.1). In
this context, the term of large-satellites or big-satellite refers to traditional satellite platforms
with large structures, and considerable mass. The global miniaturization of the technology in-
fluenced the satellite design by enabling small satellites with reduced mass. This trend not only
drove the satellite shape, but also noteworthy impacted on the perception of a satellite, and its
development.

The current technological landscape would not be possible without the emergence of the
CubeSat platforms (Heidt et al., 2000; Puig-Suari et al., 2001). This well-founded architecture
was conceived in 1999 by professors Jordi Puig-Suari from the California Polytechnic State Uni-
versity, and Bob Twiggs from the Stanford University. The goal to develop a spacecraft architec-
ture that would facilitate academic developments surprisingly triggered the creation of a new
philosophy to develop satellites: the use of Commercial Off-The-Shelf (COTS) components, and
the reduction of satellite dimensions. These small satellites are equipped with all the subsys-
tems of a traditional satellite, which are composed of COTS components. These components
are cost-effective commercial products, which are conceived as packaged solutions rather than
custom-made. This strategy speeds up the spacecraft development, and drastically reduces
the cost of its production. Furthermore, new actors developed standard CubeSat buses, as well
as components, which expanded the possibilities to configure the satellite. These commercial
components from distinct disciplines promoted the blooming of new capabilities in the satel-
lites. Therefore, the CubeSats are ideal platforms to investigate and develop new technologies.

The original CubeSat proposal, which quickly became a standard, only defined the struc-
ture of 1 Unit (1U) CubeSat. This unit corresponds to a cube structure with dimensions of 10 cm
x10cmx 10 cm, which encapsulates a maximum mass of 1.33 kg. The standard gained notoriety
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Figure 1.1: Satellite platform classification according to their mass. Figure from (Araguz, 2019).

with the development of dispensers that enabled to place in orbit multiple CubeSats in the same
launch. CubeSats were also transported as secondary payloads in big satellite launches, which
in conjunction to the dispensers reduced considerable the launch cost. Nevertheless, these
small dimensions also constrain the capabilities or resources of the satellite, such as memory
storage or available power. Therefore, combination of multiple units rapidly emerged new Cube-
Sat formats with additional capacities. Platforms of 3U have predominated in satellite missions
thanks to their well cost-performance balance, enabling to deploy commercial missions. Cur-
rently, 6U platforms are becoming the successor of the 3U formats, despite other architectures
are being evaluated, such as 12U, 16U, and 27U. Figure 1.2 shows the number of small satellite
launches performed in the last years, and a forecast according to each CubeSat format. These
statistics highlights the growth on the CubeSat activity during the following years, thanks to the
affordable cost of accessing space with this satellite platform. This peculiarity promoted the
emergence of new agents who accepted the cost-benefit risk to develop novel and innovative
applications with these platforms.

Theinventiveness experienced with CubeSats influenced also onthe traditional big-satellite
activities. New private and adventurous proposals have proliferated in the last years encour-
aged by their commercial prospects. The most distinguished innovative application for this big
platform is the deployment of massive satellite constellations with thousands of satellites to
provide Internet connection to the entire globe (Lunden, 2014; Pultarova, 2015; Selding, 2015).
Private companies, like OneWeb or Space Exploration Technologies Corp. (SpaceX), are compet-
ing to deploy this kind of constellation as a reference infrastructure in the space. Although the
production of these satellites is not comparable to the CubeSats, the philosophy to minimize
the cost and reproduce generic components has transformed the conventional process. The
advent of manufacturing chains allows to make these potential systems a reality (Caleb, 2019c¢),
and placing in orbit a set of prototypes of the final satellites (Thompson, 2020). Nevertheless,
other technological and regulation challenges need to be addressed before deploying these
constellations.

These new initiatives remark that satellite activity has evolved over the years from the tra-
ditional monolithic satellites developed only by space agencies. This trend is, in fact, motiv-
ated by the apparition of new end-user demands or needs to be satisfied with this type of sys-
tems. Normally, satellite systems have been developed to address a variety of purposes, such
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Figure 1.2: Nano-satellite launches, and launch prediction for the next three years with respect to the Cube-
Sat type. Data and figure from the on-line database Nanosats.eu [accessed 30" June 2020].

as global navigation, space exploration, observation of the Earth, or broadband telecommunic-
ations. These last two segments are indeed the ones that experienced more satellite activity
in the last years, motivated by the apparition of new environmental, socio-economic, and geo-
political demands. Figure 1.3 breaks down all the satellite launches according to the mission
type during 2018. More than half of the satellites (61%) were designated for Earth Observation
(EO), and broadband telecommunications services. Therefore, the end-user needs of these two
predominant communities may drive the development of future satellite missions, and the cor-
responding technology development. Therefore, the understanding of these demands becomes
crucial for future research.

1.1.1 The Observation of the Earth from the space

Most of satellite developments are conceived to sense critical environment parameters of our
planet. Although some of them could certainly be observed from fixed ground stations, only
satellite systems allow measuring in a global manner. This leads satellite-based EO systems
to have a profound impact in a large number of strategic pursuits, such as ocean and polar mon-
itoring, climate and atmospheric monitoring, among others. Many commercial, industrial, or
governmental endeavors are also taking advantage of this environmental information to suc-
ceed with new applications. These applications and added-value services have enhanced the
productivity of numerous human activities for years through the analysis of sea surface, soil,
and vegetation characteristics. In fact, geospatial data acquired from spaceborne instruments
isafundamental contributor of multiple ecosystemic indicators: water stress, nutrient, and pest
control (Pinter Jretal., 2003); yield forecast (Bolton and Friedl, 2013); monitoring of plant growth
and vigor (Kurosu et al., 1995); etc. Moreover, the alarming increase on weather disasters in the
last years have encouraged the development of new systems to observe, monitor, and forecast
these phenomena (Awange and Kiema, 2019; Voigt et al., 2016). The feasibility of these services
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or the relevance of the corresponding observations are nowadays constrained by the perform-
ance limitations of monolithic satellites.

Distributed Satellite Systems (DSS) have emerged as a potential solution to provide these
services (Selva, 2012; Shaw et al., 1999). This proposed architecture encompasses multiple
satellites orbiting and operating simultaneously to satisfy a common goal. The generic defin-
ition leads to conceive unique architectures that can be considered instances of DSS, such frac-
tionated satellites, satellite swarms or satellite trains. Selva et al. (2017) perform an in-depth
study of the DSS taxonomy, and identify the six different architectures currently under research.
Despite the DSS term became relatively well established at the end of 1990s, previous invest-
igations conceived scenarios in which multiple satellites could observe the same specific tar-
geted area for navigation or broadband communications purposes. This organized architecture
became the so-called satellite constellation. In this way, a satellite constellation is a category
of a DSS. A detailed research on the benefits of applying DSS architectures in EO missions is
presented in (Jilla, 2002). The potential of the DSS resides not only in the possibility to retrieve
simultaneous observations of the same target area, but also on distributing the system itself.
An excellent exploration of the consequences and benefits of performing this distribution is dis-
cussedin (Araguz, 2019). As a summary, the DSS proposal leverages on the incremental satellite
deployment, the combination of multiple measurements from different views, and the cost sav-
ings to achieve considerable performance. As a result, DSS may achieve wider coverage, better
resolutions (temporal, spatial, spectral and angular), to fulfill the needs of a number of data
products that could not be satisfied with monolithic satellites. Many programs have evaluated
the feasibility of these DSS architectures with current technologies which could greatly improve
EO services.

At the beginning of 2016, the Operational Network of Individual Observation Nodes (ONION)
project (Alarcén et al., 2018) investigated the technical feasibility of distributed satellite archi-
tectures to the benefit of current trends in the EO community. Its main goals were to evolve
and foster DSS technologies, and to evaluate and identify the unaddressed user needs. The
research was centered on proposing complementary assets to the European programme Co-
pernicus (European Union, 2014) to be applied beyond 2020. This programme encompasses six
thematic areas: land monitoring, marine monitoring, atmosphere monitoring, emergency man-
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Table 1.1: Ranking of the top 10 use-cases not satisfied by the existing EU Copernicus infrastructure ac-
cording to the ONION project. Reproduced from (ONION, 2016).

Use-case name Num. Related Related service score Final
of  need ppg FPBI* FPBI* FPBI* Service S¢Or®
users  SCOr¢  coverage Accuracy’ Frequency* Access’ score  MOrM-
Marine weather forecast 14 0.88283 <10% 60-70%  50-60% 50-60% 1.00 1.0000
Sea ice monitoring 15 0.8749 <10% 60-70%  50-60% 50-60% 1.00 0.9916
Fishing pressure, stock 12 0.6829 <10% | 60-70% | 50-60% 60-60% 1.00 0.7740
assessment
Land for infrastructure status 17 1.0000 | 30-40% 50-60% 0.67  0.7556
assessment
Agriculture: hydric stress 24 0.9972  30-40% 50-60% 1.00 0.753b
Land for basic maps 18  0.9055 | 30-40% 50-60% 0.67 0.6842
Sea ice melting emissions 15 0.7135 <10% | 60-70% & 50-60% 50-60% 1.00 0.6739
Atmosphere for weather forecast 14 0.8823 <10% 30-40% | 50-60% 30-40% 0.67 0.6667
Climate for ozone layer & UV 14 0.7058 <10% 40-50% = 30-40% [50-60%  0.83 0.6666
Natural habitat monitoring, 18 0.6908 <10%  40-50%  40-50% 50-60% 0.83  0.6520

protected species monitoring

* Fraction of Products that would Benefit from Improvement.

T Relates to a product’s information content (i.e. resolution, radioelectric accuracy, map scale).
+ Update frequency. Usually depends on revisit time.

T Delivery time, or product’s latency.

agement, security, and climate change. Copernicus delivers services, and products to a myriad
of end users by combining satellite and in situ local observations. ONION explored how to ful-
fill unsatisfied user needs of current Copernicus services by conducting an in-depth analysis
of stakeholder needs (ONION, 2016). The methodology was founded on an extensive database
that comprised EO users, explicit needs, and products, among other categories (Matevosyan
etal., 2017). The study conducted in ONION concluded with a ranked list of ten needed services
according to their priority, relevance, technical maturity, and suitability in the project context.
Table 1.1 presents this resulting service list, in which marine services stand out to be the most
promising ones. Three specific services lead the ranking:

« Marine Weather Forecast — The constant observation of the sea conditions would en-
hance current offshore activities. In particular, Oil/Gas/Mining industry, as well as fishing
and aquaculture industry could be improved if a warning system can deliver in near-real-
time information about marine weather.

« Sea Ice Monitoring — The ice located in the oceans and seas is constantly evolving due
to the fluctuations of the weather. The periodic observation of the ice thickness and cov-
erage would allow to monitor the sea ice status to predict weather phenomena or trace
new commercial routes (Gabbatiss, 2018). This information would enable the creation of
status maps, service alerts, and route optimization, among other applications.

« Marine Fishery Pressure — The monitoring of oceanographic conditions, and fishing pres-
sure would enhance the fishing activity with the knowledge on fish shoal movements, as
well as the identification of natural vulnerabilities, and anthropogenic factors. The sur-
veillance of marine resources would additionally detect illegal and unregulated fishing
activity.
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These three top use-cases converge to common characteristics that have to be satisfied
before their foundation. Reductions of both revisit time and product delivery delay to roughly
1 hour, and the observation of key Earth parameters related to marine nature were highlighted
as critical goals that could enable polar navigation, enhance weather forecast, and bring about
near-real-time monitoring. Current monolithic and single satellites cannot satisfy these tem-
poral requirements. Instead, DSS composed of multiple observation nodes are naturally well
suited toameliorate revisit time and deliver global observations. Nevertheless, low-latency can-
not be afforded by this architecture in its original approach, being a must the deployment of
satellite-to-satellite interactions; i.e. Inter-Satellite Links (ISL) to relay data to the ground fast
enough. Furthermore, the instruments to observe and retrieve the necessary parameters must
be evaluated in detail to understand the nature of the generated data.

The OSCAR" is one of the most comprehensive databases on EQO of instruments and satel-
lite platforms which has catalogued up to 122 variables that are currently sensed from space.
Based on this database and using a quantitative optimization method, Lancheros et al. devised
in (Lancheros et al., 2018) a set of instruments that could be used to sense the Earth paramet-
ers for the previous use-cases. The spatial resolution of an instrument was one of the perform-
ance characteristics which was evaluated, and concluding that resolution from tenth of meters
up to kilometers were required. Microwave instruments could be used to provide these observ-
ables, such as Global Navigation Satellite System Reflectometers (GNSS-R), radar altimeters,
microwave radiometers, and others. Nevertheless, Synthetic Aperture Radar (SAR) and imagery
instruments stand out to be the most suggested systems in (Lancheros et al., 2018) for this pur-
pose. These instruments are characterized by generating large amounts of data. In this way,
satellites would generate more data than they can download. Current missions that use these
instruments are limited to a small set of observing areas in order to properly manage the amount
of generated data to avoid overflowing the satellite memory. Therefore, current solutions may
not be able to retrieve constantly information with these instruments over wide marine areas,
such as the oceans. Mechanisms to optimize the amount of generated data or to improve its
transfer must be conceived in order to deploy these future and demanded use-cases.

Researches centered on compressing raw data on-board of the satellite reduced the gen-
erated data with minimum information loss, such as in SAR instruments (Benz et al., 1995; Ro-
mano et al., 2020), imagery instruments (Barrios et al., 2020), among others (Huang, 2011). The
Flexible Microwave Payload - version 2 (FMPL-2) system—entirely developed in the Technical
University of Catalonia (UPC BarcelonaTech)—combines a microwave radiometer and a GNSS-
R instruments to monitor ice cover, ice thickness, and soil moisture (Munoz-Martin et al., 2020).
This instrument includes compression algorithms designed specifically for CubeSat processing
capacity. Despite this data compression, measurements may be affected by unexpected condi-
tions which degraded them to an untrustworthy quality. This useless data is also downloaded to
the ground, wasting downlink capacity for better measurements. The ¢-sat-1 experiment (Es-
positoetal., 2019), developed in the FSSCat mission frame (Campsetal., 2018), integrates an Ar-
tificial Intelligence (Al) processor into an hyperspectral camera for cloud detection. Images with
high presence of clouds—hiding the relevant information—would be discarded with this solu-
tion. Even though this optimization, this solution does not address the problem of downloading
the large volumes of useful data generated. The possibility to establish ISL for data relay to the
ground would perfectly complement the limitations presented in the previous solutions. The

"The Observing Systems Capability Analysis and Review Tool (OSCAR) database is an expert system and database real-
ised by the World Meteorological Organization (WMO) (Organization, 2011). OSCAR is implemented as a web-based ap-
plication and is publicly available at https://www.wmo-sat.info/oscar/.
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three development axes for managing the generated data—compression, filtering, and relay—
would enable the execution of the necessary instruments to achieve the future demands.

Additionally to the required satellite-to-satellite interaction to enhance data download and
latency, the benefits of this communication interface for autonomous decision-making DSS is
discussed in (Araguz, 2019). This cognitive capability would provide some levels of autonomous
control in order to improve their learning capabilities, to allow for self-organization, to optim-
ize simultaneous observations, or to coordinate collective measurements to maximize perform-
ance, resiliency, and survivability. The use of ISL to enable the necessary interaction to coordin-
ate multiple satellites for observing a common target area would also support the development
of the previous use-cases.

1.1.2 The renaissance of telecommunications services over satellites

Satellites have always been bounded to broadband telecommunications thanks to their large
visibility of the Earth. Since the launch of the Telstar 1 at 1962, geostationary large-satellites
became the standard configuration to provide these services. Geostationary spacecraft orbit
above the equator with an altitude of 35,786 km following a trajectory with the same period as the
Earth rotation, which remains them as fixed points in the sky. These characteristics are ideal to
provide broadband services for specific geo-political regions, such as television delivery, military
applications, or generic telecommunications. The emergence of Internet encouraged multiple
proposals that leverage on these fixed satellites to provide Internet access for ground users. The
Spaceway proposal was conceived to deploy ten of these geostationary satellites for military
purposes (Shankar, 1996). Nevertheless, new satellite configurations with low-altitude orbits
started to be investigated.

Gaffney et al. analyzed the feasibility of the new non-geosynchronous or non-geostationary
satellite systems proposed on the US Federal Communications Commission (FCC) by different
private companies (Gaffney et al., 1996). These innovative proposals enhanced the communic-
ations end-to-end latency by means of Medium Earth Orbit (MEQ), and Low Earth Orbit (LEO)
satellites. Satellites orbiting at LEO region are located in altitudes bellow 2,000 km, while the
MEQ region—also known as Intermediate Circular Orbit (ICO)—is delimited by the LEO region
and geosynchronous orbits. Those orbit regions were not originally proposed because of the
continuous relative movement—unlike the geosynchronous case—that satellite experience.
Satellites in this configuration suffer from a small field of view, which leads to service disrup-
tions. Therefore, satellite constellations have risen as a promising architecture to deal with this
challenge, by performing user handovers between adjacent satellites. An in-depth study of the
benefits of applying these constellations was presented in the dissertation (Kashitani, 2002).
Kashitani remarks that satellite constellations at LEO region are able to serve larger number
of customers with a relative reduced deployment cost as compared to their MEO homonyms.
These performance expectations encouraged the development of numerous LEO satellite con-
stellations, as Iridium and Globalstar (Pratt et al., 1999; Wiedeman and Viterbi, 1993).

The Iridium constellation extended the original concept by interconnecting satellites with
radio interfaces to relay data down to the ground; i.e. the development of ISL. This architec-
ture revolutionized the perception of these constellations which started to be conceived as LEO
satellite networks. Werner discusses the challenges on deploying these networks, and con-
cludesthat satellite mobility is a key factor on the stability of the links that compose the network
(Werner, 1997). Satellite interconnection through ISL has the drawback of service disruptions
due to the relative motion between satellites. Ekici et al. (2000) started to work with a satellite
constellation configuration that mitigates this mobility impact on the communications perform-
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ance. Therefore, a well-organized architecture with specific planes, and satellites locations was
defined to transform a LEO satellite network into a mesh network (Ekici et al., 2000). Services
thatrequired low-latency communications were provided over this infrastructure, such as phone
calls. Furthermore, the stability of the network was enhanced on the Earth regions with larger
population. Akyildizet al. also extended this concept by conceiving a satellite network composed
of satellites at different altitudes. This multi-layered satellite network (Akyildiz et al., 2002) was
substantiated on an organized architecture in which a LEO satellite network could benefit of
MEQO and GEO satellites to relay data. Despite this theoretical architecture never was deployed
in space, it influenced future proposals as discussed in the following paragraphs.

During the last years, research has been focused on the optimization and adjustment of
the Internet mechanisms, techniques, and protocols to enhance the throughput over satellites.
Henderson studied the challenges to use the well-standardized Transport Control Protocol
(TCP) for satellite communications in his dissertation (Henderson, 1999), concluding that minor
changes on the original standard could drastically improve the communications performance.
With the advent of the different versions of the Digital Video Broadcast - Satellite (DVB-S) pro-
tocols (Mignone et al., 2011), the television broadcast over satellites was also investigated as
part of the digitalization of this service. The outcome of all these efforts was the development
of the high throughput satellites, so-called next-generation satellites (Vidal et al., 2012). Re-
search remained on adjusting the Internet protocols to the satellite constraints, meanwhile the
Internet itself was evolving with new services, such as cellphone integration or cloud computing.
The advent of CubeSat platforms became the necessary catalyst to transport the new Internet
technologies in satellites. The growth of cellular activity influenced considerably the role of the
satellites in the current epoch.

The fifth generation technology standard for cellular networks (5G) has been already estab-
lished on the ground infrastructure as a fast, reliable, and high-connectivity communications
interface for cellphones and other devices. The 3rd Generation Partnership Project (3GPP) de-
veloped the multiple specifications that conform this standard over the years (3GPP, 2019a) to
satisfy the requirements of future use-cases. These requirements were presented by the In-
ternational Telecommunication Union Radiocommunication (ITU-R) sector in the International
Mobile Telecommunications (IMT) for 2020 and beyond (Sector, 2017a). The standard presents
three use-cases according to the current and future telecommunications activity: the enhanced
Mobile Broadband (eMBB), the massive Machine Type Communications (mMTC), and the Ultra
Reliable Low Latency Communications (URLLC). The eMBB scenario is an evolution of the mo-
bile broadband applications developed in the previous generation standard (4G) by improving the
data transfer performance, and increasing the seamless experience. Both URLLC and mMTC are
new use-cases which were defined due to the emergence of the Internet of Things (loT) and the
apparition of Critical Communications (CC). The loT paradigm (Atzori et al., 2010) promotes the
interconnection of multiple devices which can exchange data without requiring human interac-
tion. In this way, the mMTC represents this trend which is characterized by a myriad of con-
nected devices that typically transmit a relatively low volume of delay-tolerant data. The URLLC
scenario is centered on safety and critical applications that require real-time and reliable com-
munications, such as control of industrial manufacturing, remote medical surgery, autonomous
driving, and other emergency applications.

The 5G specifications were developed to satisfy the requirements published by the ITU-R in
(Sector, 2017b), which are summarized in Table 1.2. This development has been conducted to
achieve three main goals:
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Table 1.2: Requirements for each use-case presented in the IMT-2020. Adapted from (Sector, 2017b)

Capability Requirement Applicable use-case
Maximum data rate for the data downlink (i.e. downlink peak data rate) 20 Gbps eMBB
Maximum data rate for the data uplink (i.e. uplink peak data rate) 10 Gbps eMBB
Average data rate for the data downlink (i.e. downlink data rate) 100 Mbps eMBB
Average data rate for the data uplink (i.e. uplink data rate) 50 Mbps eMBB
Network contribution to packet travel time (i.e. end-to-end latency) “ms eMBB
1ms URLLC

Maximum node speed for handoff (i.e. mobility) 500 km/h eMBB | URLLC

Total number of devices per unit area (i.e. node density) 106 devices/km?2 mMTC
Total traffic across coverage area (i.e. area traffic capacity) 10 Mbps/m? eMBB
Throughput per unit wireless bandwidth (i.e. spectrum efficiency) 30 bits/Hz eMBB

« Provide high data speeds — efforts were focused to conceive new transmission tech-
niques that satisfy the necessity of high data rates of the eMBB use-case. Therefore,
enhanced downlink and uplink communications would provide data rates up to 20 Gbps
and 10 Gbps respectively, ensuring hundreds of Mbps in average.

+ Reducetheend-to-end latency —the URLLC applicationsrequire the data deliver process
to be more instantaneous, because critical services cannot suffer from delay. Therefore,
the enhancements would allow to reach real-time access with end-to-end latency less
than 1 ms.

« Ensure seamless and global connectivity — the emergence of autonomous and mobile
devices encourage the development of an infrastructure that enhance the continuous
connection with the network. Services deployed over this network would not suffer any
disruption which could compromise the performance in mMTC, eMBB, and URLLC scen-
arios.

Is in this last goal in which satellites have stood out as a promising platform to be integ-
rated in the 5G infrastructure. In March 2017, 3GPP started new activities to study the role of
the satellites in the 5G (3GPP, 2019b). The outcome of these studies was the definition of the
Non-Terrestrial Networks (NTN) which encompasses the multiple systems not located on the
ground, such as satellites, Unmanned Aerial Vehicles (UAV) or High Altitude Platforms (HAP). This
network leverages from this high altitude architecture which awards the satellites with unique
qualities for the 5G (3GPP, 2019¢). In this way, the NTN are conceived following the multi-layered
satellite network premise, but including in the architecture other systems than only satellites.
The large coverage area of spaceborne telecommunications systems enhances the service con-
tinuity in case that not being ensured by ground infrastructure. Furthermore, satellite coverage
enhances the network capacity by serving a myriad of end-users with a single spot. Finally, the
orbit trajectory of a satellite allows to reach the service ubiquity on the entire globe, being able
to provide services in remote and typically inaccessible areas.

These qualities have led to the definition of multiple satellite applications in the eMBB,
mMTC, and URLLC scenarios (Kodheli et al., 2020). The eMBB scenario would leverage on satel-
lite systems working as a complementary traffic backhauling nodes of the network, or by re-
ducing the handovers of those mobile nodes that perform large trajectories, such as trains or
airplanes (Liolis et al., 2019). Satellites could enhance the services in the mMTC scenario de-
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pending on the area in which the devices are deployed. For wide area services, the satellites
play the important role of large visibility to become as a central node that feeds on device traffic.
Otherwise in local area services, the satellites become a complementary infrastructure to back-
haul the traffic of massive number of devices, like the eMBB case. Unlike the other cases, satel-
lite altitude prevents from achieving the required end-to-end latency for URLLC cases. Never-
theless, the satellites enhance these services by providing a supporting role that broadcasts
information over a wide area.

Satellites remain as a support node to access Internet in all these use-cases. As inthe LEO
satellite constellation case in the 1990s, these satellites must have a satellite-to-satellite inter-
face over which relay data from ground devices. The relative low-latency could not be achieved
without thisinterface, because the satellite only would download data over ground stations. This
situation becomes relevant when the satellite serves devices located in remote areas distant
from the ground infrastructure, and the satellite cannot relay directly to the ground. As in the
EO community, the current demands of the new telecommunications applications are subject
to the development of ISL technologies.

1.1.3 Distributed Satellite Systems: concept and taxonomy

DSS are potential architectures to address current and future user demands, which are unsat-
isfied due to the limitations of monolithic satellites. The distribution of the system in multiple
satellites naturally allows the observation of distinct target areas simultaneously, and provides
other substantial system-level benefits, such as scalability, flexibility, and reusability. This
powerful concept encouraged the emergence of distinct DSS instances or proposals over the
years. Several characteristics can classify DSS into different categories. The most frequent
aspects that drive this categorization are the distribution of satellites, the dynamic nature of
system structure (i.e. static, dynamic, opportunistic), and structural functions (e.g. availability
of inter-satellite links, exchange of resources, etc.) Table 1.3 presents the founded taxonomy of
DSS with the architecturally identifying characteristics of each category. Six distinct categories
encompass this classification:

(i) Constellations — satellite constellations could be generically defined as groups of satel-
lites orbiting independently to achieve continuous over numerous geographical areas. This
well-founded DSS has largely deployed over the years, being the ones for broadband tele-
communications the most predominant. Nevertheless, constellations started to be a ser-
ious solution for EQ applications, such as Planet Labs (Marshall and Boshuizen, 2013).
These constellations are characterized by not leveraging on satellite-to-satellite commu-
nications, unlike the telecommunications ones.

(i) Trains—anensemble of coordinated and heterogeneous satellites which closely follow the
same orbit track is defined as a satellite train. This configuration enhances the observation
of the same ground track by distinct satellites. Therefore, the satellites that conform the
train are normally equipped with different EO instruments, which provides more informa-
tion of the same region. The NASA Afternoon-train (A-train) mission is the most represent-
ative mission with seven satellites that conform the train (LEcuyer and Jiang, 2010).

(i) Clusters — satellites orbiting close to each other in a strict flight formation are considered
a satellite cluster. Unlike the trains, satellites in a cluster maintain the orbit formation by
means of exchanging control messages between them. This formation enables the critical
measurement for different applications, such as astronomy or data reconstruction.
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Table 1.3: Summary of characteristics for each DSS mission topology. Reproduced from (Araguz, 2019)

Architecture Mission goals Geometry Satellite Maturity of the concept Year
type configuration distances
Constellation Single, shared Structured: walker, ~10% km. Many deployed constellations 60-70s
among elements. rosetta, flower... (e.g. GPS, Iridium)
Train* Coordinated, Structured: same ~102 km. Operative mission: A-train. 2002
shared among ground track.
elements.
Cluster Some mission Tightly-controlled close ~1 m. to Demonstrator missions: Late 90s
goals are shared. flight. ~1 km. TerraSAR-X/ TanDEM-X,
FASTRAC.
Swarm Some mission Loose, close flight. ~1m. to Demonstrator missions: ESAs 00s
goals are shared. ~1 km. SWARM
Fractionated Multiple mission  Close flight. ~1m. to Pending demonstrator 1984
Spacecraft goals. ~100 m. mission. & 2006
Federated Unrelated Opportunistic, ~10% km. Proof of concept: FSSCat 2013
Satellite mission goals unstructured. (Camps et al., 2018), launch
System* expected in 2020.

* Three fundamental differences between a satellite train and a FSS are: (1) the structured nature of the constellation
(in trains), (2) the wider notion of opportunistic cooperation, mission synergies (in FSS), and (3) the likely need of
inter-satellite communication (in FSS).

(iv) Swarms — similar to the previous class, a satellite swarm is composed of numerous of
small satellites orbiting close to a bigger satellite. These necessarily in flight formation,
these complementary small satellites are equipped with different sensors or instruments,
and use the central satellite to download the generated data. The ESA swarm mission is
currently working with three satellites following this configuration (Macmillan and Olsen,
2013).

(v) Fractionated satellites — a different approach is proposed in fractionated satellites in
which individual satellites are built from physically-detached modules which orbit in close
formation. Each module is centered on a satellite functionality, such as power supply,
downlink capacity, etc. A technological demonstrator was conducted in 2006 with the
Future, Fast, Flexible, Fractionated, Free-Flying Spacecraft (F6) mission (Brown and Ere-
menko, 2006).

(vi) Federated satellites — satellites that opportunistically share in-orbit unallocated space-
craft resources are federated satellites. These satellites are normally conceived for differ-
entmissions with distinct capabilities, and at certain moment decides to create this collab-
oration. The FSSCat mission would become the first in-orbit proof-of-concept of federated
satellites that will be launch in 2020 (Camps et al., 2018).

Among the different DSS categories, satellite federations provide the necessary character-
istics to fully exploit the benefits of distributed satellite architectures. The opportunistic and
adaptive nature of this approach is suitable to satisfy the new end-user demands by optimiz-
ing future satellite missions. Therefore, this federation concept is the main object of study in
this dissertation. Despite this section introduces in details the research on this type of satellite
system, we encourage to review (Lluch and Golkar, 2015b) for further details of the other DSS
types.
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1.1.4 Federated Satellite Systems

The Federated Satellite Systems (FSS) term was introduced in 2013 by Prof. Golkar during the
celebration of the 9 Symposium on Small Satellites for Earth Observation (Berlin, Germany).
However, it was not until two years later that its definition was formally detailed in (Golkar and
Lluch, 2015). FSS essentially consist of spacecraft networks in which satellites trade unused
or inefficiently allocated resources commodities, such as data storage, data processing, down-
link capacity, power supply, or instrument time. This conceptis analogous to terrestrial applica-
tions, such as peer-to-peer file sharing, cloud computing, and electrical power grids. In this way,
FSS tried to avoid the underutilization of expensive space assets in already existing missions.
The same optimization goal is the focus of the Heterogeneous Spacecraft Networks (Faber et
al., 2014). Both approaches argued on the necessity to establish cooperation frames beyond
the common mission interactions based on ground post-processing and merging of instrument
data. Distinct-stakeholder satellite missions would leverage on the establishment of in-orbit
collaborations by improving current system performance or by achieving new goals.

The terminology presented in (Golkar and Lluch, 2015) allows to understand the nature
of these collaborations. A satellite federation is composed of a group of satellites which de-
cide to engage in a collaboration with each other during their mission. These federations allow
the satellites to share or trade available resources which are the tangible and intangible as-
sets that a spacecraft has (e.g. propellant, power, data processing, downlink capacity, etc.)
Although the original definition encompasses generic assets, the later work investigated fed-
erations with data-centered resources, such as processing, downlink, and storage capacity.
The establishment of a satellite federation has a decision-making component—not necessarily
autonomous—with which a satellite opportunistically deems if the collaboration is beneficial,
where benefit is defined as either economic profit, or generic value. Despite the opportunity
refers to the federation profit, a temporal aspect also is integrated in these characteristics.
Due to the mission lifecycle of a satellite, resources are not constantly available, enabling tem-
poral windows of opportunity in which they can be traded. During this transaction, the satellite
that supplies the corresponding resources are defined as satellite suppliers or providers. When
instead a satellite is seeking to request the resources, it plays the role of a customer in the fed-
eration. These roles may be switched over satellite lifetime depending on their interest, being
also possible that a satellite acts as both customer and supplier at the same time. At the end,
the joint set of customers and suppliers makes a satellite federation.

Federations enable two high-level functions for interoperability among the satellites: the
resource transaction, and the resource negotiation. The transaction refers to the interaction
between the satellites to exchange the corresponding resources. The negotiation refers to
the ability of satellites to receive customer requests, and allocate them efficiently according
to the demand and resource availability over time. While transaction is effectively performed
in-space, negotiation could even be implemented on the ground via diverse auction mechan-
isms and scheduling. Considering these interactions, three families of federated spacecraft
configurations are defined (Figure 1.4): (1) a centralized federation is composed of spacecraft
acting as central negotiators, which regulates and negotiates all the future transactions; (2) an
alternative is proposed in the negotiated federations, in which the negotiators only fulfill the
negotiating role, while the transactions are directly conducted satellite to satellite; (3) distrib-
uted federations are composed of satellites which negotiates and transacts independently, as
a peer-to-peer network. The distributed scheme corresponds to the full integration of the FSS
concept in the spacecraft design, which represents the final goal for satellite federations.
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Figure 1.4: Representation of the federation configurations that satellite interactions determine. Figure
from (Golkar and Lluch, 2015).

The FSS represented a breakthrough with respect to the multiple DSS proposals that posed
numerous questions in the research community and experts about its technological feasibil-
ity, and mainly on the benefits of these collaborations. Golkar explored the commercial pos-
sibilities and identified the areas of opportunity associated with federated systems in (Golkar,
2013a). The study was conducted by means of the Stakeholders Value Network (SVN), an ana-
lytic tool previously detailed in (Cameron et al., 2008) for the US Vision for Space Exploration
programme. The benefits and costs expectations are evaluated with a custom SVN centered on
the FSS context. The presented benefits for the stakeholders were identified as the possibility
to provide on-demand and scalable services, create secondary streams of revenue for their mis-
sion, repurpose and leverage resources of partially failed spacecraft, to use small satellites in
new contexts, and improve the overall reliability of the mission. These benefits were compared
with technical costs (e.g. complexity on the satellite architecture with ISL, impact on the original
mission success, etc.); and stakeholders and policy issues (e.g. acceptance of federations by the
stakeholders, malicious users that drive to liability issues, etc) The analysis evaluated different
macro-stakeholders that could be interested on deploying federations in their future missions,
and categorized them as focal organization, governments, and private companies. The study
concludes with three main statements on the potential and realistic benefits of using federa-
tions: (1) commercial space missions seem to feature stronger synergies with FSS developments
than what exhibited by government missions; (2) missions playing the dual role of suppliers and
customers seem to leverage more of the FSS infrastructure; and (3) added-value data products
from data fusion of different space sensors are valuable for several markets including the sci-
ence community and government space agencies. The study is extended in (Golkar, 2013c) by
evaluating the possible threads that the FSS concept could have. No strongly dominant threat
was identified in the analysis; this latter result represents a double-edge sword. While the ab-
sence of adominantthreatis reassuring for a successful development of the FSSinfrastructure,
it creates uncertainty in decision-makers as to which threats mitigate first in a scenario of lim-
ited development resources. It is concluded that FSS are powerful and potential architectures
for future missions.

A study of the potential market, and possible satellite missions that would leverage on fed-
erations were presented in (Golkar and Lluch, 2015). The methodology was founded on an ex-
tensive database that comprises the Two-Line Elements (TLE) of operational satellites. The
studyoutcome remarked that LEO satellites are predominantin multiple orbitinclinations, being
near-polar orbits—roughly 90 ° of inclination—predominant. These characteristics are driven
by the numerous satellite missions oriented on observing the Earth, which normally use Sun
Synchronous Orbits (§S0). Satellites that follow this kind of orbit pass over any given area of the
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planet surface at the same local mean solar time. Golkar and Lluch considered that EO satellite
market is potential for the FSS approach. A case study of FSS in support of the EO missions is
also presented in the same work. The study highlights that the FSS approach suffers from differ-
ent business challenges based on stakeholder acceptance, the achievement of a critical mass
of participants in a progressive deployment, and legal implications of sharing systems among
several nations and organizations. The study results show the versatility of FSS which could po-
tentially improve satellite missions for different purposes. Nevertheless, EO satellite missions
seems to be the ones that would leverage more on deploying satellite federations.

Seeking the most advantageous conditions to engage in this space-based market requires
to understand the complex interplay balance between the capabilities enhancement, and the
system-level impacts in spacecraft design. Lluch addressed this quandary in his dissertation
by studying the feasibility to deploy satellite federations with current satellite technology (Lluch,
2017). Ananalytical framework was defined, that was later extended in (Lluch and Golkar, 2019),
to quantify at early stages of the mission the performance enhancement with respect to the
challenges of introducing complexity on default satellite design (e.g. use of satellite-to-satellite
interfaces, on-board decision-making capability, etc.) Three distinct steps are required to fol-
low the proposed framework: (1) a preparatory step that gathers the information about the sys-
tems to be part of the federation; (2) an exploration step where different performance metrics
are explored (e.g. downlink data rate, communications latency, etc)); (3) an analysis step were
the results of the exploration are consolidated and compared. This framework also recognizes
each local system architect and local stakeholders as the decision-making actors, and that the
case for federating shall arise from local cost advantages for all systems involved rather than
global utility figures. The framework is founded on a satellite model which includes multiple
subsystems, and allows to derive their impacts up to spacecraft mass and power. These two
system-level metrics are relevant to determine the federation influence on mission cost, avail-
able resources, and original concept of operations.

The numerous EO use cases presented as part of the framework evaluation (Lluch and
Golkar, 2014a,b, 2015a) generated interesting outcomes on the implications of applying feder-
ations according to each satellite role. The results suggest that satellites working as suppliers
may experience the following situations: (1) a growth on the power consumption per federa-
tion established, which provoke the increase of spacecraft mass to satisfy power requirements
(e.g. solar panel array, larger battery pack, etc); (2) enhancement of satellite communications
systems with larger data rates is mass-beneficial than transmission times; (3) LEO satellites
experience a nearly linear increase on loaded mass per established federations rather than
MEO and GEO satellites; (4) LEO satellites require an important mass growth and ISL capabil-
ities to communicate with GEO satellites (e.g. large antennas, large power transmission, etc.).
This kind of communications should only occur between designated spacecraft or at a low data
rate; (6) small-satellite mass (100 kg) experience larger increases due to federations rather
than medium-, and large-satellites (900 kg and 2000 kg respectively); (7) satellites orbiting at
near-polar orbits are suitable to work as suppliers to achieve maximum satellite system per-
formance. This situation is ideal for EO satellite missions, as stated previously. On the other
hand, satellite customers seem to experience certain mass-benefits when applying federations:
(1) the establishment of numerous federations enables to download a larger amount of data,
reaching an ideal case in which customers may not require their own downlink equipment. In
this case, they would experience a considerable reduction of mass; (2) as in the supplier case,
the mass reduction is more significant—at percentage level—in small-satellites rather than
medium-, and larger-satellites; (3) despite this reduction, satellite mass keeps increasing per
federation established with a smoother gradient than in the supplier case. In summary, a satel-
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lite supplier experiences a considerable increase of resources while satellite customers can
reduce their complexity thanks to federations. In this sense, CubeSat platforms are suitable to
work as customers, and large-satellites as suppliers. A well-balanced situation seems to be a
hybrid scenario in which satellites work as customers and suppliers with common capabilities.
Furthermore, results suggest that LEO satellite interactions are currently more affordable than
multi-layered ones.

The studies conducted by Golkar and Lluch stood out the necessity to develop new techno-
logies that address specific technical challenges: the development of extensive tools to prop-
erly architect FSS by assess alternative designs, the management or mitigation of fast com-
munication handovers between spacecraft in heterogeneous orbits, the mechanism to protect
resources with an in-orbit transaction process, and the application of cybersecurity techniques
to ensure data confidentiality. Subsequent research activities followed these paths.

Enhancements on techniques to design federated architectures were achieved in the dif-
ferent works conducted by Grogan. Following the game theory, a new approach in which the FSS
paradigm was considered a game table board where different stakeholders compete or "play” to
deploy federations and garner benefits was presented in (Grogan et al., 2014a). This approach
not only enables to estimate the system benefits of applying federations, but also to understand
the social interactions between stakeholders. From the experience achieved, a formal mathem-
atical model to assess FSS design alternatives was defined (Grogan et al., 2016b). Following the
System Value Model (SVM) definition, a specific SVM model was determined for federated ar-
chitectures that is able to mathematically represent the preferences of the stakeholders, and
determine the system benefits. The model encompasses the uncertainties due to probabilistic
collaboration intention of stakeholders, and generates a risk method applied in the resulting
systemvalue. This model enabled the possibility to bound the value of stakeholder collaboration
delimited by an independent satellites strategy (i.e. each satellite executing their own mission
independently), and a centralized federation strategy (i.e. a central entity manages the collabor-
ation between stakeholders). Results suggest that these boundary values are indeed accurate
when a fixed-cost communications service is defined, being applied to different scenarios. The
proposed work opened the possibility to keep enhancing the model with multiple stakeholders—
currently two are applied—, and situations with market saturation and competition as strong
negative interactions between players.

Isin this last situation in which a satellite resource may become a precious commodity that
its value or price may fluctuate according to the stakeholder demand. A mechanism based on
pricing and auctions was proposed to manage this situation in (Pica and Golkar, 2017). A sealed-
bid reverse auction is implemented between the satellites to determine the pricing of the avail-
able resources in a satellite federation. Satellites participating in this auction periodically ex-
change informationtoeach other aboutthe auction status, and the available resources that mul-
tiple suppliers are providing. In this context, the suppliers are the bidders, which compete with
each otherto sell theirresourcesto satellite customers. The final price of the service depends on
the provider-issued bids, which is determined at the moment of awarding the commodity to the
customer. This one tries to find the best supplieramong the ensemble. In the end, this approach
enables to manage the existence of multiple instances of the same service, and to optimize the
benefits of the provider to offer the service. Further investigation was conducted to determine a
pricing mechanism that fairly represents the value of the satellite resource over time. An opera-
tional model was developed in (Ehsanfar and Grogan, 2020b) to allocate processing, storage and
communication resources to computational demands. An optimal solution to process satellite
tasks, allocate links, store and delivery data is determined by means of a mixed-integer linear
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programming (MILP) formulation. A trusted auctioneer leverage on a mechanism to allocate the
resources, and suggest prices for exchanging resources across federations. This centralized ap-
proach can compensate the adverse effects of strategic bids on collective value, and increases
the number of resource exchanges in a federation. Acomplete review of the numerous auctions-
based algorithms for satellite operations in federated scenarios was presented in (Ehsanfar and
Grogan, 2020a).

The lack of trust between stakeholders would prevent the deployment of satellite federa-
tions owned and operated by multiple parties. Therefore, satellite transactions which exchange
sensitive information would require certain level of data protection, and user authentication.
A study of the security threads in FSS was conducted in (Sanchez Net et al., 2016), identifying
possible attacks that may occur in this context: (1) the impersonation of a satellite participating
in a federation after the theft of its credentials by means of eavesdropping attacks; (2) misap-
propriation of exchanged proprietary data by another participant satellites; (3) corruption of the
data during its propagation to the destination; (4) selective dropping of forwarded data by inter-
mediate malicious satellites; (5) duplication of forwarded data by intermediate satellites which
may lately use it for their own benefits. Security mechanisms need to be integrated in satellite
federations to prevent these attacks. A similar review (Maurich and Golkar, 2018) concluded
with seven security requirements that must be satisfied in federations: (1) the verification of
whether received data is authentic; (2) the restriction to the data by means of data encryption,
and authorization; (3) stakeholder authentication; (4) the audition that data has been correctly
delivered; (5) the no modification of federation conditions by intermediate satellites; (6) reading
protection against non-participant satellites; (7) the guarantee that the stakeholder provider of
the resources will be properly remunerated. Each investigation addressed the same security
challenges with distinct approaches.

Sanchez Net et al. discussed the possibility to integrate Information Security (InfoSec) ser-
vices by analyzing the security-risk conditions—in form of security states—that may material-
ize in federations. These services are broadly defined as the practice of protecting information
by means of security mechanisms to reduce the probability of unauthorized access to data, the
unlawful use, deletion, corruption, modification, inspection, or recording of information. The
analysis of point-to-point security risks allowed the identification of four security states de-
termined by the nodes and channel reliability. The security mechanisms of hashing, signing,
certifying, encrypting, and encoding data are evaluated for the negotiation and transaction of
the federation. The use of each specific mechanisms depends on the security state that the
satellite remains, enabling the satellite itself to determine the state for each federation. As an
example, a satellite that is using an optical communications interface may decide to use hash-
ing, signing, certifying, and encrypting mechanisms to transact data in a distributed federation,
because it trust the channel and not the pairing satellite. Otherwise, no security mechanism
would be required in acentralized federation with the same interface, because channeland pair-
ing satellites are trusted. The possibility to jump over the different security states depends on
the conducted actions, and type of federation established. This approach allows to independ-
ently decide which security functionality to implement, and enforce to provide the specified set
of security mechanisms between the satellites. The study concluded that, as expected, central-
ized and negotiated federations require less security mechanisms, rather than distributed ones.
Furthermore, it paved the development of the required mechanisms in future investigations.

The development of a public key infrastructure (PKI) protocol was also proposed for distrib-
uted federations (Maurich and Golkar, 2018). The proposed architecture is based on the fact
that each satellite owns a pair of public and private keys which allow the satellite to authentic-
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ate itself, and encrypt data blocks before the transaction. These keys would be generated in ad-
vance by a central certificate authority located on ground, once the satellite is registered in this
infrastructure. Satellites interested on participating in federations have to exchange their cer-
tificates to authenticate each other. After this authentication process, the satellites trade data
blocks previously encrypted with their private key. This authentication and encryption mech-
anism are normally deployed in current computers, with distinct capacities than constrained
satellites. Therefore, these mechanisms were executed in a resource-constrained platform to
analyze their viability in future satellite platforms. Despite the overhead generated with the au-
thentication and encryption mechanisms is acceptable, the computation overhead is intrinsic-
ally bounded to the amount of transacted data. Satellites with high-capacity ISL would require
powerful platforms to accommodate the encryption process, rather than less-capacity plat-
forms. These results suggest that future investigations may address the challenge to provide
the necessary security services or functionalities considering the resource constraint of satel-
lites.

Among the different characteristics of FSS, the heterogeneity of the federated satel-
lites poses technical challenges regarding how to interface distinct ISL technologies. Tech-
niques to confer flexibility and re-configurability on communications systems were discussed
in (Akhtyamov et al., 2016). The study was centered on the challenges in negotiated federations
(Figure 1.4) where specific nodes work as negotiators and must interact with numerous satel-
lites. These nodes require certain level of flexibility on the communications system to interface
with other satellites that are not equipped with the same technology. Software Defined Radio
(SDR) devices are suitable for this purpose in case that Radio Frequency ISL (RF-ISL) are used.
A stratospheric balloon campaign was conducted in the same work to evaluate the performance
of a Nuand’s BladeRF. The results suggest that this kind of platform may be suitable for large
ranges, and its capabilities to modify its RF characteristics can enhance the deployment of
federations. Despite this outcome encourages to keep investigating on the application of SDR
devices in FSS, the proposed solution based on a preliminary technology demonstrator that may
be extended with further development on communications protocols.

Communication among satellites is a fundamental characteristic of the FSS concept. Satel-
lite federations mostly rely upon inter-satellite networking and coordination mechanismsto cre-
ate virtual, opportunistic infrastructures with emergent functionalities. Despite the research
performed on the federation feasibility and its trading process, further investigations may ad-
dress the development of communications technologies to deploy satellite networks that allow
the establishment of satellite federations.

1.2 Motivation: satellite networks in the FSS paradigm

So far the current trends in EO and broadband telecommunications fields have been presen-
ted. During the last years, the users in these communities have experienced a change demand-
ing new satellite services that could provide near-real-time information, and high-capacity to
download data. Current monolithic satellites cannot satisfy these new user demands, which re-
quire new approaches. DSS are a new concept of satellite system which encompass a group of
satellites orbiting and operating simultaneously to a common goal. How DSS and their poten-
tial characteristics can be a cornerstone to address these ever-increasing user demands have
been summarized. A generic understanding of distributed satellite architectures has beenintro-
duced revealing some of their operational traits, and its founded taxonomy. Many of the DSS ap-
proaches present structural functions that could allow them to implement complex communic-
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ation networks, maintain coordinated flight formation, or distribute computational load among
spacecraft.

The FSS approach has become a potential distributed architecture to fully exploit the po-
tential of DSS (Selva et al., 2017). This concept defines a satellite federation as a sporadic and
opportunistic collaboration between satellites to leverage on inefficiently allocated or unused
resources. Studies to quantify the potential and the benefits of applying this concept in current
satellite missions have also been previously presented. The outcome of these studies (Golkar,
2018a; Lluch, 2017) motivates the deployment of federations to satisfy these new demands, and
materialize new commercial stakeholder perspectives. Despite these expectations are applic-
able in numerous satellite activities, the potential of FSS is mainly remarkable in the EO market
with new capabilities based on heterogeneous satellites, such as the fusion of data from differ-
entinstruments.

This future perspective encouraged multiple lines of research to enhance the integration of
federations in satellite missions. We have presented the developments conducted so far, and
mainly centered at different aspects of system definition: (1) a framework to quantify—in early
stages of mission definition—the benefits of applying federations in return for increasing the
complexity of satellites (Lluch and Golkar, 2019); (2) a mechanism to design satellite missions
which includes federations taking in consideration the uncertainty of stakeholder intentions
(Groganetal., 2016b); (3) an auction-based mechanism toin-orbit determine the fair value of the
available resources according to the satellite concurrence and demands (Pica and Golkar, 2017);
and (4) the identification of the data security requirements in federations, and a preliminary ap-
proach to satisfy them (Maurich and Golkar, 2018). Despite the interesting technology maturity
achieved, all these developments assumed that the necessary communication means to deploy
federations were available, functional, and suitable for federation nature (e.g. ISL technologies,
protocols to deploy and manage networks, protocols to negotiate and transact resources, and
protocols to notify available services). However, this assumption needs still to be discussed in
depth.

A summary of the satellite networks proposed in the last years have been briefly presen-
ted with the review of the broadband telecommunications satellite services. Although further
information is presented in Section 1.3, the main connected architectures were introduced: the
LEO satellite network, and the multi-layered satellite network. These satellite systems found
on the custom architecture design—number of satellites, altitude orbit, constellation planes,
etc.—to mitigate the influence of satellite motion on the communications performance. The
technology developments for these architectures were under the premise of this custom satel-
lite constellation design. Despite some studies (Lluch and Golkar, 2014b) have identified po-
tential orbits for each federation role, homogeneous orbits and specific pre-defined satellite
architectures are not included as part of the federation definition. Therefore, the application of
previous solutions in FSS seems per se not suitable to coexist with its heterogeneous nature.

When this custom satellite system architecture is not included in the design process, the
satellite mobility drives the capability to communicate. Satellite-to-satellite interfaces are
characterized by being temporal links, which can be concatenated to generate per se a tem-
poral route between two remote satellites. Due to this temporality, the routes and links may be
destroyed over time, disrupting a satellite network into multiple connected fragments. As dis-
cussed in (Maurich and Golkar, 2018) the imperative necessity to address this situation for the
sake of the established federations. This phenomenon—characteristic of heterogeneous satel-
lite networks—were investigated with the concept of Delay and Disruption Tolerant Networks
(DTN). The solutions developed in this research frame anticipate or coexist with this network
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disruption by deploying delay-tolerant applications (e.g. non-time-sensitive data, messaging,
etc) Despite these mechanisms may be suitable for certain types of federations, others that
are more time-constraint require different solutions. A hybrid solution which is able to manage
both situations seem to be a well-balanced approach between satellite network limitations and
federation constraints. This strategy was followed in in (Lluch et al., 2015) by complementing
a routing protocol from the Mobile Ad-hoc Networks (MANET) theory with one from the DTN
research to deploy federations. This combination could deploy a network that constantly mon-
itors all the possible routes between each satellite pair, while the data delivery is protected
against the network disruption. Despite this approach seems well-oriented, the proposed rout-
ing protocol was not conceived to respect the sporadic and opportunistic nature of federations.
Specifically, the proposed protocol provokes the periodic transmission of control messages to
be part of the satellite network without considering the intention of each satellite. In this re-
gard, the decision-making of a satellite to participate in a federation would be missed due to the
mandatory interaction to compose the network. This situation provokes the waste of resources
for those satellites that do not expect to participate in any federation—neither as intermediate
nodes—and compromise their original mission.

The previous research motivates the need to conceive a communications environment over
which federations can properly be deployed. Therefore, the different protocols that enable this
communications capacity must respect the opportunistic, sporadic, and satellite decision-
making nature of federations. A similar observation was also made in (Araguz, 2019): the
decision-making capacity of satellites becomes a potential feature for future autonomous DSS
which must be respected in all the different protocols that enables the establishment of the
necessary communications interfaces. Therefore, the definition of this space paradigm and the
exploration of tangible solutions to deploy satellite networks following the federation premises,
naturally constitute a fruitful field of study and has become one of the main motivations of
this doctoral research. The following section continues by exploring the specific works that
relate to this body of knowledge, detailing the state-of-the-art and introducing the theoretical
background for this thesis.

1.3 Literature review

The trends in current user demands, and satellite federations presented before has hopefully
outlined a clear understanding of the context in which this doctoral research is framed: the re-
search on inter-satellite communications to enable satellite federations. The work presented
here is committed to the exploration of the design aspects and challenges that interconnected
satellite systems are exposed. In order to do so, this thesis has leveraged existing theory and
constructs belonging to the distinct concepts of satellite networks, and the corresponding ISL
technologies currently developed. This field of study and its critical research is presented in this
section in order to later identify the objectives of this thesis. At the end, Section 1.3.12 sum-
marizes the most critical aspects and points to some of the research gaps that motivated this
thesis.

1.3.1 Nature of satellite-to-satellite contacts

Satellites are celestial bodies which constantly move tracing an elliptical trajectory around an-
other larger celestial body. The EO and broadband telecommunications satellites orbit around
the Earth. This distinctive motion is defined by means of the Keplerian orbital parameters or
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Figure 1.5: Representation of the Keplerian elements that represents the orbit trajectory of a satellite (gray
sphere), and its plane (yellow surface) with respect to the equatorial plane (gray surface)

elements. These six parameters determine the shape and size of the ellipse, the orientation of
the orbital plane with respect to the Earth, the orientation of the ellipse in this plane, and the
location of the satellite along this trajectory. Satellite orbits are gravitationally curved traject-
ories which can be represented in a two-dimensional trajectory located in a plane. This plane is
known as orbital plane, and two Keplerian elements determine its orientation with respect to the
Earth: (1) the longitude of the ascending node (£2) corresponds to the horizontal angle between
the plane and the origin of the longitudes (the Greenwich meridian or prime meridian); (2) the
inclination angle (i) determines the vertical orientation of the plane with respect to the origin of
the latitudes (the equator). The orbit shape traced in this plane is determined by (3) the semi-
major axis (a) that corresponds to half the distance between the periapsis and apoapsis of the
orbit, and (4) the eccentricity (e) which describes how much the ellipse is elongated compared to
acircle. Theresultingellipse can be rotated in the same plane determined by (5) the angle known
as argument of periapsis (w). A satellite travels this elliptical curve over time, moving periodic-
ally among numerous locations. The position of a satellite in this ellipse is represented by the (6)
the true anomaly (v) which corresponds to the angle of the satellite location at a specific epoch
or time with respect to the direction of the periapsis. The ensemble of Keplerian elements allow
the characterization of the satellite position, and its complete trajectory. Nevertheless, natural
orbit perturbations may—in long-term—influence the Keplerian elements over time, resulting
in a modification of the ellipse that conforms the satellite trajectory. Figure 1.5 represents these
parameters to clarify their meaning.

Numerous orbits exist depending on the values of the Keplerian elements, which laid the
foundation of different classifications. Besides the categorization based on the semi-major
axis parameters—determining LEO, MEQO, and geosynchronous orbits—, others are centered on
the remaining parameters. Orbits are distinguished according to their inclination, resulting as
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the polar orbits—with an inclination of roughly 90°—that allow satellites to pass over the Earth
poles, and the non-inclined or equatorial orbits—with an inclination of roughly 0° or 180°—that
allow satellites to pass over the tropical areas. Another categorization is focused on the orbit
eccentricity, determining the circular orbit with zero eccentricity, the elliptic orbit with an ec-
centricity smaller than 1, the parabolic orbit with an eccentricity of 1, and the hyperbolic orbit
with greater eccentricities. These taxonomies demonstrate the abundant distinct types of orbits
that current satellites travel, and present the space as a huge heterogeneous scenario.

The elliptical motion of a satellite has still some peculiarities that make it unique. This
motion is driven by the coexistence of various energies: the kinetic energy, and the potential
energy. Objects that are in motion with a specific velocity possess the kinetic energy. Mean-
while, objects located at a relative distance with respect to the Earth are stressed by gravita-
tional factors, which allow them to possess a potential energy. The specific orbital energy—
determined by the gravitational two-body problem—is the constant sum of the potential energy
and the kinetic energy. Therefore, satellites traveling in an orbit keep constant the orbital en-
ergy, although the nature of this energy changes. Satellites located at high altitudes have pre-
dominant potential energy, while in the opposite case the main one is the kinetic energy. Het-
erogeneous satellites—with distinct orbits—experience different energies, which is reflected
in different velocities. Furthermore, satellites in eccentric orbits experience a variation of their
velocity along the orbit, while in circular orbits they move with a constant velocity. These velocity
profiles play a key role in the apparition of satellite-to-satellite contacts.

A satellite-to-satellite contact corresponds to an approach of two satellites during which
the distance between the spacecraft allows the establishment of a link. For a given set of
parameters—frequency, antenna gains, transmitted power, receiver sensitivity, etc.—the es-
tablishment of these contacts or ISL is determined by the distance between the satellites over
time. This distance profile is mainly determined by the relative velocity between the satel-
lites, which results from the combination of each velocity vector. Previous researches studied
the nature of these satellite approaches for other purposes rather than inter-satellite com-
munications. The space object proximity started to concern the research community with the
apparition of space debris. These human-made objects correspond to defunct systems—Llike
satellites—which no longer serve a useful function. These orbiting debris may collide with op-
erational satellites that could per se generate more debris. The same situation of two satellites
colliding becomes a tragic undesired event. Consequently, large efforts intended to statistically
appraise these spacecraft approaches. One of the outcomes of this research was the definition
of the Probability of Close Approach (PCA) (Richey, 1986) between a deputy of two satellites.
This mathematical formulation allows to estimate the probability of two satellites become close
enough to consider it a nearness. This close condition was determined by a sphere around
one of the satellites, while this could naturally restrict certain conditions. A volumetric method
extending the PCA in which generic volume shape determined the approach of two satellites
was presented in (Alfano and Oltrogge, 2015). More recently, it was extended to determine the
probability that a satellite walks into a generic volume that belongs to another satellites (Alfano
and Oltrogge, 2018a). This situation is lately named as satellite walk-ins and walk-outs. The
research centered on estimating this probability enhanced the development of mathematical
models to estimate the evolution of space debris (Braun et al., 2019).

Another investigation centered on determining the relative orbit of a spacecraft with respect
to another. This relative position represents per se the distance between the satellites. Ren-
dezvous missions, like the International Space Station (ISS), required the development of math-
ematical models to estimate this relative orbit between a chief satellite and a deputy satellite.
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Those models are based on the Hill coordinate frame (Hill, 1878), which is a Cartesian coordin-
ate system centered in the chief position. The relative position vector of a deputy satellite with
respect to the chief one is just expressed with three components. The initial development mod-
els were non-linear, like the Clohessy-Wiltshire (CW) relative equations (Clohessy and Wiltshire,
1960). This formulation determines the relative motion of a satellite with respect to the chief
satellite that is following a circular orbit. Schaub extended these equations in (Schaub, 2004) to
formulate alinear expression of this kind of orbit, based on the difference between the Keplerian
parameters previously defined in (Alfriend and Schaub, 2000).

These models enhanced the estimation of the distance between the satellites, and stood
out the its variability over time. Therefore, the condition to establish a satellite-to-satellite con-
tact or ISL may not be always satisfied, concluding that these ISL are temporal events that hap-
pens throughout the time. Lluch and Golkar illustrate this temporal nature in (Lluch and Golkar,
2015a) by evaluating numerous orbits with different Keplerian elements that generate distinct
satellite-to-satellite contacts. Despite the study was centered on the definition of the best or-
bits to establish federations, the results demonstrate that the orbit difference determines when
the contacts could happen, and their duration. This phenomenon presents a scenario in which
ISL are created and destroyed over time, influencing the communications between satellites. In
particular,communications routes between two remote satellites may be defined by the concat-
enation of multiple ISL. These routes become per se temporal because of the temporal nature
of the ISL. Therefore, these communications interfaces between remote satellites is available
during lapses of time, and the route composition may also change over time.

An additional phenomenon happens due to this temporality. The dynamism of the ISL leads
to the possibility that two satellites may never communicate due to the lack of a route at a spe-
cific instant. This phenomenon is known as network disruption, and it provokes the fragmenta-
tion of isolated parts or sub-networks that may be connected by sporadic ISL over time. There-
fore, the routes are also determined by a sequence of ISL concatenated over time. This beha-
vior drives the possibility to deploy satellite networks, and the proper performance. Without any
doubt, this has been the major challenge that various researchers have tried to mitigate or co-
exist with different solution in the last years.

1.3.2 Taxonomy of satellite networks

A satellite network is an ensemble of satellites which have communications interfaces that in-
terconnect satellites with satellites to exchange messages. As previously stated, the availab-
ility of these connections—established with ISL—changes over time. This temporal nature is
caused by the continuous motion of the satellites that conforms the network. The satellite move-
ment also unleashes the fragmentation of the network at certain moments. This disruption phe-
nomenon generates sub-networks or independent satellites which are temporally isolated, and
cannot establish the corresponding communications interfaces. These isolated satellites may
degenerate to not being able to establish any end-to-end communications route—composed
of satellite-to-satellite links—due to the lack of instantaneous connectivity. The definition of
a communications route in this tough network becomes an important hindrance to deploy this
kind of infrastructure. Efforts to investigate this behavior were dedicated in the last years with
the proliferation of multiple and assorted approaches. Among the aspects that can be regarded
for classification purposes, we categorized them according to the strategy deployed to confront
this network disruption. This section briefly introduces the proposed taxonomy of satellite net-
works, which its class is separately presented in the following sections.
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Proposals that coexist with the network disruption were initially presented to demonstrate
the feasibility of satellite networks. Mechanisms to characterize the connection dynamism en-
hanced the concept of defining communications routes over time by means of the store-and-
forward mechanisms. This concept relaxes the necessity to have a route at a specific moment by
concatenating satellite contacts that conforms this route over time. Nevertheless, the applica-
tions and services deployed over this context may accept this time forward-looking perspective,
becoming delay-tolerant applications and services. Two different satellite network categories
present this adaptation to the network disruption:

Snapshot networks (Werner, 1997) — The dynamism of satellite links encourage the per-
ception of a satellite network as a sequence of topology instances in which the overall links re-
main stable during a lapse of time. Each of these states represents a snapshot of the topology
configuration with the corresponding established ISL. The connections that conform the snap-
shot remain untouched until the satellite motion changes one of them. These snapshots are
ordered in a sequence which is driven by the satellite movement, determined by the periodic tra-
jectory of the orbits. Therefore, the sequence of snapshots itself becomes also periodic. Com-
munications routes between remote satellites can be determined in each snapshot, and among
the snapshots with in-advance route transitions along the sequence.

Delay and disruption tolerant networks (Vinton et al., 2007) — The intermittent connectiv-
ity experienced in satellite networks encourages to define an environment in which network par-
titions are frequent, and satellites must leverage on opportunistic satellite contacts to commu-
nicate. These temporal satellite contacts may be scheduled to identify communications routes
available at specific moments, and over time. Therefore, a route corresponds to a sequence of
satellite contacts that not necessarily may occur at the same moment. Mechanisms to store the
received data in a satellite contact to lately forward it through the next contact become essential
to define these over-time routes.

Alternatively to these adapted proposals, interventionist approaches were lately presented
to mitigate the network disruption by controlling the ISL dynamism. The demand of services that
required time-sensitive communications (e.g. satellite phone calls) motivated the conception
of new satellite architectures that conform a novel satellite network design. The evolution of
satellite links over time was under control by deploying satellites in an orchestrated architecture
that conformed a specific and custom constellation. Three distinct satellite networks can be
identified depending on the type of satellite architecture that is proposed:

LEO satellite networks (Ekici et al., 2001) — A satellite constellation with the spacecraft
orbiting at LEO region conform this type of network. Despite this generic definition, this net-
work has a unique architecture aspect that enables to mitigate satellite mobility influence on
the network topology. The number of satellites, and their location in the constellation—number
of planes, and satellites per plane—orchestrate a specific polar architecture that represents a
mesh network over the most populated areas of the Earth. This mesh network connects each
satellite with four neighbors, located in the same and adjacent orbit planes. Nevertheless, the
satellites keep moving, and this mesh structure cannot be satisfied over the poles. Although the
network cannot be established in these regions, the mesh structure is ensured over the areas
where the users are located.

Massive satellite constellations — Following the same premise of LEO satellite networks,
massive satellite constellations pursuit the eradication of the network disruption by creating
a satellite architecture with seamless connectivity. In this context, end-to-end routes between
satellites are always feasible pointing the quandary to how their composition changes over time.
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The name of this type of satellite network—also known as mega-constellations—comes from
the number of deployed satellites, which can grow up to thousands. These macro structures
allow achieving this non-disruption network at the expense of increasing the complexity of the
system (e.g. satellite operations, frequency coordination, in-orbit maintenance, etc.)

Multi-layered satellite networks (Akyildiz et al., 2002) — The combination of multiple
satellite constellations located at different altitude regions enhances the visibility of the satel-
lite network. Satellites located at higher altitudes may interact with a large group of satellites
deployed in lower altitudes. Under this premise, a hierarchical and heterogeneous structure
is defined by satellites located at LEO, MEO, and GEO regions which conform the layers of the
satellite system. Despite the connections between the satellites still changes over time, upper-
layer satellites offer more stable connections that can be used to avoid the disruption of the
network. Groups of low-layer satellites represent the members associated to an upper-layer
satellite. The fluctuation of this association due to the satellite motion is the main factor that
characterizes the dynamism in this network. This hierarchical architecture normally integrates
a LEO satellite network—with its mesh—as the low layer to control the member transitions over
time. The end-to-end routes in this architecture can be defined in the same layer or through
different layers.

The pursuit to transport current Internet technologies in satellites, and the emergence of
architectures that mitigate the network disruption encouraged the definition of new satellite
networks with non-conventional approaches. Two main technologies stood out among the dif-
ferent proposals in the evaluation of its applicability in satellite systems:

Mobile ad-hoc networks — The nodes that conform these networks are in motion, and cap-
able to learn about the topology of the network. The end-to-end routes are defined according to
thisinformation that is updated over time. The network adapts itself to the mobility of the nodes
thanks to this approach. This autonomy resides on the capability to learn about the network
topology by each node, which makes it suitable for satellite systems. Nevertheless, the typical
mobility pattern characterized in these networks does not include the disruption phenomenon
that may be degraded by traditional solutions. However, thanks to its flexibility, scalabality, and
autonomy this model has been adopted more and more in some predictable scenarios.

Wireless sensor networks — satellites may be modeled as a resource-constrained embed-
ded system which is furnished with the capability to communicate. The definition of satellite
networks becomes similar to a wireless sensor network, in which numerous sensors are inter-
connected to conform a network over which exchange data. These sensors, as in the satellite
case, are resource-constrained devices with communication capabilities. Despite these simil-
arities, satellite networks are normally characterized by larger communication distances than
in the sensor case. Therefore, the use of this technology was targeted mainly for cluster and
swarm satellite systems. The proposed satellite sensor network (Song et al., 2015) defines a
central satellite that interact with pico- or femto-satellites using wireless sensor network tech-
niques. The end-to-end routes are determined by unusual criteria in this kind of network, such
as minimizing the consumption of the nodes. Therefore, the routes are defined taking in consid-
eration the resources of the nodes or satellites.

These satellite networks present mechanisms to determine an end-to-end route, because
they are centered in different scenarios. Their use to facilitate the deployment of satellite feder-
ationsis still adiscussion that needs to be addressed. The following sections extend the explan-
ation of each network type by presenting details of the different protocols used to determine a
route in each context. This protocol is formally known as routing protocol.
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1.3.3 Snapshot networks

Asnapshotofanetworkisthetopology representation with the connections established between
the satellites that remain stable during a lapse of time. The creation or destruction of an ISL
results on the generation of another snapshot. The overall generated snapshots compose a
sequence that represents the evolution of the topology over time (Figure 1.6). This evolution is
characterized by the movement of the nodes, which in this case corresponds to the orbit tra-
jectory. Just as a brief reminder, this motion is determined by a set of parameters that allow to
estimate the complete trajectory of a satellite. Furthermore, this trajectory follows a periodic
pattern, if no orbit disturbances are considered. Consequently, the sequence of snapshots is
periodic, and predictable. Nevertheless, the periodicity of this sequence depends on the orbits
of all the satellites that conform the system, being in some cases a long period (e.g. weeks or
months). Therefore, the sequence does not remain periodic in local views.

The notion of a snapshot was firstly presented by Werner at 1997. He presented the snap-
shot sequence in (Werner, 1997) as a virtual topology representation of a satellite constellation
with the objective to define a routing protocol suitable to establish Asynchronous Transfer Mode
(ATM) connections through satellites. The Discrete-Time Dynamic Virtual Topology Routing (DT-
DVTR) protocol (Werner et al., 1997) was designed to compute the best route between all the
satellite pairs in each snapshot independently—called Instantaneous Virtual Topology (I-VT).
The numerous snapshots were computed in-advance with ground facilities to generate the cor-
responding snapshot sequence. This off-line sequence computation allows to define in-orbit by
each satellite the different routes in each snapshot using conventional routing mechanisms. At
the end, the satellite isable to determine the best route to communicate with another satellite by
uploading the different snapshots that conforms the sequence. Nevertheless, the performance
of this approach is directly influenced by the number of satellites that compose the network.

Satellite constellations with numerous satellites would generate more snapshots caused by
the ISL changes, and a longer sequence period due to the combination of different orbit periods.
The resulting sequence size may difficult the upload of the different topology information—i.e.
the routing tables—and the necessary resources to compute the entire sequence. This situation
was discussed in (Gounder et al., 1999). The proposed solution to address this issue was the ex-
ecution of a constant sampling of the network topology, instead of defining a snapshot by the
natural change of an ISL. This rigorous snapshot definition entails the generation of a bounded
sequence delimited by the snapshot sampling rate. This memory-bounded sequence could be
used to compute the routing tables of each satellite, and upload them during their ground sta-
tion contacts. Nevertheless, the resulting sequence may not identify the creation of snapshots
caused by frequent changes of ISL that are not perceived by large sampling periods. Therefore,

S0 S1 S92
1 C/()5 lo C/(j5 1O 5
4 4 4
2 3 2O 03 2 3
l | | |
[ { { {
to 31 la l3

Figure 1.6: Representation of different snapshots (si) over time (¢;) associated to five satellites
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the definition of the snapshot sampling rate becomes crucial in this solution. Although the size
of a sequence may nowadays not be a limitation, this proposal remarks the necessity to conceive
communications protocols that take in consideration the consumption of the satellite resources
in their own definition.

The creation of the snapshot sequence became a discussion topic that promoted the prolif-
eration of new techniques from lately investigations. Tang et al. proposed a method to optimize
the definition of a snapshot taking in consideration the satellite constellation (Tang et al., 2015).
Including in the sequence computation the characteristics of the satellite architecture allows
determine regions in which the snapshot rate may be different. As an illustration, a polar satel-
lite constellation could benefit from having a larger snapshot rate when satellites are close to
the poles, than when they are on the equator. Regions that causes more changes in the net-
work may require a better accuracy to determine the snapshots. This work reflects the efforts
performed in the last years to reduce the size of the snapshot sequence.

The snapshot sequence changes depending on the satellites that participates in the net-
work. When new satellites are deployed in this network, the sequence must be recomputed
and uploaded in order to update the network information. This regeneration of the snapshot
sequence needs to be conducted also for unpredictable events that change the network com-
position (e.g. satellite failure, satellite re-entry, orbit manoeuvre). The Predictable Link-State
Routing (PLSR) protocol (Fischer et al., 2013) was formulated to manage these unpredictable
events. The protocol is based on a ground infrastructure to compute the entire sequence, which
is notified about the different unpredictable events. When a satellite detects an event that may
change the network, it notifies this condition to the ground computing unit duringits ground sta-
tion contact. The ground facility recomputes the entire sequence which is then uploaded in the
satellites. This strategy highlights the condition of integrating a central unit in the network that
computes the snapshot sequence, making the satellite network dependent of this infrastruc-
ture. This feature may limit the flexibility and scalability of the resulting network.

The criteria to define the best route in a snapshot was also discussed in the following re-
searches. The definition of the best route as the one that would have less number of hops or links
was proposed in (Werner et al., 1997). The performance of this traditional approach in a dynamic
environment like a satellite network was discussed in (He et al., 2008). The presented results
suggest that this approach provides communications interfaces with low end-to-end latency,
but the stability of the routes and the traffic congestion degrade its performance. Therefore,
He et al. encourage the use of traffic state to determine the best route between two satellites.
Furthermore, the computation of a ranked number of routes may provide the possibility to in-
advance switch in case that one of them is no longer available. This multi-path capability seems
powerful in the dynamic environment that a satellite network is.

The abruptly change from a snapshot to another may provoke a transition phase in which
satellites must reconfigure themselves to the new scenario. The consequence of this transition
could be the loss of communications during a lapse of time. Song et al. proposed a solution to
overcome this situation by defining routes along the snapshots. The proposed Snapshot Integra-
tion Routing (SIR) protocol (Song et al., 2015) defines end-to-end routes inside and between the
snapshots thanks to the integration of the entire sequence in a graph representation. This ab-
straction of the sequence allows the identification of the connections between the satellites over
time, and facilitates the route definition. Despite the proposed approach founds on the snapshot
concept, it presents lots of similarities with the DTN proposals. The SIR protocol promotes the
datastoreintheintermediate nodes, which is forwarded in the corresponding snapshot. This re-
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marks that snapshot networks, and DTN are similar concepts with a subtle difference centered
on the definition of the network topology.

In summary, a snapshot network presents a satellite system as a sequence of stable topo-
logies concatenated over time. This representation simplifies the challenge to define an end-
to-end route in a dynamic environment by computing them in each snapshot independently.
Nevertheless, the transition between snapshots may provoke the reconfiguration of the entire
network, which could result with the loss of the communications during a lapse of time. Some
proposals mitigated this transition effects by proposing techniques applied from snapshot to
snapshot, or in the entire sequence. Furthermore, the snapshot sequence is determined by the
number of satellites, resultinginalonger sequence when larger is the satellite system. This large
dimensions may require large storage capacity in satellite dedicated to keep the information of
the network, deallocating part for the main satellite payload.

1.3.4 Delay and Disruptive tolerant networks

The intermittent connectivity experienced in satellite networks encourage to define an environ-
ment in which network partitions are frequent, and satellites must leverage on opportunistic
and sporadic satellite contacts to communicate. The understanding of this temporal nature of
satellite contacts become crucial in the definition of end-to-end routes in this scenario. DTN
approaches envision the establishment of communications interfaces in this disruptive envir-
onment. Therefore, a store-and-forward mechanism to store messages from a satellite to lately
propagate them to another satellite was conceived to leverage the opportunistic and sporadic
satellite contacts. Nevertheless, the definition mechanisms to identify end-to-end routes in this
disruptive environment were largely discussed.

Among the characteristics of routing protocols, a classification was conducted in (Balasub-
ramanian et al., 2007) based on the generation of replicas of the messages. In this regard, a pro-
tocol that replicates messages is known as a replication-based protocol, whereas a forwarding-
based protocol is used in the other cases. This section presents the advantages and drawbacks
of each approach, and multiple implementations of each class. The vast majority of the presen-
ted protocols are heuristic-based, and non-optimal. Balasubramanian et al. (2007) discussed
this sub-optimal condition and concluded that the balance between future knowledge of the
network evolution, and the computational capacity was the main cause. To putin his own words:

"online algorithms without complete future knowledge and with unlimited computational
power, or computationally limited algorithms with complete future knowledge, can be arbitrarily
far from optimal.” (Balasubramanian et al., 2007)

The proposed routing protocols may not guarantee the optimal solution for each case, but
they employ practical mechanisms that are sufficient to reach a short-term goal.

Replication-based routing protocols

The delivery of the transmitted messages may not be guaranteed in a disruptive environment.
Therefore, replication-based protocols allow the replication of messages by each intermediate
satellite with the purpose of increasing the probability to correctly deliver the original message.
The Epidemic routing protocol (Vahdat and Becker, 2000) was the first protocol based on this
replication mechanism. Following a traditional flooding approach, this protocol continuously
generates copies of a received message that are forwarded to each satellite neighbor. Despite
its simplicity, the generated replicas may waste the network capacity and satellite resources be-
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cause the majority may not be used. Therefore, more sophisticated techniques were conceived
to limit the number of message transfers. The n-Epidemic routing protocol (Lu and Hui, 2010)
was an example of this limited replication process by defining a minimum number of neighbors
to transmit. A satellite in this scenario would not replicate a message if it is not surrounded by n
neighbors. The protocol ensures with this constraint that a minimum of nodes receive the mes-
sage, and thus increase the probability that the message reaches the destination. Furthermore,
it mitigates the unfavorable situations in which the replica probably would not reach the des-
tination. However, this approach is limited by the density of the network, being possible to not
transmit any message if not enough neighbors are available. A more sophisticated extension
of the original epidemic protocol is the Energy Aware Epidemic (EAEpidemic) routing protocol
(Bista, 2016). This protocol is based on exchanging the node energy and reception buffer level
states to evaluate if the transmission of the message should be done. Using this additional in-
formation, the messages are copied to only those neighbors which have energy enough to avoid
the depletion. Using this mechanism, the overall network life is increased and thus the probab-
ility of message delivery.

An alternative approach to message replication was presented in the Spray and Wait rout-
ing protocol (Spyropoulos et al., 2005). This protocol ensures that a maximum number of copies
coexist in the network. The source of the original message generates a limited number of copies
that are one-by-one transferred to distinct satellites. After receiving the corresponding copy,
the relay satellite waits until a contact with the destination is available. An additional mechan-
ism to spray the copies was also presented in the original protocol definition called binary spray
and wait (Spyropoulos et al., 2005). This proposal promotes that a satellite transfers half the
total number of copies it has to each satellite encounter. When the satellite has a single copy
of the message, it enters in the wait phase to contact with the destination. This binary spray
mechanism enhances the possibility to deliver one of the copies to the destination by leveraging
on the contacts from other satellites. The number of copies sprayed drives the performance of
the protocol in terms of message delivery. The larger the number of copies are sprayed, the more
probable to deliver one of them in the destination. Nevertheless, the spraying phase would re-
quire more time, and thus reaching the wait phase—in which the packet is indeed delivered to
the destination—would require more time. Therefore, there is a trade-off between the probabil-
ity to correctly deliver the message and the time to perform the delivery. Another spray strategy
pursued the possibility to have a better message delivery while the time to reach the wait phase
is acceptable. The Fibonary Spray and Wait protocol (Das et al., 2016) extends the original ap-
proach to achieve this goal with a spray phase following the Fibonacci sequence in mathemat-
ics. The satellite transmits different replications to another satellite depending on the number
of copies that it has. Specifically, if the stored copies are a Fibonacci number in the sequence,
then the spray mechanism is like the binary one. Otherwise, the satellite transmits the imme-
diate predecessor in the Fibonacci sequence. This spray mechanism allows reaching the wait
phase sooner than the binary case.

The waste of network resources was also investigated from another perspective rather than
limit the number of copies: replicate just the messages that are essential. The MaxProp rout-
ing protocol (Burgess et al., 2006)—originally proposed for vehicular networks—optimizes the
consumption of network resources by selectively replicating the messages. A satellite that es-
tablishes a contactwith another satellite would identify all the messages thatare not held by this
satellite, and it would attempt to replicate them. The determination of which messages should
be transmitted, and the ones to be dropped becomes an important challenge. The proposed
solution is based on an ordered-queue per destination ordered by the estimated likelihood of a
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future transitive path to that destination. This probability is recomputed in each satellite con-
tact, and according to its new value the packets in the queue are dropped or maintained.

The mechanisms to deliver messages presented in the previous routing protocols are suit-
able for scenarios in which encounters are purely random. Nevertheless, as stated previously,
satellite contacts are rarely random, being some of them more probable than others. There-
fore, some protocols attempted to exploit these non-randomness encounters by maintaining a
set of probabilities for successful delivery. The representation of this probabilistic behavior was
defined as a MobiSpace (Leguay et al., 2005) which corresponds to an Euclidean space where
nodes can be either mobile or static, and they can communicate within their transmission range.
The decision to forward or replicate a message to a specific node is conducted according to its
probability todeliverittothe destination. The mechanism that determines this probability drives
the correct delivery of the messages. Therefore, great efforts were centered on identifying the
best approach. The original definition (Leguay et al., 2005) considered the encounters sequence
to determine the probability. Nevertheless, the status of the intermediate satellites was not in-
cludedinthealgorithm. This resultsin large end-to-end delays due to the saturation of interme-
diate satellites. The Motion VEctor (MOVE) routing protocol (LeBrun et al., 2005) combines two
probability matrices to overcome this situation: one that represents the probability of delivery,
and the other that is the message sojourn at each satellite. The probability to deliver a message
in conjunction to the transmission delay can be estimated with these two matrices. The route
decision can be adapted according to the network congestion.

An extension of the MobiSpace was defined for those scenarios in which mobility is cyclic. In
this cyclic MobiSpace, nodes are often in contact at a particular time in previous cycles, then the
probability that they will be in contact at the same time in the next cycle is high. Considering this
features, the Routing in Cyclic Mobility (RCM) proposal (Liu and Wu, 2008) uses an historical of
the differentencounter ateach cycle to quantify the probability to encounter a specific node. Us-
ing this information, each node can map the network as a probabilistic state graph enabling the
routing decision. Although presented in 2003, the Probabilistic Routing Protocol using Historic
of Encounters and Transitivity (PROPHET) (Lindgren et al., 2012) follows a similar strategy than
the RCM approach. Thisimplementation was based on the satellite mules, which are nodes that
may carry data from other satellites because they have greater probability to encounter other
satellites. Nodes using the PROPHET would replicate a message copy to a satellite mule—that
does not have it—only if this one appears to have a better chance to deliver it. The computa-
tion of this likelihood is conducted using an historic of the different encounters, with which each
satellite can recompute the probability that a mule would encounter to a specific satellite.

The prior routing protocols incidentally affect performance metrics, such as average delay
and message delivery ratio. Nevertheless, the possibility to affect a single performance metric
was not feasible with these approaches. The Resource Allocation Protocol for Intentional DTN
(RAPID) proposal (Balasubramanian et al., 2007) enabled to adapt the performance of the rout-
ing protocol according to the envisioned service. The original proposal was instrumented to min-
imize one of the three metrics: maximum and average end-to-end delay, and missed deadlines.
The RAPID protocolis founded on the definition of a utility function, which assigns a value to each
received message depending on the selected metric to be optimized. The transmission of a mes-
sage among the others is performed for those that have the highest increase in the utility—i.e.
the transmission is useful. As in the other cases, the protocol is based on the replication of the
messages.

These Replication-based routing protocols allow reaching larger message delivery rates,
since multiple copies exist in the network and only one must reach the destination (Burgess
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et al., 2006). However, these replicas waste valuable network resources. Therefore, novel
forwarding-based protocols proliferated to provide an alternative that waste less resources,
but require certain level of computation.

Forwarding-based routing protocols

Forwarding-based routing protocols envision to minimize the waste of the network resources
by propagating a single message along the network until its corresponding destination. This
transmission strategy—commonly used in ground networks—becomes a great challenge in
disruptive environments in which an instantaneous end-to-end route may not exist. As in the
Replication-based case, a set of forwarding-based routing protocols leveraged on the determin-
istic movement of satellites to estimate the succession of satellite contacts. The Contact Graph
Routing (CGR) protocol was presented in 2010 by Burleigh as a mechanism that benefits on to
the determinism of satellite motion to define end-to-end routes over time (Burleigh, 2010). This
CGR protocol proposes the composition of a plan that schedules all the satellite contacts to
provide a global view and future knowledge of the network evolution. An end-to-end route is
defined as a sequence of ordered satellite contacts that may not occur at the same moment.
The CGR protocol was designed to establish communications in the NASA Interplanetary Overlay
Network (ION) (Burleigh, 2007), but it has gained interest recently for LEO satellite constella-
tions. The presented protocol standard does not specify, however, the procedure to generate
the contact plan.

Traditionally, a centralized solution in which the ground facilities propagate orbit trajector-
ies and compute the corresponding plan—as in the snapshot network case—was preferred. The
use of a central unit called Contact Plan Computation Element (CPCE) that supports the genera-
tion of the contact plan and the route definition was presented in (Fraire and Finochietto, 2015).
This CPCE pre-computes the contact plan and the routes on-ground to periodically upload them
into the satellites using the ground station network. Although this centralized approach can gen-
erate accurate contact plans for complex systems, the upload process of the plan needs still to
be further investigated. In particular, if a new satellite is included in the system, the recomputa-
tion and upload of the entire contact plan must be conducted, making the solution difficult to be
scalable. Moreover, this centralized facility entails an important operations cost, and makes the
satellite system ground-dependent. Alternatively, other prediction mechanisms were proposed.
The Opportunistic CGR (OCGR) (Burleigh et al., 2016) proposed that each node estimates satel-
lite contacts and their duration using a historical register. This register accumulates information
of contacts that have already achieved, which is updated according to a confidence parameter.
This parameter represents how reliable is the new predicted contact with a satellite, according
to the possibility to correctly deliver message. This mechanism is characterized by havinganim-
portant learning curve, which as compared to others that use determinism to estimate contacts
(like CGR) degrades its performance. The amount of data that can be exchanged during a con-
tact, known as contact capacity, is another parameter used by the CGR to determine the routes.
Walter and Feldmann proposed a mechanism to estimate this capacity between satellites and
ground stations, modeling the features of the transceiver and the communications loss (Walter
and Feldmann, 2018).

Last researches pursuit the unification of both strategies—with a contact plan and with a
historical record—in a unique routing framework that enables to define routes if the network
is predictable or not. The outcome was formalized as a new Consultative Committee for Space
Data Systems (CCSDS) standard called Schedule-Aware Bundle Routing (SABR) protocol (Book,
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2019). This approach provides the necessary means to the satellites in order to adopt the pre-
ferred routing strategy according to each scenario.

An alternative forwarding-based routing protocol is presented in the Delay Tolerant Link
State Routing (DTLSR) protocol (Demmer and Fall, 2007). This proposal extends the traditional
link-state routing protocol in which nodes periodically forward the information about the net-
work topology. This information allows the nodes to define the available end-to-end routes of
the entire network. Moreover, the periodic transmission of this information enhances the pos-
sibility to adapt these routes with the corresponding changes of the network links. The DTLSR,
however, proposes a peculiarity regarding the links that are considered broken. These links are
tagged as 'down’, and they are not directly discarded. Instead, a metric that indicates the age of
the last connection is associated. When the linkis old enough, the register is then removed. This
mechanism intends to cause data to continue to flow along paths that used to be supported in
the hope that they will be supported again in the near-future.

The application of a DTN solution for LEO satellite network is presented in (Diana et al.,
2017). In particular, authors expose the benefits of the novel DTN routing protocol, called DQN,
in quasi-deterministic networks. A LEQ satellite network follows a deterministic dynamism, be-
cause it is ruled by satellite mobility. However, due to traffic generation and link outages this
scenario cannot be considered totally deterministic, and thus quasi-deterministic. In this case,
DQN does not use a predefined routing policy, indeed it uses the exchange of node contacts to
determine the node with the closest destination. Although this approach is really specific for
this satellite architecture, it demonstrates the flexibility of DTN routing protocols to be used in
different satellite scenarios

The forwarding-based routing protocols enhances the consumption of the network re-
sources in exchange of requiring a processing unit to compute the future knowledge of the
network. In this regard, centralized processing units seem to stood out as a feasible solution.
Nevertheless, satellites require constant communications with this infrastructure to update
the available routes previously defined. This requirement may be difficult to be achieved in a
heterogeneous context like FSS, which require certain level of autonomy to deploy federations.

1.3.5 LEO satellite networks

Inthe early 1990s, missions to deploy a near-polar satellite constellation in which spacecraft or-
bit in the LEO region proliferated to provide broadband telecommunications services in remote
areas. This satellite system gained popularity with the development of the Orbcomm and Global-
star satellite constellations (Ilcev, 2011; Wiedeman and Viterbi, 1993). These solutions deployed
a satellite constellation to relay data from ground users using spacecraft as bent-pipe systems.
Auserwas able to communicate with another user that would be in the spot of the same satellite.
The lridium corporation proposed another satellite constellation to compete with these previous
architectures. This novel satellite system included a distinctive feature: the establishment of
satellite-to-satellite communications interfaces to relay data. This interconnected architecture
was lately referred to the term of LEO satellite networks.

This kind of network was defined to mitigate the disruption provoked by the satellite mo-
tion. The constellation is designed with an orchestrated and fixed architecture in which satellite
are specifically located on purpose. This constellation builds a mesh architecture in which each
satellite has four satellite-to-satellite interfaces to communicate with its neighbors. The res-
ulting topology of the network is characterized by nodes located in a grid with a set of rows and
columns. Despite this design to mitigate the disruption, satellites are always in motion. How-
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Figure 1.7: Representation of (a) the constellation design that represents a LEO satellite network, and (b)
its resulting map to a mesh topology.

ever, the movement of the satellites in this constellation results on a continuous shift of the
satellites in the column axis of the mesh. This coordinated movement ensures that from the
local view of a satellite the connections with its neighbors remains unaltered. This condition is
satisfied in the most populated latitudes, because when the satellites pass over the polar region
the formation cannot be respected. Moreover, an abstract line represents a seam in this mesh
that separates the direction of the satellites. On one side of this seam, the satellites move from
South to the North, while on the other side they travel in the opposite direction. Traditionally, the
communications through this seam was forbidden. Figure 1.7 presents this satellite constella-
tion with its corresponding mesh topology.

This network design was firstly presentedin (Ekicietal., 2001), and called these satellite-to-
satellite connections ISL. Two classes of ISL were defined according to the vicinity of the neigh-
bor. The intra-plane ISL allow a satellite to communicate with its two neighbors that are located
in the same orbit plane. Meanwhile, the inter-plane ISL allow a satellite to communicate with
its two neighbors located in adjacent planes. This differentiation was conducted because the
nature of both ISL types differs: intra-plane ISL are always stable and feasible, while inter-plane
ISL may be disconnected in the polar region. The goal to relay data from ground users was satis-
fied by defining the concept of virtual node. This kind of node is associated to a logical location
that corresponds to a square of an entire grid that covers the entire Earth surface. Each satellite
is then associated to a logical location when it passes over this surface square, being respons-
ibleto serve the users allocated in this area. Due to the satellite movement, the satellite changes
over time their logical location when they bypass the corresponding square. Furthermore, the
logical location is also mapped in the mesh topology by a vertical and horizontal coordinates that
correspond to the column and row numbers.

Ekici et al. based their research on this architecture, and defined the Datagram Routing
Algorithm (DRA) (Ekici et al., 2001). This algorithm allows the definition of end-to-end routes
between virtual nodes by directly comparing its logical location. This comparison results in
the number of rows and columns that separate the nodes in the mesh. Therefore, the route
between two remote satellites corresponds to a sequence of satellites or virtual nodes following
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the defined columns and rows. This simple route computation makes this approach really fast,
and suitable for low-latency communications. The DRA also selects the route that is composed
by the minimum number of hops. However, due to the mesh formation, multiple routes with
the same minimum hops exist simultaneously. Therefore, the transmission of the messages
is conducted as in a datagram network: node-by-node. When a satellite receives a message,
it evaluates the route to reach the corresponding destination. After determining the number
of rows and columns that the message has to be forwarded, the satellite must decide if the
next hop is conducted in the row or column direction. Additional link metrics may be used to
determine the next hop in the route.

Traditionally, the criteria to select the next hop of the route was the one that ensures the
shorter route. As multiple feasible routes satisfy this requirement in this network, additional
metrics that quantify the ISL status are used. The DRA estimates the next hop to achieve the
lowest transmission delay. However, users located in different Earth regions generate distinct
traffic volume (Taleb et al., 2005). This makes that some ISLs congest more frequently, increas-
ing the end-to-end delay. Therefore, DRA includes in the definition of the next hop the load of
its own ISL queue load to determine the congestion state. If this state is unacceptable, the node
redirects the traffic through an alternative path. Atthe end, the next hop is determined node-by-
node to achieve the minimum-hop route, the lowest transmission delay, and the least congested
route. Figure 1.8 shows an example of packet transmission between the source (black node) and
the destination (gray node). At the very beginning, the source identifies the six paths with four
hops (the minimum value). After evaluating the state of its links, the source decides to transmit
the packettoits left neighbor. Successively, the intermediate node performs the same algorithm
to define the following hop until the message reaches the destination.

The DRA proposal sets the basis for the next developments which envisioned to improve
the original concept. (Taleb et al., 2009) identified that the congestion mechanism used in the
DRA could not avoid the apparition of this undesired condition. The original algorithm evaluates
the local queue status as a proxy of the network congestion, which may not be representative
enough of the entire system. This lack of information provokes a slow reaction against the node
congestion which could unleash to the successive failure of all the nodes. Investigations were
conducted to address this situation in LEO satellite networks.

The Explicit Load Balancing (ELB) protocol (Taleb et al., 2009) proposed a proactive scheme
in which congested satellites notify the neighbors to decrease transmission data rates. This
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Figure 1.8: Illustration of the minimum-hop route during the transmission of a packet. (a) First the packetis
placed in the source (black node) and shall be transmitted to the destination (gray node). When the packet
is transmitted to the left neighbor, (b) the path determination is computed again.
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notification allows effectively redirecting the traffic to avoid perpetuating the saturation of the
satellites. Nevertheless, no solution is presented in the case that the alternative paths would
also be congested. Alternatively, the Priority-based Adaptive Routing (PAR) protocol (Korcak et
al., 2007) pursued the estimation of congestion trends depending on the queue loads. A historic
of the drop/transmission rates and the current queue usage allow a satellite to understand if
the congestion is happening, and redirect the traffic accordingly. Another approach that follows
a similar strategy was the Traffic-Light-based Routing (TLR) protocol (Song et al., 2014). This
protocol proposed the use of a traffic light in each ISL queue that represents the congestion
state of the link. Depending on the "color” of the traffic light the data transmission over this link
would be enabled. This "color”is computed with the local information of the queue load, and the
information of the adjacent neighbors. Combining both metrics, the congestion status of the ISL
can be estimated, and the traffic redirected.

Allthese proposals founded on the local link state to avoid or manage a congested scenario.
This limits the capability to manage the situation of a global network congestion. The Agent-
based Load Balancing Routing (ALBR) protocol (Rao and Wang, 2010) was proposed to manage
the congestion of the entire network. This distributed protocol promotes the integration of a
stationary agent—a software module—in the satellite that periodically computes the path cost,
and also updates the routing table. This static agent is complemented by a mobile agent that
travels through each satellite, and retrieves the congestion state of each one. Aggregating the
information collected satellite by satellite, the mobile agent is able to generate a global view
of the entire network. Therefore, this agent may prevent the congestion by suggesting in each
satellite to redirect the data. Nevertheless, the amount of agents is related to the amount of
satellites in the network, which could difficult its deployment in large satellite constellations.

As previously stated, the original LEO satellite network architecture delimits the operation
of the satellites in the region over which the mesh formation is respected. On the polar regions,
the ISL are disconnected because the same mechanism to define a route cannot be properly
used. The existence of these regions makes that a triggered message transmission may reach
a deadlock dropping the corresponding message. This deadlock represents a satellite that can-
not forward the message because the next hop or destination is located in this forbidden region.
Figure 1.9 illustrates this deadlock condition when a satellite source (black node) transmits a
packet to the destination (gray node) located in the polar region. As in this region the commu-
nicationisforbidden, the packet never reaches its destination, and it only arrives to the deadlock
node (double-line node). Network resources are wasted if this condition happens. Therefore, the
Distributed Load-Aware Routing (DLAR) protocol (Papapetrou and Pavlidou, 2008) leveraged on
the deterministic movement of satellites to estimate if the destination is unreachable before
performing the transmission.

LEO satellite networks emerged as a potential architecture to provide near-real-time ser-
vices centered on broadband telecommunications applications. Its organized structure con-
forms an optimal mesh network that facilitates the definition of a route, and the fast forwarding
of the messages in the network. This design promotes the emergence of multiple routes that sat-
isfy the selection criteria, enabling to apply multi-path techniques. Therefore, the investigations
were centered on how leverage this characteristic to avoid or manage traffic congestion. Nev-
ertheless, this fixed architecture—that may be a virtue—also represents its major drawback in
a heterogeneous context like FSS, in which no predefined architecture can be considered a pri-
ori. Furthermore, this custom architecture needs to be always respected, limiting the flexibility
of the satellite network. This requires a set of mechanisms to always ensure this architecture.
Justasanillustrative example, satellite Iridium 33 collided with a Russian satellite in 2009 which
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Figure 1.9: Deadlock representation between a source (black node) and a destination (gray node).

provoked—among the multiple space debris—the rupture of the constellation. A spare satellite
was required to replace the missing satellite.

1.3.6 Multi-layered satellite networks

The combination of multiple satellite systems stood out as a potential architecture to offer new
capabilities or improve the capacity achieved by their own. Multi-Layered Satellite Networks
(MLSN) are a system-of-systems architecture (Maier, 1998) compounded of distinct satellite
constellations deployed at different altitudes, which corresponds to the layers in this system.
This architecture was proposed in (Akyildiz et al., 2002) to enhance the traffic capacity, and the
stability of a satellite network. The proposal leverages on the visibility of the satellites located
at higher altitudes that can orchestrate a group of satellites deployed in lower altitudes. A hier-
archical structure in which successively upper layers always gather lower layers is designed un-
der previous premise. Despite the original proposal did not specifically define the type and the
number of layers, the LEO, MEQO, and GEO were typically the three main layers associated to this
network. In this configuration, GEO satellites would manage a group of MEO satellites, which
at the same time each one would gather an ensemble of LEO satellites. Satellites located in the
same layer can communicate amongthem using Intra-Orbital Links (I0OL), while they are also able
to interact with satellites in adjacent layers using ISL. Figure 1.10 illustrates this multi-layered
architecture with the three main altitudes.

This hierarchical architecture enhances the stability of the network thanks to the large vis-
ibility of upper-layer satellites. Despite the connections between the satellites still changes over
time, the topology changes correspond to fluctuations of the low-layer satellites that belong to
the group of an upper-layer satellite. This feature mitigates the influence of the satellite mo-
bility on the network dynamism. Nevertheless, the architecture design of the low-layer satellite
system may still provoke irregular changes on the topology. (Lu et al., 2013) discussed this beha-
vior, and suggested the use of a LEO satellite network—which ensures the mesh formation—as
a lowest-layer satellite system. This satellite constellation simplifies the computation of end-
to-end routes among the layers, and in the same layer. The integration of a LEO satellite network
into the MLSN demonstrates the potential of this heterogeneous architecture, that may accept
including multiple distinct satellite systems.

Despite the enhancement in the definition of routes thanks to the deployment of an organ-
ized structure, numerous possibilities can be defined that compounded by inter- and intra-layer
communications. Therefore, large efforts were dedicated to determine a routing protocol that
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Figure 1.10: Illustration of a MLSN with three layers.

could work in this scenario. The first study on this field was presented by Lee et al. to determine
an optimal routing protocol in a two-layered satellite network. Although the MLSN was not form-
ally presented yet, the Hierarchical QoS Routing Protocol (HQRP) was designed to define routes
in a satellite network constituted by satellite constellations located in LEO and MEQ regions (Lee
etal., 2000). This approach was based on the distinction of different information related to intra-
and inter-layer network topology. The Local Routing Information (LRI) provided the topology of
a specific layer, which allowed to determine routes in this layer. Meanwhile, the Global Routing
Information (GRI) corresponded to the status of the O-ISL between layers. Each LEO satellite
was able to compute the minimum-hop route using both types of information. This route was
mainly determined by the associated MEQO satellite to forward the data.

This specific case of two-layers was lately generalized to a multi-layered architecture with
the Multi-Layered Satellite Routing (MLSR) protocol (Akyildiz et al., 2002). The goal of this pro-
tocol is the definition of routes in MLSN with more than two layers by reducing the computa-
tional complexity, the communications overhead, and the end-to-end delay. The protocol re-
trieves delay measurements of the satellite connections in a layer, which is suddenly reported to
the corresponding upper-layer responsible. In this regard, the LEO satellites report the connec-
tion status to MEO satellites, and these to GEO satellites. Upper-layer satellites forwards this
lower-layer information to achieve a global view of the different layers. The satellites belonging
to the highest layer are the nodes which determine the different routes in the lower layer, and
report them to down. This procedure allows to reduce the signaling overhead, and maintaining
the hierarchical structure. This approach also suggest that upper-layers may be used to man-
age the network, rather than forwarding data. This conclusion was also presented in (Lluch and
Golkar, 2014b) were results suggested to use these IOL to transfer small messages—Tlike control
packets—thanks to their link stability, and limited throughput conditioned by large distances.

As in the LEO satellite network case, the MLSN proposal envisioned to provide broadband
telecommunications services. Therefore, multiple investigations discussed the management
of the incoming traffic to avoid the congestion of the network, and keep providing low-latency
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communications interfaces. The developments in LEO satellite networks may be applicable into
intra-layer systems, but the possibility to use the wider visibility of upper-layer may enhance
the congestion management. The Tailored Load-Aware Routing (TLAR) protocol (Wang et al.,
2015) proposes a mechanism to retrieve the congestion status of the LEO satellite connections,
and forward it to the corresponding associated MEO satellite. This periodic reporting allows
the upper-layer satellites to achieve a global view of the lower-layer status, and decide accord-
ingly. Therefore, LEO satellites can detour traffic over MEO satellites to decongest the layer.
The upper-layer satellites become a support infrastructure in this scenario. Nevertheless, this
protocol does not consider the congestion of MEO satellites. An upper-layer satellite may be
congested when all its lower-layer satellites relay data over it. This situation was addressed
in (Kawamoto et al., 2013) by applying specific constraints in the hierarchical structure in or-
der to have multiple paths for LEO satellites. Kawamoto et al. discussed that satellites located
at higher altitudes may provide more IOL with the same LEO satellites, because different upper-
layer satellites are in line-of-sight with the single lower-layer satellite. This feature allows having
multiple routes between layers through which the traffic can be split, thus reducing the probabil-
ity to congest upper-layer satellites. Although the presented results demonstrate the enhance-
ment on the congestion, the increment of the altitude influences directly on the propagation
delay. This may not be negligible when distances between layers become considerable—like
LEO and GEO regions—, which may degrade the desired low-latency performance. Therefore, a
trade-off exists in this approach between reducing traffic management, and increasing end-to-
end latency.

Anotherresearch proposed the use of the definition of a topology snapshot in the MLSN con-
text (Wu et al., 2017). The resulting Hop-Constrained Adaptive Routing (HCAR) protocol uses the
snapshot sequence of the lower-layer satellite system to predict the future changes on the group
associated to an upper-layer satellite. This prediction is computed on ground to upload it later
to the upper-layer satellites, which becomes responsible to forward it to the lower-layer satel-
lites. The proposed protocol was evaluated in a two-layered satellite network composed of LEO
and GEO satellites. The presented results suggested that this protocol successfully combines
both models, and improves the capacity of the entire system by anticipating topology changes.
However, the centralized solution may limit the flexibility and scalability of the entire system.

The association of lower-layer satellite ensemble to a specific upper-layer satellite was in-
vestigated to define the most suitable strategy. A mechanism to dynamically determine the
members that are associated to an upper-layer satellite was presented in (Yi et al., 2013). Each
group of satellites is identified by three distinct roles: the Group Header (GH), the Group Member
(GF), and the Group Manager (GM). The GH corresponds to the upper-layer satellite that collects
all the information of the lower-layer satellites. The different satellites that are associated to a
GH are the members of the group (the GFs). Among the different members, the GM corresponds
to the one that holds the best adjacency with the GH. This GM computes the network changes
that are forwarded to the GH, which decides the proper routes on the lower layer. The configura-
tion of the satellite group is achieved by conducting two separated phases: one to compute the
predictable changes, and another one to manage unpredictable congestion status. Thisvariable
grouping allows adding configuration flexibility and easy management into the MLSN model, al-
though itis a solution Earth-dependent which limits the autonomy of the network.

In summary, multi-layered architectures leverages on the integration of different systems
to improve the performance reached individually. This heterogeneous system can be intercon-
nected to enhance the network capacity and stability of the topology, as the results presented in
(Liuetal., 2015) suggest. Thisimprovementis related to the number of connections between lay-
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ers, which promotes the availability of multiple routes simultaneously. Heterogeneity in satellite
networks is a key characteristic that may be integrated in future satellite missions.

1.3.7 Massive satellite constellations

The emergence of 5G motivated the development of novel infrastructures that provide continu-
ous Internet access. Despite the numerous improvements in the ground facilities, satellite plat-
forms stood out as a potential system to achieve this requirement. LEO satellite constellations
are naturally characterized by providing global coverage to the entire planet. Iridium constella-
tion is an illustrative example of how this architecture can provide data access to a widespread
group of ground users. Despite this infrastructure, current Iridium services are limited to a poor
messages exchange (hundreds of kbps), which may not be sufficient for current and upcoming
Internet services (e.g. video streaming, cloud computing, etc.) Therefore, an extension of these
traditional LEO satellite constellations has been proposed to cope with this new demand.

Private companies have taken a step forward in the development of massive satellite con-
stellations, which assemble hundreds or thousands of satellites to provide global and seamless
Internet coverage with competitive interfaces; i.e. with low latency and high throughput (Pul-
tarova, 2015). These ambitious goals cannot be achieved with traditional architectures nor
delay-tolerant solutions. Among the different companies, OneWeb Ltd.—previously named
WorldVu—was the first one that announced the development of this macro architecture (Seld-
ing, 2014). Joining efforts with Virgin Group and Qualcomm, OneWeb expected to deploy 720
satellites at 1200 km height. This LEO satellite constellation was not designed to include
satellite-to-satellite architecture, which require the deployment of further satellites to satisfy
current demand (Portillo et al., 2019). Space Exploration Technologies Corp. (SpaceX) publicly
announced the development of the Starlink mega-constellation one year later (Gates, 2015).
Starlink comprises 4425 satellites that would be distributed across several sets of orbits. Three
different layers are distinguished: the main layer at 1150 km, the secondary layer at 1110 km,
and the third layer at 1130 km. This macro satellite system corresponds to an MLSN thanks
to the use of satellite-to-satellite interfaces, although all the layers are located in the LEO re-
gion. More recently, Telesat Canada envisioned to deploy a massive satellite constellation of
117 small-satellites to compete with the previous constellations (Caleb, 2017). These satellites
would include a dedicated ISL with high transmission capacity. Other projects proliferated later
(Boyle, 2020).

These massive satellite constellations—also known as mega-constellations or satellite In-
ternet constellations—pursuit the eradication of the satellite disruption by creating a satellite
architecture with seamless connectivity. End-to-end routes between satellites are always feas-
ible pointing the quandary to how their composition changes over time. Despite no information
has been published about specific routing protocols, this characteristic opens the door to in-
tegrate Mobile Ad-hoc Networks (MANET) solutions in this kind of architecture. Nevertheless,
current solutions seem to envision simplified IP protocols that are currently working on ground
networks (Highfield, 2018).

Preliminary studies demonstrated that these massive satellite constellations can provide
communications interfaces that can satisfy high-data volumes (up to Tbps), and low-latency
communications (Handley, 2018; Portillo et al., 2019). Despite the potential performance of this
architecture, its enormous size poses numerous challenges. Among the different ones that have
been discussed during the last years (O’Callaghan, 2019), six challenges stand out: (1) The re-
quired funds to maintain the development of the entire project (Caleb, 2020b,c); (2) The neces-
sity to develop and construct a satellite manufacturing infrastructure to reduce the production
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cost (Caleb, 2020a; Foust, 2019); (3) the increase of space debris due to the overpopulation
of the space (Harris, 2019; The European Space Agency, 2018); (4) the hoarding of frequency
bands due to the necessary wide bands allocations; (5) the complex administrative registry of
this large number of satellites (Caleb, 2019b); (6) Impact on other space fields, like astronomy
(Foust, 2020). These constraints make that the deployment of this massive satellite constella-
tion feasible to specific companies or entities. Another perspective in which does not require
the launch of massive constellations from independent entities needs to be conceived to bal-
ance these problems.

1.3.8 Mobile ad-hoc networks in satellites

Previous routing protocols use deterministic satellite movement to predict the network evolution
in advance, resulting as a reduction of the signaling overhead and end-to-end latency. Never-
theless, these approaches were designed to work with a central computing unit that may dif-
ficult the reaction against unpredictable network events (e.g. satellite failure, satellite man-
oeuvre, etc.) MANET were conceived with the necessary capabilities to adapt themselves against
these unpredictable events, and deploying more autonomous networks. The nodes that com-
pose these networks are capable to adapt their communications depending on the topology
changes, emphasizing on those related to node mobility. These nodes autonomously learn the
network topology which allows them to define end-to-end routes and their evolution. These
routes, however, correspond to concatenations of links that are available at a specific moment.
Therefore, these networks cannot overcome the disruption of the network present in the satellite
networks.

Numerous routing protocols were designed to define the route evolution in this kind of net-
works (Boukerche et al., 2011). Multiple metrics were used to categorize them, but a specific
taxonomy has persisted during the last years. The developed routing protocols were classified
depending on the mechanism that is used to learn about the network topology. Three different
classes are identified: reactive protocols, proactive protocols, and hybrid protocols. A reactive
protocol learns about the network topology only when a data transmission must be conducted.
On the other hand, a proactive routing protocol corresponds to a mechanism that forces a node
to periodically evaluate the network topology. The hybrid solution combines mechanisms from
both approaches. This section presents the advantages and drawbacks of each type of pro-
tocol by introducing different examples. Some of the presented protocols were integrated or
developed in satellite missions. Nevertheless, the section details other protocols that were not
applied to this context, but they are largely used on ground and present powerful features for
satellite networks.

Reactive routing protocols

Reactive routing protocols learn the network topology only when a data transmission is required.
This approach allows limiting the required overhead associated to this operation to only when it
is needed. Therefore, this solution is suitable for sporadic communications. Nevertheless, the
lack of initial information of the network generates a transition phase that results to the increase
of the end-to-end latency. Therefore, time-sensitive services may be difficult to be deployed
with this protocol family. The most popular reactive routing protocol is the Ad-hoc On-demand
Distance Vector (AODV) detailed in (Perkins et al., 2003). When data must be transmitted, the
corresponding node triggers a phase to discover the possible routes that are available at that
moment. This route construction is accomplished by transmitting control packets which floods
all the network. These control packets are propagated node by node until one of them reaches
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the destination. This one replies with another message that follows the same route, but in the
opposite direction. This backward propagation confirms the availability of the route in both dir-
ections, and establishes the communication between the source and the destination. If the des-
tination receives multiple discovery control packets, this one can decide to reply the one that
considers the best. Despite this approach may be suitable for sporadic communications, if the
route is broken during the communications, the source has to execute again the discovery phase.
Therefore, the AODV presents large reaction times against unpredictable route variations.

The Ad-hoc On-demand Multi-path Distance Vector (AOMDV) routing protocol (Marina
and Das, 2006) extends the original AODV protocol to cope with this situation. The protocol
leverages on the flooding mechanism performed in the discovery phase to determine multiple
routes between a source and a destination. In this case, the destination replies to all—or an
ensemble—the discovery control packets which constitute the different available routes. The
source selects one of those routes as a primary one, and keeps the remaining stored as altern-
atives. Therefore, if the primary route fails, the source can quickly use one of the alternative
routes. Although these alternative routes improve the reaction against network changes, these
routes may be obsolete after a lapse of time. The source triggers the discovery phase if this con-
dition happens. As previously seen in the MLSN, the feature of having multiple routes benefits
the robustness of the network, and improves the stability of the communications.

This reactive or on-demand strategy is suitable for sporadic and opportunistic communic-
ations, without requiring to exchange constantly control packets and wasting node resources.
Satellites resources are valuable commodities that need to be properly managed to not jeopard-
ize the mission. Therefore, some researchers tried to apply this reactive mechanism to satellite
networks. The Location-Assisted On-demand Routing (LAOR) protocol for satellite communic-
ations was proposed in (Papapetrou et al., 2007). This solution benefits from the deterministic
movement of satellites to bound the flooding of the discovery control packets. Therefore, the
LAOR executes a preliminary phase before the discovery one, called the request area formation,
which defines the possible interest zone to flood. The presented results suggest that in a high
load LEO satellite network, this protocol can provide less end-to-end delay than a predictable
centralized routing protocol. This approach demonstrated that the integration of satellite de-
terminism in MANET routing protocol may result to a powerful combination that improves tradi-
tional satellite protocols.

Proactive routing protocols

Reactive protocols perfectly suit for sporadic and short data transmissions. However, another
kind of strategy needs to be conceived for a more continuous time-sensitive data flow. Proactive
routing protocols were conceived to ensure that when the data must be transmitted the source
node is aware of all the available routes. Therefore, no discovery phase is designed in these pro-
tocols. Instead, a periodic update of the network topology is required to anticipate the network
changes. The Optimized Link State Routing (OLSR) protocol (Clausen and Jacquet, 2003) may be
the largest proactive protocol used in MANET. The nodes that execute this protocol intentionally
exchange control packets that include the status of all the links in the network. This exchange is
optimized by selection specific nodes that performs this propagation. Every node in the network
identifies which node is its Multipoint Relay (MPR). This MPR node is responsible of flooding the
control packets which notify about topology link status. OLSR reduces the signaling overhead by
limiting this flooding among only the MPR nodes. This protocol is capable to quickly detect any
topology change, and react accordingly. Each node using this protocol is available of the status
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of the entire network, which may require certain resources if the network becomes large. Other
approaches addressed this situation by optimizing this information to just the useful one.

The Destination-Sequenced Distance-Vector (DSDV) routing protocol (Perkins and Bhagwat,
1994) proposed the discovery of a route between a source and a destination by exchanging con-
trol packets between direct neighbors. Each node has just local information about its neighbors
with which it can estimate the global topology of the network. Specifically, each node knows the
destinations that can be reachable by forwarding data to each of its neighbors. According to this
information, the node defines a route node by node. Since in this kind of protocol nodes do not
have a global view of the topology, the routing loop problem can appear. This problem appears
when the path to a destination includes a close-loop, which makes that the destination is never
reached. DSDV addresses this situation by using a sequence number for each destination entry
in the routing table. This sequence number identifies the creation time, which allows nodes to
verify if the received information is new. If it is the case, then the entry is updated; if not, the
information is rejected. This mechanism provides enough means to identify routes in MANET
while keeping just reduced local information.

Following a similar premise, the Better Approach To Mobile Ad-hoc Networking (BATMAN)
protocol (Neumann et al., 2008) was presented to extend the OLSR with local information, in-
stead of the global view of the network. This approach divides the knowledge of the best end-to-
end route between the nodes that conforms the network. Each node perceives and maintains
only the information about the best next hop towards all other nodes. This information is con-
structed by broadcasting Originator Messages (OGM). These OGM are generated by each node
to notify its neighbors about its existence. These messages are suddenly re-broadcasted ac-
cording to specific rules to inform their neighbors about the existence of the original initiator of
this message. Each node uses the reception of multiple OGM copies from the same initiator
to identify alternative routes, and selects the best one. Those irrelevant messages are then
discarded to avoid wasting the network. This process is repeated node by node. The BatMan
eXperimental version 6 (BMX6) emerged as an independent development from BATMAN routing
protocol to explore and test new approaches for routing and context dissemination (Neumann et
al., 2012). Its goal was to reduce the signaling overhead achieved by the use of Internet Protocol
version 6 (IPv6) addresses, enable node-individual configurations while clarifying the handling
of conflicting node announcements (e.g. duplicate address allocations), and allow efficient state
dissemination (thus reduced protocol overhead) through the strict distinction between local and
global as well as static and dynamic states. Thanks to these characteristics, the use of BMX6
increased in wireless networks compounded of static and mobile nodes.

The integration of these proactive routing protocols in satellite missions were investigated
in the last years. The satellite platforms were identified as potential nodes that could improve
the dissemination of the routing tables of a ground network (Giraldo Rodriguez et al., 2010). This
support infrastructure follows the premise of MLSN in which high altitudes enhances the visib-
ility of the satellites, and thus are ideal to broadcast messages to a large number of nodes. Nev-
ertheless, the satellites are not considered as part of the network to relay data. The possibility to
use the OLSR as a routing protocol to conform the network that deploy federations between re-
mote satellites was discussedin (Lluch et al., 2015). The results demonstrated that this protocol
improves the delivery of the data than only using monolithic satellites. Nevertheless, the OLSR
was not conceived to follow the sporadic and opportunistic nature of federations. Therefore,
satellites that do not expect to participate in the federation must still exchange control packets,
wasting its resources. Despite this non-optimal solution, this proposal seems promising by us-

41



Contribution to the Development of Autonomous Satellite Communications Networks:
The Internet of Satellites J.A. Ruiz-de-Azua

ing well-known technology into the heterogeneous context of federations, deeper investigations
must be performed in the future.

Hybrid routing protocols

Among the reactive and proactive routing protocols, other developments encouraged the defin-
ition of mechanisms that merge features of both approaches. These hybrid solutions are char-
acterized to have the discovery phase of reactive protocols, and the maintenance mechanism
of proactive ones. This is the case of the Zone Routing Protocol (ZRP) (Haas et al., 2002) which
estimates a zone radius to limit and reduce the signaling overhead. This boundary zone determ-
ines the nodes that follow a proactive approach by periodically exchanging the routing tables.
The nodes that interacts with other nodes located outside of the zone follow a reactive mechan-
ism to determine the route. It suits for those scenarios that continuous communications among
nodes that remain close is required, and sporadically interaction with external nodes are per-
formed. Nevertheless, the ZRP defines a unique zone in the network located in a specific place.
This definition limits the flexibility of the protocol to include other relevant zones.

The Independent ZRP (IZRP) (Samar et al., 2004) copes with this limitation by computing a
specific proactive zone for each node. Thus, each node keeps a proactive communication with
its closer nodes and a reactive one with far nodes. This solution becomes more adaptable and
flexible to the needs of each node, however the generation of all the zones in a large satellite
system may become a challenge. The Fish-eye State Routing (FSR) protocol (Guangyu et al.,
2000) proposes the definition of different quality zones for each node to be applicable in large
scale network. In particular, each node defines different zones in which the resolution of link
state information is reduced proportionally to the zone radius. Each zone has different accuracy
of the node status, being the information more accurate in closer zones rather than further ones
(like a fish-eye). This technique allows to keep the entire proactive strategy by reducing protocol
signaling. However, it considers that the traffic is uniformly distributed over the entire network.

The Two-ZRP (TZRP) proposal (Wang and Olariu, 2004) combines both concepts of IZRP and
FSR to provide a unigue solution that is able to manage high-mobility scenarios. In particular,
each node defines the Crisp Zone and the Fuzzy Zone. Inside the former one, topology updates
follow a proactive mechanism as IZRP. However, in the Fuzzy Zone the fish-eye technique is
used, reducing thus the accuracy of the network changes (i.e. avague image). Outside this zone,
the communication is purely reactive. These hybrids solutions based on zone becomes a power-
ful strategy for satellite systems based on flight formation, like satellite clusters or swarms. This
differentiation between close and far nodes enables to separate the communications neces-
sity for each node. The nodes that are closer may require fast reaction against node status,
because the interaction with them is more probable. Meanwhile, further satellites could ac-
cept on-demand discoveries for sporadic interactions. Despite this potential benefits, no hybrid
routing protocol has been applied in satellite missions.

1.3.9 Wireless sensor networks in satellites

A Wireless Sensor Network (WSN) addresses a specific scenario in which wireless nodes,
that senses the environment, are interconnected to establish an autonomous network. These
sensors are minimally designed to accomplish their sensing function, and consequently they are
resource-constrained. The deployment of these sensors as a network may suppose a challenge
in terms of energy consumption. Therefore, different routing protocol strategies to minimize
this consumption have been discussed in the last years.
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Ahierarchical architecture was proposed to define smart structures—known as clusters—
that optimize the global network residual energy. This approach promotes that limited energy
nodes forward data to a more capable node that aggregates incoming data, and performs a
more costly transmission. The selection of this centralized node—called cluster head—that
aggregates the traffic has been the aim of recent investigations. The Low-Energy Adaptive Clus-
tering Hierarchy (LEACH) routing protocol (Heinzelman et al., 2000) promotes the selection of
this cluster-head randomly following a uniform distribution. This selection process would be
conducted periodically to ensure that the consumption associated to act as the cluster-head
is shared among the nodes that conform the cluster. The implementation of this approach
is centered on each node publishes the interest to become a cluster-head, and neighbors
autonomously decide to communicate with it. Despite this solution ensures that not only a
single node is drained, the undesired situation in which a node with not enough energy emerges
as a cluster-head is still feasible. In order to address this issue, the Hybrid Energy Efficient
Distributed Clustering (HEED) routing protocol (Younis and Fahmy, 2004) uses the energy state
and data rate values to decide the cluster-head. Each node computes the probability to become
the cluster-head analyzing its own state. If the situation is appropriate, the node publishes the
intention to become the cluster-head. This enhancement reduces signaling overhead as well as
fairly distributes cluster-head across the network that increases the network lifetime. The HEED
protocol defines two kinds of communications: intra-cluster and inter-cluster. The consumption
source analysis is presented in (Senouci et al., 2012), concluding that the transmission distance
is an important factor of the high consumption. Therefore, the authors propose the Extended
HEED (EHEED) which enables the communications between non-cluster-head nodes if, and only
if, the transmission is less energy costly. This situation extends the single-hop communication
with the cluster-head to a multi-hop scenario.

The benefits of energy-efficient with hierarchical topologies motivated the Internet Engin-
eering Task Force (IETF) to define the Routing Protocol for Low Power and Lossy Networks (RPL)
(Winter, 2012) standard. This distance vector routing protocol has the capability to autonom-
ously define a hierarchical structure whose information is distributed to each node. The root of
the structure— the main node—proactively maintains the network topology knowledge by ex-
changing downward/upward control messages. Using this periodic signaling, this protocol has
the capability to join new nodes into the structure. The construction of this hierarchical structure
is based on a node rank that identifies each node according to the depth level in the structure
tree. During the construction, each node determines its preferred parent to forward packets.
Furthermore, the standard decouples the route selection mechanism from the routing protocol
core, which provides flexibility for heterogeneous scenarios. In particular, the standard defines
the Objective Function (OF) as a way to compute the rank and the parent by combining network
metrics and constraints.

The RPL standard does not define a specific OF, indeed it promotes the exploration of the
differences between metric, constraint, and selection criteria in the OF concept. One of the first
proposals is the Objective Function Zero (OF0) standard (Thubert, 2012) which proposes a basic
and common mechanism to unify the computation of Rank value. However, additional OF have
been conceived, such as the Minimum Rank with Hysteresis Objective Function (MRHOF) case
(Gnawali, 2012) which selects a route that minimizes an additive metric using hysteresis to re-
duce the impact of small metric changes. Both examples do not restrict the use of a specific
and unique metric. However, the first metric proposition was the Hop-Count (HC), which favors
the path of fewer—but longer—hops. Other link metrics have been evaluated, like the Average
Delay (AD) metric (Gonizzi et al., 2013) which uses the end-to-end route delay to compute the
rank value. This approach enables to reduce the communication latency, although the perform-
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ance may vary depending on the link quality. These previous metrics cannot manager network
congestion. This situation is addressed by the Queue Utilization based RPL (QU-RPL) (Kim et al.,
2015) which enhances an implementation of the RPL with MRHOF and HC metrics to perform
load balancing. Specifically, the used metrics are extended with the queue utilization, which
can be used to predict local congestion. This protocol is able to define the less congested parent
in a set of possible candidates. The OF definition also includes the possibility to specify con-
straints of a route, providing another level of decision. The Expected Transmission Count (ETX)
(Vasseur et al., 2012) is an example of this formulation, which determines the expected number
of transmissions to reach the destination. This parameter can be considered as a metric, but it
is also related to maximum number of transmissions that can be accepted (constraint). Treating
constraints and metrics differently allows selecting a candidate not only by its qualities, but also
the one that respects certain conditions.

Using a single metric may not be enough to accomplish the desired performance in some
cases. Therefore, the Improved RPL (IRPL) (Wang et al., 2017) proposes the Life Cycle Index (LCI)
as a novel OF definition that aggregates multiple metrics (e.g. link quality, node energy, suc-
cess transmission data rate, and congestion detection factor) Despite the complexity of the
algorithm increases, the results indicate that the combination of multiple metrics allows im-
proving the performance of the network in different aspect, such as reducing end-to-end latency
while ensuring a minimal network residual energy.

The integration of the OF definition in satellite networks may promote the use of different
metrics based on resource status (e.g. power state, memory usage, etc.) Nevertheless, the RPL
standard does not manage mobile nodes which can limit protocol effectiveness. A solution for
the mobility of specific nodes was proposed in (Safdar et al., 2012). A hybrid protocol based on
reactive discovery limited by broadcast zones—like the ZRP—and the RPL maintenance net-
work is proposed to address mobility following the resource-aware approach. This solution in-
telligently combines mechanisms from MANET and WSN to improve routing performance. This
isnotthe unique case that MANET solutions have been used to address energy challenge in WSN
(Jabbar et al., 2016). In particular, location-based routing protocols provide information related
to the node position. This information can be used to predict transmission consumption using
predefined energy model. This is the case of Geographical Adaptive Fidelity (GAF) routing pro-
tocol (Inagaki and Ishihara, 2009) which uses an internal energy model to define cells in which
a single master is active. The other nodes that are in the same cell are turned off, avoiding un-
necessary consumption. Another approach is the Geographic and Energy Aware Routing (GEAR)
routing protocol (Yu et al., 2001) which uses the combination of geographical position and en-
ergy level of neighbors to define the next hop. Using both information, it can manage the residual
network energy and thus improve network lifetime.

Similarly to the last proposals, the Kalman Positioning RPL (KP-RPL) (Barcelo et al., 2016)
extends the RPL standard using position information. In particular, it computes node position
combining the measure of the Receive Signal Strength Indicator (RSSI) and the Kalman filter
to refine it. However, this protocol promotes the communication between static nodes (called
anchors) and mobile ones, instead of only between mobile nodes. Although further research
needs still to be carried out to address the situation of a full-mobile topology, using node position
is a powerful information to predict energy consumption.

In this regard, sensors in WSN share some similarities with small-satellite platforms. Both
systems have limited processing and energy resources, and have communications capabilities.
Therefore, the developed protocols for WSN that consider the resources status as a key para-
meter in their design may be suitable for satellite systems. Despite these similarities, satel-
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lite networks are normally characterized by larger communications distances than in the sensor
case. Therefore, Song et al. target the use of this technology mainly for cluster and swarm satel-
lite systems. The proposed satellite sensor network (Song et al., 2015) defines a central satel-
lite that interact with pico- or femto-satellites using wireless sensor network techniques. The
in-orbit demonstration of this technology is still pending.

1.3.10 Operative missions with satellite-to-satellite communications

Among the numerous satellite missions, few deployed an interconnected satellite system that
would represent one of the previous satellite networks. The most relevant ones seem to be those
that integrated two-layer satellite networks. These reduced MLSN are typically compounded of
satellites located on the GEO region that work as data relay to lower-altitude satellites, such as
in LEO or MEO regions. The National Aeronautics and Space Administration (NASA) started—at
the early 1980s—the Tracking Data Relay Satellite System (TDRSS) project which deployed this
two-layer architecture to extend the operations coverage of other NASA satellites (Teles et al.,
1995). This project was conceived in replace to—or support of—the ground segment that NASA
was using. Nowadays, the TDRSS ensemble ten GEO satellites to provide near continuous in-
formation relay service to missions like the Hubble Space Telescope or the International Space
Station (ISS). The TDRSS satellites—called directly TDRS—experienced three design genera-
tions that changed their capabilities. The first generation was equipped two ISL devices that
work at S-, and Ku-bands?, and they are integrated with a reflector antenna, and multi-element
antenna. The second generation was designed with the same ISL devices of its predecessor—
with an improvement on the performance—, and additional device that works at Ka-band?. Fi-
nally, the third generation was equipped with the same ISL devices, but it integrated the cap-
ability to perform antenna pattern beamforming. All these satellites are operational and enable
NASA missions to use RF ISL to extend its operations coverage.

The European Space Agency (ESA) also developed its own program to deploy a two-layer
satellite system which shares certain similarities with the TDRSS. This project was called the Eu-
ropean Data Relay System (EDRS), and two satellites—named EDRS A, and EDRS C—currently
compound the system (Heine et al., 2014). Both satellites are equipped with an Optical ISL (O-
ISL) device that is used to communicate with the lower-altitude satellites. Additionally, EDRS A
has a RF ISL device at Ka-band. This EDRS mission is one of the first missions that use optical
terminals to establish communications interfaces between satellites. Nevertheless, this kind
of technology has started to be investigated in reduced satellite platforms, such as the Cube-
Sat standard. FSSCat mission (Camps et al., 2018) integrates a technology demonstrator of this
0-ISL that would enable to communicate between two 68U CubeSats (Briatore et al., 2017). Re-
turning to the two-layer system proposals, the different ISL devices enable to communicate two
satellites that are considerably separated—around 35000 km. This is achieved thanks of us-
ing directive antennas or terminals, which enhances the Equivalent Isotropical Radiated Power
(EIRP).

Another remarkable satellite network which is currently operational is the Iridium satellite
constellation. Already introduced in the previous sections, this satellite constellation follows the
traditional LEO satellite network architecture, characterized by a well-orchestrated and fixed
constellation. The former Iridium constellation was deployed between 1997 and 2002, and it
was composed by satellites that had RF ISL devices working at Ka-band. A second generation

2The S-band comprises the frequency band from 2 GHz to 4 GHz; meanwhile, the Ku-band comprises the frequency
band from 12 GHz to 18 GHz.
3The Ka-band comprises the frequency band from 26.5 GHz to 40 GHz.
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of the satellite constellation, called Iridium NEXT, was launched in 2017. This generation mainly
reviewed the design of the satellites to achieve greater user data rates, and to include other
hosted payloads. Nevertheless, the ISL devices remained at Ka-band. Iridium NEXT constella-
tion currently offers communications data links up to 134 kbps for mobile and static terminals,
which may be suitable for loT applications. This performance metric, however, motivated the
emergence of other architectures that could provide larger data capacity.

Mega-constellations envision to offer seamless Internet coverage on the entire globe.
Therefore, they integrate hundreds or thousands of satellites in one, two or several layers.
The Starlink constellation is one of those proposals that aims to compete for this market. The
540 satellites that are currently orbiting represent a primary deployment to reach the envi-
sioned 12,000 satellites of the final constellation. Despite the in-orbit satellites do not have
ISL devices, the original design included an O-ISL terminal that would enable to achieve high
capacity interfaces (Exploration, 2018). Current satellites, however, use a phased array antenna
that performs beamforming at Ku- and Ka-bands to establish links with the ground terminals.
Another mega-constellation that promotes the use of O-ISL is the Telesat constellation. The
satellites are designed to include this kind of optical terminal to also provide high capacity. The
former satellite was launched to demonstrate the communications interface between satellites
and ground terminals (Russell, 2018). Although the characteristics of those optical terminals
remain privative, other researches demonstrated that these terminals may reach data rates up
to 5 Gbps with link distances from 1000 km to 5100 km between LEO satellites (Gregory et al.,
2012).

The Tandem-X mission (Geyer et al., 2010) proposed the use of two satellites that flight fol-
lowing atrain formation. These satellites are equipped with a S-band transmission system. This
system is primary designed to perform the downlink and uplink interaction with the ground sta-
tions, but it is also used for satellite-to-satellite interactions. This RF ISL is operated at low-
power mode enabling a maximum communications range of 9 km, and a data rate of 31.25 kbps
(Tiainen, 2017). The GOMX-4 mission also deployed two satellites—in this case, two CubeSats—
that conforms a tandem or train. The in-orbit results (Léon et al., 2018) show that communica-
tions were established at a distance of 500 km, although further ranges can be achieved—up to
4500 km—combining multiple modulations and different transmission power profiles. Further-
more, the link is established at S-band, and it is able to provide from 2.4 kbps to 1.25 Mbps as
transmission rate, depending on the distance between satellites.

Other missions have also integrated a satellite-to-satellite interface for formation flying.
The PRISMA mission (Sun et al., 2010) as a technology demonstration for autonomous rendez-
vous technologies in which two satellites were deployed. Two RF ISL were established working
at Ultra High Frequency (UHF)* and S-bands. The maximum achieved distance was 30 km when
the ISL were set at high-power mode, and providing 12 kbps of data rate. Can-X satellite mission
(Bonin et al., 2015) is another formation flying mission with two CubeSats that integrated a S-
band ISL device. This link was established with two patch antennas, and achieved a maximum
distance of 100km, and a data rate of 10 kbps.

In summary, numerous communications devices have been designed and implemented in
the last years. Some of them were used to establish ISL between satellites, presenting different
performance. Among the different characteristics, a model of a generic ISL can be defined by
three main parameters: the data rate, the maximum communications range, and the directivity.
Distinctdatarates are achieved depending on each ISL technology is used. O-ISL can reach com-
munications up to 5 Gbps, while RF ISL may work between the order of kbps to Mbps. Further-

4The UHF band comprises the frequency band from 300 MHz to 1 GHz.
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more, both RF and O-ISL can achieve large distances depending on their terminal features. In
LEO and GEO communications the devices can reach up to 35000km, while in LEO and LEO com-
munications the distance can vary from 10 km to 5000 km. O-ISL, however, are characterized
by having farther communications ranges and higher data rates, than RF-ISL devices. Never-
theless, they are more directive with narrow beams. Despite some missions presented systems
with omnidirectional antennas, the predominant antenna is directive, which require accurate
pointing. Furthermore, directive antennas may difficult the connectivity in the network, which
degenerates to more network disruptions. The historic of the different devices shows that it ex-
ists a tradeoff between maximum communications range, data rate, and connectivity. So far, a
communications system that provides high connectivity, high data rate, and large communica-
tions range has not been developed.

1.3.11 Satellite network simulation engines

Designers and researchers are faced with the need to propose and verify new communications
protocols that enable the deployment of previous satellite network approaches. The novel DSS
and FSS concepts require also a certain infrastructure that facilitates the development of feder-
ated negotiation and decision-making algorithms. The validation of these software technologies
usually entails the simulation of systems and their environment, and the generation of metrics to
assess their quality. In the most simplistic case, satellite networks could be modeled as simple
nodes that orbit the Earth, ignoring their functions (i.e. sample the surface or atmosphere of the
Earth) and reducing their representation to communication devices. Many network simulation
frameworks could be used in this pursue, which facilitate the modeling of moving devices (such
as those in MANET). However, the de facto tools used by the industry and academia to simulate
networks (e.g. QualNet®, OMNeT++6, NS-2/37) are tailored to ground applications and ignore
scenarios where the communication devices are complex systems per se (i.e. with a different
function other than implementing communications).

Network simulators often provide a good collection of assets to model and implement cus-
tom protocols, signal propagation models, and physical devices like transceivers and antennae,
but they hardly allow the implementation of non-network components (e.g. a battery) or other
environmental and state variables that have direct impact upon links and operations. Examples
of the latter would be the Earth and its atmosphere, the state-of-charge of batteries, attitude,
pointing of ground station antennae, etc. The literature is certainly abundant with works that
tackle resource-aware devices and which rely upon network simulation to demonstrate their
designs. However, those works—and the tools they rely upon—usually address WSN, MANET,
or other systems in which the complexity of the modeled devices and the environment is not
comparable to that of a satellite nor a DSS. Likewise, none of the standard network simulation
platforms include mobility models for objects that orbit around the Earth or are constrained by
line-of-sight effects.

When spacecraft state variables (e.g. orbital position, recorder capacity, battery state-of-
charge) need be evaluated in simulation, aerospace practitioners often resort to dedicated soft-
ware tools that are tailored for space systems and mission analysis. Some of the most common
alternatives in this domain are AGl’s Satellite Tool Kit (STK), or NASAs General Mission Ana-
lysis Tool (GMAT). These software frameworks provide a wide range of orbit propagation mod-
els (analytic/high fidelity like J2 or SGP4, semi-analytic/medium fidelity, numerical/high fidelity

Shttps://www.scalable-networks.com/qualnet-network-simulation
Shttps://www.omnetpp.org/
‘https://www.nsnam.org/
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like HPOP), and an extensive set of built-in tools designed to carry out integral mission analysis
simulations (e.g. thermal, schedule of operations, instrument modeling, etc.) Due to their broad
adoption in multiple contexts, these simulators have sometimes been paired with some of the
network simulation tools mentioned above in order to produce software ecosystems with both
functionalities; i.e. the simulation of space systems and networks.

The combination of these two components has been implemented in different architectural
approaches. A group of researchers at NASA discussed the possibility to bind STK and QualNet
simulators to allow them to run in parallel and in a synchronized manner (Barritt et al., 2010;
Wongetal., 2017). This approach provides great simulation accuracy given that each simulation
tool receives intermediate outputs from the other and mutually complement their emulation of
functional and physical variables. Llatser et al. (2017) also followed a similar approach in the
implementation of a simulator for a similar domain: an autonomous fleet of networked vehicles.
The major drawback of this kind of architectural approach is the inefficiency that draws from
synchronizing two independent software toolboxes that have not been designed to run in an in-
tegrated manner. The emulation of large-scale systems and/or the need to analyze a system
behavior at long-term (e.g. weeks, months) could turn this lack of computational performance
into a prohibitive cost for designers.

Asecond alternative is the sequential execution of aerospace and network simulation tools.
This kind of architectures, implemented in (Baranyai et al., 2005; Lluch et al., 2015), run several
instances of physics or aerospace simulators (STK, and others) to produce inputs that will be
used in subsequent executions of a network-level simulation tool (e.g. NS-3, QualNet). Des-
pite ameliorating the computational performance, the main limitation in these approaches is
the total inability to simulate the impact of network or operational processes upon physical vari-
ables, since they have been computed previously (e.g. battery state-of-charge, memory usage,
etc) Generally, network simulation engines are event-based, emulate variables in extremely
small time scales (down to nano- or pico-seconds) and are asynchronous by nature; i.e. state
variables are not advanced for time points where network components are idle. Conversely,
physical and aerospace variables could require numerical methods, and often rely upon time-
discrete models. When the output of the latter is used in network simulators, most of the state
variables need to be interpolated to obtain their corresponding values at the times triggered by
network events. Provided that the integrated simulation of spacecraft components (e.g. battery
use) is not the focus of the study and the loss in accuracy due to interpolation can be assumed,
the limitations of this approach could be deemed acceptable. Grogan et al. (2014) developed
a simulation engine to characterize the stakeholder decisions or operations in the deployment
of satellite federations. The presented approach founds on abstracting the satellites in models
that represent the roles in the federation, resources, orbit characteristics, among others. Nev-
ertheless, the lack of simulating a realistic protocol stack architecture complicates the develop-
ment of novel algorithms for this context. The possibility to emulate autonomous operations
or decisions—like in FSS context—considering the on-board resources, and the exchange
of information among satellite nodes, precludes the adoption of architectural approaches
wherein the two domains are not unified.

The third and most relevant alternative is the development of fully-integrated tools that
comprise the simulation of aerospace components andvariables, and communications, network
devices and protocols. This concept was explored in (Merts and Barnard, 2016), who presented
a simulation framework that relied upon Python’s SimPy network simulation library. Similarly,
the Satellite Network Simulator 3 was proposed in (Puttonen et al., 2015) as an extension to
NS-3 that included an orbit propagator and the definition of satellites as nodes in the network.
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Although their design did not consider additional spacecraft components than communications
systems, this work proved the feasibility of developing integrated tools that tackle the simulation
of networked space systems. Another example with similar characteristics is found in (Niehoefer
etal., 2013), which presented an Open Source Satellite Simulator implemented in OMNeT++.

1.3.12 Key findings

The list below summarizes the most critical aspects found in literature with regards to satellite
motion, satellite networks, and satellite federations, and is aimed at bridging the state-of-the-
art of this field.

» Research has emphasized overtly the need of satellite services that could satisfy
current user demands that proliferated from the incursion of Internet services, and
the continuous evolution of the Earth environment. The numerous demands can be
summarized in two main system requirements: (1) increase of data transfer capa-
city, and (2) reduce the end-to-end communications latency.

» The value of FSS that satisfy these demands has been explored extensively in liter-
ature, where authors have mostly focused on in-orbit data services. This emphas-
izes the value of inter-satellite links and networked constellation designs, which
could also improve some of the performance metrics in new designs.

- The challenges to design a proper satellite network gravitate around the disruption
of the network caused by satellite motion. Delay-tolerant solutions cannot satisfy
current low-latency demands, while custom-architecture-based proposals do not
suit the sporadic and opportunistic nature of FSS. The development of another
satellite network perspective may be fruitful.

- The value of heterogeneous satellite architectures has been emphasized in the
previous studies. These architectures can provide further transfer capacity, and
better manage the stability of the network by leveraging on distinct altitudes.

« The network disruption is a phenomenon that will always characterize satellite net-
works. Other mechanisms than custom architectures may be conceived to mitigate
the disruption of the network:

(i) The development of satellite-to-satellite devices that promotes the omnidirec-
tional connectivity with far communications ranges, while provide high trans-
mission data rates.

(i) The development of algorithms that enables the prediction of satellite con-
tacts by the same satellites, avoiding the centralized and ground-dependent
approach that limits the flexibility of the system.

« Thequantification and analysis of satellite system performance has been discussed
with the integration of different simulation engines. The development of a unified
simulation framework that allows integrating (1) satellite resources, (2) satellite
subsystem behavior, (3) satellite operations and decisions, and (3) inter-satellite
communications would promote the design of new approaches.

» Research has highlighted the need to formally define communications protocols
that allow the establishment of collaborations or federations between satellites.
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This corresponds to solutions which enable the notification of available resources,
the in-flight negotiation of these resources, the verification of the resource con-
sumption, and the route definition with decision-making satellites.

» The previous studies on FSS emphasized the potential benefits of this satellite sys-
tem, and the market size that would be interested on deploying federations. This
outcome motivates the development of experiments or proof-of-concepts that
demonstrate the feasibility of this approach, and pave the future investigations to
enhance the achieved performance.

1.4 Thesis statement

The compliance of current user demands entails multiple open challenges that are being ex-
plored by the research community from many different perspectives. The DSS and FSS emerged
as potential satellite architectures to achieve the required performance by envisioning low-
latency communications, high downlink capacity and fast access to the generated data from
space. These new systems are expected to provide in-orbit data services, enhance global
temporal resolutions, minimize costs and risk, and deliver a number of system-level qualities.
Several research programmes worldwide have already revealed that satellite federations could
have an essential societal impact and revolutionize the traditional space concept. Nevertheless,
many technologies still need to mature in order to enable novel FSS concepts, emphasizing the
ones associated to satellite-to-satellite communications. This dissertation gravitates on these
potential architectures, and contributes to the development of fundamental communications
technologies to promote their future inclusion in satellite missions.

1.4.1 Research questions and objectives

In this context, FSS still present unanswered questions to which this thesis aims to contribute:
(1) What is the nature of end-to-end routes between remote satellites in sporadic and oppor-
tunistic satellite networks, and how can they be defined? (2) How can satellites be aware of
the available resources offered by other satellites? and (3) what are the needed mechanisms
to deploy a federation in this opportunistic context? Under these questions, we elaborate the
following list of objectives of this doctoral research:

(0.1) Analyze the fundamental characteristics of satellite networks to support sporadic and op-
portunistic collaborations.

(0.2) Propose and formalize the networking environment for this sporadic and opportunistic in-
teractions to become the basis over which develop future technologies.

(0.3) Contribute to the development of a simulation framework that triggers the understanding
of satellite networks by means of observing specific and relevant qualities.

(0.4) Conceive the fundamental communications protocols that support the establishment of
federations in a satellite network.

(0.5) Quantify the impact of the developed protocols to contribute in satellite federations based
on experimental results.
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The review of the literature and the formulation of the different goals of this research have
emphasized the necessity to define a paradigm in which satellite networks would be created fol-
lowing the sporadic and opportunistic nature of FSS. The Internet of Satellites (loSat) paradigm
(Ruiz-de-Azua et al., 2018c) presents this dynamic environment in which Inter-Satellite Net-
works (ISN) are created sporadically and maintained during the execution of the federations.
This dissertation formulates the description of this paradigm by presenting the details of these
new satellite networks. Furthermore, the research performed focused on the development of
this paradigm and the corresponding protocols which constitutes the necessary communica-
tions means to deploy federations.

1.4.2 Structure

Chapter 1 has introduced the context and presented the objectives of this dissertation. We
defined the types of satellite systems of interest, and delimited the applications in the context of
the current environmental, societal, industrial, and humanitarian needs. We categorized satel-
lite networks archetypes and described some of the most common structural and functional
traits. Section 1.3 has structured the body of knowledge centered on presenting the difficulties
to communicate in satellite networks, and the numerous solutions developed for each network
type. Furthermore, the review has been complemented with a global view of different missions
that have included satellite-to-satellite communications, and a discussion of current simulation
technologies for these networks. Section 1.3.12 completed the literature review by summarizing
the mostimportant aspectsin relation to the context and objectives of this thesis. The remaining
of thisdocumentis structured inthree parts: (1) atheoretical definition of the loSat concept, and
a preliminary study on its challenges; (2) the conception of three protocols that contribute in the
development of the paradigm; and (3) the implementation and experimentation of the previous
contributions in a stratospheric balloon campaign, and a CubeSat mission. Figure 1.11 aims at
clarifying the structure of the entire dissertation, before presenting the details of each chapter.

Part One: Theoretical Definition and Preliminary Analysis

Chapter 1 Chapter 2 Chapter 3 Chapter 4
: loSat paradigm definition and } - .
State-of-the-art review Trade-off of current routin Design and definition Analysis of OLSR protocol for
and thesis statement 9 of DSS Simulator Satellite Networks
protocols
Part Two: Protocols and Algorithms definition - 1 Part Three: Validation of design with experimentation

Chapter 5 Chapter 6 | ' Chapter 6 Chapter 7
Design of a predictive algorithm Definition of the Federation Simulation Analysis of proposed Validation of Protocols with a b
to estimate satellite contacts Protocol Suite ' Protocols Stratospheric Balloon Campaign | :

Part Four: Dissertation closure

Chapter 8

Conclusions and Future
research lines

Figure 1.11: Block diagram of the dissertation structure

Chapter 2 formally presents the loSat paradigm, and details the characteristics of the satel-
lite networks that are generated in this context. Section 2.2 summarizes the different features
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of the paradigm previously detailed. The comparison of the satellite networks deployed in loSat
with respect to the previous types is conducted in Section 2.4. the applicability of the current
protocols in loSat is discussed in Section 2.5, while a formalization of the properties that a rout-
ing protocol may have is presented in Section 2.6. The chapter completes by presenting the fea-
tures that the routing protocol should have to deploy the desired satellite networks, and leads
to evaluate the viability of current technologies in a more sophisticated environment.

Chapter 3 focuses on the description of the simulation engine developed specifically to eval-
uate future contributions in satellite networks and DSS. The motivation and requirements that
this software must satisfy are presented in Section 3.2. These requirements indicate the ne-
cessity to deploy a software framework that enables to different users configure the scenario
to simulate with their own custom modules. Section 3.3 presents the design of this framework
by reviewing all the components that conform it. The chapter is completed with a description of
how the performance metrics are generated and which tools are available to visualize them.

Chapter 4 discusses the viability of applying MANET technologies in satellite networks.
This discussion is motivated with the simulation of the OLSR protocol in a satellite system.
The chapter is initiated in Section 4.2 with a detailed explanation of the protocol. The simula-
tion scenario is detailed in Section 4.3, emphasizing on the components that model satellites,
payloads, and communication protocol. The outcome is discussed in Section 4.4, suggesting
that current technologies cannot deal with the opportunistic and sporadic nature of ISN. These
technologies need to be extended with complementary capabilities developed for other satellite
networks, such as predictive algorithms. Chapter 5 goes deeper in this premise and presents an
algorithm to predict satellite contacts following a de-centralized approach. Section 5.2 presents
an overview of the prediction protocol in which a predictor model is able to estimate future inter-
satellite contacts with a single mathematical expression. Different predictors are forumlated
in the following sections following distinct strategies. Section 5.3 presents a predictor based
on a probabilistic method to estimate with two satellite could experience a closeness situation.
Alternatively, Section 5.4 defines another predictor model based on relative orbital motion,
which presents better performance. The comparison between the predictors is performed with
the performance metrics that are presented in Section 5.5. The chapter is completed showing
the performance achieved of the best predictor in a realistic scenario with different satellite
systems.

Among the work related to the routing protocol, other questions remain unanswered re-
garding the establishment of satellite federations. Chapter 6 gravitates on these questions and
presents the design of the federation protocol suite. This suite is composed of two protocols
that provide the necessary means to establish federations. Specifically, the Opportunistic Ser-
vice Availability Dissemination Protocol (OSADP) allows notifying the services that are available
in a satellite, while the Federation Deployment Control Protocol (FeDeCoP) formalizes the differ-
ent rules to establish and manage a satellite federation. Both protocols’ design are presented
in Section 6.2 and Section 6.3 respectively. These protocols are evaluated then in a realistic
scenario which is modeled in Section 6.4. The chapter concludes discussing the improvement
of the mission performance by applying the federation protocol suite. These results encourage
to develop a specific system that materializes them in a device that can deploy satellite federa-
tions. Chapter 7 presents the first prototype of this device, called Federated Satellite Systems
Experiment (FSSExp) payload. The details of its architecture are introduced in Section 7.4, em-
phasizing on the RF-ISL board which provides the necessary means to interface—at least—two
FSSExp payloads. This payload is evaluated in a stratospheric balloon campaign, detailed in
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Section 7.7. The chapter completes with a discussion of the results retrieved from this campaign,
which demonstrate the benefits of the payloads, and future improvements.

Chapter 8 concludes by summarizing the main scientific contributions of this doctoral re-
search, and suggesting future strands of work (Section 8.3). The relevant publications associ-
ated tothisdissertation are listed in Chapter 9, which also include additional publications during
the doctorate.
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The Internet of Satellites paradigm

2.1 Introduction

The currentuserdemands have been presented in the previous chapter,emphasizing the need to
develop new services that provide a considerable data transfer capacity with important down-
link, uplink, and ISL interfaces; a communications interface with reduced end-to-end latency
for time-sensitive data; and a fast access the data generated by the spacecraft. The poten-
tial of distributed satellite architectures has been discussed, highlighting the benefits of using
FSS in current satellite missions. These new approaches found on the value of inter-satellite
communications capabilities and networked constellations designs to achieve the desired per-
formance. These networked architectures suffer the impact of satellite motion, which provoke
the fragmentation and isolation of satellite groups. Numerous satellite networks have been pro-
posed over the years to deal with this challenge. Some of those proposals were defined to co-
exist with this disruption, and provide non-optimal solutions with delay-tolerant services that
satisfy specific demand. Other approaches motivated the deployment of custom satellite ar-
chitectures that would mitigate or eradicate this fragmentation. All these proposals does not
assimilate the sporadic, opportunistic, heterogeneous, and decision-making nature of satellite
federations, which may make them not optimal for this purpose. Therefore, a new scenario in
which satellite networks respect these four axes must be conceived.

Bhasin and Hayden (2001) proposed the deployment of a satellite infrastructure that sup-
ports the current and future NASA satellite missions. This dedicated infrastructure represented
a backbone that could support the missions by reducing the cost and standardizing the commu-
nications. This always-present backbone seems similar to those satellite networks that deploy
custom architectures, and presents a well-known and controlled environment to interconnect
satellites. Five years later, Raman et al. (2016) extended the idea of deploying a satellite back-
bone with the Internet of Space (I0S). As in the previous case, a dedicated infrastructure would
be deployed to provide communications interfaces to—in this case—ground devices. The concept
was motivated by the emergence of loT and the possibility to use satellites to enhance ground
coverage, which then turned into the different use cases suggested for 5G networks. None of
those paradigms presented a dynamic environment that could suit the requirements of FSS, in-
stead dedicated infrastructure-which may become expensive-was suggested. As an alternat-
ive, the loSat paradigm promotes the development of this dynamic environment in which satel-
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lites decides to establish temporal networks to deploy federations when a benefit is awarded.
Following the architecture of current Internet, the loSat proposes the interaction of satellites
from different systems to create a global network, instead of deploying a custom and massive
infrastructure-like mega-constellations. This approach makes satellite systems more access-
ible than in the other case, which may be driven by administrative, cost, and high density issues.
This chapter presents the details of this novel satellite networks, and evaluates if previous tech-
nologies could be applied in this context.

The main contribution of the present research is a) the presentation of the loSat paradigm,
2) adiscussion of the synergies between this paradigm and other satellite network proposals, 3)
the characterization of the features that determine ISN in this paradigm, 4) the required capab-
ilities that a routing protocol mustinclude to deploy this kind of network, and 5) a study of the vi-
ability of current technologies to deploy ISN. The definition of the loSat paradigm and its features
has been previously publicated in the peer-reviewed |IEEE Access journal (Ruiz-de-Azua et al.,
2018c), and in the 5" Federated and Fractionated Satellite Systems Workshop (Ruiz-de-Azua et
al., 2017). Furthermore, the participation in the ONION project to define a technology roadmap
for satellite networks has crystallized in the formal definition of this paradigm. This work has
been publicated in the peer-reviewed |IEEE Access and Acta Astronautica journals (Alarcon et al.,
2018; Tonetti et al., 2020), the 70" International Astronautical Congress (Tonetti et al., 2019a),
and the Living Planet Symposium (Tonetti et al., 2019b). The details of these publications are
accessible in Chapter 9 with the identifiers [1], [Il], [V1, [VII], [XIV], and [XVII].

Theremaining of this chapteris structured as follows. First, Section 2.2 introduces the loSat
paradigms and its characteristics. The essential features of the temporal networks that are cre-
ated in this paradigm are discussed in Section 2.3. The discussion to evaluate the synergies
between this new paradigm and previous satellite networks is performed in Section 2.4. Sec-
tion 2.5 goes deeper and evaluates if current routing protocols from these satellite networks may
be suitable for ISN. After reviewing multiple protocols, the features of a generic routing protocol
are summarized in Section 2.6. With these features, anideal routing protocol for ISN is definedin
Section 2.7 which motivated its comparison with current technologies. Finally, Section 2.8 con-
cludes the chapter and proposes new research lines to enhance current FSSExp payload design.

2.2 Paradigm concept

The loSat paradigm cannot be understood without firstly observe the nature of satellite federa-
tions. FSS encourage the establishment of sporadic and opportunistic collaborations to share
unallocated resources among heterogeneous satellites. It is important to understand concept-
by-concept what this statement means. The sporadic term refers to the possibility to deploy
this collaboration atany moment. This feature makes satellite federations unpredictable events
that may occur without notice, and they cannot—-normally—be estimated in advance. Despite
this randomness, the need to deploy federations is related to the satellite resources and the
potential benefit that a satellite can award. This is related to the opportunistic term, which
suggests that federations are only established if related satellites envision to garner some be-
nefits (e.g. enhancement of mission performance, extension of satellite capabilities, payment
for resources shared). This opportunism also refers to the mandatory non-degradation of the
original mission. Satellites that establish a federation are designed to perform a specific mis-
sion (e.g. observation of the soil moisture, relay data from ground terminals, observe the galaxy),
which must remain as its main priority. Therefore, the federation cannot degrade the perform-
ance of this mission by the undesired depletion or allocation of resources. If the satellite does
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not identify a potential benefit, it must be able to decide not establishing a federation. This
decision-making capacity becomes crucial to deploy federations, and entails the awarding of
certain level of autonomy to the satellites. Finally, the satellites that collaborates are equipped
with different resources and capacities. This heterogeneous configuration poses multiple chal-
lenges related to resource sharing, connectivity, among others.

FSS also differ from the other distributed approaches, because they can be conceived as
a virtual satellite systems. These systems represent a group of satellites that are part of dis-
tinct physical system-like a constellation—and they decide to create a new one which is ficti-
tious. Traditional applications offered to ground users can be achieved with this systems, but
new ones proliferate with this virtual group of satellites. Machine-to-machine applications may
be deployed among the different satellites that conform the virtual system, like trajectory ap-
plications (e.g. flight formation, collision avoidance), applications that require data fusion (e.g.
cloud detection, different instruments), among others. This approach becomes relevant when
autonomous capabilities are integrated in DSS (Araguz, 2019). In terms of communications, this
can berepresented asan autonomous satellite application which deploys some services through
and for satellites. All these characteristics require solutions that are flexible, adaptable, and
scalable that must be reflected in all the development levels, included in the inter-satellite com-
munications ones.

The loSat paradigm proposes an interconnected space segment that follows these premises
from satellite federations. A custom satellite infrastructure that corresponds to a network back-
boneisnot proposed in this paradigm, unlike the previous cases. Instead, it promotes the estab-
lishment of networks using peer-to-peer architectures, in which interested satellites are part of
the network. Therefore, the paradigm suggests dynamic, sporadic, and opportunistic satellite
networks which are temporally established depending on the necessity and choice to deploy fed-
erations. These temporal networks has been called ISN following the traditional nomenclature
originatedin (Ekicietal., 2002). This kind of network is created by the decision to collaborate—not
necessarily for free—of satellites, that become the intermediate nodes of the network. In partic-
ular, the creation of an ISN is achieved thanks to the combination of point-to-point federations
among intermediate nodes that share the possibility to communicate. Note that in terminology
of FSS, an ISN can be considered as a distributed federation in which intermediate nodes play
the role of suppliers and customers. Figure 2.1 illustrates the paradigm philosophy by show-
ing three ISNs (ISNy, IS N2, and ISN3) which coexist simultaneously. These ISNs are created
depending on the FSS requirements and they adapt themselves to manage network dynamism.
Note also that there are some nodes that can participate in multiple ISNs at the same time.

Asatellite federation is established only when the transaction is required, after that the fed-
eration is no longer needed. This temporality is also reflected in the definition ISN. This corres-
ponds that ISN have three phases that characterize their lifetime: (1) the establishment phase,
(2) the maintenance phase, and (3) the destruction phase. The establishment of an ISN is the ne-
gotiation process in which intermediate federations are created to configure the network. During
this phase, its members can decide not accepting this interaction due to their state or strategy
interests. Indeed, a probability that a proposed federation would be accepted or at least negoti-
ated is also taken in consideration in (Grogan et al., 2016a). Moreover, the establishment phase
ensures that the ISN is able to satisfy FSS requirements by providing the required services. For
instance, if a security level is required, intermediate nodes should have secure mechanisms to
provide it. This implies that during the ISN establishment, nodes shall indicate which services
they can provide. Once the ISN is established, the maintenance phase ensures that the network
adaptstodifferentevents. In particular, as a satellite network is a dynamic environment in which
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Earth

Figure 2.1: loSat space segment representation.

to t1 to from tq to to

Figure 2.2: Representation of the ISN evolution

nodes are in constant movement, this phase is responsible to update network connections when
intermediate links are broken. Therefore, it should be able to replace old intermediate nodes by
adding new ones. Moreover, some satellites could request to participate in an existing feder-
ation that would need to add more intermediate nodes to increase the current ISN. Thus, the
ISN should be able to adhere new satellite nodes as per their request, or by the need to keep
the topology stable. Figure 2.2 presents an example of how the maintenance phase should ad-
dress the ISN dynamism. In particular, it shows how two partitions of an ISN evolve through time
(from tq to t2) in which node B and node A are moving establishing new links. Finally, in the de-
struction phase (once the ISN is no longer required) all the nodes that have participated in the
network should perform the destruction process which cleans their internal state and recovers
their usual activity. This is an important phase because the resources shall be released when
they are no more needed.

There is a common need that should be respected in an ISN. Satellites are embedded sys-
tems with severe limitations in terms of energy, computation, and data storage resources, which
means that additional inter-satellite communications capabilities could jeopardize the mission.
This could appear because satellites are normally conceived to accomplish a specific mission,
and the integration of these new capabilities could suppose an additional resource consumption
which could deplete the satellite. In other words, the deployment of an ISN shall not impact the
mission of intermediate satellites. Therefore, this network is deployed using a resource-aware
strategy while trying to satisfy application requirements. Moreover, if a satellite decides that
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its participation in the network compromises the accomplishment of its mission, it can decide
to leave the network. Therefore, satellites require a certain level of intelligence to autonomously
take thisdecision. An ISNis a completely dynamic and constant changing scenario, due to satel-
lite mobility, node participation, and node resource state.

To provide an overview of the ISN concept, Figure 2.3 presents an example of a centralized
FSS in the loSat context. In particular, it can be seen the physical layer which represents the
ensemble of all satellites that are physically placed in this region. Some of them accept to par-
ticipate in the network and can provide the required services to deploy the FSS. Therefore, they
createan ISN with intermediate federations. Through this temporal network the end-to-end FSS
is then accomplished.

FSS

Centralized (P
|
|
|
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|

ISN ¢—(/|\ | |
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|
|
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Figure 2.3: Layered representation of a centralized FSS

2.3 Key features of inter-satellite networks

Table 2.1 assembles and summarizes the different features that characterize ISN. The main
characteristic of ISN is related to be satellite network. These networks naturally present a dy-
namic and variable topology over time. The fluctuation is mainly driven by the fragmentation
of the network, because ISN do not include the deployment of a pre-established architecture
that mitigates this phenomenon. This implies that satellite connections are intermittent and
notalways available. This disruption would condition the protocols to coexist with this undesired
events asinthe DTN. Nevertheless, the interconnection of satellites from different systems may
promote the decrease of the network fragmentation by naturally increasing the number of satel-
lites in the network. Furthermore, space is an aggressive environment that commonly provokes
the failure of the entire satellite or its components (e.g. single-events, total ionizing dose, bat-
tery damage by temperature variations, battery power cycles, etc.), primarily the small-satellites
which may not include hardware redundancy. In conjunction to the variable resource availability,
this characteristics make satellites become unreliable node which could revoke its participation
in ISN due to lack of resources or node failure. This unreliability is also extended to the ISL that
connect satellites. These wireless interfaces are normally characterized by being error prone,
and their features may change over time. As an example, a contact between satellites can start
with a large distance that is over time reduced to lately increase again. This closeness process
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generates a fluctuation on the features of the link, such as error bit rate, throughput, etc. This
dynamism of the network provokes changes in the topology that may be caused by fragmenta-
tion of the network, intermittent connections, unreliable nodes, and unreliable links.

Among these features that entail a dynamic environment, satellites are in constant move-
ment following the trajectories determined by their orbits. This kind of motion, however, has
unique properties that communications can benefit from. Nowadays, orbits are well-known tra-
jectories, and numerous models have defined them with simple set of parameters (e.g. Kep-
lerian orbit model, SGP model family, etc.) Some of these models include also external perturb-
ations that may change the orbit over time, ensuring an acceptable accuracy of a satellite tra-
jectory. Therefore, a satellite follows a deterministic and well-known trajectory that can be used
in-advance. This facilitates the prediction of encounters between satellites, and thus their cor-
responding links. The topology of a satellite networks is indeed deterministic and predictable.
Despite this physical condition, satellite may not be available to perform a contact when it is
feasible; i.e. the satellite is unreliable to establish a connection. Among the previous causes of
node unreliability, this can be also caused by the nature of satellite operations. A satellite orbit
is a periodic movement that enables the satellite to repeatedly pass over the same ground track.
Therefore, traditional satellites may have periods of the orbit that it is operative, and remaining
the others in standby. This operations mode conforms the duty cycle of the satellite. Satellite
orbits ensures a motion pattern that is deterministic, predictable, and periodic.

The dynamic and predictable topology of ISN is a relevant feature that protocols to de-
ploy this kind of network must address. Therefore, the solutions must provide certain level of
autonomy to the network, which has to be able to coexist with this dynamism. The network
must be self-configurable by managing the decisions of each satellite that expect to participate
in the network. This also is associated to correctly balance all the capabilities of the satellites.
Furthermore, the network must adapt—and in some times predict-itself to possible events, like
node failure or network fragmentation. This autonomy levelis crucial in the development of ISN,
because the necessity to rely on a central ground facility may entail the loss of opportunities to
share unallocated resources.

Satellite are designed according to a set of requirements that ensure the accomplish of the
mission goals. Since satellite is manufactured and placed in-orbit, its hardware is no longer ac-
cessible and its capacities can only be degraded over time which would compromise the mission.
Some research has tried to evaluate the possibility to perform in-space manufacturing (Trujillo
etal., 2017), and previous experiences demonstrated that on-orbit satellite repairs represents a
great cost (Hastings and Joppin, 2006). Therefore, these conditions determine a satellite as an
embedded system with bounded and valuable resources that need to be—as much as possible-
preserved over time; i.e. a resource-constrained system. Typically resources of a satellites can
be illustrated as processing capacity, energy availability, storage space, and downlink oppor-
tunities. The addition of new communication capabilities can impact the mission performance,
which cannot be accepted. Therefore, proposed solutions for ISN have to include be aware of
resources consumption, and minimize their corresponding use.

A cause of the custom design of each satellite associated to its mission, the space is an
environment in which satellites with different capabilities and goals coexist. This makes ISN
composed of heterogeneous nodes which differ at hardware, software, and operational levels.
Let review the implications of this large heterogeneity. Satellites are owned by entities that not
necessarily are the same ones that operates them. This provokes that each satellite has its own
goals, and its own behave. The interaction of those satellites require a common interface not
only limited to communications mechanisms, but also at operational level. Furthermore, satel-
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lites from distinct missions are equipped with different capacities according to their compon-
ents. This causes that satellite with different resource availability must interact to deploy ISN.
Moreover, the communication technology of each satellite can differ, increasing the complexity
of the system. Some flexible and adaptable solutions have started to be investigated in the phys-
ical level of the communications (Akhtyamov et al., 2016). This heterogeneity appears in other
levels of communications capabilities. For instance, a satellite which offers a resource may re-
quire certain level of confidentiality that an intermediate satellite cannot satisfy or respect. This
unification of the constraints in satellite federations is crucial in the deployment of ISN.

The expected performance in a federation is related to the type of resource that is being
shared. As an illustrative example, a federation that is intended to share data storage does not
require the same performance that one that shares downlink opportunities. This entails that
the type of traffic that is generated in a federation depends on the resource that is expected to
be shared. Therefore, solutions to deploy ISN must be flexible to address the different traffic
natures. So far, we can summarize these different traffics to the following requirements: (1)
reliable data transmission from customer to provider (e.g. store data in provider); (2) unreliable
data transmission from customer to provider (e.g. download data stream); (3) small-commands
generated from customer to provider (e.g. formation flight or notifications); (4) reliable data ex-
change between customer and provider (e.g. processing of raw data); and (5) small-commands
from customers that trigger reliable data transmissions from providers (e.g. execution of pay-
loads). Sometimes, the same resource may be requested by different satellites, this implies
that ISN would manage multiple traffic flows from different satellites that would reach a com-
mon point. Other cases can propose the integration of multiple providers in the same federation,
provoking a traffic that follows a many-to-many transmission manner. Finally, federations are
sporadic and opportunistic which implies that ISN must accordingly react to catch these tem-
poral events.

For all these features, the loSat paradigm, and in particular the ISN concept, becomes a
challenging research field. In terms of communications, it is difficult to be implemented using
traditional solutions. Therefore, an analysis in depth related to the different optionsis presented
in the following sections.

2.4 Synergies with other satellite networks

So far, the loSat paradigm concept and the particular features of ISN have been presented. The
dynamic and temporal nature of ISN makes difficult the definition of end-to-end routes that
must be determined when the network is constructed. This challenging environment requires
the proper definition of a routing protocol that is able to comply with this task while it suits the
different features of these sporadic and opportunistic networks. As part of this custom defin-
ition, a preliminary discussion regarding the suitability of current technologies may provide a
global overview of the specific features that this routing protocol should have. For this reason,
we start evaluating the similarities and synergies that ISN can share with other satellite net-
works. Chapter 1 presented a taxonomy of the current satellite networks that were proposed
in previous investigations. Therefore, this section does not focus on their defintion, instead the
work has been centered on comparing them with respect to the ISN.

As stated previously, the satellite networks that are able to coexist with the disruption of
the network propose mechanisms that include the predictive and determinism satellite motion
inits owndefinition. This approach is relevant, because satellite networks are indeed character-
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ized by this unique motion which distinguish them among other networks. Snapshot networks
(Werner, 1997) were conceived to leverage on this feature to generate a well-known and periodic
sequence of snapshots, which helps to estimate satellite connections changes in the network.
These prediction mechanisms provide a powerful capacity to satellites that could estimate the
near-future network connections, and decide when to deploy a federation or anticipate possible
fragmentation of the network. Nevertheless, this prediction capacity is related to the construc-
tion of the snapshot sequence. Typically, this sequence is beforehand generated in a central
infrastructure located on ground. This centralized approach may be efficient in terms of pro-
cessing capacity and prediction accuracy, but it limits the autonomy of the network which its
route definition depends on the continuous communications with ground segment. This solution
constraints the development of autonomous satellite applications, and requires the deployment
of arobustinfrastructure that must never be inoperative. Furthermore, the centralized approach
alsorequires to recompute and upload the entire snapshot sequence if a satellite is added or re-
moved to the network. This poses some limitations in the scalability of the solution, which could
not be suitable for large scenarios. Therefore, this capacity to predict satellite contacts evol-

Table 2.1: Summary of ISN features

Dynamic Topology

Due to node movement, node connections change. This makes that satellites are not

Intermittent connectivit ) . .
y constantly in the line-of-sight.

Network Partition Due to its connectivity, an ISN can be partitioned and then merged (e.g. Figure 2.2).

Although there is component redundancy, space environment can provoke the fail-

Node Fail
oderaitures ure of a spacecraft subsystem, which triggers the death of the node.

The variation of satellite state (e.g. energy) provokes that nodes may not longer be

Unreliabl d
nrenable nodes able to participate in an ISN, and thus its withdrawal.

Communication is performed through a wireless medium, which is error prone. Fur-

Unreliable channel . - . )
thermore, medium characteristics are time-varying.

Orbital Movement

Nodes are satellites which follow well-defined orbital trajectories, determined by

Deterministic trajectory .
specific parameters.

Due to its nature, orbital trajectories can be predicted with a good level of accuracy,

Predictable topol
redictable topotogy which makes the global topology predictable too.

Orbit movement makes that satellites periodically pass over a target region. Thus,

Duty cycle activit
ey MY satellite bypass between an operational and standby mode.

Resource-constrained nodes

Satellites are usually powered by the combination of solar panels and batteries,

P -limited nod
owerriimited nodes which makes the node energy limited and its level time-variable.

A satellite has a limited storage capacity, usually composed of persistent and volat-
Memory-limited nodes ile memories. These memories stores internal house-keeping and mission (science
and/or communications) data.

Anin-orbit satellite isan embedded system with limited physical access. This makes
Embedded systems impossible its direct maintenance, and thus a controlis needed to avoid undesirable
behaviors (e.g. maximum depth of discharge).

A spacecraft is designed to accomplish a mission, this implies that additional re-

Custom designed ) . o .
source consumption shall not jeopardize its accomplishment.

Autonomous network

Self-configurable network Satellites shall be able to autonomously configure themselves to create an ISN.

Due to the dynamic topology, an ISN shall autonomously react against network

Adaptive network ) . ) .
P events, such as link disconnection or node failure.
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Heterogeneous nodes

Different objectives Each satellite has a different mission to accomplish.
Different state definition Due to spacecraft diversity, each satellite defines its state differently.
Different bandwidth Large, medium, and small satellites coexist in the space. Due to its characteristics,
capacity each one has different communication capabilities.

As an ISN is composed of satellites from different entities, forwarded data can be

Limited dat it
Imited data security read by undesirable agents. A security level shall be provided to ensure data privacy.

Traffic Dependence

As a federation is deployed upon an ISN, each federation has different requirements

Federation-dependent )
that impacts on the network management.

Depending on the application, multiple spacecrafts can communicate with multiple
Many-to-many traffic ones. In this case, it cannot be predefined a specific traffic model as in other net-
works.

As a federation is opportunistic, an sporadic ISN is deployed depending on the op-

Opportunistic and Sporadic ) ) ) . )
PP P portunity to create this federation. It is thus a sporadic network.

ution, and to generate the corresponding snapshot sequence following a distributed strategy
seem suitable for ISN.

Although the generation of the snapshot sequence corresponding to the entire network may
not be necessary, this prediction capacity could be used for the foreseen of local connection
changes. Thisisalsoafeaturethat some DTN solutions (Vinton et al., 2007) proposed in the past.
The forwarding-based routing protocols follows this strategy of predicting network evolution to
determine routes over time, while the replication-based protocols are based on probabilistic de-
livery through these time-forward routes. The integral application of these solutions would only
support the deployment of delay-tolerant applications in ISN, which is characterized by having
different types of data traffics. Nevertheless, This capability to determine routes in this new di-
mension is a potential feature that may be suitable in heterogeneous scenarios if they can be
complemented with typical instantaneous routes. Depending on the type of required commu-
nications interface, the routing protocol could select an instantaneous end-to-end route or a
route determined by a succession of satellite contacts. In this regard, time-sensitive data may
be routed to instantaneous routes, while the other data could be forwarded to a time-forward
route which would experience larger delay. This approach can only be possible if the satellite
integrates store-and-forward mechanisms developed specifically for DTN. Therefore, the integ-
ration of this technology in the heterogeneous context of ISN becomes a powerful capacity.

Other satellite networks were conceived to mitigate the disruption of the network with cus-
tom satellite architectures. LEO satellite networks are an example of this static architecture
which proposes the deployment of a satellite constellation that is equal to a mesh network over
certain regions. This specific composition enables to simplify the routing protocol which prac-
tically becomes a forward process based on rows and columns of the mesh. Additionally, each
node takes the decision of how the route is defined, which may provide flexibility to the network
in case that changes appears. This decision is supported by the availability of multiple routes
that connect the same source and destination pair. This multiple possibilities makes the solu-
tion flexible to react against different events by switching among the different options. The re-
search on this topic has also been focused on the congestion avoidance, and how define routes
according to this congestion state. All these features are suitable for ISN in which the flexibility
and adaptability are required. Nevertheless, the custom architecture that is required to deploy
these mechanisms does not match with the heterogeneous and dynamic scenario that repres-
ents the ISN. Therefore, the application of entire solutions developed in LEO satellite networks
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may not be feasible in the context of loSat. Instead, algorithms or parts of the communications
mechanisms may be interesting to integrate for specific purposes, like the congestion avoidance
mechanisms using multiple routes.

This heterogeneity on satellite orbits is a key feature of MLSN. These networks leverage on
the increased view of satellites located in high altitudes to coordinate and forward data from
lower altitude satellites. A high bandwidth communication and an enhancement on links stabil-
ity can be achieved thanks to this hierarchical structure based on altitude layers. This powerful
performance may mitigate the disruption of the network that could degraded some communic-
ations that require stable routes during a lapse of time. This capacity to remain stable routes
using higher-altitude satellites seems a potential feature to manage dynamism in the ISN. Nev-
ertheless, a tradeoff between route stability and distance between layers. A satellite that is loc-
ated in a higher altitude (e.g. GEO region) has a wider area where low-layer satellites can move
and communicate. Therefore, a route between two low-layer satellites that includes this high-
layer satellite becomes always more stable that directly the ones composed of only low-layer
spacecraft. Nevertheless, the communications distance with a higher altitude satellite requires
more transmission power or directive antennas which would consume space and mass of the
satellite. Therefore, a specific layer configuration may balance these features. The different or-
bits that can coexist in ISN can difficult this optimal configuration. Therefore, a mechanism that
is able to detect when the inter-layer communications is beneficial could integrate this concept
inthe ISN. Satellites in these networks are unreliable nodes that may (or not) collaborate to gen-
erate the network. This uncertainty entails that those stable routes using high-layer satellites
cannot always be available. Therefore, routing protocols that only are based on this layered ar-
chitecture may not be suitable for ISN dynamism. Nevertheless, a solution that integrates this
feature as a complement or support to other kind of routing may enhance the resulting perform-
ance.

Other proposals have tried to model a satellite network as MANET (Macker, 1999). The
nodes that compound this kind of network are able to collect network metrics (e.g. connections,
queue status, etc.), and determine routes according this information. This capability makes the
network be self-organized and self-configurable which can determine the ad-hoc routes to each
topology status. This a powerful capacity for dynamic environments that provides certain level
of autonomy to the network. Nevertheless, the protocols developed in these networks define
end-to-end routes to an instantaneous topology configuration, which does not integrate mech-
anisms to manage network disruption. These solutions are not able to conceive routes over time,
and thus apply store-and-forward mechanisms. Therefore, DTN and MANET protocols are op-
posed in this aspect. The heterogeneity and temporality of ISN require certain level of autonomy
to leverage the opportunities to deploy federations. Therefore, the application of MANET solu-
tions seems relevant for ISN, although they may be integrated with store-and-forward mechan-
isms to coexist with network disruptions.

The integration of WSN in satellite systems were also discussed in the satellite sensor net-
work concept (Song et al., 2015). These networks are compounded of resource-constrained sys-
tems which share similarities to satellites. The major difference is the farther communications
ranges that satellite network experience. Nevertheless, the WSN routing protocols have integ-
rated mechanisms to introduce the resource status in the definition of routes (e.g. power level,
memory usage, etc.) These resource-aware mechanisms are crucial for ISN in which satellites
that participate in the network must balance the shared resources to still develop their own mis-
sion. Forthis reason, the use of OF that merges different metrics related to the resources status
is a potential feature to be included in the route definition. Nevertheless, most of WSN proto-
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cols leverage on hierarchical clusters to reduce the energy consumption due to communications.
These clusters may not be feasible in the dynamic and mobile environment of ISN, in which a
satellite that works as the cluster manager may not always be accessible. Therefore, a distrib-
uted approach should be conceived.

In summary, all the previous satellite networks presents features that are suitable to deploy
ISN. However, there is no one that can satisfy alone the requirements of these temporal and op-
portunistic networks. Table 2.2 summarizes the different interesting features of each satellite
network to be included in a routing protocol that deploys ISN, and also their drawbacks. It seems
difficult to find a current routing protocol from these satellite networks that can construct and
manage ISN. Instead, a conglomerate of features from different protocols may be an interesting
strategy to construct the corresponding routing protocol for ISN. For this reason, the following
section discusses about which are the common properties of a routing protocol to suddenly eval-
uate the different implementations conceived for previous satellite networks.

Table 2.2: Summary of the advantages and drawbacks to use specific solutions of each satellite network
to deploy ISN

Satellite network Interesting for ISN Detrimental for ISN

Snapshot concept o
Snapshot networks Difficult to be scalable
Flexible and adaptable model

OTN Study of network partitions Extreme environments

Store-and-forward mechanism  Only for delay tolerant applications

) Node-by-node route decision ) )
LEO satellite networks Custom satellite architecture
Simple routing mechanism

MLSN Hybrid constellations Expected to have high-layer nodes
Increase of network capacity available
Adaptive to topology events Centered on random mobility
MANET
Self-organizing Unable to manage network disruption
WSN Same node architecture Low data rate and small distances
Energy-efficient model hierarchical clusters

2.5 Applicability of nowadays routing protocols

Each type of satellite networks has features that are suitable to include in a routing protocol
definition to deploy ISN. Therefore, the definition of this protocol could be performed by the
conglomerate of different mechanisms deployed for each satellite network. This section goes
deeper in this reflection by discussing the feature of the routing protocols developed previously
for each satellite network class. The details of these protocols are not presented in this section,
because Chapter 1 has already introduced them. The discussion that is performed in the fol-
lowing paragraphs is focused on which capability of these known protocols is suitable for ISN,
and which one is inappropriate. The section is structured by blocks which correspond to each
satellite network type.
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2.5.1 Routing protocols from snapshot networks

Among the different protocols, the DT-DVTR protocol is the first proposal developed for snap-
shot networks. This protocol computes the routes that are available in each snapshot of the
sequence. As stated previously, this snapshot sequence is an interesting concept to model the
dynamism in a satellite network. The protocol suggest the use of the minimum hop criterion to
define the routes in each snapshot, but it can be extended to other criteria. Furthermore, the
protocol discusses the possibility to determine the changes between snapshots to anticipate
possible changes of a route. The original protocol was developed for the ATM standard, in which
a virtual circuit between two remote nodes is established. This circuit is a connection that has
to firstly be established to define the intermediate nodes, which allocate resources to maintain
available the entire connection. This connection-oriented approach may not be suitable for mo-
bile nodes, which have variable links. Therefore, the DT-DVTR protocol cannot be applied literally
for ISN, but its snapshot concept may be useful.

The SIR protocol suggest the integration of all the snapshot sequence in a single graph rep-
resentation. Using conventional mechanisms, a route could be defined in this new representa-
tion. This simplifies the challenge to determine the changes of a route due to snapshot trans-
ition, and enables to determine a route considering already these transitions. Nevertheless, the
need to compose the entire representation of the sequence require certain level of resources
that may be conducted in satellites. Additionally, this unified representation can become really
huge depending on the number of snapshots, which intrinsically is determined by the number of
satellites. Therefore, it is not a scalable solution, which complicates its use for ISN.

The PLSR protocol extends the SIR protocol by formally define a ground infrastructure that
computesthe entire snapshot sequence, and the corresponding routing tables for each satellite.
Furthermore, the model stored in the infrastructure can be updated with unpredictable events
by the corresponding notification from the satellites. This approach may be efficient to optimize
the resources of satellites which could not be capable to compute the entire snapshot. How-
ever, the network performance is bounded to this infrastructure, which limits its autonomy. If
the communications with this infrastructure is not available, then no route can be defined in
the network. Therefore, the PLSR cannot directly be applied for ISN, although the possibility to
update the predictable model with unpredictable events seems a powerful capacity.

Despite this dependence of the ground infrastructure, the snapshot sequence is a concept
that could enhance the performance in ISN. The definition of the sequence that corresponds to
the entire network may require large memory allocation, and probably a satellite would not use
the entire information. The snapshot concept could be applied in local communications, and for
short forward time which would enable the detection of immediate predictable events. This re-
quires the development of a dedicated prediction mechanism that should be executed in each
satellite to estimate its satellite contacts. Once we have identified this potential synergy, there
is still the question of how to generate a snapshot. The original DT-DVTR suggest the natural
change of a ISL; i.e. creation or destruction of a satellite-to-satellite link. This could result with
alarge amount of snapshots in some parts of the sequence due to the orbit nature (e.g. the polar
region due to polar orbits). Therefore, investigations suggested the use of a constant sampling,
although some link may be lost between topology sample (Gounder et al., 1999). Furthermore, a
custom optimized method for the Iridium constellation was also conceived to address this prob-
lem of the polar regions. The current solution is entirely founded on the constellation architec-
ture which makes it not applicable to more heterogeneous cases. Nevertheless, this technique
could be considered as a basis to develop an extension for this heterogeneous cases.
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Table 2.3 summarizes the particular feature of the different mechanisms developed in the
context of snapshot networks. In regard to the loSat context, the snapshot technique is a mech-
anism that allows simplifying the complexity of satellite network mobility in a periodic sequence.
However, the amount of snapshots is directly related to the number of satellites that compose
the network. This could impact the storage consumption of each satellite, when indeed this
satellite could not be actively working in the network. Therefore, its direct application in ISN
is quite limited. Due to the deterministic nature of satellite movement, this mechanism should
not be simply discarded. Indeed, a promising approach could be the use of this mechanism in
a local region where the number of satellites can be acceptable, instead of the entire network.
This would require the development of a prediction mechanism that should be executed in each
satellite. Furthermore, the extension of the optimized mechanism to avoid the large generation
of snapshots in polar regions could be developed for heterogeneous scenarios.

Table 2.3: Summary of Routing Protocols in Snapshot Networks

Interesting for ISN Detrimental for ISN
Routing Protocols
DT-DVTR Management by snapshots Connection-oriented
PLSR Manage unpredictable events Earth-dependent
SIR Predict future connections Non-scalable

Creation of the snapshot sequence

Constant sampling Reduction of memory consumption Less accuracy on broken links

Optimized method Managing high latitude links Specific of Iridium constellation

Route definition in the snapshot

Minimum hop Reduction of broken links Not aware of other events
Multi-path More reactive against broken links Memory consumption
Traffic concerned Manages congestion Only per a snapshot

2.5.2 Routing protocols from DTN

Replication-based routing protocols from DTN are simple solutions that found on the probability
to reach the destination is related to the number of replicas performed of an original message.
The Epidemic and n-Epidemic are similar approaches in which continuous replication ora num-
ber (n) of copies are transmitted in the network. These simple solutions seems suitable for low-
computation devices, which could be satellites. Nevertheless, the amount of network capacity
wasted make them totally unsuitable for ISN. This unnecessary consumption of resource could
provoke the failure of the main mission, which is unacceptable in the loSat paradigm. Therefore,
the original epidemic approaches cannot be applied for ISN. The EAEpidemic aims at bounding
this resource consumption by forwarding depending on the energy state of each node. Despite
this is an enhancement for ISN, the satellite resources comprise more than only energy (e.g.
memory usage, computation, etc) Nevertheless, this approach could also be extended to in-
clude further status information.

The approach that balances better the replication with the probability to reach the correct
delivery is the spread and wait protocol. This protocol proposes different mechanisms to rep-
licate the message in intermediate satellites. An extension of this less resource consumption
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is the MaxProp approach, which provides mechanisms to replicate just the essential messages.
Specifically, the messages that are different from one node to another are the ones that are
replicated. Although the consumption of the resources is optimized in both cases, the typical
replication-based protocol cannot ensure that a message is correctly delivered. This delivery is
associated to a probability which may not be acceptable to certain applications. As an example,
if a satellite wants to create a federation to store data, it requires that the data is correctly de-
livered to its destination. Therefore, these solutions cannot directly be applied for ISN.

The probability to correctly deliver a message may be conditioned if information of the net-
work is used. MobiSpace approaches leverage on determinism movement to create contact his-
tory to decide if a satellite may be reliable to deliver a message. The original concept does not
include a delay constraint to deliver the message, which some applications could not accept.
Therefore, the MOVE extended the concept by including multiple metrics in the contact history.
The RCM proposed to also include the fact that satellite orbits are periodic trajectories, which
can influence in the probability to contact with a specific satellite. All these features were also
developed in the PROPHET protocol which follows a similar behavior. The contact history tech-
nique is a potential feature that flexibly is able to estimate a confidence metric of each satellite
neighbor. Nevertheless, this cannot ensure that the message has been delivered, neither to de-
tect when a message is not delivered. A return mechanisms that confirms the correct delivery
must be implemented.

Forwarding-based protocols identifies an entire route before transmitting a message.
Thanks to deterministic satellite motion, these protocols generate topology models in which
network changes are integrated. According to these estimated changes, the protocols are able
to define a route over time. The CGR is the main implementation that follows this approach, and
generates a plan that corresponds a schedule of all the satellite contacts that are available in a
satellite network. As in the PLSR, this contact plan is generated by the CPCE which is a central
node located on ground with large computing resources. These plans are then used to define
routes over time, which are uploaded in each satellite. This capacity to define routes over time
is a powerful feature that is suitable in ISN. Nevertheless, as in the case of snapshot networks,
a centralize architecture may limit the autonomy of the network. The OCGR extends this original
protocol by promoting the estimation of satellite contacts by each satellite using an contact
register. Despite the prediction of these contacts in distributed manner is suitable for ISN, the
historic approach works with a probabilistic definition. This implies that the contact plan is
constructed over contact probabilities which may entail wrong defined routes. Nevertheless,
this prediction capability in each satellite is a suitable feature that could be investigated for ISN.

The DTLSR protocol generates this contact plan by the combination of information from dif-
ferent satellites. Thisinformation includes satellite status, and is periodically propagated in the
network. Therefore, all the satellites that conforms the network has the information of the entire
network. Nevertheless, this information may be outdated due to the network disruption. There-
fore, when aroute is considered broken, the satellite keeps the route during a lapse of time, be-
cause the information of the network may not be accurate. This approach quickly react against
network changes, but the periodic transmission from each satellite entails a consumption that
may not be affordable, specifically for those satellites that are not interested to participate in
the network. Therefore, the use of the DTLSR for ISN seems not be suitable.

Table 2.4 summarizes the different features of the routing protocols. DTN solutions applic-
able to satellite networks provide capabilities to estimate routes over time. These routes are
feasible thanks to the store-and-forward approach, which forces to each intermediate satel-
lite to be responsible of the received messages. Despite the forwarding-based protocols seems
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Table 2.4: Summary of Routing Protocols in DTN

Routing protocol

Interesting for ISN

Detrimental for ISN

Replication-based protocols

Epidemic Simple to address network disruption Always flooding the network

Large energy consumption
n-Epidemic Reducing flooding mechanism Not energy aware
EAEpidemic Adapting flooding to energy state Reaching the destination is not en-

Spray and wait

Not flooding, just a group of messages

Less energy consumption

sured

No consideration of neighbor state

MaxProp Replicate just what is essential Delivery cannot be ensured
MobiSpace Usage of deterministic satellite move-  Not delay aware
ment
Scalability issue
MOVE Path prediction using multiple metrics  Large computation
Scalability issue
RCM Concept of the encounter historic Impossible to manage failures
Simple method Scalability issue
PROPHET Combination of multiple metrics Scalability issue
Prediction of future encounters
RAPID Adapt the protocol to specific criteria Delivery cannot be ensured

Forwarding-based protocols

CGR Similar to snapshot approaches central unit to generate the plan
Estimation of routes over time

OCGR Satellite predicts contacts Prediction based on probability

DTSLR Routes over time in each satellite Large resource consumption

Reaction against unpredictable events

Participation of all the satellites

more suitable for ISN, the centralized architecture to generate the contact plan may limit the
autonomy of the network. The other proposals that founds on the contact prediction in each
satellite are more adapted to the nature of ISN. Nevertheless, the mechanisms to predict these
contacts can be investigated to not be based on probabilistic historic, which could entail wrong
route definitions.

2.5.3 Routing protocols from LEO satellite networks

The different routing protocols developed for LEO satellite networks are founded on the cus-
tom architecture of this satellite network. The DRA proposes a multi-hop and connectionless
routing protocol by which each node decides the best route in the mesh network to reach the
satellite destination. The generated route is defined as an ensemble of rows and columns that
the message must forward in the mesh. The mesh architecture enables to define this protocol
which simplifies the route definition and computation. The signaling necessary to define the
route is no longer needed, because each satellite knows in advance the architecture of the en-

69



Contribution to the Development of Autonomous Satellite Communications Networks:
The Internet of Satellites J.A. Ruiz-de-Azua

tire network. Despite this performance is suitable for satellite platforms, this solution is really
bounded to the custom constellation architecture which makes it difficult to be applied in an
heterogeneous context like loSat. Moreover, network events like node congestion are not de-
tected in the original definition of the DRA. Therefore, the ELB protocol suggest the use of small
control packets to detect the congestion of certain links. This new capability allows the nodes to
redirect the traffic to another route to reduce the congestion. This multi-path approach is suit-
able to manage this congestion. Nevertheless, the ELB always detect the congestion once it has
already appeared, which entails lapses of times during which the messages are lost. Therefore,
the PAR protocol predicts the future congestion of the network by evaluating the status of local
links. The redirection of the traffic may also be performed in another link that is also congested.
The TLR protocol proposes the use of a traffic-light system to represent the congestion status
of each link. The ALBR proposes also a mechanism to manage the network congestion using an
agent-based approach that enables to retrieve a global view of the network. Despite all these
solutions that manages congestion are interesting for ISN, they are founded on the mesh archi-
tecture in which satellites have always for ISL. However, all of them propose the use of multiple
routes to quickly redirect the traffic in case that one of them are congested. This feature is feas-
ible in heterogeneous scenarios, and would enhance the capability of the network to mitigate
node congestion.

The DLAR protocol estimates when a satellite is located in a forbidden region, where the
communication is not established. This approach enables to avoid the deadlock problem, that
conforms the transmission of messages that would never be delivered. Using this protocol, the
waste of resources due to useless transmissions is mitigated, and thus the entire system is op-
timized. Nevertheless, these forbidden regions is specific of this type of satellite network, and
may not be applicable to ISN.

Table 2.5 summarizes the benefits and drawbacks of previous protocols. The protocols de-
veloped for LEO satellite networks are dedicated to this custom architecture. Therefore, their
use for ISN which is an heterogeneous context is not suitable. Specifically, ISN are compounded
by satellites that follow different orbit, and the ensemble may not conform a mesh architecture.
Therefore, routes defined as rows and columns are not coherent with this scenario. However, the
multi-path approach provides to the satellites the capability to quickly react against network
events. These capabilities are interesting to apply in ISN which is compounded by unreliable
nodes.

2.5.4 Routing protocols from MLSN

MLSN proposes the use of different altitudes to generate a hierarchical structure between satel-
lites. The satellites that are located in higher altitudes are able to interact with a group of satel-
lites located in lower-altitudes. Approaches that enables the interaction of LEO and MEOQO satel-
lites have been proposed. HQRP proposes the use of inter- and intra-layer information to define
routes that may be composed of satellites in the same layer or among the layers. This protocol,
however, does not take in consideration the congestion of the MEO satellites. This congestion
may occur because MEOQO satellites offers the possibility to deploy stable routes between satel-
lites located at LEO layer. Therefore, the routes passing over the MEO layer would be preferred.
TLAR protocol takes in consideration this congestion of upper-layer satellites, and proposes the
use of multiple satellites to redirect the traffic.

The MLSR protocol proposes a mechanism to define routes in a generic multi-layered ar-
chitecture. The satellites located in a certain layer estimate the network topology by retrieving
different metrics. This information is suddenly forwarded to upper-layer satellites which integ-
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Table 2.5: Summary of Routing Protocols in LEO Networks

Routing protocol Interesting for ISN Detrimental for ISN

Queue state approach

DRA Distributed packet forwarding Specific for custom constellations
Simple and low signaling
ELB Quick reaction against congestion Large energy consumption

Flow redirection through alternative Alternative paths congested
paths

PAR Prediction of congestion Local congestion information
Priority-based next-hop selection

TLR Different levels of congestion Local congestion information

Agent-based approach

ALBR Global congestion information Non-scalable

Prediction-based approach

DLAR Use of deterministic behavior Specific for custom constellations

rate it with their own layer information. After this aggregation, the satellite keeps forwarding
this information to upper-layers, until the last one is reached. The aggregation of this informa-
tion enables an upper-layer satellite to have a global view of all the lower layers, and thus define
the routes between the satellites located in these layers. This approach optimizes the routes
thanks to the global view of the satellite that are located in high altitude. Nevertheless, these
satellites must be there to perform the route definition. If an intermediate satellite located in
high altitude decides to not participate in the network, this approach does not work. Therefore,
the MLSR protocol cannot be directly applied in ISN. Nevertheless, the heterogeneity on orbit
altitudes enhances the capability of the network, and the stability of the routes. Therefore, the
concept of layers—not necessarily always available—could be used for ISN.

HCAR protocol proposes the use of the snapshot concept of the network that conforms the
low layer to compute the routes. As in the snapshot network case, the routes would be gener-
ated in a ground infrastructure that would propagate to GEO satellites. These satellites would
suddenly transfer the corresponding routing tables to each low-layer satellite. This approach is
another example of how altitude can benefit to manage the network, and in this case GEO satel-
lite is always accessible from ground. Nevertheless, the communications between GEO and LEO
require a high power transmission capacity which is not available in all satellite platforms.

Table 2.6 summarizes the different features that may be suitable for ISN, as well as the
drawbacks of the previous protocols. In summary, the concept of having multiple satellites in
different layers is a promising architecture thanks to the enhancement achieved with the alti-
tude difference. The combination of multiple satellite constellations enhance the global capa-
city of the network, and the stability of the satellite connections. Nevertheless, all the protocols
considers that the upper-layer satellite is always available to manage or participate in the net-
work. This condition cannot be ensured in the loSat paradigm, which makes inappropriate the
use of these solutions. However, the possibility to distinguish between route in the same layer
or between layer is a powerful capability to manage different traffic types. Time-sensitive data
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would be routed through satellites in the same layer, while traffic that require more stable routes
could be forwarded to upper-layer satellites.

Table 2.6: Summary of Routing Protocols in MLSN

Routing protocol Interesting for ISN Detrimental for ISN

LEO-MEO approach

HQRP Combination of multiple satellite lay- Distinction between inter and intra
ers layer flow

TLAR Using multiple layers to manage con-  Assuming that MEO satellites are
gestion available

LEO-GEO approach
HCAR Topology changes prediction Large energy consumption

Unique control satellite layer

Ground infrastructure dependence

Multiple-layers approach

MLSR Combination of multiple heterogen- High-layer satellites are not always
eous satellites available

2.5.5 Routing protocols from MANET

Reactive routing protocols developed for MANET aims at defining routes only when the data must
be transmitted. This approach is suitable for sporadic data transmission, rather than constant
data streams. Among the different protocols, AODV is the most used reactive protocol. This pro-
tocol triggers a discovery phase to identify a route between a source and a destination. A proper
exchange of messages between both nodes is ensured by propagating a control packet to the
destination, and with its replication that follows the same route. This solution does not con-
sumes considerable resources, because it just propagates control packets when it is required.
Nevertheless, the discovery phase provokes an initial delay on the delivery of the data, which
may not be acceptable for certain applications. Furthermore, if the route is broken during the
data transmission, the source must to start again the discovery phase. This could generate a
scenario in which the source is constantly discovering the network due to the mobility of the
nodes. An extension of the AODV addressed this situation by following a multi-path strategy.
The AOMDV enables the source to determine a group of routes to the destination. Therefore, if a
route is broken, the source can quickly redirect the traffic to anotherroute. Again, the multi-path
approach seems a suitable strategy to quickly react against network events.

LAOR protocol tried to integrate the AODV in a satellite network. The discovery phase has
been optimized to spend less time, and thus to reduce the initial delay. This optimization is
based on using deterministic satellite motion to detect which could be the appropriate region
to propagate the discovery control packet. This bounded area can be estimated by the satellite
because a ground infrastructure uploads a precomputed plan of the different satellite contacts.
LAOR protocol is great example of how MANET solutions can be enhanced thanks to integrat-
ing the prediction of satellite movement, which is a unique characteristic of satellite networks.
Nevertheless, the centralized architecture—which is the same than in snapshot networks and
DTN-limits the autonomy of the network.
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The proactive routing protocols are characterized by constantly learning the topology of the
network, and define accordingly the different routes among nodes. Depending on how this in-
formation is forwarded, the network capacity can be largely wasted. OLSR protocol is an optim-
ized approach to minimize this consumption by defining specific nodes which are the ones that
share the status information of its local area. Moreover, this protocol retrieve the routing table
which is available in each node to define the routes that connect to all the nodes. This enables
the node to detect changes in the network just after they happens, and not wasting time, which
is suitable for time-sensitive data. Nevertheless, this operation may not be a scalable solution
when satellite systems large. Distance-vector protocols addresses this situation by aggregat-
ing information which is at the end delivered by the neighbors of a node. Therefore, the node
knows that over a neighbor it can reach a destination. DSDV protocol is an example of this ap-
proach. A similar implementation is performed in BATMAN protocol, which proposes the peri-
odic messages to update the information of the network. These messages are propagated just
to the neighbors which process the information, and forwards it indicating to which node can be
reachable over it. Despite these solutions are suitable in terms of memory usage, they require
the participation of the entire network. Furthermore, the constant transmission of information
can consume considerable resources of satellites.

The hybrid routing protocols combines both strategies to leverage on the low consumption
of reactive protocols and the fast reaction of proactive protocols. Zone-based protocols follow
this premise by defining different zone in which reactive or proactive transmissions are done.
ZRP is the original protocol that follows this strategy by defining a single zone where the pro-
active operation is conducted. Outside this zone, the communications is performed following a
reactive manner. IZRP extends the concept by defining an independent zone to each node. This
represents that a node would detect changes close to it, rather than the ones that are located
farther. FSR and TZRP optimizes the approach by defining specific set of zones. The combina-
tion of both strategies seems a powerful capacity that could be included in the routing protocol
that deploy ISN. Instead of defining zones, which could not be suitable for satellite motion, a dis-
covery phase followed by a proactive maintenance is an interesting combination that suits with
the different phases of the ISN lifetime.

Nowadays, the application of MANET routing protocols in satellite context is still a research
topic of great interest. Thanks to their adaptability, flexibility, and scalability, these protocols
are interesting candidates to deploy ISN. Table 2.7 summarizes the different features that could
be interesting for ISN, and also the corresponding drawbacks. Some MANET routing protocols
could be evaluated in satellite networks thanks to its flexibility and adaptability, as it is the case
of the OLSR or the BATMAN. However, these protocols may consume a considerable amount of
satellite resources that could compromise the mission. For that reason, an hybrid approach that
combinesthediscovery phase with the proactive maintenance is aninteresting combination that
suits with the different phases of the ISN lifetime. Moreover, the integration of satellite motion
in the protocol demonstrated the potential enhancement of the original MANET protocol.

2.5.6 Routing protocols from WSN

Satellites are embedded systems that may share some similarities with a sensor. Both systems
are resource-constrained, and require that the communications protocols were defined to con-
sume the necessary resources. Therefore, the routing protocols developed in WSN are focused
to minimize or optimize the energy of the different nodes. Commonly, the protocols found on
the definition of a hierarchical structure. This structure can be a cluster of nodes where one of
them represents the manager of the cluster. This manager is responsible to aggregate the data
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Table 2.7: Summary of Routing Protocols in MANET

Routing protocol

Interesting for ISN

Detrimental for ISN

Reactive approach

AODV

AOMDV
LAOR

Low power consumption

Multi-path capacity

Use of satellite information
Discovery phase area bounded

Long reaction time
Re-execution when path is broken
Increase of memory usage

Long reaction time
Upload of satellite position inform-
ation

Proactive approach

OLSR

Quick reaction against events

Fast transmission

Huge energy consumption

For small scenarios

DSDV Manage multiple updates Large overhead
BATMAN Intelligent propagation of network to-  Cannot manage network disruption
pology
All the nodes must participate
Hybrid approach
ZRP Combination of reactive and proactive  Unique and static zone
techniques
Zone boundary concept
[ZRP Each node has its own proactive zone Difficult to manage in a large scen-
ario
FSR Different quality zones Assuming uniformly distributed
traffic
TZRP Manage high-mobility with just two Difficult to manage in a large scen-

zones ario

from the other nodes, and transmit it to another manager in order to be delivered to one of the
nodes in another cluster. The definition of this manager is the crucial challenge that needs to
be investigated. LEACH protocol proposes a random selection among the different nodes that
conform the cluster. This may provoke that some nodes with less resource capacity would be-
come the responsible to aggregate the data, which could entail the entire depletion of this node.
Therefore, HEED protocol determines a cluster manager according to the energy state and trans-
mission capacity of each node. In some cases, the communications with a cluster manager may
be more resource expensive than directly communicate with a node from another cluster that
is closer. Therefore, EHEED extends the HEED protocol to enable the possibility to interact the
nodes from different cluster in specific conditions. This cluster approach is suitable for satellite
systems like swarms or cluster, but not appropriate for dynamic environments like ISN.

The definition of these clustersis also another research trend that has been conducted. RPL
protocol allows defining a ranked hierarchy in which a node becomes the parent of an ensemble
of nodes according to the OF. This is a flexible approach to construct this hierarchical architec-
ture depending on a custom and variable criteria, represented by the OF. Depending on the OF
definition, and which metrics are included the performance of the hierarchical structure varies.

74



CHAPTER 2 2.6. PROPERTIES OF A ROUTING PROTOCOL

This definition is not bounded to a single metric, which enables to better adapt the structure to
different cases. This OF concept is a powerful tool that enables to aggregate different metrics
and constraint to define routes that respect them. Therefore, it is an interesting feature to in-
clude in ISN due to its heterogeneity. Nevertheless, the RPL is not defined to manage nodes that
are in motion, and needs to be extended to address this situation.

Other approaches leverages on the location of the nodes to estimate the energy consump-
tion of a data transmission. GAF protocol uses this geolocated information to generate models
of energy models corresponding to each transmission. With these models, the protocol determ-
ines cells where all the nodes are in standby except one. This one is the node that has a lower
energy consumption profile. GEAR protocol combines this geographical information with the
current energy state of the neighbor nodes. Therefore, this protocol aggregates these energy
models with the current status of the node to determine the node that must be operative in the
cell. Following the same premise, KP-RPL extends the original RPL protocol with geographical
information. This information is computed by the received signal, and the Kalman filter. Al-
though further research needs still to be carried out to address the situation of a full-mobile
topology, using node position is a powerful information to predict energy consumption. Despite
GNSS receivers are more frequent in satellite design, some satellites may not be equipped with
this technology, limiting the possibility to retrieve geographical information.

Table 2.8 summarizes a trade-off between the previous routing protocols. The RPL is a
promising routing protocol to deploy ISN because its flexibility and autonomy. In particular, the
capability to implement different OFs as well as the freedom to select specific metrics makes
this protocol a perfect candidate to manage ISN heterogeneity. Furthermore, the decoupling of
metrics and constraints allows the developer to define new conditions that cannot only be re-
lated to performance, and it can be more oriented on strategy decisions. However, a large effort
to translate this solution to a more mobile ad-hoc environment needs still be done.

2.6 Properties of a routing protocol

The development of a routing protocol that is able to leverage from the dynamism, opportunism,
and sporadic behavior of ISN is fundamental to achieve the loSat paradigm. Among the numer-
ous routing protocols that have been conceived over the years, certain common properties can
be detected. These properties classifies the behavior and mechanisms that the routing protocol
use to define a route. This section review and present these properties to pave the discussion
on the recommended and suitable properties that a routing protocol in loSat may have.

The routing protocol is the responsible to determine the route between a source and des-
tination node pair in a network. This route may be defined by a group of intermediate nodes that
representthe sequences of hops or transmissions that a packet must perform from a source un-
til reaching the destination. The protocols that defines a route following this ensemble of nodes
are multi-hop. Other alternatives proposes the simple strategy to just transmit the packet
without caring about the definition of a route itself. These protocols forward the packet hop-
by-hop, assuming certain probability to reach the destination. As an illustrative comparison,
replication-based protocols of DTN are hop-by-hop solutions while MANET protocols typically
defines routes. Multi-hop protocols are more efficient that the hop-by-hop ones because they
waste less the network capacity. Nevertheless, these multi-hop solutions requires the addi-
tional capabilities that allow to identify routes composed by nodes.
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Table 2.8: Summary of Routing Protocols in WSN

Routing protocol

Interesting for ISN

Detrimental for ISN

Cluster approach

LEACH

HEED

EHEED

Simple - random distribution

Cluster strategy - cannot manage mo-
bility

Energy state-based CH distribution

Intelligent communication between
non-CH nodes

Energy state not considered

Communication always through CH
Cluster strategy - cannot manage
mobility
Cluster strategy - cannot manage
mobility

Dynamic Hierarchical approach

RPL

RPL with OFO

RPL with MRHOF

RPL with HC

RPL with AD

QU-RPL
RPL-ETX

IRPL

Flexible, scalable, and autonomous

Topology creation using metrics and
constraints

Simple and easy to implement

Hysteresis to avoid variations on rank
computation

Minimum hop path
Minimum latency path

Manage congestion scenarios

Path with less than a maximum of
transmissions

Combination of multiple metrics

Cannot naturally manage mobility

Variation effect on rank computa-
tion

More complex mechanism

Cannot manage congestion
Cannot manage congestion

Aware of local congestion only

Cannot manage congestion

A set of constraints are not used

Location-based approach

GAF

GEAR

KP-RPL

Use of Energy model

Communication depending on energy
consumption

Combination of position and energy
state

Position improvement using Kalman
filter

Extension of RPL

Dynamic node activation

Inaccuracy of node position

Important computation cost

Mobile-to-static nodes communic-
ation only
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Those multi-hop protocols can define aroute by observing and reacting according to the cur-
rent network topology. These adaptive protocols have the necessary capability to retrieve and
understand different network metrics (e.g. link congestion, energy status, etc.) that enables to
determinesroutes. Furthermore, these protocols are typically associated to a selection criterion
which enables to choose the best route according to a specific condition (e.g. minimize the num-
ber of hops, or energy wasted). With this information and criteria, each node can construct the
routing table which indicates how to reach each node with the best route. Other solution would
be the installation of static routing tables in the nodes. This solution cannot react against net-
work changes, but it can be suitable for small and controlled scenarios. As an example, MANET
protocols are adaptive routing solutions.

Numerous adaptive protocols differ on how the routing tables are constructed. Proactive
protocols are constantly observing the topology changes, and thus updating the routing table ac-
cordingly. Alternatively, reactive protocols only observes the network topology when data must
be transmitted. An hybrid solution that combines both techniques has also been defined. These
hybrid protocols perform the reactive discovery phase to suddenly keep observing the network
as the proactive approach. Another hybrid approach is the definition of areas in which a reactive
or a proactive behavior is conducted.

The adaptive routing protocols also presents differences on the amount of network inform-
ation that is retrieved. Link state protocols retrieve details of all the nodes that conform the
network. A global view of the entire scenario can be represented in each node using this kind
of protocol. This enhances the possibility to identify network events (e.g. node congestion) in
each node, and decide to change the route accordingly. Nevertheless, this solution may not be
suitable for large-scale networks, which would require to store in each node large amount of
information. As an alternative, distance vector protocols aims at retrieving global information
by implicitly including in it from the local status. This approach enables a node to know how to
reach a destination by using a neighbor node. This solution reduces the amount of information
that needs to be shared, but the route definition depends on the neighbor information.

A feature of a routing protocol represents in which node the route is defined. Connection-
oriented routing protocols are characterized by allowing the source to determine the entire route
that a packet must follow. In this regard, when the packet exits the source, all intermediate
nodes are already determined, and they just forward the packet. On the other hand, connec-
tionless routing protocols allow each node to decide which is the best route to achieve a destin-
ation. The former type of protocols are faster than the connectionless ones, because they do not
require to determine the route at each node. Nevertheless, they can react slowly to any network
changes, instead of the connectionless protocols that may change the original route during the
packet propagation.

Arouting protocol can also enable the definition of routes in each node following a distrib-
uted manner. This approach enables to distribute the computation among the different nodes,
and also include the definition of a route from the point of view of each node. Alternatively, a
centralized protocol would promote the computation of the different available routes in a cent-
ral processing node that have the information of all the network. This central node can be located
in the same network, or it can be an external infrastructure. This approach enables to perform
demanding computational operations with a dedicated infrastructure, which could not be per-
formed in each node separately. Nevertheless, all the network depends on this central node,
which could impact the operations in case of failure. A combination of strategies can also be
defined as a hierarchical protocol, which defines different groups of nodes that can compute
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the routes of others. This approach enables to define hierarchy layers (e.g. clusters, altitude-
layers) which are used to easily reach other nodes.

Some routing protocols are able to anticipate network changes over time, and thus determ-
ine routes that are succession of temporal links. These protocols use predictable mechanisms
that allow estimate these network changes. These time-forward definition opens the door to a
new concept of routes which are determined in the time domain, and can complement the com-
mon instantaneous end-to-end routes. These routes are commonly defined in a specific topo-
logy configuration. If this topology changes, new instantaneous routes would be defined in this
new configuration. Unlike the previous routes, these routes are defined in the space domain.

Finally, the routing protocols define a unique route that is the best according to a specific
criteria. This single-path protocol is commonly used in networks, but it cannot quickly react
against network events. If this best route becomes unfeasible or its status changes over time, a
recomputation of the best route must be conducted. Other approaches addressed this challenge
by defining multi-path routing protocols. These protocols compute an ensemble of routes that
may be ranked according to a criteria. This rank defines a priority usage, but ensures that if
some route becomes unavailable there are still others that can be used. This approach ensures
a quickly reaction, although a recomputation of the routes may be conducted lately.

These properties of a routing protocol have been identified after the review of numerous
implementations, and helps to define a suitable protocol configuration for ISN. Table 2.9 sum-
marizes these properties emphasizing the key concepts.

2.7 Recommendations for a future design

The review of the routing protocols developed for each satellite network type has exhibited nu-
merous features and capabilities that may be appropriate to deploy ISN in the loSat paradigm.
The question falls on the existence of a current routing protocol that could directly be applied to
deploy ISN. The discussion of the different capabilities has not stood out a single solution that
could cover all the characteristics of ISN. Instead, a routing protocol that merges distinct capab-
ilities from each current solution seems to be the optimal strategy. The identification of the pro-
tocol properties has been conducted in the previous section, without discussing their suitability
for ISN. This discussion is conducted in the following paragraphs, making a recommendation of
the best routing protocol that would include the necessary properties to deploy ISN in the loSat
paradigm. Before starting with the corresponding discussion, let’s briefly review the features of
ISN. This kind of satellite network is characterized by (1) having a dynamic topology due to satel-
lite motion, (2) having nodes that follow the deterministic orbit trajectory, (3) being compounded
of unreliable nodes that may decide to not participate in the network, (4) interconnecting nodes
that are resource-constrained, (5) coexisting distinct technologies and operation strategies con-
forming an heterogeneous scenario, (6) being deployed sporadically and opportunistically, and
(7) deploying distinct federations type which differ on traffic nature. The selected routing pro-
tocol must integrate all these features in its design.

Despite the ISN has three different phases—being the first one the establishment phase,-a
connectionless protocol can better manage network mobility than a connection-oriented one.
At the very beginning, it seems that a connection-oriented protocol follows the same concept
of establishing the ISN by defining fixed paths. Nevertheless, since after the establishment of
the path all the packets are strictly forwarded over the same sequence of nodes, this protocol
is more influenced by the network changes. The route between a source and a destination may
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Table 2.9: Relevant features of a generic routing protocol

Property Description

Depending on the necessity to define a route

Hop-by-Hop It does not define a route, the packet is forwarded node-by-node.

Multi-hop It defines a route which is composed of intermediate nodes.

Depending on the flexibility to forward a packet

Connection-oriented It defines a specific path between a pair of nodes that all packets follow.
Connectionless Itdoes notdetermine a specific route, different packets can follow different
paths.

Depending on the interest in the network topology

Static It does not retrieve information about network topology and just applies a
predefined routing policy.

Adaptive It adapts the routing table depending on network topology.

Depending on the observation of the network topology

Proactive It periodically retrieves network topology in order to quickly act against a
network change.

Reactive It discovers the network topology if, and only if, data transmission shall be
done.
Hybrid It discovers the network and then periodically evaluates its topology (i.e.

reactive and proactive).

Depending on the span of the network knowledge

Link State It retrieves information about the entire network topology.

Distance Vector It provides global information implicitly through local nodes.

Depending on the topology structure

Distributed Each node computes independently the path to a destination.
Hierarchical It defines routes depending on node ranks, creating a hierarchy.
Centralized A central entity computes the entire routing tables of each network node.

Depending on being time aware

Instantaneous It defines routes in the current topology of the network (at specific mo-
ment).

Predictable It uses node models to predict the topology over time (resources, position,
etc)

Depending on the alternatives to route

Single-path It defines a single route between a pair of nodes.

Multi-path It defines a set of routes between a pair of nodes.
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change over time, which would require the execution again of the algorithm to establish the con-
nection. Therefore, the protocol would be more flexible and adaptable if the communication is
performed without establishing a specific end-to-end connection. The establishment concept
of ISN is related to the configuration of the satellites that would participate in the network to
perceive this interconnected structure, rather than strictly a connection.

Addressing also the dynamism of the network, an adaptive routing protocol is able to learn
the network topology, and reacts against events. Despite the satellite motion is deterministic,
unpredictable events may still appear, due to the decision of a satellite to not participate in
the network, its disassociation of the network once established, or the depletion of satellite re-
sources. Therefore, the adaptation of the protocol would provide capabilities to work with un-
reliable nodes. Moreover, a distributed protocol would provide a more flexible solution than a
centralized architecture. Those protocols that are ground dependent are optimized in terms of
computation capacity, but this approach could limit network autonomy by requiring constantin-
teraction with this ground infrastructure. Due to satellite motion, satellites have lapses of time
where the communications with the ground is not established, and they operate-partially-as
an autonomous node. Furthermore, different stakeholders may require to interact through a
unique ground interface to deploy the network, which could limit the operations of a satellite.
Hierarchical structures are more energy-efficient, but it requires that the parent or manager of
the structure must be accessible. This accessibility cannot be ensured in a mobile environment
in which network disruption is a common phenomenon. Therefore, the distributed architecture
is the best option for ISN.

Both reactive and proactive protocols have their own benefits which makes them interest-
ing depending on each scenario. Despite reactive protocols could be more energy-efficient, pro-
active protocols manage better the network changes. A balance between these two strategies is
required in the context of satellite networks. Therefore, a hybrid routing protocol could integrate
both approaches by deploying the network following a reactive manner, and maintain the net-
work with a proactive approach once established. As ISN size is variable being possible to reach
large number of satellites, a distance vector protocol consumes less memory, computing, and
power resources. A link state protocol would require the replication of the routing tables from
each node, which could be difficult if the size of the network becomes considerable. Neverthe-
less, the link state approach could be used in a local and small part of the network. A tradeoff
between resource requirements and knowledge of the network exists.

A multi-path routing protocol can always better react against path failures or congestion
scenarios. Therefore, this feature improves considerably the network performance, although
the complexity and memory consumption will also increase. Furthermore, protocols that pre-
dict network topology allow having low signaling overhead, but they cannot quickly react well
against congestion scenarios or node failures. The use of these predictable techniques could
also anticipate network disruptions, and avoid the wast of resources. On the other hand, in-
stantaneous protocols are able to detect unpredictable events, and adapt themselves to these
events. ISN comprises this kind of event, therefore instantaneous protocols are also necessary
to deploy this kind of network. A routing protocol that can integrated predicted with instantan-
eous routes is the ideal approach for ISN, which is the case of the LAOR protocol. Nevertheless,
these predictions cannot be conducted by a central node,—as previously suggested-it has to be
performed in a distributed manner.

The metrics that could be used to determine a route in ISN must be adaptable, and aggreg-
ate different satellite status metrics. Therefore, an approach like the OF from the RPL seems to
be the best solution, because it performs an integration of the metrics with the possibility to
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include route constraints. This capability would properly manage the heterogeneity of the net-
work by identifying routes that all the nodes are common capabilities required by federations.
Finally, as it has been suggesting, the multi-hop approach is more efficient in terms of network
capacity consumption, rather than the hop-by-hop propagation. Therefore, the routing protocol
must have this property.

The identification of the required properties—that the routing protocol should include in its
design to deploy ISN—-allows to evaluate if previous solutions can directly be applied in the loSat
paradigm. Table 2.10 presents the comparison of the previous routing protocols according to
the generic properties. The table also highlights in gray the recommended properties that this
routing protocol should have. The suitability metric is a Figure of Merit (FoM) that corresponds
to the number of desired properties are implemented by the protocol with respect to all the re-
quired properties (gray cells). This percentage allows to compare each protocol, and to determ-
ine which could be more suitable for ISN. The MANET and WSN protocols are the ones that are—
in mean—more suitable to deploy ISN. Specifically, all the hybrid solutions prevail against the
other reactive and proactive protocols. Nevertheless, these hybrid approaches are zone-based,
which could not be entirely integrated in satellite networks. Only the AOMDV stands out in the
reactive group, because the multi-path capability is a promising capability for ISN. All the pro-
tocols of the WSN have similar FoM, except the IRPL which has an 80 % as FoM. The capability
to integrate different metrics in a single OF, which includes the status of the node resources,
makes this protocol a relevant approach for ISN. However, the RPL family is not able to manage
node mobility by default. Therefore, the protocol should be extended in order to be integrated in
the loSat paradigm.

The third group of protocols that could deploy ISN are the ones from the LEO satellite net-
works. Theirdistance-vectorand multi-path properties make the PAR, PAR-MD and TLR protocol
interesting for ISN. Nevertheless, this multi-path approach is achieved thanks to the custom
satellite architecture. Therefore, this architecture limits the possibility to apply them in the loSat
paradigm which is characterized by being completely heterogeneous. DTN routing protocols are
the fourth group with a 52.9 % of suitability. Among them, the replication-based approaches
are more appropriate for ISN. This result is because forwarding-based solutions performs the
prediction of the nodes following a centralized architecture. If this strategy is changed to a dis-
tributed architecture, the capability to predict network changes would increase the FoM of those
protocols. Another improvement for ISN would be the integration of other metrics which include
satellite resource status in the protocol. The solutions proposed in MLSN are close to the DTN
ones, buttheyalso lack certain features. The hierarchical structure of these systems makes that
routing protocols are only suitable in these cases. If the protocols are enhanced with multi-path,
and prediction capabilities, they would be more suitable for ISN. Finally, protocols developed for
snapshot networks are strictly dependent on a central node to compute the snapshot sequence,
which makes them completely inappropriate for ISN.

Amongthe different protocols, the MANET and the WSN are the most suitable ones to deploy
ISN. Nevertheless, the maximum averaged FoM is 65 % which indicates that they are not perfect
for satellite networks, and its performance may be impacted by this environment. Therefore,
further investigations can be conducted to evaluate the performance of these protocols, and
identify potential improvements to overcome these limitations.
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Table 2.10: Tradeoff of rotuing protocols with respect to the desired protocol (gray properties).
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Snapshot Networks (36.7 % of averaged suitability)
DT-DVTR 40 X X X X X X X X X
PLSR 40 X X X X X X X X X
SIR 30 X X X X X X X X
LEO Satellite Networks (62.9 % of averaged suitability)
DRA 60 X X X X X X X X X X X
ELB 60 X X X X X X X X X
PAR 70 X X X X X X X X X X
PAR-MD 70 X X X X X X X X X X
TLR 70 X X X X X X X X X X
ALBR 50 X X X X X X X X X
DLAR 60 X X X X X X X X X X
Multi-Layered Satellite Networks (52.5 % of averaged suitability)
HQRP 40 X X X X X X X X X X
MLSR 60 X X X X X X X X X X
TLAR 60 X X X X X X X X X X X
HCAR 50 X X X X X X X X X X
Mobile Ad-hoc Networks (65.0 % of averaged suitability)
AODV 60 X X X X X X X X X
AOMDV 70 X X X X X X X X X
OLSR 50 X X X X X X X X X
DSDV 60 X X X X X X X X X
BATMAN 60 X X X X X X X X X X X
ZRP 70 X X X X X X X X X X
IZRP 70 X X X X X X X X X X
TZRP 70 X X X X X X X X X X
FSR 70 X X X X X X X X X X
LAOR 70 X X X X X X X X X X
Wireless Sensor Networks (65.0 % of averaged suitability)
GAF 50 X X X X X X X X X
GEAR 70 X X X X X X X X X X
LEACH 60 X X X X X X X X X
HEED 70 X X X X X X X X X X X
EHEED 80 X X X X X X X X X X X
RPL 60 X X X X X X X X X
RPL-HC 60 X X X X X X X X X X
RPL-AD 60 X X X X X X X X X X
RPL-ETX 70 X X X X X X X X X X X
QU-RPL 60 X X X X X X X X X X
IRPL 80 X X X X X X X X X X X X X
KP-RPL 60 X X X X X X X X X X
Delay and Disruption Tolerant Networks (52.9 % of averaged suitability)
Epidemic 40 X X X X X X
n-Epidemic 70 X X X X X X X X
EAEpidemic 70 X X X X X X X X X X
MaxProp 70 X X X X X X X X
Saw 40 X X X X X X
MOVE 40 X X X X X X X X X X
MobiSpace 40 X X X X X X X X X
RCM 40 X X X X X X X X X
PROPHET 50 X X X X X X X X X X
DAN 60 X X X X X X X X X
CGR 50 X X X X X X X X X
OCGR 60 X X X X X X X X X
DLSTR 60 X X X X X X X X X
RAPID 50 X X X X X X X X X X X
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2.8 Summary

The current user demands require the development of new services that provide a considerable
data transfer capacity with important downlink, uplink, and ISL interfaces; a communications
interface with reduced end-to-end latency for time-sensitive data; and a fast access the data
generated by the spacecraft. The distributed satellite architectures may satisfy this demand
by the deployment of federations among satellites. These new approaches found on the value
of inter-satellite communications capabilities and networked constellations designs to achieve
the desired performance. These networked architectures suffer the impact of satellite motion,
which provoke the fragmentation and isolation of satellite groups. Numerous satellite networks
have been proposed over the years to deal with this challenge. Some of those proposals were
defined to coexist with this disruption, and provide non-optimal solutions with delay-tolerant
services that satisfy specific demand. Other approaches motivated the deployment of custom
satellite architectures that would mitigate or eradicate this fragmentation. All these proposals
does not assimilate the sporadic, opportunistic, heterogeneous, and decision-making nature of
satellite federations, which may make them not optimal for this purpose.

Therefore, the loSat paradigm has been presented in this chapter, emphasizing the deploy-
ment of sporadic and temporal satellite networks—the ISN-that enables the establishment of
federations. These networks are compounded of satellites that decide to participate in the in-
terconnected structure because they can retrieve a benefit; i.e. they are opportunistic. The de-
tails of ISN have also been presented, emphasizing the following characteristics: (1) a dynamic
topology due to satellite motion, (2) nodes that follow the deterministic orbit trajectory, (3) com-
pounded of unreliable nodes that may decide to not participate in the network, (4) interconnec-
ted nodes that are resource-constrained, (5) coexistence of distinct technologies and operation
strategies conforming an heterogeneous scenario, (6) sporadic and opportunistic deployments,
and (7) the establishment of distinct federations which differ on traffic nature. The definition of
aroute in this environment becomes a considerable challenge. Instead of starting the develop-
ment of a custom routing protocol, a review of the similarities and synergies with other satellite
networks—and their protocols—has been conducted. The outcome has indicated that none of
the proposed protocols can directly be applied to deploy ISN.

To extend the discussion, Section 2.7 has suggested the necessary properties that a rout-
ing protocol should have to be appropriate for ISN. A mapping of the protocols developed for the
other satellite networks to these routing protocol properties has also performed. This repres-
entation enabled to confirm that none of the protocols can directly used in the loSat paradigm.
Nevertheless, MANET and WSN solutions stood as a promising technologies that could be fur-
ther investigated. The integration of prediction capabilities from DTN protocols, and multi-path
strategy from LEO satellite networks could enhance the performance of the previous protocols
in satellite networks. However, non of the routing protocols includes the capability to decide
the participation in the network. This feature is crucial for the loSat paradigm, and must be
investigated in future solutions. The presented results correspond to a preliminary discussion
that should be extended with the evaluation of the performance of certain protocols in satel-
lite networks. The development of a simulation environment is required to achieve the following
analysis.
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Distributed Satellite Systems
simulation engine

3.1 Introduction

FSS has emerged as a potential distributed satellite architecture to satisfy current user de-
mands. This kind of DSS leverages on inter-satellite communications to establish satellite col-
laborations that share unallocated resources. By trading with and sharing underutilized space-
borne capacities, FSS concepts envision the formation of virtual systems that agglomerate mul-
tiple flying assets. Such innovative mission concepts suggest that satellite missions can be
composed of multiple networked satellites that provide or consume services from a space in-
frastructure. Thus, satellites embarking excess capacities (e.g. computational power, downlink
bandwidth) could share them with other federated nodes. These sporadic and opportunistic
satellites interactions require the design of proper communications capabilities that enables
the deployment of networked satellite systems. The networked architectures suffer the impact
of satellite motion, which provoke the fragmentation and isolation of satellite groups. Therefore,
the design of the system at the network-level is crucial to overcome this situation.

Chapter 2 presented the loSat paradigm which conceives the space as an ensemble of
sporadic and temporal networks that are configured to establish satellite federations. These
networks—known as ISN—are composed by satellites that decide to participate in the estab-
lishment of the federation because they can retrieve a benefit. This opportunistic behavior
poses additional challenges that may not be addressed in other satellite networks. In the same
chapter, the similarities and synergies that other satellite networks (e.g. snapshot networks,
LEO satellite networks, etc.) share with ISN have been discussed. This study has been per-
formed at protocol level by discussing the suitable features of the protocols developed for each
satellite network. The results suggest that no specific protocol can be directly applied in the
loSat paradigm to deploy ISN. Instead, a routing protocol that integrates distinct features from
these current designs seems to be the best approach. However, among the different routing pro-
tocols, the ones developed for MANET and WSN have certain features that would be appropiate
to satellite networks. This outcome motivates the extension of the study with the simulation of
these protocols.
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In general, designers of FSS are faced with the need to propose and verify new network
protocols, federated negotiation approaches, or decision-making algorithms. The validation of
these software technologies usually entails the simulation of systems and their environment
and the generation of metrics to assess their quality. In the most simplistic case, satellite net-
works could be modeled as simple nodes that orbit the Earth, ignoring their functions and re-
ducing their representation to communication devices. Many network simulation frameworks
could be used in this pursue, which facilitate the modelling of moving devices. However, the
de facto tools used by the industry and academia to simulate networks are tailored to ground
applications and ignore scenarios where the communication devices are complex systems per
se (i.e. with a different function other than those implementing the communications). Network
simulators often provide a good collection of assets to model and implement custom protocols,
signal propagation models, and physical devices like transceivers and antennae, but they hardly
allow the implementation of non-network components (e.g. a battery) or other environmental
and state variables that have directimpact upon links. Examples of the latter would be the Earth
and its atmosphere, the state-of-charge of the batteries, attitude, pointing of ground station an-
tennae, etc. The literature is certainly abundant with works that tackle resource-aware devices
and which rely upon network simulation tools to demonstrate their designs (see Chapter 1, Sec-
tion 1.3.11). However, these works—and the tools they rely upon-usually address systems in
which the complexity of the modeled devices and the environment is not comparable to that of a
satellite nor FSS. Likewise, none of the standard network simulation platforms include mobility
models for objects that orbit around the Earth or are constrained by line-of-sight effects.

The development of fully-integrated tools that comprise the simulation of aerospace com-
ponents and variables, and communications, network devices and protocols becomes essential
for the design of FSS, and the loSat paradigm. This work proved the feasibility of developing
integrated tools that tackle the simulation of networked space systems. In this context, sim-
ilar approaches should also be adopted in order to simulate DSS with the aforementioned level
of detail. To the best of our knowledge, none of the previous works addressed the design of an
integral simulation platform that facilitates the emulation of spacecraft components in a gen-
eric, extensible manner, nor considered a layer for autonomous, decentralized decision-making.
None of the works have explored heterogeneous networks of satellites nor have provided mod-
elling environments to define small-satellite platforms and their limitations. All these features
are insofar lacking in any of the existing tools that could be used to study and validate FSS con-
cepts, ISN protocols, and autonomous operations. This chapter introduces the design of this
simulation engine oriented to DSS that requires inter-satellite communications.

The remaining of the chapter is structured as follows. First, Section 3.2 presents a global
view of the goal and requirements of this software framework. The design of the framework is
presented component-by-componentin Section 3.3. Section 5.4 formulates the predictor based
on relative orbit motion. The different metrics generated during the simulation, and the tools
to visualize them are presented in Section 3.4. Finally, Section 3.5 concludes the chapter and
remarks future research aspects on this topic.

The design presented in this chapter has been conceived in collaboration with Dr. Carles
Araguz, which also conformed part of his Ph.D. dissertation (Araguz, 2019). Nowadays, the sim-
ulator is encompassed in an on-going project developed at UPC that was briefly introduced in
(Ruiz-de-Azua et al., 2018d) and (Araguz et al., 2019). The details of these publications are ac-
cessible in Chapter 9 with the identifiers [IX], and [XV].
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REQUIREMENTS FOR A DISTRIBUTED SATELLITE SYSTEMS SIMULATOR
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Figure 3.1: Time scales in integral simulation of DSS networks. Figure from (Araguz, 2019).

3.2 Requirements for a Distributed Satellite Systems simulator

A software tool that allows the simulation of DSS missions and satellite communications is af-
fected by two aspects that need be carefully considered: the combination of processes that
evolve in different time scales, and the ability to simulate a very large number of components (i.e.
satellites and their internal subsystems). In our case, three independent time scales have been
identified according to the three groups of processes involved in the simulation: (1) networking
and communications (in the order of milliseconds), (2) physical variables associated to subsys-
tems (with changes occurring in seconds), and (3) spacecraft operations and mission planning
(comprising operations that entail minutes to days). Therefore, the emulation of such system
may also require different time spans (Figure 3.1). While some number of orbital periods may
suffice in the simulation of routing protocols, extracting mission-level metrics may demand lar-
ger simulation spans. Combining the need to simulate long time periods and potentially large-
scale DSS, undoubtedly forces us to propose software architectures in which performance and
computational efficiency are two important factors. On the other hand, a simulation environ-
ment needs to allow for the definition of multiple system cases. As a result, the software should
rather be designed as a generic platform wherein future researchers define their specific com-
ponents and behavioral models.

The design has deliberately centered on the development of platform in which the complex-
ity of spacecraft components is not a priori defined, nor the simulation scenario. This software
allows the definition of custom models that represent a satellite—and its components—with
the fidelity level that the experiment or test requires. In some cases, researchers may need the
definition of a number of components to understand the low-level effects of some ISN proto-
cols, whereas in other cases, defining a couple of simplified resource models would probably
suffice for the evaluation of long-term mission performance of an autonomous constellation.
Furthermore, a generic simulation platform should allow defining multiple scenarios that could
be simulated with the same implemented models. As a consequence, we identify two types of
users that could leverage from this platform:

1. Developers of custom models — they are users that require the verification and evalu-
ation of custom models developed by themselves (e.g. spacecraft components, subsys-
tems, physical variables, network protocols, or behavioral controllers).
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2. Executors of satellite scenarios — they are users that leverages on the above-mentioned
spacecraft components, which may not necessarily be implemented by themselves, to
configure and simulate different scenarios.

The design of this software has tried to address both needs equally and proposed different
design and configuration environments to allow the flexible definition of a system and a simula-
tion case. Finally, two additional aspects are considered essential in a simulation environment
oriented to satellite missions: (1) the ability to represent the system and its state in a graph-
ical manner, and (2) the generation of reports that quantify the performance metrics. Therefore,
Section 3.4 briefly presents the generation of these metrics, and the corresponding visualiza-
tion.

The resulting software represents a programming framework that facilitates the extension
of the simulation engine core with custom components to simulate DSS missions. With this ar-
chitecture, the software is able to provide the main three goals: (1) the simulation of satellite-to-
satellite communications, and its impact on satellite resources, (2) the capability to implement
high-level spacecraft interactions (e.g. satellite operations, satellite federations), and (3) the
development of an adaptable and highly extensible tool where users can tailor discrete physical
models that represent spacecraft components and instruments.

3.3 Software design

As stated above, the simulation of DSS implies the combination of different processes that
evolve over time with distinct time scales. This aspect conditions the use of another simula-
tion execution approach than the common fixed-increment time progression. This progression
proposes the fragmentation of the time in different slices after which the new state of the sim-
ulation is computed. This approach periodically updates the simulation with all the events that
may happen between time slices. The existence of small and large time scales—from nano-
seconds to days—makes the use of this progression inappropriate. If the time slice is defined
in the order of nanoseconds, an entire simulation of a DSS scenario may require considerable
execution time or it would become impossible to be executed. Meanwhile, large time slices may
provoke the loss of fast events, resulting on inaccurate performance metrics. For that reason,
the Network Simulator 3 (NS-3) has been adopted as the simulation engine core that will man-
age the simulation and schedule the execution of functionality. NS-3is a discrete-event network
simulator for Internet systems, targeted primarily for research and educational use. The use of
discrete-event progression enables to efficiently manage different time scales by the execu-
tion of custom events during the simulation. The NS-3 is provided as an open source platform
written in C++ that encompasses multiple libraries and components to emulate networks of
different kind. The DSS Simulator is built on top of this core to extend the library of components
and provide an environment to represent networks of satellites.

3.3.1 Software architecture

The software framework architecture is defined by three blocks that are sequentially executed:
(1) the definition of the configuration parameters that represents the scenario to be simulated,
(2) the execution of this scenario, and (3) the processing of the simulation results to generate the
performance metrics. Figure 3.2 presents these blocks, and the flux of information generated
during their execution. Let’s review each of these blocks separately to better understand their
functionality.
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Users are expected to provide the definition of the system in structured configuration
files. These configuration files enumerate the components that will be generated and linked
at runtime by the simulation software in order to represent the desired scenario. Three differ-
ent file types are defined depending on the configuration level of the simulation. Some files
detail the specific components or subsystems and configure their internal parametric variables
(e.g. the capacity of a battery, the number of cells, etc). These components are associated to a
satellite platform type by means of dedicated files. With the definition of these satellite types,
a global configuration file determines the configuration of the satellite systems by providing or-
bital characteristics for each node and the definition of the network protocol stack. This modular
configuration design enables to easily modify or extend a simulation scenario.

The software deploys the virtual DSS and hands the control over to the NS-3 event-driven
engine. The emulation of satellite states, communication, and operations are individually
tackled in three modules (Figure 3.3): (1) the physical module, (2) the networking module, and (3)
the operations module. The architecture revolves around the definition of a network node (i.e. a
satellite). Each satellite object encompasses a set of protocol instances—the network stack—
that are paired with the definition of on-board capacities and can modify them during opera-
tions. This allows for memory-intensive services (e.g. like those of a FSS) to actually produce
an impact upon satellite components and state. Likewise, communications of any kind (inter-
satellite links or ground station links) are also simulated functionally through network devices
and transceivers that belong to the networking module, but which do influence energy reservoir
devices of the physical module. The operations module implements user-defined behavior (e.g.
the self-organization rules, on-board scheduling of activities, flight software control). Lever-
aging on the built-in features of NS-3, these components are modeled as applications (i.e. the
final entities in common TCP/IP protocol stacks). Their interface to communication devices is
performed through emulated sockets, that encode the messages and data within the chosen
transport protocol. Simultaneously, the operations layer has direct access to variables from
the physical module with which subsystem commands can be emulated and critical spacecraft
states can beread. The following sections presents further details about each of these modules.

The emulation of communications and satellite states generates data that is stored in in-
dexed database registers for later access and exploitation. Once the simulation is completed,
a post-processing process is launched which has two fundamental goals, namely, to prepare
session files for the GUI, and to generate performance reports both for network processes, and
functional aspects of the mission (i.e. Earth observation performance metrics).
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Figure 3.3: Three different modules define the behavior of satellite nodes.

3.3.2 Physical module

Users are provided with a flexible and extensible modeling environment in which physical space-
craft components are defined. These components emulate the functionality of subsystems of
a spacecraft (e.g. satellite bus, payloads, etc.) or essentially any relevant physical variable (e.g.
state-of-charge). In order to implement these components, the a generic model is defined as the
basis class over which all the physical components must be extended. This model provides the
necessary interfaces to interconnect a sequence of extended models. Models are thus the main
wrappers for the implementation of custom devices, subsystem functionalities, and physical
components. Two characteristics define a model, and the behavior of its derived sub-classes.
The former is the definition of its interface as a set of input, output, and state variables. All of
them are parameters that represents the state of the model, and only the inputs and outputs
are externally accessible from other models. The other characteristic is the process to update
the state of the model. This process is determined by the loop four operations: (1) the initial-
ization of the parameters with the user-defined original value and the model associations; (2)
the update loop of a model starts by verifying that all input variables are set; (3) the update of
the state is implemented by the proper behavior of the model, which should read the input val-
ues, process them, and generate the corresponding output; and (4) once NS-3 triggers the next
model update cycle, this function transitions all the outputs in order to flag possible changes.
This allows subsequent models to identify the need to update their own states (since some of
their inputs might have changed). Figure 3.4 presents a diagram of the model with its interface,
and the execution loop.

The execution of each model is asynchronous and depends upon implementation. Some
models may encode the behavior of physical variables with slower time dynamics (e.g. a battery
state-of-charge) whereas others may require faster updates (e.g. attitude). However, models are
linked in static networks that define provider-consumer dependencies. Changing the outputs of
a provider may trigger the update of its consumers. This dependency can be represented as
Directed Acyclic Graphs (DAG). The control mechanisms of the physical module ensure that the
updating of model objects is carried out in the correct sequential order. In order to do so, the
network of model dependencies is inspected—on a satellite-by-satellite basis—right after the
linking process. Furthermore, model-derived entities can explicitly register their input variables
as triggers of their update cycle. In such cases, a change in their linked output forces the update
during the same absolute time. Conversely, models can also register their inputs as non-critical
values. This set-up does not force their update upon changes in the corresponding output.
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Further details of the models and their functionality are presented in the dissertation of
Araguz (Araguz, 2019).

3.3.3 Networking module

The NS-38 is a discrete-event simulation engine specifically tailored to emulate communica-
tion systems. By means of linking multiple protocols, a custom protocol stack can be installed
in a node as part of its configuration. The NS-3 core provides a set of libraries that implement
the most common and standard Internet protocols, such as the User Datagram Protocol (UDP)
or the IPv6. This engine also allows a user to customize these implemented protocols by ad-
justing their parameters (e.g. transmission windows, timeouts values, etc.) The potential of its
design falls on the possibility to develop custom protocol implementations that can easily be
integrated in the stack, and linking them to common Internet protocols. A developer can con-
ceive a protocol with the desired level of fidelity to evaluate its performance. This modular and
extensible architecture facilitates the research and development of new solutions for different
scenarios. Therefore, NS-3 has largely been used to evaluate new wireless network solutions,
including those in which nodes are characterized by a mobility pattern. These capabilities make
NS-3 an extremely appropiate engine to design and assess inter-satellite communications in
the context of DSS and satellite networks.

Among the different protocol modules that may conform a complete stack, we may mention
the ones that emulate the physical communication environment: the NetDevice and Channel
modules. These abstract classes represent the communications technology integrated in a
node, and the corresponding medium over which the communications among devices is per-
formed. From the literature of personal computer, aNetDevice emulates a hardware compon-
ent of a node that allows communicating with other nodes (e.g. Ethernet card, WiFi board, USB
module, etc) This module should integrate the functionalities corresponding to this low-level
of the communications, such as signal modulation, encoding, among others. Traditionally, the
devices have also provided functions to manage the link interaction between two nodes, such
as medium access, link-buffer congestion, among others. As a global view, this module may
provide a merge of the physical and link layers’ functionalities defined in the Open System In-
terconnection (0OSI) model. These devices are interconnected over the Channel module, which
represents the communications environment. This module emulates the physical aspects of
the communications, such as signal propagation, mobility impact, the share—or not—of the
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medium, etc. Despite NS-3 presents these generic and abstract modules, the emulation of
the physical elements in the communications are bounded to each scenario that is intended to
simulate. While personal computers may communicate over a static and wired infrastructure,
mobile nodes interact over a wireless environment. Both environments presents different char-
acteristics that cannot be unified in a single and generic module. Therefore, these two modules
may be extended with the dedicated functionalities of the expected environment.

The emulation of DSS and satellite networks requires the development of a custom device
and channel that represent the dynamic environment of satellite-to-satellite and satellite-to-
ground communications. A dedicated project was presented in the ESA Summer of Code in
Space (SOCIS) to develop a mobility pattern for satellites (Nsnam, 2019), but—to the best of
our knowledge—the project has never started. Therefore, we decided to design the correspond-
ing device and channel that represent this satellite mobility and its corresponding effects in the
communications. The resulting modules are named SpaceNetDevice and SpaceChannel.

The SpaceNetDevice extends the original device module with the mobility pattern of a
satellite. This device has specific functionalities related to the transmission and reception of
a packet. The packets that are forwarded from upper protocols in the stack are sequentially
processed according to their arrival time at the device; i.e. a first in, first out (FIFO) strategy is
applied. The device is characterized by a transmission data rate which determines the lapse of
time that a certain packet requires to be transmitted—according to the size of the packet. If
another packet is forwarded to the device while a transmission is being conducted, this packet
is stored in a queue waiting to be transmitted later in time. This queue is indeed the one that
ensures that the FIFO process is accomplished. The transmission of a packet of the communic-
ations channel is performed with a configurable EIRP, and at certain central frequency. When
a packet is received through the channel into a device, the sensitivity parameters determines
if the received signal is enough to be correctly processed. In case that the packet has enough
power, the next step corresponds to the characterization of erroneous bits due to this received
power. This process emulates the Signal to Noise Ration (SNR) effects on the bits that conform
the packet. After this, the packet is processed byte level to lately be forwarded to upper proto-
cols. An address that identifies the node is inserted in all the packets that are transmitted to the
channel. By default, this address corresponds to a 48 bits IEEE standard address (EUI-48), but
it can be replaced to custom addresses. The use of a distinctive address enables the device to
discard those packets that are not destined to it before forward them to upper protocols. Des-
pite unicast addresses are used to identify the node, broadcast addresses are also accepted by
the implementation of the SpaceNetDevice.

These devices are interconnected over the SpaceChannel that emulates the communica-
tions environment related to the space and the atmosphere. This channel has been designed
taking in consideration the heterogeneity of DSS and FSS which may be reflected in different
communications subsystems. Satellites working with different physical parameters (e.g. cent-
ral frequency, transmission power, etc) may coexist in this environment. Only those satel-
lites that have similar communications features may communicate among them. Therefore, the
SpaceChannel is designed considering different planes that are determined by the central fre-
quency, and data rate pair. A combination of both parameters generate a ContactChannel
module, which encompasses all the devices that work at the same frequency and data rate. This
plane ensures that only the satellite that belong to the plane can communicate among them; i.e.
the communication between planes is forbidden per se. The ContactChannel is composed of
numerous communications links among the different satellites that belongs to the plane, which
each one corresponds to a Contact. This contact emulates the communications medium of an
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Figure 3.5: Simplified UML diagram of the channel representation in the DSS simulator

unidirectional link between a satellite transmitter and another satellite receiver. These modules
are responsible for the characterization of the propagation of the signal with the corresponding
power loss, and propagation time. The propagation can be conducted following a Free Space
Path Loss (FSPL) model for a satellite-to-satellite communications, or an atmospheric model
for satellite-to-ground communications.

The propagation loss is also determined by the distance between the satellites of the con-
tact. Therefore, the contact is able to extract the orbital pattern from each device that conforms
the contact. This pattern is emulated with the OrbitTrajectory which is an abstract module
that represents a generic orbit. By extending this class, a user can implement different orbit
models with the required fidelity. The default orbit model is the Keplerian representation, but
other propagators can be used (e.g. SGP4). This module ensures that any orbit extension re-
spects the interface required by the Contact module, such as the retrieval of the satellite po-
sition and velocity in the Earth-Centered Inertial (ECI) frame. With this channel representation
(Figure 3.5), the intermittent communications of two satellites is naturally emulated thanks to
the evolution of the distance. The corresponding line-of-sight of a satellite is modeled directly
by the received power level at the device, instead of evaluating specific conditions to detect this
situation-as in other simulation cases. This approach literally emulates the proper propaga-
tion, and represents the nature of ISL per se. lonospheric and atmospheric effects are not cur-
rently included in this communications channel, but they can be easily integrated in future de-
velopments. Nevertheless, these effects may occur in large communication distances, such as
greater than 5000 km.

Figure 3.6 represents an illustrative case with four satellites that generate three distinct
planes in the channel (green, red, and yellow, in the figure). Each satellite has a contact—
represented in boxes—which enables to communicate with the other satellites if they share
the same plane. Otherwise, the communications is not feasible, like satellites 1 and 4. When
a satellite transmits a packet, this one travels through the SpaceChannel which forwards it to
the corresponding plane. In this plane, the packet is copied in each contactin which the commu-
nicationsis feasible;i.e. the Earthis notinthe middle between two satellites. The packetis then
received by the satellites which perform the corresponding processing—previously presented. If
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Figure 3.6: Contact objects are generated per each frequency (f;) and data-rate (Rb;) if they are supported
by the satellite’s devices (SpaceNetDevice).

one of the satellites decides to reply, the transmission is performed again from this satellite.
This design enables a satellite to have numerous devices that work at different frequency and
data rate, like satellite 2 in the example. With this capacity, the upper protocols can select with
which technology the transmission is performed. The figure also illustrates this situation by a
transmission from satellite 2 to satellite 4 using the technology represented in the red plane,
and the corresponding reply from satellite 4 over the green plane. This approach allows extend-
ing the satellite with new communications technologies, like optical communications.

The proposed design to emulate the satellite-to-satellite and satellite-to-ground commu-
nications opens the door to investigate custom protocols over this environment. As the follow-
ing chapters will present, this is a powerful capability of the developed software which allows
evaluate protocols that were not intended to work in this satellite environment. Furthermore,
the software enables the possibility to extend the different modules that represents the com-
munications medium with custom propagation models that can include additional effects (e.g.
ionosphere, rains, etc.) In summary, this extensible and modular approach is ideal to keep in-
vestigating on satellite networks.

3.3.4 Operations module

The operations of a satellite correspond to the tasks or system functions that are executed to
achieve the mission. These tasks may be defined by the user to indicate the behavior of a satel-
lite (e.g. self-organization rules, on-board scheduling of activities, flight software control). This
behavior is emulated following the same premise than in NS-3: they correspond to application
software in the OSI model. These applications are modeled as final entities in common TCP/IP
protocol stacks. The functionality of each application may be implemented specifically to the be-
havior thatis expected to achieve, and by extending the module provided by NS-3. As some tasks
in satellites follow a periodic execution, we have developed a specific application that periodic-
ally executes a custom function. This application triggers an event to process the corresponding
function at every time period. This abstract module may be extended to achieve the desired peri-
odicity.
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The applications interact with the protocol stack—the networking module—by means of ded-
icated sockets. These sockets emulates current computer implementations to ensure a high
fidelity. Therefore, the sockets from NS-3 offer the traditional and well-known UNIX interface
(e.g. open, write, read, etc.) Thanks to this approach the implementation of the application can
be easily integrated in any UNIX-like system, like Linux. These sockets are interfaces to one of
the protocols in the stack. Typically, the protocols that implements the functionalities related to
the transport layer are the ones that interact with the sockets (e.g. UDP and TCP). Nevertheless,
sockets to transfer raw data are also available for custom designs.

Simultaneously, the applications have direct access to the models that compound the phys-
ical module of the satellite. This interaction is achieved by reading the variables of each model-
the outputs—, and by modifying the inputs. With this approach subsystem commands can be
emulate, and critical spacecraft states can be read to address the corresponding action.

3.4 Data processing and visualization

The execution of the simulation scenario generates data related to the satellites status, and
communications performance. This data is generated by each of the modules configured in the
corresponding user files. During the execution, a module can store data into a persistent rela-
tionaldatabase. This database organizes theincoming datainto a single table with columns that
represent the type of information stored, and rows that are an instance of the simulation status.
These rows correspond to table entries which are identified by a unique number, an agent, a key-
name, and the simulation time when the entry is recorded. The agent parameter represents the
satellite identifier that is storing the information, while the keyname corresponds to the module
identifier. The combination of both parameters enables to know which module being executed in
a satellite is storing the corresponding information. This information is stored in a JSON string
that provides flexibility on the kind of data that is recorded. using this format a complex data
objects is represented in a single field. For the sake of illustration, consider a battery model
that computes the state-of-charge as well as its temperature. These values can be stored in a
single JSON field, as follows: {"soc":0.5, "temp":27.5}. This format makes the system
flexible to the generation of new models with arbitrary data fields without the need to know their
structures beforehand.

The resulting database of the simulation is used to generate the relevant performance met-
rics. The database stores thus raw data of the simulation, which needs to be post-processed to
retrieve mission and system metrics. These metrics can be computed after the simulation with
scripts that access to the database. The resulting metrics can represent status of the satel-
lite (e.g. battery state-of-charge, memory usage, satellite positions), performance of the system
(e.g. revisit time, coverage area), and communications behavior (e.g. percentage of delivered
packets, topology representation, latency). Despite some scripts are implemented in the same
software framework, the design is extensible with custom implementations. The use of a per-
sistent database enables to easily export the results in case that it is desired.

Simultaneously to this post-processing, the database is also accessible to a Graphical User
Interface (GUI) to visualize the relevant behavior of the simulation (Figure 3.7). The implement-
ation of this GUI is realized with VTS Timeloop?, a third-party software developed by the French
National Centre for Space Studies (CNES) and used in multiple missions and software frame-
works both at CNES and the European Space Agency. VTS provides a configurable interface that

Shttps://timeloop.fr/vts/
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Figure 3.7: Data flow of the generated data

can be used to display multiple kinds of space systems, state variables, and projections. The
software defines a custom data protocol based on plain text files with which users can provide
the data to visualize. Some of the benefits of VTS include, but are not limited to:

Flexibility and reliability to display any kind of systems (be it EO DSS, single-satellite mis-
sions, extraplanetary probe missions, etc) and their variables of interest. The software
has been used in some areas of the operations for ESA programmes and missions, in-
cluding SMQOS, or Rosetta.

It provides built-in visualization modules (e.g. Celestia, SurfaceView) that facilitate the
representation of systems in 3D or planar Earth projections.

Itiswelldocumented and extensible. VTS can be paired with custom visualization engines
that implement their communication interface. Thus, multiple views of the system are
seamlessly synchronized and controlled from VTS.

Visualization can be either in real-time (i.e. from a constant stream of data) or from previ-
ously computed data stored in files. The DSS implementation leverages this second mode
of operations (i.e. offline) to let users observe the results of a simulation with full control
of time.

At the time of writing this document VTS was an actively maintained project, receiving
periodic updates and new features.

Itis freeware and endorsed by competent actors in the space industry (ESA, CNES).

As a brief example of the type of visualization that can be performed with this tool, Figure 3.8
presents the trajectory of the Telesat mega-constellation in a surface view. This trajectory has
been retrieved by the execution of one simulated day. Further views are available in the VTS
which enables to evaluate the performance of the satellites or the system.

3.5

Summary

This chapter has motivated the design and implementation of ad-hoc simulation software
frameworks that can represent and emulate complex DSS which require inter-satellite com-
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Figure 3.8: Surface view with the Telesat mega-constellation from the VTS viewer.

munications. The purpose of the presented design is twofold: (1) to enable the simulation of
autonomous DSS, and (2) to emulate ISL communications with fidelity. This software is an on-
going research project at UPC that is briefly introduced in (Araguz et al., 2019; Ruiz-de-Azua
et al., 2018d), and is expected to be released in the future. The software is aimed at becoming
an extensible support tool for future research groups.

Implemented on top of the NS-3 core, the simulator encompasses a programming envir-
onment through which custom satellite components can be modeled and controlled, as well
as a user configuration area that facilitates the definition of multiple different DSS contexts.
We have briefly presented how the architectural definition of a satellite is composed of three
unique modules: operations, networking, and physical. Satellite behavior (e.g. modes of op-
erations, execution of tasks) and flight software is emulated in the operations module, which
leverages NS-3 components and is internally implemented as the application layer of a network
node. The physical layer encompasses as many self-contained representations of subsystems,
devices, or abstract models provided by the user. Finally, the networking module allows the user
to define their own custom network stack, enabling the design, implementation, and verification
of new ISN protocols. By means of a dedicated design, the software framework is able to emu-
late satellite-to-satellite and satellite-to-ground communications which are characterized by
intermittent contacts. This framework encompasses thus the three main modules that could
be critical technological enablers for future research on networked satellite systems. Therefore,
this framework has been used in the investigations conducted during this thesis research, which
are presented in the following chapters.
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Assessment of the OLSR protocol
performance to deploy Inter Satellite
Networks

4.1 Introduction

TheloSat paradigm proposes the deployment of opportunisticand temporal satellite networks—
the ISN—to conform the necessary infrastructure to establish satellite federations. The defini-
tion of the routing protocol—that determines the routes among the satellites that conform the
federations—becomes an important challenge due to its sporadic, opportunistic and temporal
nature. We have discussed in Chapter 1 the desired properties that a generic routing protocol
should integrate in its design to deploy such satellite networks. Furthermore, the discussion has
been extended to compare this ideal protocol with current implementations for other satellite
networks. Among the different protocols presented in the literature, the WSN and MANET ones
seem to present key features for the deployment of ISN.

The routing protocols developed for WSN has the ability to differentiate routes according
to a group of metrics and constraints. These metrics may be the commonly used in routing
protocols—i.e. number of hops, delay—, but they can be extended to other metrics related
to the status of the nodes. These last metrics represents the status of the resources that are
allocated in a node, such as batter state-of-charge, memory usage, among others. This con-
cern about the node resources is essential in a network composed of embedded systems, like
sensors or satellites. Is this wider perspective to determine a route what makes WSN routing
protocols appropiate for ISN. Nevertheless, these protocols were not originally conceived for
movable nodes, which complicates its direct application in satellite networks. On the oter hand,
the flexibility and adaptability of the protocols conceived for MANET are suitable capabilities to
address the dynamic environment of ISN. The possibility to observe the topology changes would
allow reacting to topology changes due to satellite motion. Among the different protocols, the
hybrids routing protocols has been the most appropiate for ISN by combining reactive and pro-
active mechanisms. The hybridization of these protocols is founded on the definition of a zone
which differentiates the area where proactive mechanisms are used from the one where the re-
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active techniques are applied. This approach may not be suitable for satellite networks, which
would be preferable to combine the discovery from reactive approaches with the proactive main-
tenance of the network. Therefore, proactive routing protocols seem to be more appropiate for
this kind of networks.

This chapter extends the tradeoff performed previously by simulating a scenario where
satellites deploy a network using the OLSR protocol (Clausen and Jacquet, 2003). This pro-
tocol has largely been used in other connected infrastructures, such as in networks composed
of ground or flying vehicles (Haerri et al., 2006; Leonov and Litvinov, 2018; Singh and Verma,
2014). The protocol was also used in (Lluch et al., 2015) to deploy federations among satellites.
Despite the results demonstrated the possibility to establish these federations, a discussion of
the implications of using this protocol was not conducted. Therefore, a study of the viability of
the protocol to deploy networks in satellite system would provide be a step forward. Further-
more, the outcome generated will identify the advantages of this protocol to address satellite
motion, and the drawbacks related to the resource consumption and network disruption. This
assessment is performed by simulating the OLSR protocol in a realistic scenario. Considering
the current demanded new services (see Chapter 1, Section 1.1), a satellite system composed of
heterogeneous spacecraft platforms that monitor the Arctic region has been selected as a rep-
resentative scenario. The simulation is conducted with the software tool presented in Chapter 3
which has been designed to evaluate the performance of DSS missions.

The main contribution of the present research is 1) a study of the viability of OLSR protocol
in satellite systems, 2) a topology study of a satellite network by indetinfying the kye parameters
that characterize its nature, and 3) recommendations to improve current technologies to be in-
tegrated in satellite networks. The research presented in this chapter has been published in the
peer-reviewed |IEEE Access journal (Ruiz-de-Azua et al., 2018b). The details of this publication
are accessible in Chapter 9 with the identifier [II1].

The remainder of the chapter is structured as follows. Despite the OLSR protocol has pre-
viously introduced, Section 4.2 presents in details the protocol and its behavior. The simulation
scenario and the satellite models are then presented in Section 4.3. Characteristics of the sim-
ulation engine are detailed in Section 6.5. The analysis and results are discussed in Section 7.7.
Finally, Section 4.5 summarizes the work, and identifies future research lines.

4.2 Optimized Link-State Routing Protocol

The OLSR protocol (Clausen and Jacquet, 2003) was conceived to define routes among a source
and a destination node pair in a network compounded of mobile nodes. This kind of network is
characterized by having a variable topology, where routes changes constantly. Despite these
changes, routes that connect the nodes always exist, being thus not impacted by network dis-
ruption. Therefore, only the composition of these routes is what varies; i.e. the sequence of
intermediate nodes that connects two remote satellites. The challenge in this environment is
the definition of these routes over time, which are stored into the routing table of each satel-
lite. The OLSR protocol is provided with the capability to learn about the network topology, and
adapt itself to the topology changes. This observation is conducted proactively by periodically
transmitting control messages. Specifically, each node in the network periodically sends to its
neighbors a hello message, which contains information to determine the MPR nodes. The MPR
are specific nodes that are willing to carry or aggregate data from other nodes. With this kind of
node, the network capacity is optimized by just propagating data among MPR nodes.

100



CHAPTER 4 4.2. OPTIMIZED LINK-STATE ROUTING PROTOCOL

The transmission of the hello messages allows thus to accomplish three goals: (1) the ob-
servation of the link status that a node has with its neighbors, (2) the detection of neighbors
that a node has around, and (3) the selection of a MPR node among its neighbors. A node that
is executing the OLSR protocol keeps three different data sets in memory that corresponds to
distinct levels of network information: (1) the Link Set contains the information of all the links,
(2) the Neighbor Set contains the information of the neighbor nodes, and (3) the MPR Set con-
tains a list of all the neighbors that have been MPR. The hello message is generated with the
information of these three different sets. Let’s first review of these sets are constructed.

The process of populating the Link Set is called link sensing, and allows detecting bidirec-
tional links established between a node and its neighbors. This process is performed by ex-
changing hello messages between adjacent nodes. Upon receiving a hello message, a node
processes the message to evaluate if the link with the originator of the message is new or not.
In case that it is new, the node updates the Link Set with a new entry that includes the neighbor
address, and sets a limit time after which the record would be expired. If the link was already
stored in the set, the node just updates the limit time that indicates when to expire the entry.
This expiration of an entry indicates that the link is no longer available. Instead of removing
the entry, this is propagated in the hello message, to notify other nodes. The reception of the
hello messages also enables to identify if a link is symmetric or asymmetric—bidirectional or
unidirectional—, which is crucial to define the network topology.

The process of populating the Neighbor Set is called neighbor detection, and it is executed
after the link sensing. This set is a list of the different neighbors that a node has active links.
Therefore, the set is created with the information of the Link Set. When a new entryisincludedin
the Link Set, a new entry with the corresponding neighbor address is also included in the Neigh-
bor Set. If an entry in the Link Set is updated, the corresponding entry in the Neighbor Set must
be updated. These updates corresponds to a change on the status which indicate also if the
communications with the node is symmetric or not. In case that a link entry is removed, the
corresponding neighbor entry is removed if no more links with this node are active. The differen-
tiation of these two sets allows to quantify the different links with the same neighbor. In addition
to this Neighbor Set, a node also keeps a 2-hop Neighbor Set which corresponds to a list of the
nodes that have a symmetric link with the neighbors. These nodes are thus—at least-reachable
over the neighbors of a node; i.e. after 2 hops.

The MPR Set is populated with the information that is included in the hello message. In
additionto the type of link, this message also identifies a neighbor that is working as a MPR node.
Each node is able to select the MPR nodes that ensures the bidirectional communications with
all the 2-hop neighbors. The selection of thes MPR nodes conforms the MPR Set. The selection
process is founded on the willingness of each node-propagated also in the hello message—
and is defined with an heuristic method. This process starts by considering all the—1 hop—
neighbors as a candidates to be MPR. The filtering of those nodes according to their connectivity
with the 2-hop Neighbor Set allows to determine the final MPR Set. This MPR Set corresponds to
the neighbor list that ensures that a node can communicate with all the nodes located at 2 hops.
The nodes that are considered MPR are tagged to be notified with the hello message. Apart
of the MPR Set, each node also keeps a MPR Selector Set which includes the list of neighbors
that considers the node as a MPR. The set is populated when a hello message is received, and
contains the address of the node—that has received the message—with the tag of MPR. This
MPR Selector Set allows a node to be aware of which nodes it is responsible to relay data.

Once all the nodes identify the possible MPR, and are aware of those that consider them
as MPR, the different connections of the entire network is collected for every node. Therefore,
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Figure 4.1: Representation of the different sets generated in a node that executes the OLSR protocol

the topology with the MPR nodes can be constructed, which is performed with the exchange of
Topology Control (TC) messages. Using these messages, MPR nodes advertises the symmetric
links with—at least—the MPR Selector Set. These TC messages are the ones that are broad-
casted to the entire network following a flooding approach. The information included in each
TC message helps to calculate in each node the routing table. This table is composed of entries
that corresponds to routes to all the nodes that conforms the network. These entries indicates
how long—number of hops—a destination can be reached among the corresponding neighbor.
The definition of these entries is performed using a shorter path algorithm. Any time that a link
changes, all the sets are updated with the corresponding message, and also the routing table.
Figure 4.1 aims at clarifying the different sets of a node with a dedicated diagram.

The broadcast of TC messages by only the MPR nodes reduces—partially—the consump-
tion of the network capacity. Therefore, this protocol optimizes the original Link State Rout-
ing protocol with which all the nodes broadcast its local link with its neighbors. The periodic
transmission of these TC messages allows to notify changes in the network, and recompute the
routing table accordingly. Therefore, the nodes with this proactive protocol know and maintain
the routes to all the destinations before use them. However, this protocol does only considers
that links are bi-modal—symmetric or asymmetric—instead of using link quality. The imple-
mentation OLSRd for Linux includes this link quality sensing. For all these features, OLSR has
become one of the most deployed portocols in MANET. Its capacity to quickly react against net-
work changes, make it interesting to evaluate in satellite networks.

4.3 Polar satellite mission scenario

The viability of the OLSR protocol to interconnect satellite systems must be studied in a real-
istic scenario. Therefore, a satellite mission to observe the Arctic region has been defined. The
deployment of new services that monitor this regions are the most demanded ones by the EO
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community (see Chapter 1). Therefore, the simulation of the OLSR protocol in this context would
motivate the discussion of its benefits and limitations for these missions. The modeling of the
scenario becomes crucial to retrieve faithful results. This section presents the different ele-
ments that has been decided to conform the simulation scenario. This scenario is compounded
of operative satellites which are equipped with different payloads designed to measure the ice
status in the Arctic region. The resulting mission configuration is a heterogeneous satellite sys-
tem, in which satellites have different capabilities depending on their platform. Section 4.3.1
presents the different details of this spacecraft platform model, while the payload and down-
link system models are introduced in Section 6.4.1. Section 4.3.3 presents the set of current
operational satellites, and their orbit parameters.

4.3.1 Platform Model

The ONION project (Alarcon et al., 2018) aimed to investigate the capabilities of DSS to enhance
current and future missions that generate services for the Copernicus programme. Among the
different outcomes, the project emphasized the potential of combining satellites with different
capabilities to improve current mission performance. This heterogeneous scenario is character-
ized by distinct spacecraft platforms which may be categorized by different parameters. Guerra
etal. (2016) suggest the use of the satellite mass to perform a taxonomy of spacecraft platforms
and their capabilities, resulting in three main classes:

+ The heavy platform is characterized by having more than 1000 kg of satellite mass. This
class corresponds to the Conventional type in (Guerra et al., 2016).

« The medium platform is characterized by having more than 100 kg of satellite mass, but
less than a heavy one. This class corresponds to the Mini type in (Guerra et al., 2016).

« The small platform is characterized by having less than 100 kg of satellite mass. This
class corresponds to the Micro type in (Guerra et al., 2016).

In this classification, Heavy platforms are furnished with further resources than Small plat-
forms. These resources may correspond to hardware characteristics, such as memory size, bat-
tery dimensions, or ISL capacity. The last resource is important in the simulation of satellite
networks, which is determined by the ISL device. The same ONION project proposed a model of
this device defined by a transmission data rate at a certain maximum communications range.
Both parameters are bounded, and are determined by the characteristics of the ISL device (e.g.
EIRP, sensitivity, reception gain, etc.) Following a similar classification process for the satellite
platforms, different device classes have been determined depending on these two parameters.
With the objective to reduce the variability, the maximum communications range has been fixed
to 1500 km which corresponds to a feasible range using current technologies (see Chapter 1,
Section 1.3.10). By determining the maximum range, the data rate is the parameter that classi-
fies the different communications subsystems:

« The heavy ISL device is characterized by providing 4000 kbps at 1500 km of range.
« The medium ISL device is characterized by providing 750 kbps at 1500 km of range.
« The smallISL device is characterized by providing 100 kbps at 1500 km of range.

Commonly, more capable device consumes further power, and mass of the available in the
satellite. Therefore, not all the previous platforms can be equipped with these ISL devices. The
mass of a satellite has traditionally been used as a proxy metric of the satellite resources (Lluch
and Golkar, 2014a). Therefore, heavy platforms can carry more subsystems than small plat-
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Table 4.1: Transceiver configuration per platform type

Satellite platforms Small ISL device Medium ISL device Heavy ISL device
Heavy platform X X X
Medium platform X X

Small platform X

forms. Table 4.1 presents the configuration of each platform according to the number of ISL
devices and type that are equipped. Small platforms can only afford a small transceiver, while
heavy platforms have enough resources to incorporate one transceiver of each type. Medium
platforms balances the resources with small and medium devices. The possibility to have differ-
entdevices allows to interact satellites that are conformed with different platforms. In this case,
the least restrictive ISL device determines the common interface over which satellites commu-
nications. For the sake of illustration, a satellite with a heavy platform would communicate with
another satellite with a small platform through the small device (at 100 kbps), while the same
heavy satellite would communicate with a medium one using the medium device (at 750 kbps).
The interactions between satellites from the same platform class is performed at its maximum
datarate; e.g. heavy satellites communicate with heavy devices at 4 Mbps. ‘Note that the nego-
tiation process to determine at which transmission rate the communication is established has
not been included in the current study.

These satellite-to-satellite connections are achieved by means of dedicated antennas loc-
ated in differents parts of the spacecraft. Following the perliminary design proposed in the
ONION project, four of these antennas would be distributed in different faces of the spacecraft to
accomplish an omnidirectional radiation pattern. This kind of pattern enhances the connectivity
of the network, and increases the probability to have a path between a source and the desired
destination. Reviewing the literature of ISL devices, the S-band be an experimental frequency
band to evaluate this kind of interactions. Thanks to its low propagation loss, this frequency
band correctly balances the link capacity with the maximum communications range. Despite
the ITU-R sector does not consider ISL frequency bands bellow 22 GHz, some satellite missions
have already used these previous bands for this purpose (Léon et al., 2018). The continued in-
terest in this field should encourage the discussion of the corresponding coordination in next
World Radiocommunication Conferences (WRC).

Table 4.2 summarizes the characteristics of each satellite platform class with its ISL cap-
abilities. Apart of these ISL devices, each platform is equipped with an EO payload to observe
the Arctic region. The following section details these payloads, and the data traffic nature.

Table 4.2: Configuration of each satellite platform type with their corresponding ISL capabilities

Platform type Mass (m) ISL datarate ISL max. range
4000 kbps
Heavy m > 1000 kg 750 kbps 1500 km
100 kbps
: 750 kbps
Medium 1000 kg > m > 100 kg 1500 km
100 kbps
Small 100 kg > m 100 kbps 1500 km
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4.3.2 Payload and Traffic Models

EO payloads are fundamental subsystems of satellites, which generates data when the satel-
lite overpasses a specific target area. In this scenario, the payload is modeled as a Constant Bit
Rate (CBR) application that is executed only over the Arctic region; i.e. latitudes larger than 66°.
Therefore, a satellite periodically generates data according to a bit rate when its ground track is
over this region. The ONION project conducted a survey and analysis of the different payloads
that can be used to observe the ice status in the Arctic region (Alarcon et al., 2018). The invest-
igation concluded that the set of instruments that shall be used are a Synthetic Aperture Radar
(SAR) at C- or X-band, a SAR Interferometer Altimeter (SIRAL), a Microwave Radiometer (MWR),
a Microwave Radiation Imager (MWRI), an Advanced Microwave Scanning Radiometer (AMSR),
Global Navigation Satellite System Reflectometer (GNSS-R), and a Radar Altimeter. Table 4.3
presents the payload data rates retrieved from the Observing Systems Capability Analysis and
Review (OSCAR)'? database (Organization, 2011). Lancheros et al. (2018) emphasized that the
instruments require a minimum spatial resolution of 10 km to perform ice monitoring. There-
fore, a low resolution mode of the SAR-C has been considered to provide a spatial resolution of
150 m with a swath of 1500 km. The resulting data rate of the payload is 12 Mbps. A summary
of the payload data rate values is presented in Table 4.3.

Table 4.3: Payload model characteristics

Payload Data rate
SAR-C (low resolution)  12.0 Mbps
SAR-X 35.5 Mbps
SIRAL 10.1 Mbps
AMSR 87.4 kbps
Rad. Altimeter 35.0 kbps
MWR 10.6 kbps
MWRI 100.0 kbps
GNSS-R 16.8 kbps

A dedicated network of ground stations are located close to the Arctic region (e.g. Inuvik,
Svalbard, Esrange, etc.) These ground stations offer the capability to interact with satellites that
follow polar orbits. Despite this ground station network, the present study aims at evaluating the
application of OLSR protocol to deploy satellite networks. Therefore, these ground stations have
been omitted for the sake of the analysis. Another list of ground stations has been defined to
generate a reception area over which the satellites can download data. Table 4.4 presents this
list of ground stations that conform this reception area. The selected ground stations conforms
this wide reception area thanks to their distinct locations in different countries. The reception
area is delimited by two regions:

« The American region characterized by longitudes between 120 °W and 45 °W, and latit-
udes between 0 °N and 55 °N.

« The European-Asian region characterized by longitudes between 15 °W and 150 °E, and
latitudes between 0 °N and 55 °N.

Anillustration to summarize the behavior of a satellite according to its location is presented
in Figure 4.2. When the satellite is placed in the Arctic region, it generates data (represented in

T00SCAR database has mission information and satellite characteristics.
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Table 4.4: List of ground stations that conform the reception area

Ground Station Country Latitude Longitude
Beijing China 40.5°N 116.9° E
KaShi China 39.5°N 76.0°E
Kumamoto Japan 32.8°N 130.9°E
Libreville Gabon 0.4°N 9.6°E
Sioux Falls USA 43.7°N 96.6°W
Matera Italy 40.7°N 16.7°E
Neustrelitz Germany 53.4°N 13.°E
Prince Albert Canada 53.2°N 1056.9°wW
Shadnagar India 17°N 78.2°FE
SanYa China 18.3°N 109.3° E
SiRacha Thailand 131°N 100.9°E
Ulsan South Korea 35.6°N 129.3°E
Chilton United Kingdom  51.6°N 1.3°W
Redu Belgium 50.0° N 51°E

the figure by a red line). This data is stored into the satellite until it can establish a downlink
contact with one of the grounds stations located in the reception area. When the satellite is
over this area, it triggers the download of the data (represented by the blue line). If a satellite is
located over this area and does not have data to download, then it becomes a potential node to
download data from other satellites. For those satellites that are not placed in the target area
nor in the reception region, they can stay in two operational modes. Specifically, if the satellite
has still stored data, it transmits the data if a route exists with a satellite that can download it;
otherwise, the satellite remains in standby, which makes important this satellite to compose the
network. Therefore, these standby satellites are the potential candidates to forward messages

to other satellites.
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4.3.3 Satellite candidates

The selection of which spacecrafts should compose the scenario has been deeply studied.
The assessment of the OLSR protocol for satellite networks require a realistic scenario in which
satellites follow coherent orbits. Therefore, only satellites that are currently in-orbit operative to
observe the ice status has been selected. Considering the heterogeneity of the loSat paradigm,
spacecraft operated by different entities from distinct nationalities (e.g. European, American,
and Asian satellites). Moreover, satellites with different objectives have been combined, such
as EO and Telecommunications ones. Among the different satellites, only those that has an
EO payload produce data. The remaining satellites would help to conform the network, and to
download data from the others. Furthermore, the ISS has been included in the candidate listdue
to the different projects that are expected to be performed (Jahnke et al., 2017). Among them,
the Bartolomeo platform enables the host of external payloads in the ISS, such as a subsystem
that interacts with satellites. The ISS trajectory becomes interesting to interconnect satellites
in Arctic region with other satellites located around the globe. Specifically, its inclination of
roughly 51.6° makes it an ideal intermediate node that is close to the poles and the equatorial
areas. Table 5.3 presents the list and the characteristics of each satellite. The table also de-
tails the orbital elements of each satellites, being a the semi-major axis, e the eccentricity, i
the inclination, Q the longitude of the ascending node, w the argument of periapsis, and M the
initial mean anomaly of the satellite. These orbital parameters have been extracted from the
Celestrack database'’. With this configuration, it is possible to determine if the combination of
multiple spacecraft with different features and objectives is beneficial for the observation and
monitoring of the Arctic zone, and evaluate if the OLSR protocol is a potential solution for these
missions.

4.3.4 Protocol stack configuration

The simulation is conducted with the DSS software framework presented in Chapter 3. This
simulator has been designed to easily configure a satellite system that has inter-satellite com-
munications capabilities to create networked architectures. This framework defines a space-
craft model with different modules that representits physical components, execution tasks, and
communications protocols. Thanks to its modularity, the framework enables to select a custom
protocol stack with different implementations available from the NS-3 libraries. For the scen-
ario that we have presented, the protocol stack has also been defined to properly evaluate the
performance of the OLSR for satellite networks.

A dedicated application has been designed to emulate the behavior of a satellite in this
scenario. This behavior corresponds to the data generation when the satellite is over the Arctic
region, and the download of the datawhen itis over the reception area. These satellites integrate
inits protocol stack the version 4 of the IP, which interacts with the OLSR protocol. The selection
of this IP version is conditioned to the incompatibility of the OLSR implementation—from NS-
3—with the current version 6 of the IP. With this protocol, the routing tables can be defined, and
thus each satellite can communicate in the network. The communications between a satellites
isconducted over the UDP. This connectionless transport protocol does not guarantee the recep-
tion of the messages, which makes it unreliable. Nevertheless, this protocol is ideal to evaluate
the performance of a routing protocol, because it does not perform additional processes; i.e. if a
packet is loss during the transmission, the cause is related to the route formation. Following the
same premise, the translation between IP addresses and link-layer addresses is performed by
a pre-configured Address Resolution Protocol (ARP). When the scenario is configured, the map-

T Celestrack website: https://celestrak.com (last access at July 24, 2018)
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Table 4.5: Satellite features used to perform the analysis

Satellite Mass Type Payload a e i Q w M

European satellites

Sentinel-1A 2300 kg Heavy SAR-C 7064 km 0 9g8° 570 0° 287°
Sentinel-3A 1250 kg Heavy MWR 7181 km 0 99° 1179 0° 261°
CryoSat-2 720 kg Medium  SAR-Alt 7088 km 0 920  261° 0° 147°
TanDEM-X 1340 kg Heavy SAR-X 6886 km 0 97°  62° 0° 2710
TerraSAR-X 1230 kg Heavy SAR-X 6886 km 0 970  58° 0° 46°
SEOSAR/Paz 1341 kg Heavy SAR-X 6885 km 0 97°  66° 0° 1210
SWARM-A 473 kg Medium - 6831 km 0 87°  72° 0° 279°
SWARM-B 473 kg Medium - 6901 km 0 88° 173° 0° 252°
SWARM-C 473 kg Medium - 6831 km 0 87°  81° 0° 279°
Metop-A 4085 kg Heavy - 7198 km 0 99° 1140 0° 0°

Metop-B 4085 kg Heavy - 7198 km 0 99°  115° 0° 316°
PROBA-V 160 kg Medium - 7191 km 0 99°  127° 0° 127°
American satellites

Aqua 2934 kg Heavy AMSR-E 7076 km 0 98° 35109 0° 293°
RadarSat-2 2200 kg Heavy SAR-C 7169 km 0 98°  5@° 0° 27°
Terra 5190 kg Heavy - 7076 km 0 98° 1410 0° 285°
Aura 2967 kg Heavy - 7076 km 0 9g8°  10° 0° 303°
SCISAT-1 152 kg Medium - 7021 km 0 74° 320 0° 2910
CASSIOPE 490 kg Medium - 7041 km 0.07 81° 104° 212° 140°
ODIN 250 kg Medium - 6923 km 0 98°  84° 0° 12560
CYGNSS-1 25 kg Small - 6881 km 0 350 3120 0° 2100
CYGNSS-3 25 kg Small - 6881 km 0 350 304° 0° 2120
CYGNSS-4 25 kg Small - 6881 km 0 35°  310° 0° 2110
CYGNSS-8 25kg Small - 6881 km 0 35°  210° 0° 212°
Asian satellites

FY-3D 2300 kg Heavy MWRI 7207 km 0 99° 3510 0° 348°
HY-2A 1500 kg Heavy  RadarAlt 7335km 0 99°  60° 0° 2930
SARAL 630 kg Medium  RadarAlt 7171 km 0 99¢  237° 0° 2140
RISAT-1 1858 kg Heavy SAR-C 6917 km 0 980  58° 0° 219°
GaoFen-3 2950 kg Heavy SAR-C 7129 km 0 98°  58° 0° 303°
RISAT-2 300 kg Medium - 6811 km 0 410 2690 0° 250
GaoFen-1 1080 kg Heavy - 7016 km 0 98°  149° 0° 64°
GaoFen-2 2100 kg Heavy - 7002 km 0 98° 14809 0° 350°
GaoFen-8 2100 kg Heavy - 6861 km 0 97°  184° 0° 278°
GaoFen-9 2100 kg Heavy - 7021 km 0 98° 151° 0° 1440
CartoSat-2C 727 kg Medium - 6876 km 0 97°  128° 0° 208°
CartoSat-2D 714 kg Medium - 6871 km 0 97°  128° 0° 320°
CartoSat-2E 712 kg Medium - 6876 km 0 97°  126° 0° 288°
CartoSat-2F 710 kg Medium - 6871 km 0 970  127° 0° 274°
Additional Spacecraft

ISS 419455kg  Heavy - 6782 km 0 520  233° 0° 490
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ping between these addresses are also installed in each satellites. With this approach, the ARP
does not require to perform the request of the IP address because a static entry is integrated
in its cache. Therefore, the execution of the ARP does not adulterate the analysis of the OLSR
protocol performance. Lastly, the satellite application interacts directly with the UDP using a
dedicated socket interface, like in a UNIX systems.

4.4 Results and Discussion

The OLSR protocol is able to determine an existing path between a source and a destination at
certain moment. If this path is broken, then the communications between the satellites is un-
feasible until the pathis restored. Unlike DTN solutions, this protocolis not able to predict future
contacts between satellites, which may affect its performance. Therefore, the characterization
of the satellite mobility effects on the path creation and destruction becomes fundamental. The
first section addresses this study to probabilistically estimate the path characteristics. With this
information, it is possible to evaluate if an ideal case can ensure certain quality of the commu-
nication. This represents the reference of the future results—when the simulation is executed.
Once the study of the topology is finished, the analysis on the performance of the OLSR protocol
to deploy satellite networks that improve polar missions is conducted. A satellite systemis com-
posed of nodes that are in movement following a periodic trajectory. Considering a Keplerian or-
bit, this means that the entire system is also periodic, with a global period determined by all the
orbital periods of satellites. If we take into consideration the list of satellites presented in Table
5.3, the system period is around 43910 weeks. Computationally, this cannot be simulated with
the previous tool. Therefore, it has been considered to simulate less time, but long enough to
perform a representative analysis. The connectivity analysis has been performed with two days
of simulation. To characterize the benefits of applying OLSR to polar satellite missions, it has
been simulated nine hours. The following sections present the results of the simulation, as well
as the corresponding discussion.

4.4.1 Connectivity Analysis

This study aims at evaluating the feasibility of using MANET routing protocols in the satellite
context. These protocols can only identify routes between a source and a destination at cer-
tain moment. Therefore, if the destination is not reachable, the communications cannot be es-
tablished. This situation could be caused by not being any satellite on the reception area to
download data, or because the satellite that wants to transmit data is isolated. This last con-
dition is the result of the network disruption, which fragments the network in different isolated
parts. This phenomenon may provoke that no instantaneous routes are available. Therefore,
some solutions predict future satellite contacts to define a route over time. This is not the case
of the OLSR protocol, which can only determine instantaneous routes. Therefore, the character-
ization of the network disruption and—in general—the topology dynamism becomes important.

The main cause of network disruption is the limited number of satellites and their mobil-
ity. Asnapshotis the temporal representation of a satellite network in which all the links remain
stable depending on the node position and mobility. When a link between two satellites changes,
the remaining topology generates a new snapshot. Is in each of these snapshots that the OLSR
protocol will be able to identify routes between a satellite that has data with another satellite
that is located over the reception area. If the number of satellites that compose the satellite
system is small, the definition of a desired route at certain snapshot becomes improbable. To
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[1 = it exists a route; 0 = otherwise]
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Snapshots

Figure 4.3: Snapshots that contain a feasible route with only European satellites.

illustrate this situation, Figure 4.3 presents the snapshots that contain a desired route with the
value 1. If the snpashot does not contain a desired route, then the figure plots a 0 value. This
figure presents the results of a simulation in which only the European satellites have been con-
sidered; i.e. twelve satellites. This configuration makes that only three snapshots have feasible
routes between the Arctic region and the reception area. A lack of connectivity is clearly detec-
ted with this configuration, where the network disruption predominates. Therefore, using the
satellites of a single nationality are not enough to mitigate this phenomenon, which prevent the
establishment of any end-to-end connection. Nevertheless, the expansion of the satellites can
enhance this situation, as Figure 4.4 presents. In this case, all the satellites have been selected
to conform the satellite system, being a total of 38 satellites. Unlike the previous case, more
snapshots contains feasible routes that can be leveraged to download data. Is in this kind of
scenario where OLSR protocol can enhance the system by defining these routes.

This brief introduction of the network disruption and its effect on the routes opens the door
to deeply characterize the nature of these routes. The former parameter that may determine a
route is the number of hops that compose it. Figure 4.5 presents a histogram of the number of
hops of a route in this scenario. The 70.29 % of routes are composed of—least—seven hops to

[1 = it exists a route; 0 = otherwise]

S0 S50 S100 S150 S200 S250 S300 S350 S400 S450 S500  S550
Snapshots

Figure 4.4: Snapshots that contain a feasible route with all the satellites.
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Figure 4.5: Histogram of the amount of hops per routes.

connect a source with a destination. This is caused by the trajectory of polar orbits, which pro-
motes the closeness of the satellites in this region. Therefore, numerous routes may be feasible
with the combination of the different satellites that sporadically meet in this region. Despite
this connectivity, larger routes are more sensitive to any change rather than the smaller ones,
because if a single intermediate link is broken the entire route also. For this reason, in a dis-
ruptive environment, routes with less hops are preferred—although in this case they are less
probable.

The stability of a route can be measured with its lifetime, which corresponds to the time that
arouteremains unaltered. As part of this route characterization, this metric becomes animport-
ant feature to evaluate the dynamism of the network. Figure 4.6 shows the percentage of routes
with respect to their minimum lifetime. With this representation, we can identify that all the
routes have a lifetime larger than 1 second, but less than the 5 % of routes have a lifetime larger
than 130 seconds. The shape of this figure shows a logarithmic curve which decrements while
the minimum lifetime increases. This decrease is noticeable with small values of lifetime, while
it becomes smooth with large values. Specifically, the 75 % of routes have at least 5 seconds
of lifetime, while approximately the 50 % of routes have a lifetime larger than 13 seconds. This
behavior indicates that dynamic routes are frequent in this scenario, where routes are created
and destroyed quickly. Nevertheless, there is a region in which the 20 % of the routes are stable
at least 40 seconds. Note that the maximum lifetime of a route is 136 seconds. The short-time
routes may be used to send sporadic data blocks, while the more stable routes should be used
to keep a data stream.

As previously stated, the routes that are larger may experience shorter lifetime. However,
larger routes may provide farther communications range to reach other satellites. Therefore,
a tradeoff between length of the route and its lifetime needs to be performed. Specifically, the
utility of a route could be considered as the relationship between the route length and its lifetime
that ensures that enough data can be transmitted. For example, if a route has a small lifetime
and it is composed of one single hop, a useful communication can be established. However,
if the lifetime is small and the route is large, the communication is not possible because the
route is not stable enough regarding its composition. Therefore, it is important to correlate the
lifetime of a route with its length. This information is represented using the statistical box plot
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Figure 4.6: Percentage of routes with respect to their lifetimes.

(Figure 4.7), in which a box corresponds to a distribution function that the Inter-Quantile Range
(IRQ) is delimited by the third quartile (Q3) and the first quartile (Q1). The median is also repres-
ented in the IRQ, and it enables to understand which of these quartiles are more important. The
different dots placed outside the box represent outliers (sporadic values).

Q1 - 1.5 IQR Ql  median Q3 Q3 + 1.5IQR

Figure 4.7: Explanation of box parameters in a box plot.

The corresponding box plot with the correlation between route lifetime and length is presen-
ted in Figure 4.8. As stated previously, the larger routes experience shorter lifetime median val-
ues being less stable than others. Nevertheless, the smallest routes are not the most stable
ones. Indeed, the routes that have four and five hops are the most stable. This indicates that
these routes should be used to stream data, while the others should be used to sporadically
send small blocks of data. However, the routes with four and five hops are not the most fre-
quentin this scenario (Figure 4.5). Specifically, only a 9.9 % of the routes have this length, which
may not be comparable to the probability achieve in routes with seven, eight, and nine hops. In
this regards, the most probable routes are also the shortest ones—with a lifetime shorter than
15 seconds. This results suggest again that the present scenario is considerably dynamic with
numerous fluctuations on the routes. Nevertheless, the utility of a route does not only fall on
its length and lifetime, but also upon the amount of data that is expected to be transmitted.
As previously introduced, the short routes may be appropiate for small data blocks, while data
streams could be transfered over longer routes. Therefore, it is necessary to put these values in
data context: a route is useful if its lifetime is long enough to forward a block of payload data.
In other words, a route is useful if the end-to-end transmission time tgop is less or equal to its
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Figure 4.8: Box plot of the route lifetime depending on the number of hops with the averaged values rep-
resented by blue dots and the median one with a green line.

lifetime t7:
tpor <trr (4.1)

The end-to-end transmission time depends on different parameters. One of them is the trans-
mission time of a packet t7x, which represents the amount of time that a node needs to send
a packet. Thus, it depends on the size of the packet [ and the transmission capacity C' of the
node. Considering that all the transmitted packets have the same size, the transmission time in
anode i is determined by the capacity of its link C;:

irx, = = (4.2)

For a specific link j, the propagation time t¢p is characterized by the distance of the link d; and
the speed of light ¢:

(4.3)

Using both concepts, the amount of end-to-end time needed to transmit a payload data block,
composed of N, packets, through a route is defined by the following equation:

tlpop = Zthi + thj + (N, — 1) -miax{tTXi} (4.4)
i J

whereiistheindexthatrepresentsthe nodes and j the index that represents the hopsthatcom-
pose the route. Note also that the following relationship applies: j =i — 1. With this definition,
the amount of packets that can be transmitted during the lifetime of each route ¢t 1 is determ-
ined as follows:

(4.5)

N, - VLT =D itrx, — 2 tPjJ 1
max;{trx,}
The size of the payload data block L that can be transmitted during the path lifetime is charac-
terized as follows:
L=N,-(-h), (4.6)

where h represents all the header bytes of a packet.

Using this definition, the amount of payload data that can be transmitted during the path
lifetime is represented in Figure 4.9. This representation allows to evaluate this amount of data
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Table 4.6: Amount of time (in seconds) of payload execution that the resulting data can be transmitted
through each route type while it is active

Number of route hops

Payload

1 2 8 4 5 6 7 8 9 10
SAR-C 0.8 0.8 0.9 2.3 2.5 0.9 0.8 0.6 0.4 0.4
SAR-X 0.3 0.3 0.3 0.8 0.8 0.3 0.3 0.2 0.1 0.1
SIRAL 1.0 0.9 1.1 2.8 2.9 1.0 1.0 0.7 0.5 0.4
AMSR-E 112,56 1031 1219 3187 3374 1172 1125 844  53.2 469
Radar Altimeter  280.9 2575 304.3 7958  842.6 2926 2809 2107 140.4 1170
MWR 927.4 8501 1004.7 26276 27822 966.0 9274 ©695.6 463.7 386.4
MWRI 98.3 901 106.5 2785 2949 1024 983 737 491 41.0

A/N: All the values in the table are in seconds

according to the length of the route, by combining the formulation with the results previously
presented in Figure 4.8. As expected, the shape of the figure remains similar as before the pro-
cessing. In this case, the routes four and five could transport a total of 3000 kB per instance of
the route (median values), while the others are bellow the 1000 kB. These results suggest that
statistically every time that a route of four or five hops is generated roughly 2.93 MB can be for-
warded. This capacity of each route instance may correspond to the maximum amount of data
that can be downloaded over the network. The correlation of the generated data per payload
must be conducted to identify if the routes may be useful. Table 4.6 presents the execution time
of each payload that can be transmitted through each type of route. The value has been com-
puted using the median of each box in Figure 4.9, and the generation data rate of each payload.
This table indicates that the payloads with higher data rate (e.g. SAR-C, SAR-X, etc.) cannot
deliver a huge amount of data, while less demanding payloads can use the network to trans-
mit significant data. In both cases, however, the deployment of a network makes it possible to
deliver certain amount of payload data, and thus to improve the mission performance.
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Figure 4.9: Maximum amount of bytes that can be transmitted through active routes.
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At the end of this connectivity analysis, the results have demonstrated that the deployment
of a network would enable the possibility to transfer data (no matter which kind of payload) from
satellites placed in the Arctic area to other satellites in the reception zone. However, the net-
work becomes extremely dynamic, having the shortest routes the ones that are also the most
probable. This would provoke that a defined route may change quickly, and a routing protocol
that cannot react accordingly would loss the opportunities to use these sporadic routes. As a
proactive protocol, the OLSR protocol seems to be an interesting candidate that could leverage
from these intermittent connections to deliver certain amount of data. The following section
presents the results achieved by simulating this protocol in this dynamic environment.

4.4.2 OLSR performance analysis

Previous section has evaluated the feasibility of the scenario without considering a specific im-
plementation of a routing protocol. Therefore, this section aims at quantifying the enhancement
or deterioration in the system performance by applying the OLSR protocol. A group of perform-
ance metrics have been defined accordingly:

« Packet Delivery Ratio (PDR) — Fraction of the data packets that have been correctly de-
livered to the destination nodes. This fraction is computed with respect to the total of
packets that are transmitted.

+ Local Packet Loss Ratio (LPLR) — Fraction of data packets that cannot be transmitted be-
cause the source does not have a valid route to the destination. This fraction is computed
with respect to the total of packets that are generated. This parameter characterizes the
disruption of the network at each snapshot, because it quantifies the impossibility of a
node to transmit data due to the absence of aroute. Itis thus an interesting parameter to
consider for instantaneous routings, such as the OLSR protocol.

« Packet Delivery In Route Ratio (PDIRR) — Fraction of data packets that has been correctly
delivered to the destinations, when a valid route exists. By definition, the following rela-

tionship is established:

PDR
PDIRR = T IPLR (4.7)

« Average end-to-end delay of data packets — Mean time of a packet to travel from a source
to a destination. This delay metric corresponds to the aggregation of the propagation,
transmission and queue times.

« Average access time of data packets — Mean time that a satellite needs to reach a zone
over which it can download a packet. This metric corresponds to the case that no inter-
satellite communications are performed. The comparison of the average end-to-end
delay with the average access time enables to evaluate how beneficial is the satellite
network in terms of time enhancement.

The results that are presented in the following paragraphs correspond to the simulation of
33496 seconds; i.e. 9.3 hours. This time has been split in different slots of random size to eval-
uate the metrics values in different moments rather than a global average value. This enables
to retrieve statistics at different conditions and thus to identify possible transmission windows.
A transmission window is a time slot in which the conditions to transmit data are better thanin
other slot, e.g. a time slot with a snapshot that has an active route. As stated in the previous
section, the satellites with the payloads that generate more data may not properly leverage on
the establishment of routes. To characterize this effect, two scenarios with different data gen-
erators are considered for the following analysis. The former scenario is composed of all the
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satellites, but only the ones that have a SAR-C, SAR-X, or SIRAL payload would generate data.
This scenario is known as “high data rate payloads” in the results. In the other scenario, the
satellites that are equipped with a MWR, MWRI, Radar Altimeter, or AMSR-E payload would be
the ones that generate data. This scenario is known as "low data rate payloads” in the results.

Table 4.7 presents the metrics related to the transmission and reception of packets after
the simulation; i.e. PDR, PLRL, and PDIRR. In all the times slots and scenarios, the PDR is al-
ways less than 10.5 %. This result indicates that the delivery of the packets is not always ac-
complished, lossing more than the 90 % of the transmitted packets. This undesired behavior
may be conducted by the protocol implementation or the disruption of the network. The LPLR
metric helps to clarify this situation, which in all the cases its value is always larger than 89 %.
These results suggest that more than the 89 % of the generated packets—which are intended
to be transmitted—are not transmitted because the routing protocol does not detect an avail-
able route, and remains in the satellite. This is mainly caused by the network disruption, which
clearly predominates in this scenario. Therefore, itis indicating that during the major time of the
simulation the network is disrupted and the protocol cannot identify a route between the Arc-
tic area and the reception zone. In this case, solutions that could perform store-and-forward or
predict routes over time could enhance the performance. Despite this disruption, the delivery
ratio when a route between a source and a destination is available is still an interesting para-
meter. The PDIRR clarifies this by representing the probability that a packet can be correctly
delivered in an active route. In the configuration with instruments of low data rate, the PDIRR
value is always larger than 90 %, indicating that almost all the packets that are transmitted are
correctly received. Inthis case, the OLSR protocolis able to manage changes between snapshots
when in each adjacent snapshot contains a feasible route. On the other hand, the payloads with
high data rate have a lower ratio, because the network cannot support the input flow. Itisim-
portant to highlight that for this configuration, certain time intervals exist in which the PDIRR
reaches values higher than 90 % (last two rows of the table). This result indicates that there are
two transmission windows that, if the transmissions can be scheduled in specific intervals, the
data reception can be optimized. These results demonstrate the potential of applying prediction
mechanisms in OLSR protocol which could leverage from these transmission windows.

Another performance aspect is the evaluation of the time needed to deliver the payload
data. The comparison of average end-to-end delay of transmitted payload data with the average
access time that a satellite with no ISL would need to download the data. Table 4.8 presents this
comparison, emphzising that in both scenarios the average end-to-end delay is lower then the
average access time. This means that when a route is established, the delivery time of the pay-
load data is always enhanced when a satellite network is established with the OLSR protocol.

Table 4.7: Results of the packet metrics according to the received packets (Rx. packets).

Time slot Low data rate payloads High data rate payloads

Rx. Packets = PDR LPLR  PDIRR | Rx.Packets PDR LPLR  PDIRR
0-3679 1073 5.4%  94.4%  96.4% 96382 112%  97.5%  44.8%
3679-11335 864 40%  956% 92.2% 135996 0.82% 977%  35.0%
11335 - 18843 929 4.2%  95.8% 100.0% 11861 0.08% 99.7%  22.9%
18843 - 24505 1466 6.6% 93.0% 93.6% 14687 012% 99.8%  66.7%
24505 - 28616 2265 10.2% 89.8% 100.0% 451139 461% 95.2%  95.8%
28616 - 33496 1021 6.4% 93.6% 100.0% 161364 1.59% 98.4% 100.0%

116



CHAPTER 4 4.5. SUMMARY

Table 4.8: Results of the time metrics

Time slot Low data rate payloads High data rate payloads
Average Delay Average Access Time | Average Delay Average Access Time
0-3679 24.42 ms 279.35s 89.56 s 818.64s
3679-11335 22.31ms 335.55s 177.00s 569.60's
11335 - 18843 1792 ms 131.98s 76.90 s 994.36's
18843 - 24505 34.87 ms 21911s 6794 s 316.47 s
24505 - 28616 21.32 ms 187.57s 15707 s 530.19s
28616 - 33496 13.87 ms 119.84s 75.64 s 535.17s

The delay time can be reduced from 279.35 seconds to 24.42 milliseconds. Note also that in the
high data rate case the end-to-end average delay is larger than in the low data rate case. Thisis
mainly due to the fact that node queues are saturated and that a packet spends more time in the
gueue before to be processed. The achieved average delays are acceptable for near-real-time
services, which are currently demanded for satellite missions in Arctic region.

The performance analysis concludes that using the well-known OLSR protocol it is possible
to establish certain routes between remote satellites. The ratio of packets delivered when a
route is feasible remains always greater than 90 % for low data rate payloads, while for high
data rate payloads the ratio is reduced to 66.7 %. These packets are forwarded over the network
achieving delay times acceptable for the current user demands. However, the network disruption
provokes that more than 89 % of packets cannot be forwarded because a route is not feasible.
Consequently, we can conclude that the scenario is totally driven by this disruption. However,
certaintime windows present better performance than others. Thisindicatesthat the snapshots
presents better connectivity in these slots. Therefore, a predicitive mechanism than enables to
detect in-advance these windows could optimize the transmission during only these slots.

4.5 Summary

The loSat paradigm proposes the deployment of opportunistic and temporal satellite networks
to conform the necessary infrastructure to establish satellite federations. The definition of
the routing protocol becomes an important challenge due to its sporadic, opportunistic and
temporal nature. This chapter has evaluated the performance of the OLSR protocol to deploy
this kind of network. This protocol has largely been used in other connected infrastructures
commonly located on ground, such as in networks composed of ground or flying vehicles. Fur-
thermore, a preliminary study on deploying satellite federations used this protocol (Lluch et al.,
2015). This chapter has extended these investigations by performing a discussion of the im-
plications of using this protocol for satellite networks. The protocol design has been reviewed
at the beginning of the chapter. This review introduced more details about the behavior of the
protocol and its implementations. Then, a realistic scenario has been conceived to evaluate the
protocol. The configured scenario corresponds to a satellite mission to observe the ice status of
the Arctic region. The selected satellites that participated in the mission followed a polar orbit
trajectory, and were from different nationalities. This allowed to determine a heterogeneous
scenario where satellites with different communications capabilities interacted.
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The study has started by analyzing the dynamism of the network topology that could be con-
formed in this scenario. The results suggested that the number of satellites is a key parameter
that influences on the apparition of the network disruption. Furthermore, the results demon-
strate that longer routes are more sensitives to changes. Therefore, these routes typically have
less lifetime. The correlation between route length and its lifetime indicated that the routes
with four and five hops are more stables, but they are less frequent. Therefore, the utility of
a route is the important metric in this dynamic scenario. Specifically, the utility corresponds to
theamountofdatathatcan betransmittedinafeasible route with respectto the generated data.
The results indicate that short-time routes may be used for sporadic transmissions, while long-
time routes may be used for data streams. In this sense, satellites with low data rate payloads
would leverage on intermittent communications, while satellites with larger data rates payloads
may require more stable connections. As this scenario is predominated by intermittent connec-
tions, the performance achieved with the OLSR protocol is better for those satellites that have
low data rate payloads. Specifically, the PDIRR of these satellites remains always larger than 90
% indicating that almost of the packets are correctly delivered when a route is available. Never-
theless, the network disruption is driven the performance of the OLSR protocol, because more
than 89 % of packets cannot be transmitted because no route has been identified. These pack-
ets remain stored in the satellites.

These results suggest that intermittent communications perdominate in this scenario.
Therefore, an interesting approach for this scenario would be the use of store-and-forward
mechanisms. Specifically, spraying small blocks of data over different contacts could enable
to reduce the LPLR metrics, and thus mitigate the disruption of the network. Furthermore, the
results suggest that some time windows are interesting to transmit data than others. There-
fore, the deployment of prediction mechanisms that anticipate these windows could enhance
the performance of the protocol. In summary, the OLSR protocol can be used in satellite context,
because data has been downloaded thanks to it. Nevertheless, its design can be improved if
store-and-forward and predicition mechanisms are integrated in its design. This conclusion is
coherent with the discussion performed in Chapter 1 which emphizes the necessity to create
a routing protocol that integrates capabilities from different implementations. The following
chapter goes deeper in this premise by conceiving a prediction mechanism that can be executed
in each satellite to estimate satellite contacts.
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Assessment of predictive algorithms to
estimate inter-satellite contacts

5.1 Introduction

So far, the loSat paradigm has been presented as a proposal to deploy sporadic and temporal
satellite networks that enable the establishment of satellite federations. The discussion con-
ducted in Chapter 1 suggests that a current routing protocols may not manage the definition of
routes in this dynamic and intermittent network. A dedicated protocol that integrates capabilit-
ies from different implementations may be defined. Chapter 4 has reinforced this approach by
evaluating the performance of a MANET routing protocol to deploy satellite networks. The se-
lected protocol has been the OLSR protocol, which may quickly detect changes in the network
and adapt the defined routes accordingly thanks to its proactive approach. By means of differ-
ent simulations, the protocol can identify available routes that are contained in a snapshot of
the topology, and propagate data over it. Nevertheless, the disruption of the network—a relev-
ant characteristic in satellite systems—affects the performance of the OLSR protocol, making
that more than 89 % of packets remain in the source node. This performance is induced by the
protocol itself, which is only capable to detect instantaneous end-to-end routes. The capability
to define routes over time—which represents a sequence of scheduled satellite contacts—may
enhance its current performance in this satellite context. The approach is the integration of dis-
tinct capabilities from other protocols to conform the desired protocol. This chapter presentsthe
discussion of the possibility to integrate a predictive algorithm that may complement protocols
like OLSR.

The capability to predict the topology of the network in advance has been investigated in
the scope of DTN, proposing solutions that take advantage of the satellite orbit trajectory de-
terminism. This is the case of the CGR protocol (Araniti et al., 2015; Book, 2019) which determ-
ines a route between a source and a destination over time using a contact plan. This planis a
scheduled sequence of contacts between all the satellites that compose the system. The CGR
protocol was designed to establish communications in the NASA ION (Burleigh, 2007), but it has
recently gained interest for LEO systems. The presented protocol standard draft does not cla-
rify however the procedure to generate the contact plan. Traditionally, a centralized solution
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in which the ground facilities propagate orbit trajectories and compute the corresponding plan
is used. The concept of the CPCE to support the generation of the contact plan and the route
definition is presented in (Fraire and Finochietto, 2015). This CPCE pre-computes the contact
plan and the routes on-ground to periodically upload them into the satellites using the ground
station network. Example of protocols that use this centralized architecture are also presented
in snapshot networks, such as the PLSR protocol (Fischer et al., 2013). Although this central-
ized architecture can generate accurate contact plans for complex systems, the upload process
of the plan needs still to be further investigated. In particular, if a new satellite is included in
the system, the re-computation and upload of the entire contact plan must be conducted, mak-
ing the solution not scalable. Moreover, this centralized facility entails an important operations
cost, and makes the satellite system ground-dependent. Due to these features, the integration
of this architecture in the loSat paradigm, where heterogeneous systems with satellites from
different operators interact, becomes not suitable. Additionally, this centralized solution would
require large resources for massive satellite constellations with thousands of satellites, such as
Starlink (Exploration, 2018) or Telesat (Canada, 2018).

To overcome these limitations, new investigations aim at providing autonomy to satellite
systems by enabling the capability to identify route changes. A routing protocol was proposed
in (Su et al., 2019) that selects routes according to its stability, characterized by its Route Ex-
piration Time (RET). This RET is determined by the minimum lifetime of the links that compose
a route. This minimum lifetime of the links is also called Link Expiration Time (LET). Featuring
the protocol with predictive capabilities reduces the overhead as well as mitigates the disrup-
tion. Although a model to compute the LET is presented, its accuracy and the estimation pro-
cedure is not detailed. Additionally, the LET is determined by propagating the orbit trajectory of
the satellites over time, which means more processing capacity for the satellites. Furthermore,
other prediction mechanisms have been proposed from the DTN research community. The CGR
(Burleigh et al., 2016) proposes that each node estimates contacts and their duration using a
history log. This log accumulates information of contacts that have already achieved, which is
updated according to the confidence parameter. This parameter represents how reliable is the
new predicted contact with a satellite, according to its history log. This mechanism is character-
ized by having animportant learning curve, which—as compared to others that use determinism
to estimate contacts (like CGR)—degrades its performance. The amount of data that can be ex-
changed during a contact, well-known as contact capacity, is another parameter used by the
CGR to determine the routes. Authors in (Walter and Feldmann, 2018) propose a mechanism
to estimate this capacity between satellites and ground stations, modelling the features of the
transceiver and the communications loss.

As opposed to the previous proposals, this chapter presents an autonomous and de-
centralized protocol by which a satellite identifies other neighbor satellites, and predicts when
a contact happens assuming an omnidirectional antenna pattern. The proposed solution uses
a predictor which estimates the contacts leveraging from the determinism of the satellite tra-
jectory. Therefore, it uses the satellite orbital elements to formulate simple model, without
propagating the entire trajectory. To define the prediction algorithm, a contact between two
satellites has been modeled as a satellite proximity or closeness. This scenario has largely been
studied for satellite or debris collisions (Alfano and Oltrogge, 2018b; Richey, 1986), defining the
PCA of two satellites. As the following sections demonstrate, a predictor based on the PCAisim-
pacted by the initial satellite conditions, which could entail the schedule of wrong contacts. For
that reason, an additional predictor is defined using the relative orbital motion theory (Schaub,
2004), which has normally been used in flight formation and spacecraft rendezvous. With this
relative orbital motion, the position of a deputy satellite with respect to a chief satellite can be
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determined and modelled. To the best of our knowledge, these models have not been used to
estimate the time interval of a satellite contact before. Instead, they have been commonly used
to estimate a relative position at certain time. Note that the contact estimation is achieved
considering a maximum communications range, which is determined by the link budget of the
satellites.

Leveraging from this predictor, a protocol to share the predictions among the satellites has
also been defined. This protocol enables a satellite to estimate the contact sequence with its
neighbors, and share it to them. The entire contact plan can be constructed by means of sharing
all these sequences. This chapter also evaluates the performance of this proposed protocol in
two different scenarios. The former with a hybrid satellite system composed of tropical and polar
constellations that demonstrates the correctness of the contact plan construction procedure.
The last scenario evaluates the time of the satellites to receive the contact plan from all the
other satellites in a massive satellite constellation.

The main contribution of the present research is 1) a predictor model based on close ap-
proach theory, 2) an alternative predictor definition based on relative orbit dynamics, 3) an
accuracy assessment of the different predictors, 4) a protocol with which the satellites can
autonomously generate a contact plan, 5) a feasibility analysis executing the protocol in a hybrid
satellite constellation, and 6) an evaluation of the time to construct the contact plan in a mega-
constellation. The research presented in this chapter has been published in the peer-reviewed
IEEE Access journal (Ruiz-de-Azua et al., 2020b), and the International Astronautical Congress
(Ruiz-de-Azua et al., 2019Db). The details of these publications are accessible in Chapter 9 with
the identifiers [IV], and [XIII].

The remaining of the chapter is structured as follows. First, Section 5.2 presents a global
view of the predictive algorithm. Characteristics of the predictor based on the PCA are detailed
in Section 5.3. Section 5.4 formulates the predictor based on relative orbital motion. The mech-
anism to generate the contact plan and the corresponding performance analysis is presented in
Section 5.5. Finally, Section 5.6 concludes the chapter and remarks future research aspects on
this topic.

5.2 Predictive Algorithm Overview

In a satellite network, the nodes are constantly moving, which modifies the topology over time.
However, during a lapse of time the topology remains stable generating the well-known snap-
shot. The topology evolution is represented thus as a sequence of snapshots, not evenly spaced
in time. Due to the periodicity of satellite motion, this sequence becomes periodic repeating
the same snapshots defined in m time segments. Note that this periodicity is achieved in short
integration periods, because of secular effects (e.g. J2). Despite these effects, the sequence
model is valid due to their slow impact on the orbit. Each snapshot can be modeled as a graph
G, in which n satellites—denoted by V' = {vy,va,--- ,v,,}—are connected by a set of edges FE.
An edge (v;,v) € E represents an active ISL from v, to vy, satellites. The graph of a snapshot is
thus determined by the satellites, and the different edges: G = (V, E). In this dynamic envir-
onment, the definition of a route between distant satellites is a considerable challenge. Some
solutions computed feasible routes in each snapshot graph independently (see Section 1.3.3).
Nevertheless, a route can also exist between snapshots, being possible to define routes in the
time-domain. The space-time graph model (He et al., 2016) presents a succession of graphs
in the snapshot sequence {G(t;)|i = 1,--- ,m}. Two types of edges cohabit in this model. The
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former is the temporal edge (v;,v;):, that connects the same node v; between snapshots at ¢;
and t;41, storing any possible data. The other edge is the spatial one (v;,vy )¢, (Where j # k) that
connects different nodes in the time segment [t;, t,41). Using both models it is possible to define
the routes in space and time domains.

The CGR protocol implements an algorithm based on these graph models. In particular, it
defines routes over graphs using the contact plan. A contact between satellites is represen-
ted as a time interval [t;, ) in which an ISL remains feasible. The schedule of all the contacts
between satellites conforms the contact plan, referred in this work as the global contact plan.
This protocol assumes that each satellite holds this plan, which normally is pre-computed and
distributed through a centralized ground entity; i.e. the CPCE. Although this strategy is suitable
for planned and scheduled networks, it cannot be applied to heterogeneous and autonomous
scenarios, such as the loSat paradigm. To overcome this limitation, this work presents a pre-
dictive algorithm that is executed in each satellite to self-learn and self-construct the contact
plan. Asitis presented in the following sections, this de-centralized approach is suitable for het-
erogeneous satellite systems (e.g. hybrid satellite constellations) or massive satellite constella-
tions. In order to understand the proposed algorithm, different definitions need to be presented
first.

Definition 1 (Contact Sequence). Considering a node v; has a sub-set of nodes that are its neigh-
bours N,, C V, the contact sequence of node v; with a neighbor v, € N, is the schedule of
contacts with this neighbor

Cy, () = {[t1,t2), [t3,ta), -+, [tm,tms1)} (5.1)

Definition 2 (Local Contact Plan). Considering a node vj, the union of its contact sequences rep-
resents the local contact plan (i.e. only with its neighbors N,,,).

Ovj = U Cvj (Uk) (52)

V’Uk,GNUj

Definition 3 (Global Contact Plan). Considering the nodes that compose the entire network v; €
V, the union of their local contact plans C,, represents the global contact plan C.

c= a, (5.3)

The proposed algorithm is based on periodically predicting the different contact sequences
to generate a local contact plan which is shared through the network to construct a global con-
tact plan. Figure 5.1 presents a block diagram of the modules that compose the algorithm ex-
ecuted in each satellite. The former component is the predictor which iteratively computes the
local contact plan of the satellite from time t,,, until time ¢,,,41 (where T' = t,,, 11 —t,,, is the predic-
tion period) usingthe orbital elementsvectore = [a, €,i,w, Q, M|, where a is the semi-major axis,

Iteration — ¢,, Transmit c
- contact plan
other
Cy.

contact plan satellites

J
Receive
contact plans C

Figure 5.1: Block diagram of the predictive algorithm
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Figure 5.2: Example of a real contact and its estimation, being the dashed area the one that is correctly
predicted.

eisthe eccentricity, i is the inclination, w is the argument of periapsis, €2 the argument of the as-
cending node, and M the mean anomaly of the satellite position'?. The goal of this predictor is to
estimate future contacts without propagating an orbit trajectory model, just with a simple and
direct formulation. The predictor constructs the local contact plan with the predicted contacts.
After computing the local contact plan, the global contact plan is updated in each satellite. As
this global plan is uncompleted, the satellite exchanges it with its neighbors (and vice-versa)
when a contact starts. At the end, the satellite is able to have a complete contact plan, which
can be used by a routing protocol.

The definition of the predictor becomes crucial to ensure accurate estimations. For this
reason, two predictor models have been evaluated in Sections 5.3 and 5.4 respectively. This
predictor must be accurate enough to correctly schedule the estimated contacts. For instance,
Figure 5.2 illustrates two predicted contacts which both are partially correct with respect to the
real contacts. In particular, the striped areas are the time slots in which the prediction and the
reality match. This predictor has unsuccessfully estimated the beginning of the former estim-
ation, and the contact duration of the other one. This situation could exist depending on the
predictor definition. If the predictor is based on constantly and periodically propagate an or-
bit trajectory (traditional method), the error between predicted and real contacts would not ex-
ist (consuming more resources). However, if the predictor uses a relative trajectory model due
to its definition, errors in the predictions can appear, being the predictor not accurate enough.
Therefore, two features characterize the accuracy of a contact predictor: the punctuality, and
the duration matching.

Definition 4. Punctuality of an estimated contact

Itis the probability to estimate a contact inside the real time slot. Considering J contacts, the
end time t. ; and the start time t, ; of the estimated contact j € J (where ts ; < t.;), and the end
time t. ; and start time t, ; of the real contact j € J (where t, ; < t. ;), the punctuality of the jth
estimated contact P; is defined as follows.

to—t. . A ~
(M) if ts,j < ts,j and LLSJ' < te,j < te7j
tej —ts;j
tej —ts, - ; ;
P = <H if ts,j < ts,j < te7j and teJ‘ > teﬁj (54)
J tej —ts
0 if tASJ‘ > te,j or tAe’j < ts,j
1 otherwise

Definition 5. Predictor punctuality

2The position of a satellite can be defined by the mean anomaly angle M, the eccentric anomaly angle F, the true
anomaly angle v, and the distance from the orbit center r. Further information of those anomaly angles is presented in
Section 5.3, and in (Bate et al., 2019)
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Considering J contacts, the punctuality P is the average of the punctuality of all the estimated
contacts P; (Vj € J). Its definition is presented in (5.5).

1
P=- > P (5.5)

vieJ

Definition 6. Duration matching of an estimated contact

It is the probability to correctly estimate the contact duration. Considering J contacts, the
start time t5 ; and the end time £, ; of the estimated contact j € J (where ts; < t.;), the start
time t, ; and the end time t. ; of the real contact j € J (where t, ; < t.;), the duration matching
of the jth estimated contact L; is defined as follows.

P R .
<M> it (tej —tsj) < (tej —tsj)
tej = lsj
i tej —tsj , (5.6)
— - otherwise
te,j — ts,j

Definition 7. Predictor duration matching
Considering J contacts, the duration matching L is the average of the duration matching of
all the estimated contacts L; (V4 € J). Its definition is presented in (5.7).

1
L=+ > L (5.7)

vieJ

Definition 8. Predictor Accuracy
The accuracy of a predictor @ is the combination of the punctuality P, and the duration
matching L.
Q=P-L (5.8)

Using these definitions, the following sections present the details of the predictors and their
accuracy. The predictors have been defined for satellite constellations targeting EO missions.
This kind of architecture is characterized by circular orbits at the similar altitudes.

5.3 Prediction with the Probability of Close Approach

A satellite contact can be modeled as a temporal closeness of two satellites. In the course of the
pastyears, space object proximity has concerned the community due to the possibility to exper-
ience spacecraft or space debris collisions. Consequently, large efforts intended to statistically
appraise these proximities. One of the outcomes of this research has been the definition of the
PCA (Richey, 1986) between a deputy satellite with respect to a chief one. The PCA estimates the
possibility of two satellites to be close enough to consider it a nearness, i.e. within a distance
threshold. The corresponding formulation of the PCA is detailed in (Richey, 1986), providing the
following compact definition:

dM.(v.)

dv, , 5.9
o v (5.9)

™1
PCA = /77‘- m AMd('UC)
where v, corresponds to the true anomaly of the chief satellite, My the mean anomaly of the
deputy satellite, and M. the mean anomaly of chief satellite. To better understand the PCA defin-
ition, let’sinspect each term that composes its definition. The derivative term of the mean anom-

aly d]‘/{jiw characterizes the deviation of the mean anomaly M with respect to the true anomaly
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v due to the orbit eccentricity e:

dM(v) (1—e)p
do feos(v/2) + B2 sin®(v/2)]2 (5.10)

where 8 = /(1 —e)/(1+e). The other term AM,(v.) corresponds to the mean anomaly re-
gions in which the distance between the deputy satellite and the chief one is less than a distance
threshold, so-called close approach regions. This term can be represented by the union of each
Jjth close approach region in the deputy satellite orbit, defined by the true anomalies v,4/,; and

Vd/j2-
J

AMg(ve) =Y [ Ma(vasje) — Ma(vasin)] (5.11)

j=1
where J is the amount of close approach regions. The method of how to compute these boundar-
iesandregionsis highly detailed in (Richey, 1986). EO and broadband communications missions
are normally composed of satellites that follow circular orbits (i.e. e ~ 0). In these scenarios

B =~ 1, and the derivative term of the mean anomaly d]\if”) does not drive the PCA behavior (i.e.

4MLv)  1). Therefore, the PCA is defined as follows:
!
PCA= . @ AMd('UC) dvc (51 2)

This continuous formulation cannot be implemented in a computational algorithm, being neces-
sarytorepresentitinthe discrete domain. Considering the integral step Av which fragments the
space [—m,7) inregions R = {[—7,—7 4+ Av) ... [r — Av, )}, the PCA becomes the addition of
the probability in each region p:

1
PCA = Z P = Z P} AMdk(UC) Av (5.13)
kE|R| kE|R]|

where AM gy (v.) corresponds to the mean anomaly difference in the kth region of the chief true
anomaly space. Equation (5.13) highlights the importance of the integral step Av, which drives
the resulting probability of the kth region (i.e. p). Therefore, this work explores for different
steps the behavior of this probability between two satellites following orbits with 90 of inclin-
ation (i), and periapsis argument (w) difference (Figure 5.3). Potential closeness true anomaly
regions are identified in all the three cases (i.e. py # 0). However, while the resolution improves
decreasing Aw, the probability inside the potential region does not remain homogeneous. This
makes some regions more favorable to have a satellite proximity, presented in Figure 5.3 with
blue areas. It is thus clearly possible to identify and define these potential regions using this
probability. For instance, the close approach regions, in terms of true anomaly, in Figure 5.3c

T T T
L L l I L ‘
2 0 1 2 3
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0.7 T T T T T T T 015 T T T T T 0.012 —

06| 0.01H
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© 0.006 -
f£o3

o Pca[%]
Pca [%
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Figure 5.3: Close approach probability assessment with different true anomaly integral step Av.
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are [—0.25, 0.25] radians, and [2.75, 3.25] radians. When the satellite passes through these re-
gions, the probability of having a contact with the other satellite is 0.1%. These regions become
the most probable parts of the orbit trajectory to have contacts.

Following this conduct, a selection algorithm has been conceived to provide these true an-
omaly regions in which a contact is probable. Figure 5.4 presents an example of how this al-
gorithm works. It starts by computing the probability with Av = 27, which preliminary evaluates
if two satellites could have a closeness (having a non-zero probability). If this condition is not
achieved, the algorithm stops indicating that no contact is possible between the satellites. Oth-
erwise, the integration step is decreased, and the probability is computed in each of the new
regions. If the resulting probability is zero, the region is discarded. Contrarily, if the region can
have a contact, it is explored in the next iteration. This procedure is repeated until reaching the
minimum integral step value (configurable). At the end, the true anomaly boundaries are de-
termined with a resolution of the last integral step used.

(] Probability #0

-, TU Av =21

Figure 5.4: Selection algorithm illustration with four levels

After retrieving the true anomaly boundaries, the start and ending times of contacts are
computed with an orbit trajectory model. This model presents the formulation to character-
ize the position of a satellite at each instant time. In our case, the Keplerian orbit (Bate et al.,
2019) has been used as the trajectory model, because of its low-computation requirements and
enough precision for mission analyses. This orbit model presents the satellite motion consid-
ering only the attraction of the Earth body, neglecting any orbital perturbation. Using Kepler’s
formulation, the true anomaly v, eccentricanomaly E/, and mean anomaly M are defined accord-
ing to the time evolution:

M = Myt nt . (5.14a)
M =FE —esin(E) , (5.14b)
1 E
v=2tan"! ( te tan ) , (5.14¢)
1—e 2

where My represents the initial mean anomaly, e the orbit eccentricity, and n the mean angular
motion.

Toevaluate the orbital element difference impact on the predictions, Figure 5.5 presents the
estimation of the contact time interval applying the selection algorithm between two satellites
with just 30 of inclination difference. The blue line corresponds to the evolution of the distance
between the satellites, and the orange one is the distance threshold dyy, (in this case, 2500 km).
The propagation of the Kepler orbit (presented previously) in the ECI frame (Bate et al., 2019) has
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Figure 5.5: Comparison of predicted contacts with respect to satellite distance with 30 of inclination dif-
ference

been used to compute just the reference distance between the satellites (blue line)'®. When the
distance is less (or equal) to the threshold value, a contact between the satellites is achieved.
Using the presented predictive algorithm, the contacts are estimated and scheduled with blue
dots and black dots, indicating the contact start and end respectively. The results indicate that,
in this case, this solution estimates the contacts with an accuracy of 98.9%.

Extending the previous results, Table 5.1 presents the performance of the proposed pre-
dictor in scenarios with different orbits. The search algorithm has been executed until achieving
a resolution of 177 in the integral step Av. This predictor is capable to correctly estimate the
contact duration of all the contacts (i.e. L ~ 100%), due to the high resolution of the selection al-

gorithm. However, this high resolution provokes more iterations, increasing the processing time.
Additionally, the punctuality of the predictor P fluctuates more, from 10.8% to 97.7%. This pre-
dictor can thus correctly estimate the duration of each contact, using more computation, but it
cannot always correctly schedule them. Moreover, in cases 16, and 17 the predictor schedules
perfectly the contacts, because it is able to detect that the satellites are in constant line-of-
sight. Cases 5, 10, 12, 15, and 18 are scenarios in which satellites would not have any contact.
The predictor cannot deal with this situation, scheduling unrealistic contacts that would never
happen. For that reason, the accuracy @Q in these scenarios is zero. This behavior appears be-
cause of the PCA definition itself, which does not consider the initial distance between the satel-
lites. This initial state is driven by the argument of periapsis w, the argument of the ascending
node €2, and the initial true anomaly M. This algorithm has also been evaluated between three
NASA EO satellites: Calipso, Terra, and Aqua. As in previous cases, when the orbit elements dif-

ference increases the punctuality of the predictor is degraded. However, in case 19 the accuracy
is well enough to be applied in this scenario.

Concluding this section, the predictor based on the PCA cannot correctly estimate satellite
contacts. Additionally, due to the search algorithm, it presents an iterative execution which de-
pends on the integration step, that could be computational expensive. For these features, this
predictor is not suitable to generate a reliable contact plan. An alternative predictor model has
been considered in the section that follows, which presents better features and performance.

TSNote that the same procedure to compute the distance has been followed for the analyses in the following sections.

128



5.3. PREDICTION WITH THE PROBABILITY OF CLOSE APPROACH

CHAPTER 5

Aoeinooy ., ‘8ulydjew uoneind,, ‘A1eniound,

8'6/C 9G8Z €08 ¢'86 [080L| 90/ 896 G68 786 L080L
80L 000L 80l 005€ SI8I03 050700 P—— Lz
v'9/7 €167 8€8 ¢86 0080/ |90/ 896 G68 286 £080L
%€l 000l %€l 00S€ 01]]810S 0418 o11]j0103 oNby 0z
¥'9/7 €16z 8€8 ¢86 0080L |86/ 9687 €08 286 L080L
€96 666 96 00SE 034119308 D18 81118105 08dI10) o
00 00 00 0052 | 00E 00 00 00 OL/89 | 00 00 00 00 0L/89 | 8l
000L 000L 000L 00SZ | 00Z 00 00 00 OL/89 | 00 00 00 00 0L89 | (L
000L 000L 000L 00SZ | OOL 00 00 00 OL/89 | 00 00 00 00 0L/89 | 9l
00 00 00 0052 | 00 00¢ 00E 006 OL/89 | 00 00 00 006 01/89 | Gl
898 666 698 00S¢ | 00 00& O00L 006 01489 | 00 00 00 006 0L/89 | ¥l
g8 666 966 0052 | 00 008 0G 006 OL/89 | 00 00 00 006 0L/89 | €L
00 00 00 0052 | 00 00 00€ 006 0189 | 00 00 00 006 0L/89 | ¢zl
0698 000L 698 0052 | 00 00 00L 006 01/89 | 00 00 00 006 0189 L
00 00 00 00SZ | 00 00 00 00 0LL89 | 00 00 00 00 0L/89 | Ol
L7L 666 LT/ 00SC | 00 006 00 006 0L/89 | 00 00 00 006 0189 6
6/8 666 678 0052 | 00 009 00 006 OL/89 | 00 00 00 006 0189 8
Ge6 666 G€6 0052 | 00 0SY 00 006 OL/89 | 00 00 00 006 0189 L
L6 666  [/6 00SZ | 00 00¢ 00 006 OL/89 | 00 00 00 006 0189 9
00 00 00 0052 | 00 008 00 00 OL/89 | 00 00 00 00 0189 g
80/ 000L 60/ 0052 | 00 00 00 006 0189 | 00 00 00 00 01489 %
€/8 000L €78 00SZ | 00 00 00 009 O0L/89 | 00 00 00 00 0189 e
£e6 000l €€6 009 | 00 00 00 0G7 0L/89 | 00 00 00 00 0189 z
v/6 000l //6 00SZ | 00 00 00 00 0L/89 | 00 00 00 00 0189 )
[%] (%] (%] [wst] | LIIN [T [o]l™ [o]t [wd]le [ [[JIN [b]T [l [o]Y [wy]e soses
N o N | od ip auneles findag aMNL8es Ja1yd

0°0 = 2 Y3Im 10301paid Aigqeqold yoeoiddy 8s0)) 8y Jo 9ouBWIOSd 1|'G 8.l

129



Contribution to the Development of Autonomous Satellite Communications Networks:
The Internet of Satellites J.A. Ruiz-de-Azua

5.4 Prediction with relative orbital motion

During the last years, different researchers have focused on conceiving flight formation and ren-
dezvous missions. For these missions, the relative position of a deputy satellite with respect
to a chief satellite has been studied generating different relative orbit models. Those mod-
els are based on the Hill coordinate frame O (Hill, 1878), which is a Cartesian coordinate sys-
tem centered in the chief position. The orientation of this system is given by the unit vector
{6, 69, On}, where o, isintheorbitradiusdirection, whereas éy is parallel to the orbit momentum
vector, and 6, completes the right-handed coordinate system. The relative position vector p of
a deputy satellite with respect to the chief one is expressed on three components.

p=[z,y, 2]* (5.15)

This vector represents thus the position of the deputy satellite from the point of view of the
chief, determining directly the distance between them.

d=|pll2 = Va?+y? + 22 (5.16)

The definition of these three components becomes essential to determine the distance. Dif-
ferent researchers have used non-linear models to characterize these components. However,
Schaub (2004) presents linear expressions using the orbit element differences de (Alfriend and
Schaub, 2000).

de = [da, de, i, dw, 692, 6 M] (517)

This representation simplifies the definition because only the § M component is time vari-
ant. Applying (5.17), the Clohessy-Wiltshire (CW) relative equations (Clohessy and Wiltshire,
1960), which determine the relative motion with respect to a circular chief satellite orbit, have
the convenient analytic solution:

z(t) = Ag cos(nt + a) + zoff , (5.18a)

3
y(t) = =2 Apsin(nt + o) + yorr + 3" Toff t (5.18D)
2(t) = By cos(nt + ) , (5.18¢)

where Ay, By, o, B, zorf, and yo 5y are the integration constants determined by the initial
conditions, n the mean angular motion of the chief satellite, and t represents the time. These
expressions present the relative motion of a deputy satellite with respect to a chief satellite,
while this chief follows a circular orbit. EO and broadband communications missions are nor-
mally composed of satellites that follow circular orbit, and same altitude (i.e. e =~ 0, de ~ 0, and
da =~ 0). Applying these conditions into the definition of the integration constants presented in
(Schaub, 2004), they become as follows:

A

Il
o

(5.19a)
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By = ad,, ~ a+/6i% + s5in2(5i) 6Q , (5.19b)
o= DM, (5.19c¢)
o1
g1
B =w—tan <—Sin(i) 59) , (5.19d)
Zoff =0, (5.19e)
Yoff = a [dw + M + cos(i) 69 (5.191)

where M, corresponds to the initial mean anomaly of the chief. As noted previously, this model
has largely been used to estimate the distance between satellites. To the best of our knowledge,
ithas never been used before to estimate the time slot of a satellite contact. For this reason, the
following work describes the formulation to estimate the contact time boundaries from the relat-
ive orbital motion equations. Considering an omnidirectional antenna pattern, an ISL is feasible
if (and only if) the distance d is less (or equal) to the communication range dxp,.

d < dp (5.20)
Applying the values of (5.19) in (5.18), the ISL existence condition, presented in (5.20), becomes
Y2 + (a 0,)% cos? (nt + ) < d2, (5.21)

At the end, a more compact formulation of the ISL existence condition is presented in (5.22).

d2 _y2
vy==+ W > cos(o) , (5.22)

where o = nt + 8 is a compressed expression of the time variant component, and ~ determines
ISL characteristics. Depending on «, this condition is always or never satisfied.

Theorem 1. Existence of an Inter-Satellite Link

Let dy, be the maximum range of an omnidirectional ISL transceiver, and yq¢ the integration
constant in the in-track component of the deputy relative position. An ISL with these features
exists between a chief satellite and a deputy satellite if the condition (5.23) is satisfied.

|din] > [yor| (5.23)

Proof. From (5.22), v can be complex C or real R. An ISL exists if v belongs to the real set y € R.
To achieve this situation, d3, — yZ; > 0, which concludes to (5.23). O

Theorem 2. Sporadic Inter-Satellite Link

Let d, be the maximum range of an omnidirectional ISL transceiver, yo the integration con-
stant in the in-track component of the deputy relative position, and a d,, the integration constant
in the cross-track component of the deputy relative position. An ISL with these features is time-
invariant (i.e. infinite duration), if the condition (5.24) is satisfied.

di, > (a6,)* + v (5.24)

Otherwise, it becomes time-variant with a bounded lifetime.
Proof. Equation (5.22) presents the condition in which the distance is less than a distance
threshold, having a feasible ISL. The condition is determined by a cosinusoidal behavior, defined

intherange [—1, 1]. Forthisreason, ify > 1the condition is always satisfied, and the ISL is feas-
ible. Taking the definition of v, and this condition, the theorem is proven. O
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Theorems 1 and 2 present two conditions that filters those contacts that are feasible. When
the corresponding conditions are satisfied, a temporal contact between chief and deputy satel-
lites exists. The time boundaries of this contact are given by the solution of (5.22). Because v
is defined by a square root, two values exist that can satisfy (5.22). Let’s denote v as the pos-
itive solution of the square root (i.e. v© = |y| > 0) and v~ as the negative one (i.e. v~ = —y™).
Following these definitions, (5.22) is presented with different formulations.

vt > cos(o) (5.25a)

v~ < cos(o) (5.25b)

Figure 5.6 represents the values of a cosine in the axes and the o space in which both con-
ditions are satisfied. In particular, o has to be bounded in the following space to satisfy (5.25a):

arccos(y") < o < arccos(y”) = arccos(—y ) (5.26)

Simultaneously, o must be defined inside the following boundaries to satisfy (5.25b):

7 + arccos(y") < o < 7 + arccos(y ™) (5.27)

Taking in consideration o and the v~ definitions, the contact time is bounded by known lim-
its, shown in (5.28).

arccos(yt) — 8+ 27k ; arccos(—y") — B + 27k
n n

IN
IN

(5.28a)

arccos(y") +m — B + 27k ’ arccos(—yT) +m — B+ 27k
n n

(5.28b)

IN
IN

where k represents the number of turns that a satellite has performed following the orbit. These
boundaries determine the beginning and the end of a contact. Equations (5.28a) and (5.28b) de-
termine the model of the predictor based on relative satellite motion, which is used to construct
the global contact plan. Figure 5.7 presents the execution of this predictor showing different
estimated contacts between two satellites with an inclination difference of 80. The distance
(blue line) evolves over time generating different regions in which it is lower than the distance
threshold 2500 km (orange line). In this scenario, contacts are correctly estimated and sched-
uled, with an accuracy of 92.6%.

arccos(y™) arccos(y™)

7 + arccos(yT) 7w + arccos(y ™)

0

Figure 5.6: Representation of o value space in which (5.22) is satisfied
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Figure 5.7: Comparison of predicted contacts with respect to satellite distance (57 = 80)

Extending the results, this predictor has been evaluated in scenarios with different orbits
(as previously done in Table 5.1). Table 5.2 presents its performance in terms of punctuality (P),
duration matching (L), and accuracy (Q). The results indicate that the accuracy of the predictor
is high (i.e. larger than 90%) when the inclination is the main difference. Furthermore, the dur-
ation matching metric is the one which determines the accuracy in almost all the cases. This
indicates that the predictions are scheduled correctly inside the real contact time slot, however
the duration of the estimated contact does not match with the reality. This impacts the com-
munications duration, but it ensures that in all the contacts the ISL is a fact. Additionally, the
predictoris able to detect those cases in which a contact never appears, such ascases 5, 10, 12,
15, and 18. However, when the difference is based on the right ascending node, the argument of
perigee, and the initial mean anomaly the prediction is less accurate. This behavior is induced
by the linearization of the relative motion (i.e. the CW equations), which is valid when the orbit
elementdifference vectoris small. Figure 5.8 presents an example of the accuracy improvement
while using the non-linear definition of the integration constant é,,, presented in (5.29).

cos(d,,) = cos(i) cos(i + i) + sin(i) sin(i + d7) cos(6Q2) (5.29)
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Figure 5.8: Representation of linearity impact, using a linear model (left) and a non-linear one (right)
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Despite this limitation, the predictor is still able to estimate contacts between real satel-
lites. Furthermore, the predictoris able to identify those cases in which the satellites are always
in line-of-sight, having a constant ISL. For instance, the accuracy of the predictor is 99.9% of
cases 16, and 17. This performance is due to the inclusion of the orbital elements in the defin-
ition of the predictor, unlike the predictor based on the PCA. In Table 5.2, case 19 presents the
accuracy of the predictor while detecting contacts between Calipso and Terra NASA satellites.
As both follow close orbits in terms of orbital elements, the predictor is able to estimate the
contacts with 94.3% of accuracy. This accuracy is degraded when the prediction is computed
between Terra and Aura satellites (case 20), because the orbital element difference increases.
Finally, the predictor can estimate contacts with an accuracy of 22.2% between Calipso and Aura
satellites (case 21). Although this reduction of the accuracy, all the estimations have 100% of
punctuality (P), indicating that they are inside the real time slot (i.e. maximum punctuality).

Comparing the performance of the predictors based on the PCA and the relative satellite
motion, the last one is able to estimate and schedule satellite contacts with higher accuracy.
However, the linear representation of the predictor decreases the duration matching of the es-
timations when the orbit element difference is considerable. Although this limitation, all the es-
timated contacts are punctual, scheduling them when an ISL is feasible, and thus ensuring the
communications. For these features, this predictor has been selected to generate the contacts
that are used to construct the local contact plan.

5.5 Generating the Contact Plan

Previous section has presented how the contact prediction is computed and the performance of
the predictor. Implementing this predictor in each satellite provides the local contact plan, but
not the global one. This section describes in details the complementary part of the algorithm
to construct a global contact plan in each satellite. The protocol is based on exchanging dif-
ferent information between satellites. The former is the orbital elements which are required by
the predictor to estimate the contacts, and to define the local contact plan. In this scenario,
each satellite periodically transmits its TLE which are received (in due course) by its neighbors.
This transmission is performed using the UDP. After receiving a TLE, the satellite retrieves the
orbital elements of the neighbor, and defines the contact sequence of this deputy satellite us-
ing the predictor. Thus, the predictor iteratively defines future contacts after finishing the last
one. The number of contacts predicted per iteration can be configured depending on each scen-
ario. Note that a tradeoff regarding the forward knowledge with respect to the memory usage
needs to be conducted in order to define this parameter. This tradeoff has not been considered
in the present work because it depends on the spacecraft characteristics, related to each mis-
sion. With the accumulation of the different TLEs, the satellite defines the local contact plan.
Then, the satellite schedules a request of the local contact plan to each neighbor. To do that, it
establishes a TCP connection with the neighbor satellite, and it iteratively updates the internal
global contact plan with the received local contact plan. Note that the local contact plan of the
neighbor is at the same time incomplete, because it only contains information that it learned.
However, the global contact plan is being completed after a lapse of time.

This de-centralized solution becomes suitable for heterogeneous satellite systems, like the
ones proposed inthe loSat paradigm. The satellites in this scenario are operated by different op-
eration entities, and follow different orbit trajectories. Subsection 5.5.1 evaluates the perform-
ance of the proposed protocol with a hybrid and heterogeneous satellite system. Additionally,
the de-centralized solution provides a scalable strategy that is suitable with large satellite con-
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stellations, such as the Mega-constellations. For that reason, the performance in terms of con-
struction time has been evaluated in Subsection 5.5.2. Both scenarios have been executed using
the event-based simulation engine conceived for DSS architectures—presented in Chapter 3.

5.5.1 Scenario with a hybrid satellite system

The de-centralized nature of the proposed predictive protocol make it suitable for an hetero-
geneous and hybrid satellite system, which could be composed of different satellite systems.
As the ONION project highlights in (Alarcon et al., 2018), this kind of system could provide differ-
ent features that benefit current EO missions. Therefore, to evaluate the capacity to construct
the global contact plan in this context, a case study with a hybrid satellite system is presen-
ted in this subsection. Table 5.3 shows the orbit characteristics of the hybrid satellite system,
composed of a tropical satellite constellation and a polar one. Five satellites belong to the polar
satellite constellation, which follow an orbit trajectory with 90 of inclination. Each satellite plane
is equidistant with 69 of 50, ensuring a total coverage of the equatorial area. Additionally, five
more satellites compose the tropical constellation with an orbit of 10 inclination. As in the previ-
ous constellation, satellite planes are equidistant placed with 62 = 50. This satellite systemis a
representation of a hybrid system composed of the Cyclone Global Navigation Satellite System
(CYGNSS) (Ruf et al., 2018), and Planet Labs satellites (Marshall and Boshuizen, 2013).

Table 5.3: Orbit characteristics of the hybrid system

Identifier a[km] e i[°] w[°] Q[°] M]I°]
sat-0 6876 0.0 10.0 0.0 0.0 0.0
sat-1 6876 0.0 10.0 0.0 50.0 0.0

@

'é sat-2 6876 0.0 10.0 0.0 150.0 0.0

= sat-3 6876 0.0 100 0.0 2000 0.0
sat-4 6876 0.0 10.0 0.0 300.0 0.0
sat-5 6876 0.0 900 0.0 0.0 0.0

_ sat-6 6876 0.0 900 0.0 50.0 0.0

ié sat-7 6876 0.0 90.0 0.0 150.0 0.0

sat-8 6876 0.0 90.0 0.0 200.0 0.0
sat-9 6876 0.0 900 0.0 3000 0.0

Figure 5.9 presents the global contact plan generated from the physical trajectory of the
satellites (without using any predictive algorithm) after 14000 seconds of simulation. The local
contact plan is presented for each satellite, that contains the different contacts over time with
the neighbors (represented as colored boxes). Note that each satellite of the tropical constella-
tion has a unique neighbor, which belongs to the polar satellite constellation. In particular, this
neighbor is the one that follows an orbit with the same argument of the ascending node €. In
addition to these contacts, the satellites of the polar constellation have contacts between them
in the Earth poles. This kind of constellation is characterized by having high satellite density in
these areas, which is interesting to exchange information. Although the satellites of the tropical
constellation cannot establish ISLs among them, they can use the contacts with the satellites
of the polar constellation to recover their contact plan. This is achieved with the proposed pre-
dictive algorithm.
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Figure 5.9: Global and complete contact plan of the hybrid satellite system

Figure 5.10 presents three moments (indicated with the red line) of the global contact plan
construction from the satellite sat-0 point of view. At the very beginning, sat-0 only has inform-
ation about its neighbor satellite sat-5. For that reason, only the contacts with this neighbor
are predicted in Figure 5.10a. When this contact is feasible, it exchanges the global contact plan
with sat-5, and vice versa. Due to the polar constellation nature, sat-5 has had the contacts
with the other satellites of the constellation before 2000 seconds of simulation. This enabled it
to learn about its new neighbors (predicting the corresponding contacts), and update its global
contact plan with their information. For that reason, when sat-5 provides its global contact plan
to sat-0, it can correctly schedule the different contacts of the other satellites, as shown in Fig-
ure 5.10b. This behavior is continuously repeated completing the global view of sat-0, presented
in Figure 5.10c. Note that the number of predicted contacts by the predictor performed at each
iteration limits the forward knowledge of the global contact plan. Depending on this knowledge,
the performance of the routing protocol (e.g. the CGR) could be impacted. However, increas-
ing this parameter would require more memory storage in each satellite. This study needs to be
conducted for each satellite mission, which is out of scope of the presented work.

In conclusion, the presented results demonstrate that using the predictive algorithm each
satellite can dynamically construct the global contact plan by its own. This de-centralized al-
gorithm is suitable for hybrid and heterogeneous satellite systems, because it does not consider
any predefined satellite architecture. The following subsection evaluates the performance of the
predictive algorithm in a scenario with a large number of satellites.

5.5.2 Scenario with a massive satellite constellation

Duetothe satellite motion and the algorithm itself, each satellite requires a lapse of time to com-
plete the global contact plan of the network. In the previous analysis, the complete global con-
tact plan has been achieved in a small heterogeneous satellite system. An additional analysis
with hundreds of satellites composing a massive satellite constellation has been performed.
This analysis highlights the impact of network disruption and network size on the performance
of the proposed solution. Table 5.4 presents the characteristics of the Telesat constellation, de-
tailed in (Portillo et al., 2019). It is composed of two groups of satellites: Type 1 and Type 2. The
former is composed of 6 polar planes in which 12 satellites per plane follow a circular orbit at
1000 km of altitude. The other group follows the same architecture with planes at 1200 km of
altitude and 37.4 of inclination. All the planes are equally spaced in terms of argument of the
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Figure 5.10: Sequential construction of the global contact plan by satellite sat — 0
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ascending node (2, and the satellites are also equally located in the orbit with an incremental ar-
gument of periapsisw. Note thatthisarchitectureis similar to the hybrid constellation presented
in Table 5.3, with a larger number of spacecraft. In total, 122 satellites are deployed to achieve
global Earth coverage.

Table 5.4: Telesat Mega-constellation characteristics

Plane type Identifier Planes a [km] i[°] e[°] satellites/plane
Type 1 sat-0 6 7371km 99.5° 0.0 12
Type 2 sat-72 6 7571 km  37.4° 0.0 9

As explained before, using the predictive algorithm a satellite learns the contacts of other
satellites, meanwhile it shares its own knowledge. Thus, the satellite discovers new remote
spacecraft with which interact using a scheduled sequence of contacts. Figure 5.11a presents
the averaged discovered remote satellites over time, considering all the satellites that compose
the constellation. The number of discovered satellites depends on the connectivity of the con-
stellation, which is directly related to the ISL communications range. For that reason, Figure
5.11a shows the results with different ranges. Note that the satellites start discovering only
their neighbors, presenting a slow slope in all the cases. After 1000 seconds of simulation, the
contact plan of each satellite increases, sharing the predicted contacts with their neighbors.
Therefore, each satellite discovers remote satellites that cannot be directly linked (i.e. point-
to-point). This behavior remains until reaching an inflection point (at 4500 seconds) in which
the number of discovered satellites increases substantially. This event appears in all the scen-
arios because each satellite collects enough information to entail a considerable benefit to the
others in their contact plan construction. The importance of this event is linked to the commu-
nications range, having a maximum at 2750 km. After that, each satellite has wide knowledge
of the network that the exchange of contact plans does not signify an important improvement.
Some differences are detected depending on the connectivity of the network. In particular, Fig-
ure 5.11b shows an important correlation: the number of discovered satellites at the end of the
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(a) Mean reachable remote nodes over time depending on ISL (b) Maximum mean reachable remote nodes depending on ISL
range range

Figure 5.11: Mean value of the number of remote nodes that can be reached from a satellite of the constel-
lation (left), and maximum number depending on the ISL range (right)
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Figure 5.12: Network topology representation generated with the predictive algorithm

simulation varies depending on the communications range. The disruption of the network is the
cause of this situation, limiting the possibility to collect information from other satellites. The
satellites can discover the 95% of the entire network using ranges larger than 2750 km. However,
in those scenarios that the ranges are smaller, the vision of each satellite is limited.

This low range provokes disruption of the network that generates sub-networks, so-called
communities, in which all the nodes are connected (at least once). Figure 5.12 presents this
existence of communities by plotting the integration of the different topologies over time. The
integrated topology with 2000 kmn of communicationsrangeisdisplayed in Figure 5.12a. Note that
alarge group of satellites are isolated becoming small white dots in the representation. However,
10 communities (represented by colors) are generated in this scenario. These communities are
generated because satellites in adjacent planes with polar orbits have close approachesin polar
areas. Additionally, those satellites have a proximity with the satellites with tropical orbits that
have the same argument of periapsis w. When the range increases, a community merges with
other ones resulting to a unified and larger community. This is presented in Figure 5.12b, that a
large blue community has been created with 2250 km of range. The predictive algorithm is able
to learn about these communities, and thus generate the contact plane of them.

5.6 Summary

This chapter has presented a de-centralized predictive protocol that can be used in satellites to
estimate contacts with other satellites, and construct the contact plan. This contact planis a
schedule of the contacts between all the satellites that compose the system. The construction of
a contact plan allows to predict link status, and thus to anticipate the disruption of the network.
Alternatively to centralized solutions, the proposed algorithm is flexible, modular, and scalable
which makes it suitable for the loSat paradigm. The proposed protocol is based on a predictor
that iteratively estimates satellite contacts, which are then shared with the other satellites.

Two predictors, and a mechanism to evaluate their prediction accuracy have been defined.
The former estimates contacts using the PCA definition, largely used for space object collisions.
As highlighted previously, this predictor can correctly estimate the duration of the contacts, but
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the schedule is not properly done (reaching accuracies of 10% in some cases). For this reason,
another predictor using relative orbital motion models has been defined. This new predictor
correctly estimates contacts between two satellites following similar orbits. Although it sched-
ules the estimated contact at the correct moment (punctuality larger than 90%), the duration
of the estimated contacts between satellites following orbits with important differences is not
perfectly estimated. This situation is due to the linearity of the model, which makes it valid for
certain scenarios. Therefore, future efforts may be oriented to non-linear relative motion mod-
els.

In addition, this work has presented the communication protocol necessary to exchange the
contact plan between the satellites, to construct a global one. With a combination of the pub-
lication of the TLE and the connection establishment, the system is able to iteratively construct
the contact plan in each satellite. A representative hybrid constellation combining CYGNSS and
Planet Labs satellites is used to evaluate the performance of the proposed solution. These res-
ults demonstrate that each satellite is able to construct the global contact plan, knowing at the
end feasible routes to communicate with remote satellites. However, itis highlighted that this fi-
nal knowledge is achieved after a lapse of time in which the algorithm is discovering. To evaluate
the nature of this feature, the algorithm has been evaluated for the Telesat mega-constellation.
Theresultsdemonstrate thatthistime isdirectly related to the ISLcommunications range, which
determines the disruption of the network impact. However, an inflection point in which all the
satellites have the needed knowledge appears in all the cases. Additionally, the results also
highlight that the proposed algorithm is able to discover those remote nodes with which phys-
ically an interaction can be established. Therefore, depending on the disruption of the network,
the satellite does not necessarily learn about the entire network, just about its community. This
efficient behavior makes it suitable for this kind of massive satellite constellations.

The benefits and the feasibility of applying the proposed algorithm have been demonstrated
for future satellite missions. The research presented in this chapter has been focused on the
design of the contact predictor and the possibility to autonomously construct the contact plan.
As afuture step, a study may evaluate how thisiterative construction process could be integrated
in current routing protocols, such as OLSR or the CGR ones. Furthermore, the achieved results
motivate the development of further predictors that could provide more accurate estimations.
Duetoits non-linear behavior, these predictors may be defined by means of Artificial Intelligence
(Al) that could enhance the final accuracy. In any case, future investigations can expand the
proposed protocol and algorithms presented in this chapter.
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Development of protocols to publish
available services and establish
opportunistic federations

6.1 Introduction

The previous study has demonstrated that a satellite can estimate communications contacts
with other satellites. This estimation enables to know important features of the ISL, such as
when it is created, and its corresponding lifetime. This new information provides a better un-
derstanding of the network dynamics to the satellite, which can be used to identify how con-
nections evolve over time. Therefore, a satellite can predict the establishment of ISLs, and in
consequence the composition of the future network. This new capability becomes useful in a
satellite system in which no specific and fixed architecture is defined in advance, and it is com-
posed of heterogeneous satellites. Therefore, it has great relevance in the loSat paradigm, in
which opportunistic and temporal networks are created. Although the possibility to predict the
contact behavior facilitates the management of these networks, their creation is only performed
when federations are established. Therefore, understanding the federation nature is crucial to
correctly deploy these networks.

Federations between satellites are established to share underutilized satellite resources,
such as memory storage or downlink opportunities. These resources are used by the satellite
to perform tasks (e.g. a payload execution generates data that is stored in the memory system).
These tasks consume the corresponding resources, fluctuating their usage over time. Having al-
ways access to these resources becomes important for the correct execution of the mission. For
that reason, the traditional design of a satellite oversizes the required resources to ensure that
they are always available for the mission tasks. However, this provokes that commonly not all
the resources are consumed in the entire mission. Additionally, the resources are no constantly
being used. Indeed, a satellite consumes resources according to the performed tasks, which
are scheduled at different moments of the mission. This generates periods of time in which the
resources are being consumed, normally represented in percentage of the orbit period. Forin-
stance, a satellite would execute an EO payload only over specific target areas, which the dura-
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tion of this execution could corresponds the 15 % of orbit period. This temporal resource usage
generates lapses of time in which the resource is not being consumed, becoming thus avail-
able to offer it as services to other satellites. For example, a satellite can offer the possibility
to store data from other satellite when its memory is not being used. Following the terminology
proposed in (Golkar and Lluch, 2015), the satellite that offers the service is known as a provider,
while the satellite that consumes it is known as a customer. Due to the usage fluctuation of the
resources, the associated service is not always available. This temporal availability generates
valuable opportunities to consume the service, that should be used by the customers. The fed-
erations are thus opportunistic interactions between satellites that are established depending
on the temporal availability of the corresponding service. A mechanism that allows to notify the
available services in a network would enable to catch these opportunities, and thus to establish
the federations.

As previously presented in Chapter 1, some mechanisms have been designed to determ-
ine the value of resources in satellite federations following an auction-based manner (Ehsanfar
and Grogan, 2020b; Pica and Golkar, 2017). The proposed solution uses a custom communica-
tions protocol stack to exchange information about the auctions status between the satellites.
In particular, information about the available services is inserted with the topology information,
which is periodically propagated to all the satellites that compose the network. Therefore, all
the satellites are aware of the available services that can be consumed in the network. With this
information, a sealed-bid reverse auction pricing mechanism is conducted in the network to sell
the services. In this context, the providers are the bidders, which compete with each other to sell
its service to the customer. The final price of the service depends on the provider-issued bids,
and whenthe service isawarded tothe customer. Thisone tries to find the best service candidate
amongthe differentones that are being bidden. Atthe end, this approach enables to manage the
existence of multiple instances of the same service, and to optimize the benefits of the provider
to offer the service. However, the proposed mechanism to notify the existence of the available
service, which is then used to perform the auction, has some features that may not be suitable
for satellite networks. In particular, the proposed stack is based on the OLSR protocol which we
have identified that has some limitations in satellite networks (Chapter 4), such as impossibil-
ity to manage network disruption, and periodic transmissions could entail the waste of power
for those satellites that are isolated, and they do not participate in the network. Furthermore,
the proposed protocol stack forces all the satellites to periodically transmit its status while they
are not involved in any transaction related to a service. Thus, this approach is not suitable for
sporadic and opportunistic scenarios, such as loSat paradigm. A more efficient mechanism to
notify the available services must be conceived.

Another fundamental aspect to deploy federations over ISN is the necessary mechanisms to
perform the establishment and the management of the federation itself. Once a satellite knows
which satellites have available services, the question falls on whichis the protocol that a satellite
needs to follow to establish a federation with this provider. Lluch et al. (2015) presented a pre-
liminary approach to establish these federations combining current Internet technologies with
DTN ones. Specifically, a complete protocol stack is presented in which the Saratoga protocol
(Wood et al., 2007) is used to exchange data during the federation. This file-oriented protocol
was originally designed to download data performing hop-by-hop transfers between satellites.
The achieved results of this approach demonstrate the benefits of having federations to down-
load data. However, this solution does not take in consideration a key concept of a federation:
the service nature. As previously indicated, a service from a satellite is available during a lapse
of time, according to the use of the resources. This temporal availability needs to be reflected
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in the protocol. Moreover, as the satellite resources are valuable and limited, the amount of re-
sources consumed during an established federation needs to be properly managed.

This chapter presents two protocols to address these current challenges in satellite federa-
tions and the loSat paradigm: (1) the proper notification of available services to the network, and
(2) the establishmentand management of a satellite federation. The Opportunistic Service Avail-
ability Dissemination Protocol (OSADP) has been designed to tackle the former challenge—the
service notification—, while the Federation Deployment Control Protocol (FeDeCoP) has been
designed to deal with the other challenge—the establishment of the federation. The combina-
tion of both protocols conform—what we call—the federation protocol suite, which is executed
as application software in a satellite.

The OSADP has been conceived to provide a service notification mechanism that suits with
the opportunistic nature of the federations. This mechanism could be conceived with a broker
that corresponds to a central node which receives all the notifications, and then it forwards to
the others. However, as Chapter 2 highlights, centralized approaches are not appropriate for
the dynamism of satellite networks. Specifically, if the communications with the central node is
lost due to the disruption of the network, the performance would be compromised. Instead, the
OSADP promotes a distributed publication of the available services only by the providers. To mit-
igate the usage of the communications channel, these publications are intelligently forwarded
node-by-node, and its propagation is bounded. Thanks to this adjustment, unnecessary trans-
missions from other satellites are avoided, reducing their resource consumption. The details
of how this propagation process is conducted are presented in Section 6.2, as part of the pro-
tocol definition. As the OSADP is focused on intelligently spreading the available services to the
satellites, other protocols can benefit of this information. For instance, the sealed-bid reverse
auction pricing mechanism (Pica and Golkar, 2017) can be executed on top of the OSADP.

The publication of the available services may trigger the establishment of a federation us-
ing the FeDeCoP This protocol provides the necessary means to deploy and maintain a federa-
tion between two satellites, following a connection-oriented mechanism. Therefore, three dif-
ferent phases are defined: negotiation, consumption, and closure phases. Despite connection-
oriented protocols are typically not suitable for satellite networks, the deployment of a feder-
ation entails the use of a context which takes into consideration the service status. Neverthe-
less, this does not imply that the routing protocol has to be connection-oriented. The negoti-
ation phase is the essential part of the federation itself, in which the amount of resources to be
reserved (and thus consumed) is determined between the satellites. The following phases cor-
responds to the consumption of those resources, and the proper termination of the federation.
Furthermore, the protocol takes into consideration the variability of the possible services that
a satellite can offer. Therefore, the design takes in consideration the consumption of different
resources, such as memory storage or computational capacity.

The design of the federation protocol suite leads to evaluate its performance in a realistic
scenario. As presented in Chapter 1, one of the current challenges that satellite missions are
dealing is the large amount of data generated from EO payloads. Monolithic satellite missions
have normally addressed this situation by using more ground stations. Placing these stationsin
strategic locations increments the number of contacts with the satellite, and thus its capacity to
download data. Nevertheless, this approach is limited to transferring data over a set of ground
stations, being difficult to achieve a low latency (i.e. near-real-time services). Additionally, the
use of a large ground station network considerably rises the mission cost. Despite these dif-
ficulties, the improvement of the download capacity seems still the correct strategy. For that
reason, the protocol suite has been evaluated to confirm if it can improve the download capacity
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of the entire satellite system by deploying federations to leverage from downlink opportunities.
Following a similar scenario design as in Chapter 4, the protocol suite is executed in a scenario
that includes different EO satellites—which are currently in-orbit—that observe the ice status
of the Arctic region.

The main contribution of the present research is 1) a detailed description of the OSADP and
its features, 2) the corresponding design of the FeDeCoP, 3) a performance analysis evaluating
the benefits of the federation protocol suite, 4) a topology study of applying a mega-constellation
as a network backbone, and 5) proofs of the benefits of using mega-constellations for satellite-
to-satellite applications. The research presented in this chapter has been published in the peer-
reviewed |[EEE Access journal (Ruiz-de-Azua et al., 2020a). The details of this publication are
accessible in Chapter 9 with the identifier [VI].

The remainder of the chapter is structured as follows. First, Section 6.2 discusses the
nature of the services and presents the details about the OSADP. The FeDeCoP design is presen-
ted in Section 6.3. The simulation scenario and the satellite model are then presented in Section
6.4. The implementation of this scenario in the simulation engine are detailed in Section 6.5.
The analysis and results are exposed in Section 7.7. Finally, Section 6.7 summarizes the chapter,
and discusses future research topics.

6.2 Opportunistic Service Availability Dissemination Protocol

In all missions, the satellite has to perform different actions that are scheduled over time (e.g.
payload execution, communications with the ground station), which conform the well-known
mission plan. Different researchers have been working on conceiving mechanisms to design the
optimum plan (Araguz et al., 2018; Carrel and Palmer, 2005). All of them have remarked the im-
portance to properly model satellite resources (Chien et al., 2012). In this context, a resource is
an abstract object that encapsulates a system capacity, which is typically associated to a satel-
lite subsystem or device (e.g. the available power is associated to the batteries). However, other
less tangible resources have also been considered crucial for the mission. It is the case of the
mission plan defined in (Geyer et al., 2010), which also considers ground station contacts as an
important satellite resource. These resources are consumed or released by the different actions
that the satellite must perform, known as satellite tasks. These tasks change the state of the
resources over time. Normally, resources are oversized to always ensure its availability. There-
fore, satellites have excess capacity at certain moments of the mission, being able to offer this
excess to others, like in satellite federations. In these federations, the satellite offers its remain-
ing resources as services is known as the service provider. These services can be consumed by
other satellites to perform their tasks—known as customers. These services can be offered only
when they are available. For instance, a satellite can offer the service to download data because
itisin contact with a ground station.

Due to the fluctuation of the resources usage, the service is not always available. The cor-
responding service becomes thus time-dependent, being just available during a lapse of time,
known as service lifetime. This temporal availability generates valuable opportunities to con-
sume the service by the other satellites. Therefore, a notification of the available services must
be designed to catch these temporal opportunities. The proposed OSADP aims at addressing
this challenge following a decentralized publish mechanism. With this technique, a satellite pro-
vider periodically publishes a service only when it is available. The dissemination of the public-
ationis crucial to correctly notify the satellites, and at the same time not saturating the network
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with unnecessary messages. However, the main purpose of this publication is to notify as many
satellites as possible. Therefore, an intelligent dissemination to satisfy both requirements has
been considered in the OSADP. The proposed mechanism is based on the OGM propagation of
the BATMAN (Neumann et al., 2008) and BMX6 (Neumann et al., 2012) protocols. In particu-
lar, the propagation of a publication is conducted node-by-node, in which each node or satellite
processes the packet accordingly. When a node receives a publication that contains information
about the availability of a service, it evaluates if it is interested in consuming this service or not.
If it is the case, it replies requesting a federation. This request is conducted by executing the
FeDeCoP, detailed in Section 6.3. Otherwise, it forwards the publication to its neighbors. Note
that this propagation not only notifies the neighbors, but it also indicates that the node accepts
and commits to be part of a possible route as an intermediate node. If itis not the case, the node
does not propagate the publication. Additionally, a publication is discarded if the node detects
that it has already been propagated.

Figure 6.1 presents an example of this publication process in a network composed of differ-
ent satellites (Sy, S1, 52, 53, Sy and Ss), in which the satellite Sy is the provider, and the satellite
S5 the customer. In this example, the nodes propagate the publication of the provider (red ar-
rows), blocking those that are duplicated (red arrows with a dot). The dissemination process is
thus optimized by only propagating useful notifications. Additionally, in this case satellite Sy
does not propagate the publication because it does not commit to be an intermediate node in
a possible route due to its limited resources. Finally, the customer requests the service after
receiving the publication.

4&—— Publish
o &<— Blocked
—— Request

Figure 6.1: Representation of the publication process between the satellite provider (Sp) and the customer
(S5)

All these intermediate decisions are possible because a publish packet is propagated.
This packet contains information of the available service structured in different fields. Figure 6.2
presents this structure composed of 13 bytes, including 11 bits reserved for future extensions.
At the very beginning of the structure, the field type identifies that the packet is a publication
using a single bit, and the following field indicates the available service category with four bits
(e.g. data downlink). These two fields, restrained in a byte, are accompanied with three bits re-
served for the definitions of future services types. The provider of the service is determined with
the provider identifier, which enables to distinguish multiple services from the same provider or
different providers offering the same kind of service. This identifier is represented with three
bytes, allowing it to identify more than 16 million of satellites.

A Service Table (ST) is generated in each node to register in different entries the available
services from each provider. Anew entry is generated when a new publication is received, storing
the corresponding provider and the service. This entry shall be removed when the service is no
longer available. Therefore, an expiration date is associated with each entry, computed using the
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Figure 6.2: Structure of the publish packet (bit unit)

estimated Service Lifetime (SLT) field of the publish structure. Additionally, a service may be
not available because the provider is unreachable from the node. Therefore, the corresponding
entry is updated with every received publication, periodically transmitted by the provider. Using
the Period field, a node considers the loss of the provider if no publication is received after three
timeouts, then it removes the corresponding entry.

After the entry update, the publication is propagated to the neighbors. As indicated previ-
ously, this propagation is performed intelligently, discarding useless publications. In particular,
the same publish packet can be received from different neighbors. When a node receives a
publication of the same provider with the same service, it can detect packet duplicity thanks
to the creation datetime field. This field corresponds to the timestamp at which the packet has
been transmitted by the provider. This timeis updated in each periodic transmission. Therefore,
if two (or more) received publications have the same date, they are duplicated. Additionally, this
parameter enables the detection of old publications that remain in the network. If the received
packet has a creation date older than the stored one, it is outdated, and thus discarded.

The propagation of this publish packet can be bounded thanks to the Hop Limit (HL) field.
This parameter has largely been used in the Internet, and it limits the number of hops that a
publish packet can travel into a network. Therefore, the HL starts with an initial non-negative
integer, which is decremented by one before being forwarded by each node. When the HL value
becomes zero, the packet isthusdiscarded. This parameter enables thus to control the diameter
of the network in which the publication is disseminated. Note that an additional byte is reserved
considering possible extensions of the HL, SLT, and period values.

Figure 6.3 summarizes the previous decision process in each node for a specific service s
in a flow diagram. Note that an accurate terminology has been used in the diagram, where S
corresponds to the state of the OSADP related to service s;. This state can be PU B for publica-
tion state, PROV for provider state, and CUST for customer state in the federation. Moreover,
pb corresponds to the publish packet of the service current s, which is transmitted every T},
period, and at the transmission time tff. The service lifetime ST L, associated to the service sy,
enables to compute its expiration date t{. The creation date of pb is represented as t§, being
ascribed at the current time ¢t. Additionally, a received packet p,., contains different information
always identified with the "rx” subscript, such as the provider identifier P,, or the service type
s,. Finally, the received packet can be a publish one or a request of the service r.
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Figure 6.3: Flow diagram of the OSADP executed in a satellite

Change state

6.3 Federation Deployment Control Protocol

After the notification of available services, a satellite can decide to establish a federation with
the service provider. Therefore, the mechanisms that rule this interaction must be properly de-
signed. The FeDeCoP aims at addressing this challenge by defining a set of directives to es-
tablish a federation. This protocol is based on a connection-oriented communication, in which
the customer triggers the request of the service (previously published). This communications
scheme is necessary in order to keep a stable federation context or session, which is composed
of the type and the amount of resources to be consumed, the status of the shared resources,
among other parameters. Typically, the connection-oriented protocols are composed of three
phases that characterize the entire interaction. In the FeDeCoP case, these phases are known
as the negotiation, the consumption, and the closure phases. Figure 6.4 shows the state diagram
of the FeDeCoP with the three phases and their transitions according to external events. Note
that the not started and the standby states correspond respectively to the initial boot of the pro-
tocol, and the state in which the satellite is waiting for a request or a publication. This last state
is thus the default mode of the protocol. The details of each phase are presented in the following
sections.

6.3.1 Negotiating the federation

The negotiation phase is triggered when a satellite requests a service. Once a notification of
an available service is received by a satellite, this one sends a request packet indicating its in-
terestonthis service. This packet is transmitted to the service provider—in a unicast manner—,
which decides to establish the federation depending on the information included in the packet.
This information corresponds to the conditions that the remote satellite aims to have during the
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Figure 6.4: States and transitions of the FSS protocol

federation, and it is mapped to a set of fields. Figure 6.5 presents these fields integrated in the
request packet.

At the very beginning of the structure, three bits identify the packet type, being in this case
the request one. The provider identifier field is included to select the proper satellite if multiple
providers are publishing in the network. The following customer identifier field determines the
satellite which is requesting the service. Note that both identifiers are represented with three
bytes, which enables to identify more than 16 million of nodes. This format also follows the one
defined in OSADP After identifying the provider and the candidate customer, the type of service
is determined with four bits. With this field, it is possible to recognize multiple services from
a single provider. Finally, the fields quantity and unit determines how much of the service is
requested. In particular, the three bits of the unit field determines the magnitude of the value
represented in the quantity. With this structure, it is possible to request a specific value of a
resource associated to a service, such as bytes or time. For instance, a customer that would like
to consume the service to store data, it would request to store 10 GB indicating the value 10 in
the quantity and the GB unit in the unit field (properly coded). Note that six bits are reserved for
future extensions related to the number of services or unit levels.

The negotiation process is conducted as follows. Once a satellite receives a publication of
an available service, it requests the service indicating the amount of resources that would like to
consume. The provider evaluates if this quantity can be satisfied. If this request can be properly
satisfied, the provider replies with an accept packet, which follows the same structure presen-
ted in Figure 6.5 with the corresponding packet type. This packet includes the quantity that will
be served. Thisvalue can be therequested one, indicating that the provider accepts all the condi-
tions of the customer. Alternatively, the value can be reduced to a magnitude that is considered
acceptable for the provider. After receiving the accept packet, the candidate customer replies
if it accepts the conditions offered by the provider. Otherwise, it discards the packet. When this
second accept packetis received by the provider, this one considers that the negotiation is fin-
ished satisfactorily, and thus the federation established. Note that the packet exchange during
the negotiation phase follows the well-known three-way handshake procedure.
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type | service |r* provider identifier

customer identifier unit reserved

quantity

*

reserved

Figure 6.5: request and accept structures (bit unit)

The negotiation of the federation can be abruptly stopped if one of the accept packets is
lost. Therefore, aretransmission process is conducted if no reply is received after a configurable
timeout. After three retransmissions, the satellite considers that the link is broken. In this case,
the negotiation phase is finished unsatisfactorily, and thus the satellite returns to the standby
mode.

6.3.2 Consuming the service

The completion of the negotiation phase leads to the proper consumption of the service, which
corresponds to the consumption phase. The behavior of this phase depends on the type of ser-
vice which is served. For instance, a federation for downloading data would be based on only
exchanging data, while another for computational capacity would exchange a task or software
code, and then wait until it is computed. The definition of the procedure to serve resources re-
lated to data and time is presented in the following paragraphs.

Those federations based on exchanging data are characterized by constantly transmitting
this data from the customer to the provider. This unidirectional data flow is evident in federa-
tions for downloading or storing data. In this case, the customer transmits a data packet to the
provider. This packet is structured as Figure 6.6 shows, having the same initial seven bytes as
the request packet. After these initial fields, a length field of two bytes anticipates the amount
of bytes that includes the data field. Achecksum is included at the end of the packet to verify the
integrity of the packet itself. This checksum corresponds to a Cyclic Redundancy Check (CRC) of
two bytes, known as CRC-16-CCITT (Williams, 1993).

0 4 8 12 16 20 24 28 32
| | | | | | | | |
type | service [r* provider identifier
customer identifier length
length
N bytes of data
checksum

*

reserved

Figure 6.6: data structure where N corresponds to the data length (bit unit)
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When the provider receives this data packet, it performs the pertinent action associated
to the service, such as download or store. When this action is correctly achieved, the provider
notifies the customer with an acknowledgement packet. This packet is composed by only the
initial seven bytes of the structure presented in Figure 6.6. Note that this transmission mech-
anism follows the stop and wait Automatic Repeat-Request (ARQ) procedure (Moeneclaey et al.,
1986). Although this mechanism does not optimize the communications capacity of the connec-
tion (i.e. bandwidth-delay product), this process ensures that packet-by-packet the customer
is aware of the completion of the service. Furthermore, the provider is always verifying that the
amount of data received from the customer does not exceed the negotiation one. If itis the case,
the provider would start the closure phase, detailed in Section 6.3.3.

The interaction between the satellites changes a little bit for those federations that are
based on resources of time, such as computational capacity. In this case, the customer sends
a data packet in which the data field corresponds to the task or the software code that needs
to be executed. After the proper acknowledgement from the provider, the customer should wait
the corresponding time previously negotiated. In order to evaluate the proper status of the ser-
vice, a keep-alive packet is periodically transmitted by the customer. This mechanism fol-
lows the same strategy presented in the TCP, in which the receiver node of the keep-alive
packet (i.e. the service provider) replies with an acknowledgement packet. In this case, how-
ever, the packet structure follows the initial seven bytes of the one presented in Figure 6.6. With
this mechanisms, the federation can remain alive during all the time that the service is being
consumed in the provider (e.g. executing the code). Once this is done, the provider replies with
a data packet including the results of the execution.

In both cases, the completion of the federated phase triggers the execution of the closure
one. This phase can thus be started by the customer indicating that it has been satisfied, or by
the provider indicating that the service is no longer available.

6.3.3 Federation closure

The closure phase aims at returning the satellite to its initial state, releasing the services that
were used during the federation. As this phase is triggered by one of the nodes of the federation,
a three-way handshake is performed to close the federation. The exchange of close packets
indicates the intentions to terminate the federation. This packet follows a similar structure as
the previous ones (see Figure 6.7). The initial fields are the same as the other packets, changing
the type value according to a close packet. Additionally, this packet includes an acknowledge-
ment bit if it is required to acknowledge a previous message, such as a data packet. Therefore,
the satellite that is initiating the closure phase can also notify the proper reception of the last
packet with this bit. Seven reserved bits have been included in further information is needed in
future extensions.

The packet exchange in the closure phase is performed as follows. A satellite can decide
to close the federation because the service is no longer available—i.e. the provider decides—or
the customer has already been satisfied—i.e. the customer decides. In both cases, the satellite
that wants to terminate the federation transmits a close packet highlighting this intention to
the other one. When the packet is received, the satellite starts releasing the resources alloc-
ated for the federation, and replies with another close packet which has the acknowledgement
flag activated. With this flag, the originator of the federation closure understands that the re-
ceived close packet is at the same time the reply of first one. Finally, it replies with the last
acknowledgement packet (previously presented). As remarked previously, this process follows
aconnection termination based on a three-way handshake. This robust mechanism to close the
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type | service [r* provider identifier

customer identifier reserved

ack™*

* reserved ** acknowledgement

Figure 6.7: close packet structure (bit unit)

federation ensures that both satellites can clean the internal context associated to the federa-
tion. If the communications are lost during all the three phases that composes the federation,
each satellite will perform the process of releasing the resources and cleaning the context after
detecting that the connection is broken.

6.4 Mission scenario and satellite model

The evaluation of the federation protocol suite performance is crucial to consider if the protocol
is suitable for ISN. For that reason, a scenario that can provide relevant results needs to be con-
ceived. As previously presented, the EO community has a great interest in developing satellite
missions to monitor the Arctic region (Alarcén et al., 2018; Camps et al., 2018). Therefore, a
scenario based on this type of mission would demonstrate the benefits of this protocol suite for
future satellite missions. The scenario has been defined following an approach similar of the
one presented in Chapter 4. Specifically, instruments and satellites that typically are used for
polar satellite missions have been selected. In this scenario, a satellite is conceived as a plat-
form that integrates an EO payload with other subsystems. Note that this work does not aim
at evaluating the hardware impact of using federations, which was already discussed in (Lluch
and Golkar, 2015a). Instead, it expects to evaluate its benefits in terms of increased download
capacity. Therefore, the satellite model has focused only on three of those subsystems: the
satellite-to-ground communication subsystem, the ISL subsystem, and the payload. Details on
how these three subsystems have been modeled are presented in the following sections.

6.4.1 Payload traffic model

The payload is the fundamental subsystem in a satellite, as it is all designed to achieve the mis-
sion goals. A payload generates data when the satellite ground track is over a target area. There-
fore, it can be modeled as a CBR application that periodically generates data over certain target
areas. This case study has been focused on monitoring the ice status in the Arctic region. This
regionisdelimited by the Arctic Circle, located at 66° of latitude (approximately). Thus, a satellite
over the Arctic will generate data according to the payload thatitis carrying. Figure 6.8 presents
the Arctic region and the circle that delimits it (red line).

The ONION project conducted a survey and analysis of the different payloads that can be
used for this type of mission (Alarcén et al., 2018). The investigation concluded that the set of
instruments that shall be used are a SAR at C- or X-band, a SIRAL, a MWR, a MWRI, an AMSR,
GNSS-R, and a Radar Altimeter. As in the analysis conducted in Chapter 4, the characteristics
of each payload has been retrieved from the OSCAR database (Organization, 2011). Lancheros
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Figure 6.8: Map of the Arctic region, highlighted with red.

et al. (2018) emphasized that the instruments require a minimum spatial resolution of 10 km
to perform ice monitoring. Therefore, a low resolution mode of the SAR-C has been considered
to provide a spatial resolution of 150 m with a swath of 1500 km. The resulting data rate of the
payload is 12 Mbps. A summary of the payload data rate values is presented in Table 6.1.

Table 6.1: Payload model parameters

Payload types Data rate
SAR-C (low resolution)  12.0 Mbps
SAR-X 35.5 Mbps
SIRAL 10.1 Mbps
AMSR 87.4 kbps
Radar Altimeter 35.0 kbps
MWR 10.6 kbps
MWRI 100.0 kbps
GNSS-R 16.8 kbps

6.4.2 Satellite candidates

The selection of the spacecraft that should compose the scenario has been deeply studied. Inor-
dertodemonstrate the benefits of the federation protocol suite, only satellites that are currently
in-orbit have been selected. Moreover, these satellites must have been conceived to observe the
ice status in the Arctic region, and thus being able to carry some of the previous payloads. These
satellites must follow a polar orbit (i.e. roughly 98° orbit inclination). Considering the hetero-
geneity of federation approaches, spacecraft from different national agencies and dimensions
have been considered. Table 6.2 presents the list of those EO satellites that have been selec-
ted using again the OSCAR database (Organization, 2011). Note that this table also presents
the orbital elements of each satellite, which have been extracted from the CelesTrak'* database
(Kelso, 1985).

T4Values retrieved at 24th July 2018.
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Table 6.2: Earth Observation Satellite features used to perform the analysis

Identifier Satellite Operator Payload a[km] e i[°] Q[°] w[°] MI°]

Ice Observation Satellites

sat-0 TanDEM-X DLR SAR-X 6886 0.0002 975 62.0 0.0 271.0
sat-1 TerraSAR-X DLR SAR-X 6886 0.0002 974 58.0 0.0 46.0
sat-2 SEOSAR/Paz Hisdesat SAR-X 6885 0.0002 974 66.0 0.0 1211
sat-3 Sentinel-1A ESA SAR-C 7064 0.0001  98.2 570 0.0 2870
sat-4 RadarSat-2 MDA SAR-C 7169 0.0001 98.6 56.5 0.0 27.3
sat-5 RISAT-1 ISRO SAR-C 6917 0.0005 976  58.1 0.0 218.8
sat-6 GaoFen-3 CNSA SAR-C 7129 0.00007 98.4 585 0.0 303.0
sat-7 Sentinel-3A ESA MWR 7181 0.0001 98.6 1170 0.0 2617
sat-8 CryoSat-2 ESA SIRAL 7088 0.0009 920 261.2 0.0 1475
sat-9 Aqua NASA AMSR-E 7076  0.00001 98.2 3513 0.0 293.0
sat-10 FY-3D CNSA MWRI 7207 0.0002 98.8 3516 0.0 3480
sat-11 HY-2A CNSA RadarAlt 7335 0.00003 99.3 60.0 0.0 293.2
sat-12 SARAL CNES/ISRO  RadarAlt 7171 0.0002 985 2373 0.0 21338

Chapter 4 has discussed the impact of the network disruption caused by the use of a re-
duced number of satellites. This typical phenomenon of satellite networks provokes that a con-
nection between two remote satellites is not always feasible. Therefore, a mega-constellation
has been included as a network backbone to mitigate this phenomenon. Using this massive
satellite system, the connectivity of the network is improved. A detailed analysis of different
mega-constellations proposals is presented in (Portillo et al., 2019). Reviewing the perform-
ance of each architecture, the Telesat approach has been selected because it provides the
highest connectivity with less number of satellites. Details about the constellation architecture
are presented in Table 6.3.

Table 6.3: Telesat Mega-constellation characteristics

Plane type Planes a i e Satellite / plane
Type 1 6 7371km 99.5° 0.0 12
Type 2 6 7571 km  37.4° 0.0 9

6.4.3 Download traffic model

The ground segment provides the communications interface with the satellite using a network of
ground stations. This infrastructure enables the transmission of telecommands, and the recep-
tion of data from the satellites. This interface is available only when the satellite is in line-of-
sight of the ground station (i.e. a satellite pass). The duration of this pass drives the amount
of data that can be downloaded, and thus the entire downloaded traffic of the satellite sys-
tem. Therefore, the ground segment must be modeled properly. A proper configuration of the
ground segment that promotes satellite passes—and thus the possibility to publish downlink
opportunities—would facilitate this analysis. For this reason, current operative ground stations
have been selected considering their location. Table 6.4 details the list of the selected ground
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stations, and Figure 6.9 places them on the surface of the Earth, showing a large ground seg-
ment around the globe.

Figure 6.9: Location of the ground stations on the Earth

An area around the ground station represents the region over which a satellite pass is feas-
ible. Thus, when a satellite ground track passes over this ground station area, the satellite down-
loads data following a CBR transmission. The dimensions of this downlink region directly depend
on the minimum elevation angle () above the horizon at which the ground station can com-
municate with the satellite. The minimum value of this parameter is achieved at the maximum
distance (rq.) that satisfies the link budget between the satellite and the ground station. Fig-
ure 6.10 presents a plot illustrating these two parameters, and the area over which the satellite
downloads data (gray surface).

) a

PPl Pl Pl

Figure 6.10: Ground station model with the corresponding communication area (blue surface)

The definition of the link budget is determined by the transmission and reception features of
each node (i.e. the satellite and the ground station). Transceivers working at multiple frequen-
cies have been used in the past missions. From all of them, the S-band transceiver has been
founded as a primary solution for satellite platforms. Although each COTS transceiver has its
own characteristics, all of them can provide at least 1 Mbps of data rate (Aps, 2018; TerraSAR-
X Mission; Tyvak Nano-Satellite Systems, 2019; Landsat Missions - Landsat 8). A link budget
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Table 6.4: Ground stations locations that conforms the ground segment in the simulation, and the World

Geodetic System 84 (WGS84) as the Earth model.

Ground Station Country Latitude Longitude
Beijing China 40.5°N 116.9° E
KasShi China 39.5°N 76.0°E
Kumamoto Japan 32.8°N 130.9°E
Libreville Gabon 0.4°N 9.6°E
Ohio USA 40.0°N 83.0°W
Matera Italy 40.7°N 16.7°E
Neustrelitz Germany 53.4°N 131°E
Prince Albert Canada 53.2°N 105.9°W
Shadnagar India 17.0°N 78.2°E
SanYa China 18.3°N 109.3° E
Carnavaron Australia 24.9°8 113.7°E
Shoal Bay Australia 12.4°S 131.0°E
Chilton United Kingdom ~ 51.6° N 1.3°W
Addis Ababa Ethiopia 9.0°N 38.8°E
Oregon USA 455N 122.7°W
Inuvik Canada 68.3°N 133.6°W
Chetumal Mexico 18.5°N 88.3°W
Malargue Argentina 35.6°8 69.6°W
Kourou French Guyana 5.2°N 52.8°W
Cuidaba Brazil 15.6°S 56.1°W
Hartebeesthoek South Africa 256.9°8 27.7°E
Tidbinbilla Australia 35.4°8S 149.0°E
M’Bour Senegal 14.4°N 16.9°W
Irkutsk Russia 52.2°N 104.3°E
Magadan Russia 59.6° N 150.8°E
Moscow Russia 55.7°N 37.6°E
Svalbard Norwegia 78.2°N 15.4°E
Kiruna Svergie 67.9°N 21.0°E
Alaska USA 64.6°N 147.5°W
Troll Antarctica 72.0°S 2.5°E
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analysis with a S-band transceiver is presented in (Barbari¢ et al., 2018). Applying specific cod-
ing and modulation techniques and considering atmospheric effects, the achieved maximum
distance and data rate are 1392 km and 3.4 Mbps respectively. Considering that the minimum
COTS transceiver provides a smaller data rate, the maximum distance of this analysis can be
incremented. Therefore, following the formulation of (Barbari¢ et al., 2018), a common S-band
transceiver for all the satellites is selected, which transmits at 1 Mbps and has a maximum dis-
tance of 2500 km. Note that although Telesat satellites work at Ka-band (Portillo et al., 2019),
it has been preferred to "virtually” equip them with the S-band transceiver to unify the downlink
capabilities. Considering this maximum distance value, Table 6.5 presents the corresponding
minimum elevation angles of each satellite, selected in Section 6.4.2.

Table 6.5: Minimum elevation angle of each satellite

Satellite Altitude [km] Maximum distance [km] o [°]*
TanDEM-X 515 11.89
TerraSAR-X 515 11.89
SEOSAR/Paz 514 11.86
Sentinell-1A 693 16.09
RadarSat-2 798 18.61
RISAT-1 546 12.62
GaoFen-3 758 2500 17.65
Sentinel-3A 810 18.91
CryoSat-2 717 16.67
Aqua 705 16.38
FY-3D 836 19.54
HY-2A 964 22.68
SARAL 800 18.66
Telesat Type-1 1000 23.58
Telesat Type-2 1200 28.69

* Minimum elevation angle

The downlink regions for each satellite are computed with these angle thresholds. Figure
6.11 presentsthese regions for the SEOSAR/Paz satellite asan example. For those satellites that
are not placed on these downlink regions, they can still transmit data using the ISN or become
part as intermediate nodes.

6.4.4 Inter-Satellite Link model

Satellite platforms have inter-satellite communication capabilities in this scenario. This tech-
nology has already been deployed in large satellite missions (e.g. Iridium constellation), and
currently is being demonstrated for smaller platforms, such as CubeSats. We encourage the
reader to review Section 1.3.10 (Chapter 1) for further investigations about the deployment of
missions that integrates ISL devices. An ISL subsystem model can thus be characterized mainly
with three parameters: the maximum communication distance dy.. '°, the transmission data
rate achieved at this distance Rb, and the radiation pattern or direction. The ideal ISL sub-
system would provide large data rates, large communication ranges, and transmitting through

"SNote that rmq2 has been used for satellite-to-ground communications, and dpma. for satellite-to-satellite commu-
nications.
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Figure 6.11: Downlink regions for SEOSAR/Paz satellite

an omnidirectional pattern. With these characteristics, it would be possible to have a system
that provides fast transmission and high connectivity. Unfortunately, these characteristics can-
not be achieved using a single subsystem. Nevertheless, the combination of multiple ones can
address this challenge. This approach is considered in this scenario. In particular, different
ISL subsystems are combined to create two communications planes: the control, and the data
planes. Software Defined Networks (SDN) and 5G networks have been working on this concept
some years ago (Yazici et al., 2014) highlighting the benefits of using these two planes. The
combination of decoupled and independent planes allows to isolate network managing tasks
and traffic, which optimizes the data transmission on the other plane. Note also that in (Lluch
and Golkar, 2015a) FSS commands and scientific data are differentiated, implicitly working with
these two planes.

The control plane provides a communications channel for those packets that manage the
network. Typically, these kinds of packets are composed of small byte structures, and they do
not require high transmission data rates. Additionally, a subsystem that provides a large com-
munications distance is necessary to increase the connectivity. In this direction, transceivers
that work at Very High Frequency (VHF) and UHF would suffer less attenuation due to the signal
propagation. Although the ITU-R sector does not consider ISL frequency bands below 22 GHz,
some satellite missions have already used these previous bands for this purpose (Radhakrish-
nan et al., 2016). The continued interest in this field should encourage the discussion of the
corresponding coordination in upcoming WRC.

Taking into consideration these requirements, the ISL for the control plane can be imple-
mented with a monopole antenna, and modulation techniques applied in Low-Power Wide-Area
Networks (LPWAN) (Raza et al., 2017). Alarge family of technologies have been developed for LP-
WAN, standing out the Narrow-Band Internet of Things (NB-1oT) (Ratasuk et al., 2016). The NB-
loT is conceived to provide considerable data rate with low power consumption, and for indoor
communications with high density nodes. Its standardization—performed by the 3GPP (Gener-
ation Partnership Project, 2020)—has expanded its use in current loT ground networks. How-
ever, this technology has not been yet evaluated in space missions. On the other hands, the Long
Range (LoRa) technology (Vangelista et al., 2015) has been evaluated and studied for CubeSats
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missions (Caleb, 2019a; Doroshkin et al., 2019; Fernandez et al., 2020; Systems, 2020). LoRa
works at unlicensed UHF band, and it is designed to provide different low data profiles at long
ranges. It seems thus suitable for the ISL subsystem responsible of the control plane.

The data plane provides acommunications channel to transmit the generated data from the
payloads. This data flow requires a communication link with a high data rate. In order to satisfy
this requirement, an ISL subsystem based on a directive antenna would provide enough power
at large distances, by specifically pointing to the neighbor satellite. In this case, the coordinated
ISL bands of ITU-R suit perfectly for this purpose, such as the Ka-band. This band has started
to be used in spacecraft configurations, such as the ones of the Starlink mega-constellation
(Exploration, 2018). These spacecraft use a four phased array antenna which generate different
beams of 2.5° beamwidth (Sayin et al., 2019).

The combination of both planes provides a satellite-to-satellite communications interface
with high connectivity, large range, and great data rate. In particular, a satellite uses the con-
trol plane to manage the network and also to detect the pointing direction of the data plane ISL
subsystem. This would be feasible if the satellite is able to predict the relative position of its
neighbors by means of predictive algorithms like the one presented in Chapter 5. Additionally,
authors in (Lluch and Golkar, 2015a) remarks that current attitude actuators are accurate and
fast enough to achieve this system. The link budgets of both planes are presented in Tables
6.7 and 6.6. These link budgets have been performed considering the previous possible config-
urations, and for two cases: one in which both satellites are close (1500 km), and another on
where they are far away (3000 km). The link budgets of the control plane have been based on the
LoRa SX-1261X chip characteristics (Sensing and Division, 2015). However, due to private in-
formation, the Forward Correction Code (FEC) gain has not been considered in the link budgets.
The link budgets related to the data planes have been based on the downlink and uplink trans-
ceiver characteristics of Telesat satellite, provided in (Portillo et al., 2019). In particular, the EIRP,
the modulation, and other aspects have been considered to compute the link budgets. These
budgets remark that satellite-to-satellite communications can be established at 1500 km and
at 3000 km, modifying properly the modulation and bandwidth. Specifically, the ISL subsystem
for the control plane offers 5.5 kbps at 1500 km, and 1.8 kbps at 3000 km, while it offers for the
data plane 104.1 Mbps at 1500 km and 1.1 Mbps at 3000 km. Taking into consideration these
values, a type of ISL subsystem with a maximum distance of 1500 km and different rates of 1
Mbps, 10 Mbps, and 100 Mbps has been considered for this study. Moreover, another subsys-
tem providing 1 Mbps at 1500 km, 2500 km, and 3000 km has also been considered.

6.5 Protocol stack definition

The previous scenario has been executed using the simulation engine presented in Chapter
3. A simulation structure has been conceived according to the different models detailed in
the previous sections. Figure 6.12 presents the Unified Modeling Language (UML) diagram of
the different classes that represent a satellite. The NS-3 simulator defines a Node as an en-
tity that has a set of Applications and protocols. In this case, the main application is the
SatelliteApplication. This one manages the operations of the satellite, deciding when an
action has to be executed. A Scheduler provides support notifying when the satellite ground
track is over a specific area. Therefore, thanks to these notifications, the satellite generates
data with the Payload application or downloads data with the TelemetryAndTelecommand
one. The exchange of data between those two applications is performed using a DataBuffer.
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Table 6.6: Link budgets for close and far cases of the ISL for the data plane

Parameter Closecase Farcase Unit
Frequency ** 23.3 23.3 GHz
Bandwidth 75 0.8 MHz
EIRP* 36 36 dBw
Modulation * 16APSK 16APSK

Coding Rate * 28/45 28/45

Spectral efficiency * 2.23 2.23 bps/Hz
Path Distance 1500 3000 km
Free Space Loss 183.3 189.3 dB
Rx. Antenna Gain * 31.8 31.8 dB
Rx. System Temperature * 285.3 285.3 K
Rx. Power -115.5 -121.5 dBW
Rx. SNR 9.8 23.5 dB
Req. Eb/NO * 4.6 4.6 dB
Reqg. SNR 6.0 6.0 dB
Link Margin 3.8 175 dB
Data Rate 1041 1.1 Mbps

* Retrieved from Portillo et al., 2019; ** Inter-Satellite band coordinated by ITU

Table 6.7: Link budgets for close and far cases of the ISL for the control plane

Parameter Close case Farcase Unit
Frequency * 868 868 MHz
Bandwidth * 125 125 kHz
Transmitted Power 30 30 dBm
Tx. Antenna Gain 1 1 dB
EIRP 31 31 dBm
Spreading Factor * 7 9

Coding Rate * 4/5 4/5 bps/Hz
Path Distance 1500 3000 km
Free Space Loss 154.7 160.75 dB
Rx. Antenna Gain 1 1 dB
Rx. Power -122.7 -128.8 daB
Sensitivity * -123 -129 dB
Margin ** 0.3 0.3 dB
Data Rate * 5.5 1.8 kbps

* Retrieved from LoRa SX-1261X Sensing and Division, 2015; ** FEC gain is not considered
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Figure 6.12: Simplified UML diagram of a satellite in the simulation

Note that these applications are implemented according to the models presented in Sections
6.4.3and 6.4.1.

The OSADP isimplemented in the OSADP class, with its corresponding ServiceTable. This
protocol uses a UDP socket because the reliability is not required during the publication of the
service. Additionally, the FeDeCoP implements the proposed protocol to establish federations,
and it uses a TCP socket to ensure that the data has been correctly delivered to the destina-
tion. Both types of sockets directly interact with the IPv6, which has a custom routing protocol
based on the Dijkstra algorithm (Dijkstra, 1959). This analysis does not aim at evaluating the
consequences of the selected routing protocol, and thus an ideal one has been considered. This
protocol, however, may be evaluated with another routing protocol in future research, which may
suit the requirements presented in Chapter 2. Note that in this case, the provider identifier has
been defined with the last three bytes of the IPv6 address.

The TelemetryandTelecommand not only manages the data download, it also triggers
the publication in the OSADP class when the service is available (see previous Figure 6.3).
A callback function is used when a publication is received by the OSADP class. In this last
case, the TelemetryandTelecommand class deploys the federation using the FeDeCoP, which
notifies about its status using different callback functions. The SpaceNetDevice and the
SpaceChannel classes have been presented in Chapter 3, and they implement the discontinu-
ity of the ISL due to satellite motions.

This class structure is replicated for each satellite in the simulation scenario. Note that
the Telesat satellites do not have an EO payload, and neither the corresponding Payload class.
Also the execution of the OSADP and FeDeCoP classes is configurable, enabling to select specific
satellites that participate in the service publication and federations. With these features, the
scenario has been simulated retrieving different metrics about the protocols’ performance.

6.6 Results and discussion

The protocol suite performance is evaluated with the execution of the previous scenario. This
scenario is executed during a simulated day—=86400 seconds—, and different parameters re-
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lated to inter-satellite communications are configured. Additionally, satellites in this scenario
that execute the OSADP transmit publications every 5 seconds, with 17 as HL. These paramet-
ers have been defined according to the dynamics of the networks, presented in Section 6.6.2.
The present analysis helps to understand how the federation protocol suite improves the down-
load capacity of the original EO satellites. For this reason, Section 6.6.1 discusses the initial
capacity of only those satellites, highlighting an interesting progress margin. The stability of
the topology is greatly impacted by the number of satellites. Therefore, a discussion of how the
download capacity changes when the mega-constellation is used as a network backbone is ad-
dressed in Section 6.6.2. After demonstrating the benefits of using this backbone, Section 6.6.3
goes deeper in evaluating the performance considering that satellites of the mega-constellation
also publish the availability of their services.

6.6.1 Scenario study

As it has been presented previously, EO satellites generate data when they are over the Arctic
region, and download them when passing over a ground station. A data budget between the
generated and downloaded data determines the storage capacity of the satellite. This budget
is driven by the amount of time that each satellite passes over the target areas. Figure 7.19a
presents the accumulated time of each EO satellite over those areas after one simulated day.
All of them pass around 12 hours per day over a ground station (blue bar), and have thus the op-
portunity to download up to 5.29 GB approximately. Note that this amount of time is very large
because a large ground segment has been considered to promote downlink opportunities. Ad-
ditionally, each satellite passes 3 hours per day (roughly) over the Arctic region, generating data
according to its EO instrument.

Figure 719c shows the difference between time and data budgets. Satellites that carry pay-
loads with greater data rate (i.e. from sat-0 to sat-6, and sat-8) generate more data (orange bar)
than the one that they can download (blue bar). Although they are using all the downlink time to
download its own data (green bar), this is not enough to avoid overloading their storage system.
This result highlights that these SAR-based payloads cannot be executed over the entire Arctic
zone, as it is the case in traditional monolithic satellite missions. Note that the satellites that
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Figure 6.13: Time and data budgets of each EO satellite without using satellite-to-satellite communications
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carry these payloads are called "memory-overloaded EO satellites” during the rest of the results
discussion. However, some satellites do not suffer from this problem (i.e. sat-7, and from sat-9
to sat-12), because they can download all the generated data. Additionally, these satellites have
surplus downlink time that could be shared. These ones can thus offer this remaining capacity
as a service that the memory-overloaded EO satellites could benefit.

The opportunity to share this unused time is achieved by enabling the satellite-to-satellite
communications, and using the federation protocol suite. Figure 6.14 presents a growth of the
downloaded data when this interaction between satellites is enabled. In particular, this figure
compares the system performance with respect to different ISL subsystems. These subsystems
provide 1 Mbps of data rate at communications ranges (d) of 1500 km, 2500 km, and 3000 km.
Clearly, the use of those systems with larger range facilitates the propagation of the service pub-
lication, proliferating the federations. With these federations, the satellites download 5.24 GB
per day more of the memory-overloaded EO satellites (in the 3000 km case).
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Figure 6.14: Data budgets of EO satellites that provide downlink service with ISL subsystems of 1 Mbps
data rate and different maximum ranges d.

These results demonstrate that the proposed protocol suite helps to establish satellite fed-
erations. Satellite resources are properly leveraged with these federations, and more data is
downloaded. However, the previous figure also remarks that although using a range of 3000 km
there is still unused downlink time. The network disruption is the cause of this behavior, which
provokes that not all the customers can communicate with the service providers. As in previous
analysis, this situation is mainly caused by the network disruption which isolates parts of the
network. As previously suggested, the integration of predictive algorithms that could anticipate
this situation would enhance the performance. Despite these possible solutions, the use of a
network backbone can also mitigate this phenomenon thanks to promote the connectivity with
more satellites. This last approach has been used in the following simulations. This work does
not aim at evaluating the consequences of network disruption in the proposed service notifica-
tion, which may be discussed in future investigations. The remaining download capacity of the
EO satellites may be leveraged by using a satellite backbone.
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6.6.2 Topology analysis

Theintegration of the Telesat mega-constellation as a network backbone increases considerably
the number of satellites that participates in the network. As a result, the possibility to have mul-
tiple routes between a service provider and a customer becomes more probable. These routes
are extended with additional intermediate satellites. Note that larger routes are susceptible to
suffer more changes, making the entire topology more dynamic. Therefore, itis crucial to under-
stand how the inclusion of the mega-constellation impacts on the topology dynamism.

Figure 6.15 presents the behavior of the topology before and after integrating the mega-
constellation with the EO satellites (top and bottom figures respectively). Figures 6.15aand 6.15d
present a histogram of the routes that are feasible according to the number of satellites that
compose them (i.e. the route length). Figures 6.15b and 6.15e indicate the probability that a route
is stable during (at least) a specific lapse of time, well-known as route lifetime. Finally, Figures
6.15c and 6.15f correlate this lifetime information with respect to the route length, represented
in box plots'®. Note that these topology metrics are the same ones used in Chapter 4.

Figures 6.15a, 6.15b, and 6.15¢ present the topology behavior when only EO satellites com-
pose the satellite system (i.e. the one analyzed in Section 6.6.1). In this scenario, the ISL sub-
system has a maximum communications range of 1500 km. Figure 6.15a shows that only routes
with lessthan fourhops are feasible, being the most probable the routes with three hops (i.e. four
satellites). This performance is related to the reduced number of satellites, just 12 spacecraftin
this case. Additionally, some of these routes are quite stable reaching lifetime values up to 2500
seconds, as Figure 6.15b shows. Nevertheless, the majority have a short lifetime. This result is
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Figure 6.15: Topology behavior without the Telesat mega-constellation (a, b, and ¢), and with it (d, e, and f)

16 Abox plot represents a distribution function as a box delimited by the third quartile and the first quartile. Additionally,
the median is represented as a line in this box.
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also presented in Figure 6.15¢c, where all the routes have commonly a short lifetime with some
exceptional cases (represented in dots). This topology is thus driven by the network disruption,
which produces short and unstable routes. As a result, producer and customer satellites cannot
establish federations to download data.

This behavior changes when the mega-constellation is considered as part of the satellite
system. Figure 6.15d shows that using the same ISL subsystem (i.e. 1500 km of range) the routes
are more variable, but larger (up to 12 hops). Thanks to the increased number of satellites, the
largest routes are more probable. This implies that the communications range is extended, be-
ing able to reach further satellites. Figure 6.15e highlights that the stability of a route has been
homogenized with respect to the previous case, reducing the abrupt differences in some routes.
However, this is still a high dynamic scenario, as Figure 6.15f remarks, because the most prob-
able routes are the ones that have short lifetime. In summary, the use of the mega-constellation
helps to expand the network diameter with larger routes, although they are more volatile.

The duration of a stable snapshot is also another metric that helps to understand how dy-
namic a network is. Figure 6.16 shows the statistics of this snapshot duration in each of the
previous cases (i.e. without and with mega-constellation). As a result, the use of the mega-
constellation makes the topology more dynamic, generating more snapshots than in the case
with only EO. Although the established federations could be broken due to the disappearance of
aroute, the possibility to expand the network becomes promising to establish federations.
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Figure 6.16: Duration between snapshots without Telesat mega-constellation (top) and with it (bottom)

It is important, however, to clarify if this improvement of the connectivity prevails over the
variability of the network. For that reason, this scenario in which the EO satellites use the mega-
constellation to forward publications is evaluated. The corresponding results are compared to
the scenario in which only the EO satellite composes the satellite system, presented in Sec-
tion 6.6.1. Figure 6.17 shows the downloaded data of those EO satellites that are not memory-
overloaded, comparing both scenarios. In particular, the EO satellites that can provide the ser-
vice download more data using the mega-constellation as backbone (green bar) than in the ori-
ginal case (orange bar). This remarks that although the network changes quickly, the possibility
of having more and larger routes helps to download more data. Consequently, the use of the
mega-constellation is beneficial. However, it remains still unused capacity (blue bar), which
could be leveraged.
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Figure 6.17: Data budgets of EO satellites that provide downlink service with ISL of Rb = 1 Mbps and d ez =
2500 km, with and without the mega-constellation.

These results pose the question on what drives the use of this surplus capacity. For that
purpose, the different actions that a satellite performs during a ground station pass are eval-
uated. During a pass, a satellite can perform three different actions: download its own data,
publish the opportunity to download, or provide this downlink service to download data from
others (i.e. it is federated). Figure 6.18 presents these three concepts in the form of time per-
cent. These percent values correspond to the average value computed with the time percents of
each EO satellite. The study is thus focused on analyzing these averaged values which repres-
ent the behavior of an "average EQO satellite”. Specifically, how this average EO satellite uses its
ground station pass depending on its ISL subsystem features is discussed. As indicated previ-
ously, the maximum range determines the expansion of the network, and thus the possibility to
establish federations. For that reason, the time percent is plotted with respect to this feature.
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Figure 6.18: Average time percentages related to the downlink pass actions of all the EO satellite
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Regarding the time used publishing downlink opportunities (dot-blue line in Figure 6.18), it
decrements while the range increases. Increasing this range facilitates the establishment of
federations, as diamond-orange line remarks with this growth of the time providing the service.
Note that the EO satellites keep using the same time of a ground station pass to download its
own data (cross-green line), until the range is 2500 km. At this moment, less time is used for
this purpose, because the satellites have already downloaded it using federations. Although this
decreases, the total time used downloading data (square-red line), its own and from the others,
increases with the range. This result remarks that the ISL range allows leveraging the pass time
by reducing the time during which the satellite is publishing, and thus downloading more data.

Considering that the saturated EO satellites should download data over federations, their
activity would also drive the amounts of data that the entire system downloads. Specifically, if
those satellites remain federated during all the time, this would signify that all data, susceptible
to be downloaded, isindeed transferred. Therefore, the percentage of time during which an aver-
age satellite of those saturated does not transfer data is considered as a resulting metrics. The
optimization of those satellites is thus characterized with these metrics. Figure 6.19 presents
the evolution of this time percentage (dot-blue line) with respect to different ISL ranges. Note
that this average satellite becomes more active when the range increases, due to the different
federations that are established. In particular, this satellite passes from 12 hours per day (i.e.
around 50% of a day) to 7 hours of inactivity (i.e. 29% of a day). Although in the best case (range
3500 km) the activity is considerably incremented, this average satellite still has some time that
could use transferring data with federations. This result remarks that the download capacity of
unsaturated EO satellites (i.e. sat-7 and form sat-9 to sat-12) is not enough to download all the
generated data from the saturated ones. Therefore, this work goes deeper evaluating how this
capacity increases while the mega-constellation satellites participate sharing their own down-
link opportunities.
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Figure 6.19: Average time percentage of inactivity (blue) and federated (orange) of the memory-overloaded
EO satellite
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6.6.3 Participation analysis

The participation of mega-constellation satellites by sharing downlink opportunities would
provide more download capacity to the entire satellite system. With this approach, those sat-
urated EO satellites could leverage the unused time transferring data with new federations.
However, it is important to clarify how many of those mega-constellation satellites are needed
to reach the maximum activity of the saturated ones. Thus, this section presents a study
of the download capacity evolution with respect to the number of satellites from the mega-
constellation sharing the service. Different groups of those satellites have been analyzed in
different simulations, selected randomly of the entire constellation. Therefore, multiple simu-
lations per group have been performed, retrieving at the end an average behavior (represented
in all the figures as a slashed line). Note that those satellites that are not included as publishers
of the service, they take part of the network backbone to keep the same connectivity as before.

Figure 6.20a plotsthe bytesdownloaded per day of the entire system depending on the num-
ber of mega-constellation satellites that publish the service. As remarked in the previous res-
ults, the communications range of the ISL subsystem is one of the parameters that drives the
data download. Therefore, this metric is compared to ranges of 1500 km (blue line), 2500 km

(green line), and 3000 km (red line). In those cases, the data rate of the ISL subsystem remains
equal to 1 Mbps.

If no satellite from the mega-constellation publishes the service, they conform the network
backbone as in Section 6.6.2. Consequently, the resulting downloaded data is the same as in
Figure 6.17, growing with larger ranges. While the more publishers start to participate, the down-
loaded data increases following a logarithmic growth in the three cases. This behavior is correl-
ated with Figure 6.20b which presents the time percentage per day of the average saturated
satellite that is not being used to transfer data (as in Figure 6.19). As expected, this perform-
ance metric decreases while the number of publishers increases. In particular, when the range
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Figure 6.20: Downloaded data and average available time percent of the memory-overloaded EO satellites
per day according to the publisher satellites and ISL subsystems with Rb = 1 Mbps and different maximum
ranges dmaqs. Simulations conducted in an Intel-i7 computer with 16 GB of DDR4 memory, and spending
between 30 minutes up to 40 hours per simulation.
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is 1500 km the unused time is reduced from 11 hours to 8 hours per day (approximately), hav-
ing still some unused time. This curve changes considerably for larger ISL ranges, such as 2500
and 3000 km. In particular, the value trend follows a logarithmic curve, reachinga minimum of 45
minutes per day of inactivity (best case). Thisis also reflected in previous Figure 6.20a where the
amount of downloaded data is bounded untila maximum value, because the saturated satellites
do not have more time to keep downloading data with federations. In this case, the entire satel-
lite system can download 51.92 GB, 57.04 GB, and 56.11 GB (respectively). This corresponds to an
increase of 34%, 47%, and 45% of the number of downloaded bytes with respect to the original
case (only EO without satellite-to-satellite communications).

One of the resulting features of this topology (presented in Section 6.6.2) is that the routes
are abundant and large, but also short in lifetime. Therefore, federations are established also
shortly, being necessary to leverage the time while they are stable. Therefore, the data rate of
the ISL subsystem can play an important role. Specifically, more data can be exchanged dur-
ing the same lapse of time with greater data rates. Figure 6.21 presents thus a study on how the
datadownload isimpacted with three ISL subsystems providing 1 Mbps, 10 Mbps, and 100 Mbps
at 1500 km of range. At the first sight, the amount of downloaded data has increased consider-
ably, reaching greater values than in the previous case (modifying the distances). Additionally,
the improvement between the different data rates is not linear. Indeed, there is less improve-
ment passing from 10 Mbps to T00Mbps, rather than from 1 Mbps to 10 Mbps. This situation
appears because although the ISL data rate grows, the downlink data rate remains always to
1 Mbps. Thus, the bottleneck would be this downlink interface. There is, however, an import-
ant conclusion in these results: spreading the data over the entire satellite system is beneficial,
because each satellite will then download the data during its downlink passes.

Note that the inactive time percentage of the saturated satellites follows in all the cases
the same curve in Figure 6.21b, which is indeed the same as the blue line in Figure 6.20b. This
reinforces the concept that the distance is the unique parameter of the ISL subsystem that
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Figure 6.21: Downloaded data and time percentage of saturated EO satellites per day according to the pub-
lisher satellites and ISL subsystems with dma. = 1500 km Mbps and different data rates Rb. Simulations
conducted in an Intel-i7 computer with 16 GB of DDR4 memory, and spending between 30 minutes up to
40 hours per simulation.
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can modify the activity of those saturated satellites. It is not the case of the downloaded data,
which is affected by the range and the data rate. Note that this also indicates that there is still
margintoimproveifanISLthat provides high datarateand large rangeisinstalled in the satellite.
These configurations download a maximum of 51.92 GB, 75.74 GB, and 84.36 GB respectively.
This corresponds to a growth of 34%, 95%, and 118% with respect to the original case.

In conclusion, the use of the OSADP enables downloading more data in all cases, being evid-
ent that the improvement is larger when more satellites participate sharing the service. Addi-
tionally, the results demonstrate that increasing the ISL range enables to improve the connectiv-
ity, and thus the use of time that saturated satellites remain inactive. However, ISL subsystems
with greater data rates better leverages the temporal connections than those with larger ranges.
To increase the amount of downloaded data, the enhancement of ISL data rate seems to be
more beneficial. This is the case for those satellite missions that are limited in the downlink
capacity, and it is intended to improve it.

6.7 Summary

The establishment of the loSat paradigm where satellites can establish temporal networks re-
quires the development of different technologies. Previous chapters have presented a discus-
sion of which capabilities an appropriate routing protocol should have to deploy ISN, and novel
predictive techniques that could enhance this protocol by anticipating the disruption of the net-
work. This chapter has presented the development of other required technologies. One of the
challenges of this paradigm is the notification of the available services, and the corresponding
establishment of satellite federations. This chapter has gravitated around these challenges, and
presented the federation protocol suite. This suite is composed of the OSADP and the FeDeCoP
protocols. The OSADP enables to publish the available services following a proper dissemina-
tion in the network which bounds the regions of the network where the publication is forwarded.
A satellite that receives this publication retrieves information about the available service, and
it can decide to request the establishment of the federation. This establishment is conducted
with the FeDeCoP which proposes the execution of three phases: the negotiation, the consump-
tion, and the closure phases. With these three phases, different types of federations can be
established in a satellite system. The design of both protocols has been detailed in this chapter,
presenting all its features, such as packet format, and their flow diagrams.

To evaluate the protocols’ design a realistic scenario composed of EO satellites that monitor
the Arctic region has been defined. These satellites are equipped with payloads commonly used
to observe the ice status, such as SAR and MWRs. A large ground segment has been defined
to provide enough downlink opportunities to be published, and additionally the Telesat mega-
constellation has been integrated as a network backbone. The downlink areas have been prop-
erly modeled according to current technologies used in satellite missions. Furthermore, differ-
ent ISL subsystems have been considered to evaluate its impact on the protocol suite.

The results presented in this study demonstrate that the proposed protocols enable the es-
tablishment of federations, and greatly increase the amount of downloaded data of the entire
system. Specifically, executing the protocol suite with only the EO satellites allows downloading
7% more than not using it. In this case, the potential benefits of applying this solution are lim-
ited by the network disruption associated to the small number of satellites deployed. Despite
this limitation, the use of the federation protocol suite in current satellite missions improves the
downlink capacity. To mitigate this situation and fully evaluate the potential of the proposed
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protocols, a satellite backbone has been integrated. With a Telesat like mega-constellation-
with maximum communications ranges from 1500 km to 3000 km, and a data rate from 1 Mbps
to 100 Mbps—-working as a network backbone, the system can download up to 15% (depending
onthe ISL characteristics) than the original case. Finally, if the mega-constellation publishes its
downlink opportunities, the downloaded data growth is 118%; i.e. the overall downloaded data
is more than doubled.

As ISL subsystems with different communications ranges and data rates have been used,
the study also provides information about how these characteristics suit satellite networks.
These networks are characterized by being greatly variable, having considerable changes on the
different links that compose the network. The retrieved results remark that an ISL with greater
data rate than larger range better matches this kind of network. In particular, large data rates
allow optimizing the temporal links by exchanging more data, and thus downloading more data
for the entire system. Therefore, ISLs with large data rates should be encouraged if the goal is to
increase the download capacity. For other goals (e.g. to minimize latency), a different analysis
must be conducted.

All these results demonstrate that the proposed protocol can improve current and future
EO missions by downloading more data. As compared to the traditional solution of increasing
the number of ground stations, the proposed protocols reduce the cost of the downloaded data
with the same ground segment; i.e. cost per byte. Furthermore, the growth on the downlink
opportunities enables to retrieve the generated data faster than in the traditional case. Finally,
the protocol suite enables to optimize the satellite resources by notifying the available ones to
establish federations, as the FSS proposal.

Despite all these benefits, the potential of the federation protocol suite is limited by the net-
work disruption. As previously discussed, the protocol is originally conceived to provide mech-
anisms to leverage the opportunity to consume services that remain available during lapses of
time. Therefore, the protocol definition does not take in consideration the network disruption.
This fragmentation could miss the opportunity to consume an available service due to the lack
of a route. In this regard, the application of disruptive-tolerant mechanisms in the OSADP and
FeDeCoP may be interesting protocol extensions to be addressed in future investigations. These
improvements would enhance its features and allow it to achieve its maximum performance,
which has been presented with the satellite backbone case.
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Federated Satellite System Experiment:
A proof-of-concept with a stratospheric
balloon campaign

7.1 Introduction

The last chapter has presented the federation protocol suite which allows a satellite to notify
available services and establish federations. These protocols are part of the necessary techno-
logy development in order to the loSat paradigm to be able to become a reality. This paradigm
promotes the deployment of temporal and opportunistic satellite networks over which satellites
federations are established. These federations allows to share unallocated resources among
different satellites, leveraging from these opportunities to improve the mission performance.
The federation protocol suite is composed of two application-layer protocols: the OSADP and the
FeDeCoP The former allows a satellite to notify its available services to other satellites. These
services corresponds to the unallocated resources that a satellite has, and are not continuously
available, existing opportunities to consume them only during lapses of time. With the OSADP, a
satellite can use these opportunities by discovering those published services. Once the service
is notified, a satellite can request it to the provider of the service. The FeDeCoP presents the dif-
ferent regulations to establish and maintain a federation between two satellites. By following
three phases, the provider can be certain that the amount of resources that has been offered
are correctly consumed by the customer.

The presented results suggest that using this protocol suite, satellites can largely increase
their downlink capability by means of additional downlink contacts. Despite this performance
depends on the disruption of the network, these promising results motivate pursuing the devel-
opment of this suite that could satisfy certain requirements of EO and broadband telecommu-
nications communities. With this premise in mind, we have developed the Federated Satellite
System Experiment (FSSExp) payload. This payload is a system which includes an implementa-
tion of the federation protocol suite, and the necessary hardware components to establish fed-
erations. This payload is composed of different subsystems, where the RF-ISL board stands
out among the others. The use of multiple RF-ISL boards allows the creation of a wireless com-
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munications interface over which data can be exchanged. This board inherits the design of the
communication system developed in the UPC NanoSat Lab for the 3Cat-4 mission (Ruiz-de-Azua
etal., 2019a). This 1U CubeSat mission aims at demonstrating the benefits of these small plat-
forms for observing the Earth. The details of this mission have been excluded of this disser-
tation, but—due to its relevance—the design of the RF-ISL board is presented in the following
sections. The FSSExp payload enables to verify the proposed protocol suite on a new environ-
ment, and taking in consideration the hardware limitations. This payload has been included in
the FSSCat mission (Camps et al., 2018) which aims at demonstrating the benefits of apply-
ing the FSS concept to EO missions. This mission promotes the execution of multiple payloads,
which are distributed in two 6U CubeSats following a train formation. The FSSExp execution in
this mission corresponds to a proof-of-concept of FSS, which would demonstrate the feasibility
of deploying future satellite federations.

This chapter presents the design of this payload by reviewing all its components and the
philosophy of the experiment. The development of this payload has been conducted over dif-
ferent phases. The design and implementation allowed the verification of the final system in
the laboratory. This verification consisted of different executions in a controlled location, with
a far distance configuration, and in the facilities that allowed to emulate space conditions. All
these tests were conducted satisfactorily, demonstrating that the FSSExp payload could be em-
bedded in the spacecraft. Nevertheless, another scenario where the payloads could experience
real mobility was also planned to be conducted. Therefore, a stratospheric balloon campaign
has conducted as part of this verification plan. In this campaign, three stratospheric balloons
established different federations sharing downlink opportunities and storage capacity using the
FSSExp payload. In particular, the balloons generate data thatis downloaded to a ground station
using federations with the other balloons. This campaign allows to anticipate how the FSSExp
payload will work in the FSSCat mission. Therefore, it becomes a proof-of-concept of satellite
federations. The FSSExp payload has been adapted to be integrated in the balloon structure,
but the subsystems remained as the ones installed in the spacecraft. This chapter presents the
overall stratospheric balloon campaign performed outside Moscow, Russia, and discusses the
metrics retrieved during its execution. The results demonstrate that using the proposed protocol
the federations can be correctly established, and it is possible to increase the communications
range using intermediate nodes. Despite the promising results, the FSSExp payload has been
designed to demonstrate the concept of satellite federations with the proposed protocol suite.
Its current design corresponds to a prototype that requires further development to achieve com-
mercial performance.

The main contribution of the present research is 1) an explanation of the FSSExp payload
concept, 2) details of the payload architecture and the subsystems that compose it, 3) the design
of the software architecture implemented for the FSSExp payload, and 4) a proof of the bene-
fits of using the proposed solution by evaluating the retrieved results of the stratospheric bal-
loon campaign. The research presented in this chapter has been published in the International
Geoscience and Remote Sensing Symposium (Camps et al., 2018; Ruiz-de-Azua et al., 2019c,
2020d), and an article has been submitted to the peer-reviewed IEEE Access journal (Ruiz-de-
Azua et al., 2020c). Furthermore, the design process that has experienced the RF-ISL board
from the 3Cat-4 mission until the FSSCat context has been published in the URSI Atlantic Radio
Science Meeting (Ruiz-de-Azua et al., 2018a), the International Geoscience and Remote Sens-
ing Symposium (Ruiz-de-Azua et al., 2019a), and the Specialist Meeting on Reflectometry using
GNSS and other Signals of Opportunity (GNSS+R) (Ruiz-de-Azua et al., 2019d). The details of
these publications are accessible in Chapter 9 with the identifiers [VIII], [X], [XI], [Xll], [XVI], and
[XVII].
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The remaining of this chapter is structured as follows. First, Section 7.2 introduces the
FSSCat mission to clarify the context over which the FSSExp payload has been developed. The
concept of the experiment conducted with the stratospheric balloon campaign is presented in
Section 7.3. The details of the FSSExp payload architecture are presented in Section 7.4, while its
software implementation is described in Section 7.5. Section 7.6 elaborates the characteristics
of the RF-ISL board, essential for the FSSExp payload. The stratospheric balloon campaign and
the results obtained are discussed in Section 7.7. Finally, Section 7.8 concludes the chapter and
proposes new research lines to enhance current FSSExp payload design.

7.2 FSSCat mission

The FSSCat mission was officially presented during the announcement of the Copernicus Mas-
ters awards at Tallin, Estonia on November 2017. The mission proposal was selected as the win-
ner of the ESA Sentinel Small Satellite Challenge (S3), and the overall winner of the Copernicus
masters competition. The ESA S*3 Challenge goal was to stimulate ground-breaking satellite
designs, testing and manufacturing solutions leading to small missions that could complement
or provide added value to the current Sentinel satellite missions. FSSCat mission is formed by
two 6U CubeSats in support of the Copernicus Land and Marine Environment services. Among
the different services, the mission would provide relevant measurements for the Copernicus
Land Monitoring Service (CLMS), and the Copernicus Marine Environment Monitoring Service
(CMEMS). The lack of soil moisture data in these services, and the lack of an ESA SMOS follow-
on mission (Kerr et al., 2010), makes the FSSCat a possible candidate to provide the needed
measurements to complement the CLMS. Furthermore, current user demands are requesting
measurements of the ice status on the poles, emphasizing on the coverage and thickness. The
FSSCat mission combines different EO instruments to provide the desired observables.

The CubeSats in the mission are known as 3Cat-5/A and 3Cat-5/B, and orbit following a train
formation; i.e. one after the other (Figure 7.1). With this tandem, each satellite can observe the
same target area with its own EO instruments. Therefore, this formation promotes the use of
instruments that provide different measurements. The 3Cat-5/A spacecraft is equipped with
UPC’s Flexible Microwave Payload - version 2 (FMPL-2) (Munoz-Martin et al., 2019), a combined
microwave radiometer and Global Navigation Satellite System Reflectometer (GNSS-R) instru-
ment to monitor ice cover, ice thickness, and soil moisture. To complement the measurements
performed with the FMPL-2, the 3Cat-5/B spacecraft has the Cosine’s Hyperscout-2, a hyper-
spectral Visible and Near-Infrared (VNIR) and Thermal Infrared (TIR) camera with artificial intel-
ligence for cloud detection (Esposito et al., 2019).

The mission is also a technology enabler of satellite federations, because it integrates two
technology demonstrators. An O-ISL device for CubeSats is equipped in each spacecraft to es-
tablish the first optical link between satellites with these small platforms. The demonstration
of this technology would promote the development of high-capacity devices that are required in
intermittent satellite networks (as suggested in Chapter 6). The additional technology demon-
strator is the FSSExp payload which corresponds to the implementation of the federation pro-
tocol suite in a hardware system. This system is equipped in each spacecraft to establish dif-
ferent federations. Specifically, the execution of the FSSExp payloads would demonstrate the
feasibility to deploy federations between two CubeSats to share downlink and storage opportun-
ities (Figure 7.2). The execution of these technology demonstrators is expected to be conducted

https://nanosatlab.upc.edu. Last access: July 24th, 2020.
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Figure 7.1: Artist view of the FSSCat mission concept with both CubeSats. (c) UPC NanoSat Lab'’.

at the et of the mission, three months later it launches. Nowadays, both satellites are correctly
in-orbit deployed.

The development of the FSSExp payload has experienced different phases. The former
phase has enabled the design of the system and its implementation. Furthermore, a verifica-
tion plan has ensured the proper functionality of the payload in space environment conditions.
As part of this verification plan, the payload has been evaluated in a stratospheric balloon cam-
paign, where three balloons established federations by the execution of this payloads. The
following sections present the details of this campaign, and the retieved results which demon-
strate the correct execution of the system.

Figure 7.2: Modules that correspond the FSSExp payloads integrated in both spacecrafts.

7.3 Federated Satellite System Experiment

The design of the federation protocol suite prepares the way to develop a system which enables
to deploy satellite federations. This is the purpose of the FSSExp payload which integrates the
necessary hardware and software components in a single device. The execution of this payload
enables to perform different experiments to evaluate the behavior and performance of the de-
signed protocols. These experiments are thus the necessary proof-of-concept to demonstrate
the feasibility of deploying federations between satellites. The FeDeCoP is designed to establish
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Figure 7.3: Representation of the establishment of a federation between balloons. The numbers corres-
pond to the time sequence when each action is performed (from low values to greater ones).

federations that share heterogeneous resources as services, such as memory storage or pro-
cessing capacity. However, in the FSSCat mission the different FSS experiments are focused on
current EO needs. Therefore, federations in which the satellites share downlink opportunities
and storage capacity are deployed during the mission.

As part of the verification plan of the FSSExp payload, a stratospheric balloon campaign
was conducted in December 2019. In this campaign, three stratospheric balloons established
different federations sharing downlink opportunities using each one a model of the FSSExp pay-
load. This scenario was representative to the FSSCat one, although differences between satel-
lites and balloons dynamics exist. To have a successful campaign, a portable ground station
system was developed, with which downlink contacts can be established with the balloons to
download their data. Using these downlink contacts, a stratospheric balloon decides to share
itss download capacity with the others, becoming the service provider. Consequently, the other
balloons can download data through federations with the service provider. Figure 7.3 presents
a schematic view of the expected experiment performed during the campaign.

The experiment was conceived as follows. The ground station connects to one of the strato-
spheric balloons, e.g. balloon A. After the connection handshake, balloon A starts to download
data until it transfers all the generated packets. At this moment, balloon A publishes the avail-
ability of the downlink contact using the OSAD protocol (Ruiz-de-Azua et al., 2020a). This pub-
lication is received by balloon B, which decides to establish a federation. Therefore, balloon B
transmits a request of the service, triggering the negotiation phase of the federation. Once this
phase is accepted by the balloon A, the roles of both balloons are defined: being balloon A as the
service provider, and balloon B as the customer. At this moment, the balloons start the federated
phase in which the customer sends its data to the service provider in order to be downloaded.
After the correct download, the service provider notifies the customer of the correct data trans-
fer. This federation remains active until the contact with the ground station ends (i.e. service
ending) or until the customer does not need the service any more. At this moment, the closure
phase finishes the connection, and each balloon goes back to their nominal operations (i.e. gen-
erating data). As a result, balloon B has additional downlink opportunities to transmit data to
the ground.
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Note that although the federations performed in the stratospheric balloon campaign and
the FSSCat mission are focused on sharing downlink opportunities, the designed protocols are
generalist. These protocols can be used to establish federations for other purposes, such as
memory storage. For that reason, an additional federation based on sharing storage capacity
has also been conducted during the campaign. In this federation, a balloon publishes the pos-
sibility to store data, which is used by the others. With these two types of federations, the ver-
satility of the proposed protocol has been demonstrated. Future campaigns may focus on the
demonstration of the adaptability of the protocol to other kind of services.

7.4 The FSSExp payload architecture

As previously presented, the stratospheric balloon campaign aimed at evaluating the perform-
ance of the proposed protocol, and the benefits of applying it in satellite missions. Although
the original FSSExp payload was designed for the FSSCat mission, a tuning of the hardware was
conducted for the stratospheric balloon campaign. Figure 7.4 presents these subsystems that
compose four models of the FSSExp payload, developed specifically for the stratospheric bal-
loon campaign. The subsystems that compose an FSSExp payload are (1) a microSD card as a
storage system, (2) the Interface Board, (3) the On-Board Computer (OBC), (4) the Long Range
(LoRa) payload, (5) the RF-ISL board. This section presents the details of this architecture used
for the balloon campaign.

= pay e N

Figure 7.4: Subsystems of the FSSExp payload for the stratospheric balloon campaign
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Figure 7.5: Block diagram of the subsystems and their interconnections that compose the FSSExp payload.

A star architecture has been used to interconnect the subsystems, in which a central mod-
ule unifies all the data and power interfaces (Figure 7.5). This module is the Interface Board, and
it distributes the incoming power supply (at 5 V) to the other subsystems. It incorporates a net-
work of DC-to-DC converters which provides seven independent power linesat 3V, 3.3V, and 5 V.
Additionally, this board unifies the data interfaces of all the subsystems in different PicoBlade
connectors placed around the board. With this design, the integration of the subsystems on top
of this module becomes simple and easy.

The payload OBC is the NanoPi NEO (FriendlyARM, 2015) model, which is a single-board
computer with a Quad-core Advanced RISC Machine (ARM) Cortex-A7. This processor architec-
ture facilitates the integration of a Linux-based Operating System (0S), ideal to speed up the
software development and its replication. This OBC executes thus the software components
necessary to perform the experiment, such as the federation protocol or the data retrieval. All
this software, including the OS, is installed in a micro Secure Digital (SD) card of 32 GB of stor-
age capacity, essential to store all the resulting metrics of the experiment. By default, the Nan-
oPi NEO has different data interfaces, which follow standardized intra-board communications
protocols, such as the Inter-Integrated Circuit (12C). For the FSSExp payload, only the Univer-
sal Asynchronous Received-Transmitter (UART) ports have been used to communicate with the
other subsystems. One of those subsystems is the RF-ISL board, which provides the communic-
ations means needed to exchange packets between the stratospheric balloons. In particular, a
wireless communications link is established using a receiver-transceiver unit with transmission
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Figure 7.6: Top view of the RF-ISL board
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and reception chains. Figure 7.6 presents the top view of the RF-ISL board, which detailed in Sec-
tion 7.6. An additional subsystem is included in the payload to characterize the performance of
the LoRa technology (Vangelista et al., 2015) in satellite platforms. In particular, a Commercial
Off-The-Shelf (COTS) board with the LoRa SX-126X chip (Sensing and Division, 2015) is integ-
rated with the Interface board, being properly supplied and connected to the OBC to store the
different metrics of its execution. Despite the FSSExp payload hosts this additional subsystem,
its execution and analysis are not part of the FSS experiment itself. Therefore, the details of this
additional subsystem and the results of its performance are not presented in this chapter.

Atthe end, all the subsystems are integrated on the Interface board, and placed in their cor-
responding locations. Figure 7.7 shows a picture of the FSSExp payload with all the subsystems
integrated in the corresponding structure. This structure of 23 cm length, 14 cm width, and 9.5
cm height provides also an interface panel with two D-subminature connectors of DB-9 type.
One of them is used to provide the external power supply and to connect with the debug port
of the OBC. This port allows accessing the Linux user space, and thus manage the file system
among other actions. The secondary DB-9 connector incorporates the Join Test Action Group
(JTAG) port to flash the code in the RF-ISL board. Once the payload is powered up, the soft-
ware is executed without needing any additional telecommand. The FSSExp payload consumes
around 1.4 W (i.e. 280 mA at 5 V) during its nominal execution.

Figure 7.7: FSSExp payload with its subsystems once integrated

7.5 The FSSExp Software Architecture

To complement the previous explanation of the different subsystems that compose the FSSExp
payload, the payload software architecture is detailed in this section. The implementation of the
software has been focused on providing an effective, and replicable solution. For that reason,
its implementation has been conducted over a Linux-based OS, and using the Java language
(Gosling et al., 2000). This language is based on the Object-Oriented Programming (OOP) frame-
work (Brogi et al., 1992), in which the concept of an "object” represents a software component
with data or code. This framework facilitates the organization of the code, its production, and
a possible extension. Additionally, this language is characterized by its portability to multiple
hardware platforms. Therefore, its use helps to replicate the FSSExp software in other systems.

The FSSExp execution is composed of multiple software threads which conduct different
functionalities of the experiment. The software architecture has been conceived around these
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Figure 7.8: Threads of the FSSExp payload software

threads. The ExperimentManager thread controls the different status of the experiment. It is
thus the responsible to trigger the execution of the additional threads after reading the corres-
ponding configuration file. Due to its significance, a centralized approach has been followed in
which the ExperimentManager is the central coordinator. Figure 7.8 presents the UML diagram
of this centralized thread architecture. Although the ExperimentManager is the central thread,
the execution of the FSSExp software starts with the FSSExp class. This one performs all the
necessary verifications of the required components before starting the nominal execution. For
instance, it verifies that the file system correctly initialized. It is thus conceived as a boot loader
of the FSSExp software. This class also initializes the debug interface, which is used by an ex-
ternal computer to interact with the FSSExp payload. In particular, it triggers the TCPInterface
thread which creates a TCP server to exchange commands and data. This interface is conceived
to evaluate the status of the payload during the ground operations, such as the test phase. The
payload itself is totally autonomous, being not necessary to send a command that triggers its
execution.

The remaining threads are focused on specific functionalities of the experiment. The Tele-
metry, Tracking and Control (TTC) functions are conducted by the TTC thread. This thread is
the responsible to interact with the ground station to download the data, and to receive tele-
commands. The execution of the proposed protocols is performed in the OSADP and FeDeCoP
classes. All these three threads interact with the RF-ISL board to exchange packets with another
node. An uncontrolled access to this board could provoke that two threads may end up attempt-
ingtotransmit and receive at the same time. This situation would degenerate into a malfunction
of the entire payload. A mechanism to manage this situation has been conceived.

7.5.1 Interface with the RF-ISL board

The PacketDispatcher thread is conceived to avoid a concurrent problem by multiple threads ac-
cess to the RF-ISL board. Specifically, a single, and synchronized interface has been developed
using the PacketDispatcher over which all the requests are directed. Figure 7.9 presents the UML
diagram of this interaction between the protocol threads and the PacketDispatcher. This inter-
action is based on offering two dedicated buffers to collect all the requests from the threads
that want to interact with the RF-ISL board. The TxPacketBuffer is used to notify the PacketDis-
patcher about the transmission of a packet. Let's make an example to clarify this interaction.
If the FeDeCoP thread wants to transmit a packet, it stores the packet into the TxPacketBuffer.
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Figure 7.9: UML diagram of the interaction between the different threads and the interface to the RF-ISL
board

Periodically, the PacketDispatcher evaluates the content of this buffer, searching for a possible
packet to transmit. If it is the case, it encapsulates the packet following the intra-board com-
munications protocol stack and sends it to the RF-ISL board. Additionally, the PacketDispatcher
also checks if the RF-ISL board has received any packet from other nodes. If it is the case, the
dispatcher evaluates to which thread the packet is intended, and place it in the corresponding
output buffer. One output buffer is allocated per protocol thread, ensuring the independency
between the threads. The PacketDispatcher dispatches thus the incoming packets from the RF-
ISL board to the corresponding output buffer, like a postman. The transmission and reception
processes are asynchronous, which does not block the thread after transmitting a packet in or-
der to receive one.

The packets that are passed from the threads are properly encapsulated by the PacketDis-
patcher. Thisencapsulation has been designed specifically for the FSSExp case. Itadds multiple
fields as a header to manage the point-to-point communications, and generates a byte struc-
ture called the FSSExp packet. These packets are thus exchanged between the balloons through
the ISLs. Figure 710 presents the structure of this FSSExp packet. The first six bits are used to
identify the source node of the transmitted packet and its destination node. Only three bits have
been used to identify a node because in the campaign was only composed of three balloons and
a ground station (i.e. four nodes). The destination field helps the PacketDispatcher to evaluate
if the received is intended for this node, and forward it to the threads. Otherwise, the packet is
discarded. Additionally, another identifier has been considered to emulate a broadcast address
that is accepted by all the nodes. This type of transmission is required by the OSADP. The prot
num field represents the protocol number, which corresponds to the identifier of each thread. It
is thus used by the dispatcher to select the output buffer in which the received packet is stored.
The timestamp field is the transmission date that is used as a resulting metric of the experi-
ment to evaluate the performance of the protocols. The length field corresponds to the size of
the thread packet that is being encapsulated (byte unit). Note that this field enables to transmit
up to 256 bytes of data, which in the stratospheric balloon case is in line with a data structure.
Finally, a CRC of 2 bytes, known as CRC-16, is implemented as a checksum of the entire FSSExp
packet.

Moreover, the intra-board communications protocol to interact with the RF-ISL board isim-
plemented with an extension of the Keep It Simple Stupid (KISS) protocol (Wolfe, 2004). The
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Figure 7.10: Structure of a FSSExp packet (bit unit)

original protocol included some special characters to identify the start and end of a frame. In
this case, the protocol has been extended with an additional byte to identify some commands to
interact with the RF-ISL board. Specifically, these commands corresponds to the actions that
can be done with the board, such as transmit a packet, request if a packet has been received or
request its data. The resulting frame is then forwarded to the RF-ISL board using a UART inter-
face. These additional bytes added by the KISS protocol are then removed in the RF-ISL board,
transmitting only the FSSExp packet. Figure 7.11 clarifies the different layers of encapsulation
that a packet from a thread has.

FSSExp Thread Packet FSSExp

FSSExp Packet Header Checksum

KISS Packet KISS command FSSExp packet KISS
start end

Figure 711: Encapsulation of the FSSExp packet to communicate with the RF-ISL board

7.5.2 Data generation and protocol execution

Returningto Figure 7.9, the PacketDispatcher provides another interface to retrieve the telemetry
of the RF-ISL board. Following the same strategy as in the transmission case, the TelemetryRe-
questBuffer contains all the requests to retrieve the housekeeping of the RF-ISL board. Unlike
in the transmission/reception case, this request is synchronous, and the PacketDispatcher dir-
ectly processes all these requests. The data block is then placed in the corresponding output
buffer, known as the ISLHousekeepingBuffer. This telemetry is retrieved by the ExperimentMan-
ager thread which collects all the status of all the FSSExp payload, and it is represented in the
Housekeepingltem class. This Housekeepingltem is encapsulated in a PayloadDataBlock class
which includes the identifier of the balloon, and the creation date in the format of a timestamp.
The ExperimentManager generates a PayloadDataBlock instance every 20 seconds. These data
blocks are downloaded to the ground using a direct connection or over a federation. The addi-
tionalinformation in the PayloadDataBlock is used thus to evaluate on ground which balloon has
generated the telemetry, and verify that if they are downloaded through a federation.

As these generated PayloadDataBlock packets are downloaded, the ExperimentManager
must interact with the TTC and FeDeCoP threads. As in the previous cases, a dedicated syn-
chronized buffer is used to manage this situation. Specifically, the PayloadBuffer contains all
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Figure 712: UML representation of the generated telemetry data and its transmission by the system
threads

the telemetry packets that must to be download, which represents the memory usage of the
balloon. The interaction of the threads with this buffer is conducted as follows. When the TTC
thread establishes a downlink contact with the ground station, it downloads the packets that
are stored in the buffer. Once the buffer is empty, and the downlink is still available, the TTC
thread notifies the OSADP one that the resource can be shared. This one starts the protocol to
publish the downlink service to the other balloons. If a request of the service is received, the Fe-
DeCoP thread starts the execution of the federation as previously presented. In this federation,
the balloon customer transmits packets to the supplier which are stored in the PayloadBuffer.
On the other hand, the packets that are received by the FeDeCoP thread are stored in the Fed-
erationPacketsBuffer. This additional buffer aims at differentiating the packets that are intern-
ally generated with respect to the ones that are received with the federation. This distinction
is used to prioritize the downlink of the internally generated packets rather than the federation
ones. Therefore, the TTC thread always checks firstly the PayloadBuffer, and then the Feder-
ationPacketsBuffer. If a packet is detected, it automatically downloads it to the ground. Once
the downlink is closed, the TTC thread notifies the FeDeCoP thread, which closes properly the
federation. Note that the TTC thread downloads the incoming packets of the federation, and
the new ones generated by the ExperimentManager thread during the execution of a federation.
Figure 712 presents the UML diagram of the different classes that interact during the federation
execution.

7.5.3 Outcome metrics and storage process

The performance of the FSSExp software must be characterized in order to evaluate the feas-
ibility of the proposed solution and its behavior. For that reason, multiple metrics are stored
during its execution. As previously presented, the FSSExp payload has a microSD card as a stor-
age system with 32 GB of capacity. This system is populated with the journaling file system
fourth extended filesystem, well-known as ext4 (Carrier, 2005). In this file system, multiple files
are created to store the corresponding execution metrics. The strategy followed with the selec-
tion of the metrics has been to store as much information as possible, which ensures the proper
characterization of the FSSExp payload after the stratospheric balloon campaign.

Following this premise, the PayloadBuffer and the FederationPacketsBuffer classes have
been associated to a file. This association is based on the storage in the file of each item that
is inserted in the buffer, i.e. a payload data block or a FSSExp packet. Therefore, all the FSS-
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Exp packets and payload data blocks generated during the execution of the FSSExp are com-
pletely stored (including the corresponding headers) in the FederationPacketFile and the Gen-
eratedPacketFile respectively. Additionally, to this automatic storage, other classes are con-
ceived to specifically store important metrics. The HousekeepingStorage class has been used
to store the housekeeping items generated by the ExperimentManager. With this information
stored in the HousekeepingFile, the behavior of the RF-ISL board is accessible to be processed,
such as its temperature. The DownloadedPacketsStorage class keeps the information of all the
packets that have been downloaded by the TTC thread. Following the same strategy, the /S-
LPacketsStorage class stores all the transmitted and received packets by the PacketDispatcher
thread. Note that the received packets are only stored if they are intended to the balloon that
receives them. Otherwise, the packet is discarded, and thus not stored in the file. Alternatively,
a sniffed mode has been developed in the PacketDispatcher thread. This mode allows to store
all the packets that are received in the PacketDispatcher, without considering to which balloon
they are destined. This mode is really useful to monitor the packets that are being transmitted
in the communications channel. For that reason, this mode has been enabled during the stra-
tospheric balloon campaign in all the nodes (including the ground station). Figure 7.13 presents
a global UML view of this storage system.

: 1
DownloadPacketFile Ié.l DownloadedPacketsStorage I% TTC » 1 " ’
! ! <<Thread>> | FederationPacketsBuffer f | FederationPacketFile
: | :

| GeneratedPacketFile |< ‘g PayloadBuffer - FeDeCoP J

<<Thread>>

1 ExperimentManager 1 . 1 -

TxPacketFile b <<Thread>> HousekeepingStorage HousekeepingFile

e : 1 : 1
|

1

) PacketDispatch
| RxPacketFile Iélol ISLPacketsStorage I% az;rhrlessg;; “
: | |: |

Figure 7.13: Storage system of the different metrics that characterizes the performance of the FSSExp ex-
ecution

SniffedPacketsStorage |.l9| SniffedPacketFile |
| | |

7.6 The RF-ISL Board

The RF-ISL board is a device thatis used to establish the needed communications links between
the stratospheric balloons. Those links are used to exchange the different messages generated
by the proposed communications protocols. Therefore, the design of this board has been con-
sidered to offer a half-duplex interface. Figure 7.14 presents a block diagram of the different
components that conform the board. Among the different components, some of them are re-
lated to the RF circuit which is designed to perform the low-level communications functions
(e.g. modulation, signal conditioning, amplification, etc) Two lines are defined to achieve the
half-duplex interface—the transmission and the reception lines—in which the Low Noise Amp-
lifier (LNA) and the Power Amplifier (PA) stand out as the essential components of each line.
These components interact with the transceiver which processes the signal according to a cus-
tom configuration. A dedicated microcontroller interacts with this transceiver to perform other
functionalities related to the medium access, and the interaction with external subsystems. This
section presents the details of the RF circuit, and the software components executed in the mi-
crocontroller that all together conform the RF-ISL board.
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Figure 7.14: Block diagram of the RF-ISL board

7.6.1 Components of the RF circuit

The Texas Instrument CC1101 transceiver (Instruments, 2020) is the cornerstone of the RF cir-
cuit which transmits and receives messages through a RF interface. This sub-1GHz transceiver
is designed to configure different aspects of the communications, such as type of modulation,
central frequency, bandwidth, data rate, etc. The flexibility that offers these components helped
to properly design the specifications of the device by means of different tests performed in the
laboratory. At the end, the transceiver is configured to operate at 437.35 MHz—UHF amateur
band—with 58 kHz of signal bandwidth. Moreover, this transceiver integrates a firmware that
modulates the incoming packets using the Gaussian Minimum Shift Keying (GMSK) (Lui and
Tsai, 2006). The messages provided by the microcontroller are encapsulated in a custom packet
format designed by the manufacturer of the transceiver, but it can be configured at your dis-
cretion. This additional encapsulation provides mechanisms to synchronize at bit and at packet
levels, and a FEC code. Further details about this encapsulation are presented in Section 7.6.2.

This transceiver has been complemented with a dedicated RF front-end circuit that im-
proves its original characteristics. This circuit is composed of two parts or chains: the reception
and transmission chains. The reception chain aims at conditioning the received analog signal to
improve the resulting SNR. It is thus composed of wide band-pass filter designed with capacit-
ors and inductances, a LNA, and a narrow band-pass filter. The former filter, known as LC filter,
is designed following the 7 architecture, and it has been conceived to filter those signals out of
awide bandwidth centered in 433 MHz. The outcome filter has 115 MHz of effective bandwidth,
which ensures a maximum insertion loss of 1 dB at the operational frequency; i.e. 437.35 MHz.
Although the bandwidth of the filter is large, the fact that it provides low insertion loss favors to
achieve a low noise figure. With this in mind, a LNA is included in the reception chain to provide
16.1 dB of gain with a noise figure of 0.85 dB. This component helps to mitigate the impact on
the noise figure of the entire reception chain. Additionally, a Surface Acoustic Wave (SAW) filter
is placed after the LNA to work with the narrow bandwidth of 6 MHz. This second filter has been
included because the same UHF band is largely used to telecommand CubeSats. Therefore, to
mitigate any possible interference, we have decided to reduce the bandwidth as maximum as
possible. As the filter is applied after the LNA, its noise figure is also compensated. The com-
bination of all these components provides a reception chain with 2.5 dB of noise figure, and 12.5
dB of gain. The transmission chain aims at amplifying the signal from the transceiver to over-
come the path loss due to the propagation of the signal in the communications medium. For
that reason, a PA is used to provide a maximum outcome signal of 31.2 dBm at 437.35 MHz. A
Power Meter (PM) is included in the design to measure the transmission power of the RF-ISL
board. This measurementisincluded as part of the board telemetry, and it is crucial to verify the
communications performance.
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As indicated previously, the RF-ISL board provides a half-duplex interface between the bal-
loons. Thiscommunications mode is characterized by not being able to receive packets while the
device is transmitting. Two causes have conditioned the half-duplex design in the RF-ISL board:
(1) the CC1101 transceiver can only work in this mode, and—the more important—(2) the inclu-
sion of a wireless full-duplex interface would increase the complexity of the design, and with it
the risk to component failure. Two switches at the boundaries of the chains have been included
in the design to select one of the two modes—transmission or reception. By means of a ded-
icated General-Purpose Input/Output (GPIO), the microcontroller can select the mode of the RF
circuit before forwarding the message to the transceiver. These switches, however, have 0.3 dB
of insertion loss which needs to be taken in consideration to ensure that the link budget is feas-
ible. One of the switches is located just after the transceiver, while the other one is just before
theantenna. Thisantennaisamonopole thatensuresan omnidirectional radiation pattern. This
pattern has been selected due to the uncertainty of the balloon trajectory, and the spin that they
may experience. Instead of using a directive antenna that could enhance the communications
range, an omnidirectional antenna has been preferred to dissociate the connectivity to the spin
of the balloon. The selected antenna provides 1.2 dB of gain.

7.6.2 Software components of the RF-ISL board

The centralcomponent of the RF-ISL board is an ARM Cortex microcontroller, which executes the
different software elements necessary to establish the ISL between the balloons (Figure 7.15).
These elements are executed over the Free Real-Time Operating System (FreeRTOS) which is a
real-time framework with different features to manage the threads interruptions. The design of
the RF-ISL software is composed of multiple threads being each one responsible of a specific
functionality. The UartInterface thread manages the interaction with the OBC of the FSS-
Exp payload exchanging different packets following the KISS protocol. As previously presented,
these packets contain commands to indicate which action should be performed in the RF-ISL
board. Commands to transmit a packet, to check if a packet is received, or to retrieve the house-
keeping of the board are implemented. After identifying the command, the UartInterface
thread notifies the corresponding thread to process it.

The ControlTask thread processes the request to retrieve the housekeeping of the board
by refreshing this information. The board housekeeping is composed of multiple parameters
that represents the behavior of the board. Specifically, two temperature measurements are re-
trieved using an 12C connection with a temperature sensor, and a transmission power meas-
urement is performed directly from an Analog-to-Digital Converter (ADC) pin. Furthermore, the
main parameters of the transceiver are included as part of the board housekeeping, such as
the Received Signal Strength Indication (RSSI). After refreshing the corresponding values, the
ControlTask thread stores the housekeeping item in the HousekeepingBuffer, which is
suddenly retrieved by the UartInterface thread.

| TransceiverHousekeeping F Sf#g;si 4>| Housekeeping |_>| i2cBuffer |_> <£|.Ch|:::;§£>
T . Uartinterface .
- CommsTask HousekeepingBuffer <<Thread>> KissProtocol
SPIDriver

<<Thread>>
RadioPacketRxBuffer

Y Y

RadioPacketTxBuffer <(i_Srl\h/|£'I;t1‘s>k> J ToTransmitBuffer

J

Figure 715: UML representation of the different software elements executed in the RF-ISL board
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The CSMATask thread performs the algorithm to manage the access to the communic-
ations medium. In particular, it executes the Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) medium access technique (‘IEEE 802.11 Wireless Access Method and
Physical Layer Specification’) to mitigate the collision of transmitted packets. If the medium
is not being used, this thread forwards the packet stored in the ToTransmitBuffer to the
RadioPacketTxBuffer. All the packets in the RadioPacketTxBuffer are processed by the
CommsTask thread, which accepts packets with a maximum length of 3285 bytes. After this, it
performs a Reed-Solomon (RS) coding for erasure channels (Lacan et al., 2009) which enables
to overcome the effect of error burst or losing an entire packet. This technique is implemented
with the OpenFEC libraries, and it splits the incoming packet to a set of 223 byte fragments (i.e.
K fragments). From these fragments, it generates another set which works as redundancy (i.e.
R fragments). From the total transmitted fragments (K + R), it is just necessary to recover a
set of them (K) to reconstruct the original and upper packet. This mechanism enables to over-
come the loss of entire packets due to long fadings. Additionally, for each of those fragments,
32 parity bytes are generated with a coding rate of 255/223. This coding technique detects er-
roneous bits, and try to correct them. In the FSSExp case, however, the fragmentation is not
performed, because all the packets are smaller than 223 bytes. Nevertheless, the 32 bytes of
parity are computed as expected. After encoding the packet, the thread forwards it to the trans-
ceiver using a Serial Peripheral Interface (SPI). As previously presented, the C1101 transceiver
has a firmware which enables to perform different functionalities. Apart of applying a specific
modulation, this firmware performs a packet encapsulation which includes 4 bytes as a packet
preamble, and 4 bytes more for packet synchronization. This encapsulationis removed when the
packet is received in the remote transceiver. Figure 7.16 clarifies the different levels of encap-
sulations that a packet has in the RF-ISL board. Moreover, the CommsTask thread constantly
checks if a packet has been received in the transceiver. If it the case, the thread decodes the
packet applying the RS algorithm, and stores it in the RadioPacketRxBuffer. Therefore, the
UartInterface thread checks this buffer while processing a command to evaluate if a packet
is received. In the case that the buffer is not empty, the thread forwards the packet to the OBC
of the FSSExp payload using again the KISS protocol.

KISS KISS =
KISS Packet start command FSSExp packet end 5
8
o
=
S
e
Processed Packet FSSExp packet RS
o
o
2
On-Air Packet Preamble [ Sync. Processed Packet E_
<
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Figure 716: Encapsulation of messages that are received from the OBC until they are transmitted as pack-
ets by the RF-ISL board.

7.6.3 Link Budget definition

As part of a preliminary analysis before the stratospheric balloon campaign, a link budget
between two RF-ISL boards is performed. Taking into consideration the characteristics of the
RF-ISL board components, Table 7.1 presents the link budget between two RF-ISL boards com-
municating inside the stratospheric balloons. This link budget has been defined in the most
demanding scenario, which is receiving at the minimum SNR required to ensure a Bit Error
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Figure 717: BER and SNR relationship for uncoded GMSK modulation, and with RS coding technique

Rate (BER) of 1075. Figure 7.17 presents the relationship between the BER and the SNR for this
scenario. In this case, the minimum SNR required for an uncoded signal modulated with GMSK
modulation is 10.8 dB (blue line in the figure). The use of the RS 255/223 coding provides 1.6 dB
of gain, decreasing the required SNR t0 9.2 dB (orange line).

Table 7.1: Link budget between two RF-ISL boards in balloons

Parameter Close case Unit
Frequency 437.35 MHz
Bandwidth 58 kHz
Transmission power 31.2 dBm
Antenna Gain 1.2 dB
EIRP 33.4 dBm
Modulation GMSK
Reed-Solomon Coding Rate 255/2283

Path Distance 400 km
Free Space Loss 137.3 dB
Received Antenna Gain 1.2 dB
Antenna Misalignment Loss 3 dB
Antenna Temperature 2900 K
Receiver System Temperature 2281 K
Receiver System Gain 12.5 dB
Received Power at the antenna -106.7 dBm
Noise Floor in transceiver -116.0 dBm
Received SNR 9.3 dB
Required SNR for GMSK 10.8 dB
Required SNR with RS 9.2 dB
Link Margin 0.1 dB
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Furthermore, the FSPL model (Friis, 1946) is used to compute the loss due to the signal
propagation at 437.35 MHz. Complementing the propagation loss, a misalignment of the an-
tennas is considered as part of the worst case scenario, generating 3 dB of loss. Moreover, the
antenna temperature is determined using the P372 recommendations of the ITU-R (Weinmann
and Dostert, 2006). Considering that the launch pad of the balloons is located in a rural area
close to a village, 2900 K of antenna temperature is considered. The link budget indicates that
two stratospheric balloons can establish a communications link when the distance between
them is less or equal to 400 km. These communications are established at 9.6 kbps transmis-
sion data rate. Considering the different bytes of header encapsulation and the size of the data
packet of the FSSExp payload, the maximum throughput using the RF-ISL board is 5.2 kbps.

7.7 Stratospheric Balloon Campaign Results

As previously presented, the stratospheric balloon campaign aims at evaluating the design of
the FSSExp payload, and in particular the FeDeCoP and the OSADP, in a realistic environment.
This campaign becomes thus a proof-of-concept of the FSS and the loSat paradigms. In order
to achieve a scenario with variable connectivity, three stratospheric balloons are equipped with
a FSSExp payload. The structural envelope with the different subsystems are integrated inside
the structure of the balloon, while the monopole antenna is placed outside. Fadings due to bal-
loon structure opacity are mitigated with this configuration. An additional FSSExp payload was
implemented to work as part of the ground station.

The stratospheric balloons were launched in the Yaroslavl Oblast federal subject of Russia
(north region of Moscow). Specifically, the coordinates in which the launch pad was located were
56.62°N, 38.68°E. The launch started at 12:12 on December 14", 2019. Figure 718 shows a
picture of the launch pad just before starting to launch the stratospheric balloons. The launch
was performed sequentially, keeping 5 minutes between each balloon rise. The wind speed on
the ground was 18 km/h to the North, generating an initial distance between the balloons of 1.5
km. This distance enabled to evaluate the benefits of deploying federations to communicate
with those balloons that are no longer in line-of-sight.

Figure 7.18: Launch pad with the three balloons ready to be released
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(a) Balloon A without one external (b) Balloon B already integrated (c) Balloon C at the end of the cam-
panel paign

Figure 7.19: Pictures of the three stratospheric balloons of the campaign

The balloons are identified in the following results according to its position in the launch
sequence: Balloon A is the first one, Balloon B the second one, and Balloon C the last one. The
three balloons present some structural differences that drive their trajectories. Therefore, the
initial distance between the balloons was not kept during the entire flight. Figure 719 presents
three pictures of the stratospheric balloons.

The ground station was installed in the same launch pad with a dedicated power supply
system. In addition, the ground station was equipped with a computer that was used to trans-
mit telecommands, and receive data from the balloons. This computer uses the FSSExp pay-
load as a RF interface necessary to interact with the balloons. Two antennas were used for the
ground station: a monopole antenna, and a coplanar Yagi antenna. The monopole was used in
the former stages of the campaign, when the balloons are released and they are relatively close.
The Yagi antenna was used as a backup solution if the communications of the balloons could not
be established.

The campaign was successful, being able to deploy numerous federations, and to retrieve
relevant metrics that represent the performance of the FSSExp payload. Additionally, the re-
trieved results are complemented with a simulation engine that is able to predict accurately the
flight trajectory (Briatore et al., 2017). This section presents these results retrieved during the
entire launch campaign. Section 7.7.1 evaluates the metrics related to the balloon flight, and
the environment that the FSSExp payload was suffering. Then, Section 7.7.2 presents the first
results retrieved with the interaction between a flying balloon, and the ground station. Addition-
ally, it evaluates how the balloon flight dynamics can impact the communications performance.
Finally, Sections 7.7.3, 7.7.4, 7.7.5 present the characteristics of four different federations estab-
lished during the campaign.

7.7.1 Flight Characteristics and Environment

The stratospheric balloons are conceived with the necessary components to embed the pay-
loads, and to ensure their correct operations during the entire flight. Furthermore, they are
equipped with multiple sensors that help to characterize the flight conditions. Specifically, two
sensors provide the internal, and the external temperatures of the balloon, while a barometer
measures the pressure at different layers of the atmosphere. A Global Position System (GPS) re-
ceiveris alsointegrated to track the balloon position and altitude. However, this receiver follows
the Coordinating Committee for Multilateral Export Controls (COCOM) regulations, which limits
the correct operation of this device below 18 km of altitude. This limitation generated a gap of
the retrieved data from the balloons which corresponds to this altitude boundary. Neverthe-
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Figure 7.20: Balloon A ground track with the GPS measurements (blue dots), and the simulated trajectory
(blue line).

less, the retrieved measurements have been complemented with the simulation of the balloon
trajectory. As the following results demonstrate, the simulated trajectory is in good agreement
with the measurements, stating that this trajectory is representative of the reality.

The results presented in this section are computed with the retrieved data of Balloon A plat-
form. The data was collected after the recovery of the balloon, after it landed. The balloon was
releasedat12:12,and itlanded at 13:45, completinga flight of 1 hourand 33 minutes. Figure 7.20
presents the ground track of the balloon represented over a map of the region. The flight started
at the coordinates 56.62°N, 38.68°E, and it finished at the coordinates 57.10°N, 39.96°E. The
blue dots presented in the figure corresponds to the GPS measurements retrieved during the
flight, and the red dashed line the position of the simulated trajectory. The simulation matches
the beginning and ending of the trajectory, serving as boundary conditions for a valid estimation

of the remaining positions. Considering a straight line, the balloon landed 80 km (roughly) away
from the launch pad.

) ) ) ) )
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(a) Altitude profile of the entire campaign. (b) Velocity profile of the entire campaign.

Figure 7.21: Balloon A altitude (left) and velocity (right) with the measurements (blue dots), and the simu-
lated trajectory (red dashed line).
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The trajectory is determined by the different wind speed experienced in each altitude. The
representation of the altitude profile provides another view of the balloon trajectory. Figure 7.21a
plots this profile with the combination of GPS measurements (blue dots), and the simulated tra-
jectory (red dashed line). As in the previous case, the simulated trajectory is coherent with the
measurements. For that reason, the maximum altitude that Balloon A experienced can be es-
timated to 25906 meters. At this altitude, the helium balloon exploded, and Balloon A started
to descend. Thi explosion happened at around 13:15, just after 57 minutes of its launch. The
helium balloon explosion represents a singularity moment, after which the trajectory changes.
This situation determines two phases of the trajectory: the ascending phase, and the descend-
ingone. The former phase isdriven by the dynamics generated with the helium balloon, the mass
structure, and the environment. The balloon rise follows at the beginning a slow and constant
elevation. On the other hand, the descending phase is faster, requiring just 30 minutes to land.
In this phase the trajectory is driven by the parachute, which is opened after the explosion.

These two phases can also be characterized with the velocity profile of the balloons, as
shown in Figure 7.21b. This velocity is computed with the transformation of the GPS coordinates
from the Geodetic Coordinate Reference System (CRS) (Mueller, 1985) to the Earth-Centered,
Earth-Fixed (ECEF) CRS (Cai et al., 2011). In this case, the velocity profile shows the ascension
phase starts with a speed of 12 m/s, which increases during the elevation. Again, when the
helium balloon explodes, the velocity experiences a considerable growth up to 76.3 m/s. This
growth is determined by the lapse of time that the balloon is in free fall and the parachute has
not been opened yet. Once opened, the balloon velocity decreases considerably reaching again
the 12 m/s. With this velocity, Balloon A performs a stable descent until it lands.

The ambient temperature fluctuates considerably during the flight, being able to reach neg-
ative values. The performance of the FSSExp payload, and in particular the RF-ISL board, can be
impacted by these unusual temperatures. Forthatreason, Figure 7.22 presents the temperature
profile during the entire flight. The temperature outside the balloon (red line) remains bellow de
0 °C during the entire flight, reaching its (measured) minimum value of -35.2 °C close to 13:30
(descending phase). Although outside of the balloon the temperature is extreme, the internal
one remains stable between 15 and 20 °C (green line). This stability is kept in all the locations
inside the balloon, as the two temperature sensors in the FSSExp payload highlight (blue and or-
ange lines). This temperature profile ensures that the components of the FSSExp payload work
in its operational temperature range, being able to communicate with the other systems.
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Figure 7.22: Temperature profiles during the balloon flight.
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7.7.2 Communications Conditions

Since the release of the balloons, they start to separate of the ground station. The distance
between the balloons, and the ground station is increased over time. Figure 7.23a presents this
distance evolution between Balloon A and the ground station. This evolution follows a logar-
ithmic curve, increasing until it reaches a maximum value, which corresponds to the moment
that the balloon lands. This maximum distance is reached at 13:45, and it corresponds to 94986
meters. Note that this curve does not have a constant gradient, because the velocity profile
does not remain constant. Considering the link budget presented in Table 7.1, the ground sta-
tion should be able to communicate with the balloon during the entire flight. However, there are
other fundamental aspects that impact this behavior.

As previously highlighted, the interaction between the nodesis feasible only if the SNR of the
received signal is greater than the minimum required. This ratio is determined by the received
signal power, and the noise floor in the receiver. In the laboratory, the noise floor measured with
the RSSI from the FSSExp payload, and connecting a matched load as an antenna was -113.0
dBm (average). As presentedinthelink budgetin Table 7.1, the expected noise floor due to the hu-
man activity is -104.7 dBm. However, the noise floor in the launch pad was -85.0 dBm (average),
19.7 dB greater than the expected one. Figure 7.24 presents the difference of these three noise
floors. The blue line corresponds to the measured noise floor during the entire flight, the red line
corresponds to the measure noise floor in the laboratory, and the green line corresponds to the
estimated one in the launch pad. This increase generates an antenna temperature of 2.9x10°
K, two order of magnitude greater than the one presented in the ITU-R recommendation. The ex-
istence of an interference signal is the cause of this increase. The link budget is thus impacted
by reducing the maximum communications range to 55 km. Reviewing the distance profile in
Figure 7.23a this implies that at certain moment between 13:00 and 13:15 the communications
between the ground station and a balloon is no longer feasible.

Furthermore, there are another metrics that can impact the link budget. The elevation angle
between the balloon and the ground station can also limit the communications. Figure 7.23b
presents the elevation angle during the balloon flight. When the elevation angle is below 10 de-
grees, the communications becomes really impacted, being difficult to interact due to the ob-
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(b) Elevation profile of the entire campaign.

Figure 7.23: Balloon A distance (left) and elevation (right) with the measurements (blue dots), and the sim-

ulated trajectory (red dashed line).
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Figure 7.24: RSSI measurement of the noise floor on the launch pad (blue line), the expected one (green
line), and in the laboratory (red line)

jects placed in the path. As the previous figure highlights, this condition is achieved after the
13:15. As a conclusion, the element that most impacts the link budget is the presence of an

interference signal, which breaks the communications between the balloon and the ground sta-
tion after 13:00 h.

The velocity of the balloon can also deteriorate the communications with the ground sta-
tion. This velocity determines the shift that the frequency is experienced in reception due to the
Doppler effect (Possel, 2017). If this shift is not properly compensated, the received signal can
be placed outside the working band, and thus lost. Figure 7.25 presents this frequency shift ac-
cording to the velocity profile of the balloon. The shift remains bellow the 120 Hz during all the
flight. This shift can be compensated by the same transceiver of the RF-ISL board, which is able

to manage frequency shifts up to a fourth of the bandwidth (i.e. 14.5 kHz). Therefore, the Doppler
frequency shift does not impact the communications performance in this scenario.

At this point, the estimations and the measurements demonstrate that although the in-
crease of the noise floor, the communications with the balloon and the ground station is feasible
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Figure 7.25: Doppler frequency shift with the measurements (blue dots), and the simulated trajectory (red
dashed line)
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Figure 7.26: Signal sniffed from the ground station transmitted by two different stratospheric balloons dur-
ing a federation

during almost all the ascending phase. In order to take some measurements of the received sig-
nals, a Software Defined Radio (SDR) module was installed near to the ground station. The goal
of this module is to measure the frequency spectrum in order to sniff the signals that are being
exchanged during the execution of the federations. Figure 7.26 presents a short fragment of the
spectrum history retrieved with this device while the balloons were flying. At the top of the fig-
ure, the spectrum of the currentreceived signalis plotted. The presented curve shows the shape
of a GMSK modulated signal centered at 437.35 MHz. Additionally, at the bottom of the figure,
a history of the spectrum is presented over time. A color scale is used in this history to highlight
the power of the signal, being orange the great values, and blue the lowest ones. This figure
presents the reception of four packets. Note that two of them are centered in the corresponding
frequency, and other two are shifted in frequency. As previously indicated, this is not the con-
sequence of the Doppler effect, because the transceiver can compensate it. Instead of this, the
shift is mainly caused by the drift in the clock of the RF-ISL board. Specifically, the frequency
shiftis 13 kHz, which corresponds to 29.7 ppm. This shift does not impact the communications,
because the transceiver can compensate up to 14.5 kHz.

The historic of all the sniffed packets in the ground station enables to evaluate the impact of
the separation of the balloons in the communications performance. Figure 7.27a shows the evol-
ution of the SNR corresponding to all the received signals from Balloon A. This value decreases
coherently over time, because the distance increases. Before the release of the balloon, the
SNR remains around 40 dB. After they take off, the SNR rapidly goes down until 16 dB (around
12:50). After this moment, the communications between the balloons and the ground station is
lost. Note that this situation is coherent with the degradation of the link budget due to an inter-
ference signal, which determines that the communications should be lost after 13:00. Although
the communications with the ground station is lost, the balloons kept interacting between them
as Figure 7.27b highlights. This figure presents the SNR of the received packets in the three bal-
loons that indicate the establishment of a federation: the publish (blue dots), and the accept
packets (orange dots). Three different time periods are identified depending on the position of
the balloons, and which nodes interacts in the federation. The former period (purple box) is de-
limited between 11:53 and 12:12 in which different federations are established having the bal-
loons placed on the ground. Although the dynamics are not the flying ones, this situation enables
to generate a reference performance. The following period (red box) is between 12:12 and 12:30,
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(a) SNR of the sniffed packets in the ground station. (b) SNR of publish (blue dots) and accept (orange dots) packets.

Figure 7.27: SNR of all the received packets in the ground station (left), and those related to the establish-
ment of the federations. The three regions (purple, red, and green dashed lines) are identified according to
the configuration of the balloons.

when the balloons are released sequentially. As it is presented in the next section, federations
in which a balloon located on the ground can forward data through a flying balloon are estab-
lished. Finally, the period between 12:30 and 12:45 (green box) shows federations established
autonomously between the balloons to share storage capacity. After this moment, no longer
federations were established. This situation happened because the balloons does not require
more storage capacity, and they just started to publish the availability of the service. The fol-
lowing section presents the details of the federations established during each time period.

7.7.3 Federations on the ground

When the balloons are still on the ground, multiple federations were established to verify the
correct operation of the payloads. Among all of them, Figure 7.28 presents the packet sequence
of afederation. This sequence represents the different packets exchanged between the balloons
and the ground station properly scheduled on time. Moreover, this representation identifies the
types of the packets using different color and shape markers. For instance, all the blue markers
correspond to packets exchanged in adownlink connection, while the red markers identify those
exchanged in a federation. The rhombus (¢) and the times (x) markers represents respectively
the packets to establish and close a connection (i.e. a downlink or a federation). In the case of
a federation, these are the request, the accept, and the close packets. The dot (o) and the
triangle () markers corresponds respectively to data and acknowledgement packets. Moreover,
the packet that corresponds to a retransmission is represented with a "R” below the marker.
Finally, the green markers corresponds to publications of the service. This kind of representation
helps to understand the periods when a downlink or a federation is established with a dashed
line of the corresponding color. It provides thus a global view of the scenario, and the different
packets that are exchanged.

Returning to Figure 7.28, a federation between Balloon C and Balloon B is established in
this lapse of time that goes from 12:01:00 to 12:02:30. At the very beginning, the ground sta-
tion opens a downlink connection with Balloon C, which starts to download its own data during
50 seconds. At this moment, the balloon has downloaded all its data, and start to publish the
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Figure 7.28: Packet sequence of federations established on ground

availability of the download service using the OSADP definition. Balloon B and Balloon Areceives
this publication, and decides to request the service to download its data. Balloon B reacts faster
than Balloon A, being able to establish the federation with Balloon C. While Balloon A does not
receive any accept packet, itretransmitsthe request packetin case that the original one could
be lost. After three retransmissions, it stops. Meanwhile, Balloon B transmits data to Balloon C
which downloads them to the ground station. As part of the test, Balloon C is turned off during
the federation (at 12:02:16). After that, Balloon B performs different retransmissions of the last
data packet because it has not received its acknowledgement. At 12:02:23, it decides that the
connection is lost, and closes the federation internally. Figure 7.29 shows a graphical repres-
entation of this federation.

Balloon C @ Balloon B
Publication

Federation
—>

®

(@ Download

Provider Customer

Downlink
«—>

Figure 7.29: Representation of the federation established while balloons placed on ground. The numbers
correspond to the time sequence when each action is performed (from low values to greater ones).

This federation enabled to download up to four federation packets from Balloon B. Figure
7.30 presents the memory usage of Balloon B and Balloon C (in data packet unit). Note that the
buffer usage is part of the data retrieved from the balloons, and itis generated every 20 seconds.
Therefore, the resolution in this representation is not the same than in the packet sequence.
When Balloon C establishes the downlink connection, it reduces its buffer usage to zero pack-
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Figure 7.30: Buffer usage of Balloon C (green) and Balloon B (red) in data packet unit

ets by downloading them to the ground station. When the federation is established, Balloon B
reduces its usage by using the federation. Once the federation is closed, Balloon B keeps pro-
ducing new data packets, and thus increasing the usage of the buffer. This federation enables
to download 4 telemetry packets during 33.3 seconds. The throughput achieved with the fed-
eration is 184.7 bps. At the same time, Balloon C downloads 22 data packets, achieving 756.9
bps of throughput. Note that the throughput values achieved are much smaller than the theor-
etical one (i.e. 2.6 kbps), presented in Section 7.6.3. The averaged Round Trip Time (RTT) of the
different packets drives the communications throughput. This metric corresponds to the lapse
of time that a data packet needs to be downloaded and acknowledged in order to transmit a new
one.

The quality of the channel can provoke the loss of packets, and thus their retransmission.
This retransmission increases the effective RTT, because a Recovery Time Objective (RTO) is
spend for each lost packet. Therefore, the worse channel quality, the more packet retransmis-
sions, and thus greater the RTT is. The quality of the channel can be measured with the PDR
metric, which corresponds to the ratio between the number of received packets and the trans-
mitted ones. The RTO value becomes important when lower is the PDR. In this campaign, the
RTO was set to 6 seconds. Moreover, the RTT is impacted by different features of the software
implementation. The software has not been implemented with real-time thread, neither thread
notifications. This makes that the threads periodically check if a packet is received, which can
provoke that a received packet remains in the internal queue until a thread wakes up. In the FS-
SExp payload case, the PacketDispatcher thread has 50 ms of execution period, and the other
threads 500 ms. This makes that the maximum time that a packet remains in the software un-
til a reply is sent becomes 600 ms. However, the threads can be synchronized, and they can
process the incoming packet sequentially, without spending time in the queue (it is negligible).
Therefore, a maximum and minimum RTT, and thus the equivalent throughput, can be defined
according to those two scenarios. Considering the stop and wait ARQ mechanism of the FeD-
eCoP and the downlink, Table 7.2 presents the maximum and minimum throughput with respect
tothe PDR that can be achieved in this campaign for each type of communications: direct down-
load, or using a federation. In the case of the downlink, the minimum RTT is determined by the
number of transmitted packets (n), its corresponding transmission time packet (¢;..), the number
of retransmissions performed (r), and the number of packets correctly transmitted and received
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(c=n—r):

RTT,. — n-ty +r- RTO 71)

C

Note that the FSSExp payload always transmit a packet of 255 bytes, by filling those that are
smaller. Therefore, the transmission time is the same for all the packet types. After different
measurements, the transmission time of a packet is 425 ms. In the same communications, the
maximum RTT is determined by the number of transmitted packets (n), its corresponding trans-
mission time packet (t,.), the number of retransmissions performed (r), and the processing time

(t,) in each node per packet correctly transmitted (c):

Nty +r-RITO+c-t,
c

where t,, is 600 ms according to the implementation of the FSSExp payload. The throughput (S)
is the amount of bits (1) downloaded in the corresponding RTT:

l l

omin = BT, 9" T RIT,,,

(7.3)

Returning to the throughput achieved in the scenario presented in Figure 7.28, both res-
ults can be compared with throughput reference presented in Table 7.2. In this scenario, the

Table 7.2: Theoretical throughputs (S)—maximum, minimum, and average—of downlink and federation
transmissions with respect to the PDR

PDR Max. RTT[ms] Min. RTT[ms] Max.S[bps] AverageS [bps] Min. S [bps]

Downlink

100.00 % 2050.00 850.00 1807.06 127817 749.27
66.67 % 8475.00 7275.00 211183 196.19 181.24
50.00 % 14900.00 13700.00 11212 107.61 103.09
40.00 % 21325.00 20125.00 76.32 7418 72.03
33.33% 27750.00 26550.00 57.85 56.6 55.35
28.57 % 34175.00 32975.00 46.58 45.77 44.95
25.00 % 40600.00 39400.00 38.98 38.41 37.83

Federation

100.00 % 4100.00 1700.00 903.53 639.08 374.63
80.00 % 10525.00 8125.00 189.05 167.50 145.94
66.67 % 16950.00 14550.00 105.57 98.10 90.62
5714 % 23375.00 20975.00 73.23 69.47 65.71

50.00 % 29800.00 27400.00 56.06 53.80 51.54
44.44 % 36225.00 33825.00 45.41 43.91 42.40
40.00 % 42650.00 40250.00 38.16 37.09 36.01

36.36 % 49075.00 46675.00 32.91 3211 31.30

33.33% 55500.00 53100.00 28.93 28.31 27.68

30.77 % 61925.00 59525.00 25.80 25.30 24.80
28.57 % 68350.00 65950.00 23.29 22.88 22.47
26.67 % 74775.00 72375.00 21.22 20.88 20.54
25.00 % 81200.00 78800.00 19.49 19.21 18.92
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downlink communication has a 95.7 % of PDR, and the federation one has 80.0 %. The through-
put achieved corresponds to 756.9 bps, and 184.7 bps respectively, which is equivalent to the
41.9 % and the 97.7 % of the maximum throughput wit this PDR (see Table 7.2). Although these
throughput results are impacted by the fact that Balloon C was turned off while federated, the
difference between each type of communications appears also in other federations. This differ-
ence is mainly determined by the different time needed to directly download data, and by using
the federation. Figure 7.31 presents a boxplot'® of the communication latency experienced in
the packets directly downloaded, and the ones over a federation. The packets that are directly
downloaded have a median latency of 1825 ms (roughly), while the federated ones have 6300
ms. This increase is mainly due to forwarding the packet over Balloon C, which also needs time
to download it to the ground station. Therefore, always the packets that are downloaded over a
federation suffer for a longer latency time.
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Figure 7.31: Latency of the downloaded packets (top) and the ones using a federation (bottom) in on-ground
federations

These results demonstrated that the federations can be established with the OSADP, and
FeDeCoP proposals. Additionally, these protocols can manage the disruption of the connection.
The following section presents the performance of these protocols as performed in this one, but
having the balloons flying in different configurations.

7.7.4 Federations while releasing the balloons

Other federations are established while the balloons started to lift from ground. Figure 7.32
presents the packet sequence of a set of them when Balloon A is raising. In this case, the cus-
tomer of the federation is Balloon B which request up to eight federations in more than three
minutes. Specifically, the ground station opens the downlink connection with Balloon A at
12:12:46, just after its release. The balloon starts to download its data, until it empties the buf-
fer. Then, it publishes the service to the others. Balloon Brequests the service at 12:12:54, which
is suddenly accepted by Balloon A, starting the first federation. Balloon B downloads its data
using the federation, as Balloon C performed when the federation was established on ground.
This former federation remains opened until Balloon B empties also its buffer (at 12:13:20). At
this moment, the federation is no longer needed, and Balloon B starts to close it by sending the
corresponding close packet. After the correct three packet exchange, the federation is closed,
and Balloon A starts to publish the service again (because the downlink is still opened). Note
that Balloon A keeps downloading its own data while it is publishing the service.

At 12:13:32, Balloon B requests again the service of Balloon A, because it has generated an
additional data packet. After downloading the packet with the federation, Balloon B starts again

"8 A boxplot represents a distribution function as a box delimited by the third quartile and the first quartile. Additionally,
the median is represented as a line in this box.
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Figure 7.32: Sequence of packets exchanged in federations while the balloons start to be released

the process to close it. This situation is repeated during the following five federations. Note that
during all these federations, Balloon B is placed on ground, while Balloon A is flying up. This
means that Balloon B can download data to the ground station using the relay of Balloon Awhich
is indeed over both nodes, as Figure 7.33 shows. From the first federation until the last one, Bal-
loon A goes from 190 meters to 1517 meters with an elevation close to 90 °. Considering the po-
sition of the monopole antennas, this high elevation impacts the communications between the
balloons, provoking some retransmissions. It is the case of the last federation, which indeed the
connection is not totally established. In particular, Balloon B requests the service, that Balloon
A accepts, and the first packet to be downloaded is retransmitted three times, because Balloon
B does not receive the acknowledgement from Balloon A. Although Balloon A indeed transmits
this acknowledgement, this situation ends by Balloon B closing the federation because it con-
siders that the link is lost. This also demonstrates that some links between the balloons were
asymmetric due to the RF environment.

Provider: Balloon A

@ Downlink

Download

ﬁ
? ; / Customer

Figure 7.33: Representation of the federation established while balloons being released. The numbers cor-
respond to the time sequence when each action is performed (from low values to greater ones).

The execution of these federations can also be interpret with the buffer usage of the bal-
loons, as Figure 7.34 presents. When the downlink is established, Balloon A downloads all its
data, and empties its buffer. Then, Balloon B can also empty its buffer thanks to the federation
with Balloon A. After that, both buffers remain empty in the retrieving of the housekeeping. As
previously indicated, this is due to the period value of generating data packets. Therefore, the
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Figure 7.34: Buffer usage of Balloon A (blue) and Balloon B (red) in data packet unit while balloons are
released

resolution of this information cannot detect the fluctuations of the buffer due to the exchange
of the packets.

The global throughputs achieved in this scenario remains similar as in the ground case,
being 790.6 bps for downlink communications and 167.4 bps for federation communications.
This performance is achieved because the PDR also remains similar, with 100.0 % for down-
link, and 84.4 % for federation. This throughput is equivalent to the 61.9 % and the 88.5 %—
respectively—of the average throughput with this PDR values (see Table 7.2). The latencies ex-
perienced in this case, which are presented in Figure 7.35, are smoothly greater than in the
ground case, due to these retransmissions. The median value of the latency in the downlink
communications is 1875 ms, while the one for federation communications is 6550 ms. These
values in line with the reference presented in Table 7.2.
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Figure 7.35: Latency of the downloaded packets (top) and using a federation (bottom) while balloons are
released

After finishing this interaction, Balloon B was released, starting to lift. At this moment, the
communications between Balloon A and the ground station experienced a degradation in the
link quality, making it difficult to keep the connection opened. For that reason, the operator
jumped to Balloon B in order to download data from Balloon A. Specifically, the ground station
opened a downlink connection with Balloon B to promote the its federation with Balloon A, and
thusits data. Figure 7.36 presents the packet sequence during this situation, demonstrating the
establishment of multiple federations that enabled to download Balloon A data. The location of
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Figure 7.36: Sequence of packets exchanged in federations with a balloon as a data relay

the balloons and the ground station is represented in Figure 7.3. As in the previous cases, the
ground station opens the downlink connection with Balloon B at 12:18:40, and this one starts
to download data. In this case, the remaining data is less than the usual one, because it has
already been downloaded using the previous federations with Balloon A. After finishing, it starts
to publish the service, that Balloon A requests. Note that these requests are retransmitted by
Balloon A, because Balloon B does not receive the packet. Asinthe previous cases, the presence
of an asymmetric link complicates the communications.

The federation is established, and Balloon A starts to download its data. At this moment,
the communications range from the ground station to Balloon A is increased thanks to Balloon
B, which helps as a relay node. As in the previous case, multiple federations are established
during more than 5 minutes. However, these ones are no closed at discretion of balloon criteria.
Instead, the quality of the link is not as good as needed, and the asymmetry impacts enough to
break the connection in the third federation. Therefore, Balloon A performs multiple retrans-
missions, although Balloon B receive all the packets. Additionally, the ground station loss the
connection with Balloon B at the end, requiring to open again the downlink connection. Although
those communications difficulties, the federations enables to download data from Balloon A,
being able to properly empty its buffer. Figure 7.37 presents the buffer usage of both balloons
during this scenario. Note how Balloon A empties its buffer using the different federations, mul-
tiple times.
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Figure 7.37: Buffer usage of Balloon A (blue) and Balloon B (red) in data packet unit with a balloon as a data
relay
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In this case, the achieved throughput changes between the federation and downlink com-
munications with respect to the previous scenarios. In particular, the downlink remains during
all the time with a PDR of 100.0 %, which enables to achieve a throughput of 621.2 bps that is
the 48.6 % of the average throughput with this PDR. Meanwhile, the PDR of federation commu-
nicationsis 61.5 %, smaller than in the other cases. Therefore, its throughput also is reduced to
96.2 bps, which corresponds to the 98.1 % of the average throughput with this PDR. Note that
the impact of the PDR over the throughput follows a logarithmic curve, being very sensible any
fluctuation of the PDR when it remains close to the 100 %. Therefore, the throughput decreases
more than 70 bps. This situation is also reflected in Figure 7.38, which presents the latency val-
ues. The latency on the downlink communications remains similar as in the previous cases, but
the federation one has increased, which reduces the throughput.
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Figure 7.38: Latency of the downloaded packets (top) and using a federation (bottom) with a balloon as a
datarelay

As a summary, the proposed solution enables the deployment of federations which help
to increase the communications range using intermediate nodes. However, the impact of the
asymmetric link between the balloons has degraded the federations.

7.7.5 Federations to share storage capacity

After accomplish the federations to share downlink opportunities, federations to share storage
capacity were target. For that reason, the ground station remained in silence, and it just sniffed
any possible packet that could be transmitted between the balloons. At 12:35:26, Balloon A star-
ted to publish the availability of this service (Figure 7.39). This publication is received by Balloon
Bwhichrequest the service to store 38 data packets. The requestisaccepted by Balloon A, which
provokes the establishment of the federation. Note that in this case the packet sequence shows
that multiple federations are created due to the bad communications quality of the link. In par-

Publications e Data in federation x Closed federations e Downloads x Closed downlinks
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Figure 7.39: Sequence of packets exchanged in federations for storage
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Figure 7.40: Representation of the federation established for storage. The numbers correspond to the time
sequence when each action is performed (from low values to greater ones).

ticular, the federations are no closed at discretion of the balloon criteria, but the retransmission
of the packets makes that the balloons considers that the link is broken.

As in the previous case, the asymmetric link between Balloon A and B is also present in
this scenario. Balloon A receives all the packets that Balloon B is transmitting, including the
retransmissions. However, Balloon B cannot receive all the acknowledgements from Balloon A,
which provokes the retransmission of the original packet. Note that in this scenario Balloon A
starts in 8372 meters of altitude, and finishes in 10344 meters. Meanwhile, Balloon B starts
in 4699 meters of altitude, and finishes in 6970 meters. Figure 7.40 represents this scenario in
which both balloons share storage capacity.

Returning to Figure 7.39, three satisfactory federations are established for more than 4
minutes and 30 seconds in total. The first federation remains opened during 1 minute and 13
seconds, the following one during 1 minute and 25 seconds, the next one during 52 seconds, and
the final one during 27 seconds. This decrement is cause by the degradation of the link quality,
which at the end provokes that the federations are broken suddenly and quickly. Although this
poor communications, multiple data packets are exchanged between the balloons, following
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Figure 7.41: Buffer usage of Balloon A (blue) and Balloon B (red) during the federation for storage (data

packet unit)
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the demand of storing data. Figure 7.41 presents the buffer fluctuation in each balloon during
this scenario. Balloon B starts to transfer data to Balloon A, which enable to decrease the buffer
usage. Meanwhile, the buffer usage in Balloon A increases, because itis receiving the data from
Balloon B. Note that there are lapses of times that this behavior is not achieved, and the buffer
of Balloon A remains at the same usage. This is caused due to the break of the federation, and
thus no longer communication is established during these lapses of time. Moreover, Balloon
A does never reach the maximum capacity of the service that it has offered (i.e. 50 packets).
For that reason, it remains publishing the service. At the end, when no longer federations are
established, Balloon B keeps generating more data packets.

Duringthe entire lapse of time, 19 data packets are exchanged between the balloons. Taking
in consideration the duration of the different federations, the achieved throughputis 107.6 bps.
The PDR in this scenario is greater than in the other ones, having that the 57.8 % of transmitted
packets delivered correctly. Taking this link quality, the resulting throughputis equivalent to the
54.8 % of the average throughput with this PDR (see Table 7.2). Note that the current communic-
ations must be compared with the reference values as a downlink communication, because in
this case there is no intermediate node that relays data. As in the other cases, this throughput
is conditioned by the experienced latency in the communications. Figure 7.42 presents the stat-
istics of this metric during the entire scenario. Note that the boundary values are greater than
the previous cases, due to the number of retransmissions that are done. However, the median
remains small, because at the end this kind of communications is similar to the one achieved in
the direct downlink. Note however, that the latency increases due to the reduction of the PDR,
and thus over time.
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Figure 7.42: Latency of the packets stored using the federations

Although the difficulties achieved to establish federations due to the poor quality of the link,
multiple federations to share storage capacity have been achieved. These federations have en-
abled Balloon B to store its data into Balloon A. This exchange reduced the usage of Balloon B
buffer, while the buffer in Balloon A was increasing. These results demonstrate that the pro-
posed protocols can manage different type of services following the same interaction. It is thus
extensible to other and future services.

7.8 Summary

Chapter 6 has presented the federation protocol suite which allows a satellite to notify avail-
able services and establish federations. These protocols are part of the necessary technology
development in order to the loSat paradigm to be able to become a reality. The federation pro-
tocol suite is composed of two application-layer protocols: the OSADP and the FeDeCoP. The
former allows a satellite to notify its available services to other satellites. These services cor-
respond to the unallocated resources that a satellite has, and are not continuously available,
existing opportunities to consume them only during lapses of time. With the OSADP, a satellite
can use these opportunities by discovering those published services. Once the service is noti-
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fied, a satellite can request it to the provider of the service. The FeDeCoP presents the different
regulations to establish and maintain a federation between two satellites. The results retrieved
from the different simulations motivated the development of a system that includes this pro-
tocol suite to deploy federations.

This chapter has presented the FSSExp payload which includes an implementation of the
federation protocol suite, and the necessary hardware components to establish federations.
The payload architecture has been reviewed, emphasizing on the different hardware subsys-
tems that compose it, and the software design that implements all the necessary functions. The
RF-ISL board is one of these subsystems that may be stood out because it provides the neces-
sary means to establish a wireless communications interface between different FSSExp pay-
loads. This payload becomes thus a system to verify the proposed protocol suite on a new envir-
onment, and taking in consideration the hardware limitations. The payload has been included
in the FSSCat mission which aims at demonstrating the benefits of applying the FSS concept to
EO missions. This mission promotes the execution of multiple payloads, which are distributed in
two 6U CubeSats following a train formation. The FSSExp execution in this mission corresponds
to a proof-of-concept of FSS, which would demonstrate the feasibility of deploying satellite fed-
erations.

As part of the verification plan of the payload, a stratospheric balloon campaign has been
performed. Details of the stratospheric balloon campaign have been presented in this chapter,
and a discussion of the different results has been conducted. This campaign was performed in
the North region of Moscow in arural area. The balloons flew during 1 hour and 45 minutes, and
they established multiple federations. The presented results show the environment that the bal-
loons have experienced, remaking that they reached a maximum altitude of 25,906 meters and
a maximum velocity of 76.3 m/s. Additionally, the temperature inside the balloons remained
stable between 15 °C and 20 °C, while the external temperature was close to -30 °C. Unfortu-
nately, the launch pad of the balloons was impacted by a RF interference, which increased the
noise floor 19.7 dB. This limited the maximum communications range to 55 km. Although this
limitation, the federations were established with different configurations: with balloons on the
ground, raising, and flying. With the completion of these federations, it has been possible to ex-
tend the communications range with a balloon that was not in line-of-sight with the ground sta-
tion. In particular, another balloon worked as a data relay, thanks to the federation, that helped
to download data from this remote balloon. Another scenario demonstrated that the federation
can also be established between a ground device, and a flying one, extending the paradigm to a
seamless hybrid network of terrestrial and non-terrestrial nodes. Finally, a federation between
the balloons to share storage capacity demonstrated that the proposed protocols can manage
different kind of services using the same design.

In all these federations the achieved throughput was equivalent to more than the 50 % of
the average capacity considering the delivery ration of the packets. Despite this promising per-
centatge, the absolute value of the throughput may be enhanced in future investigations. These
throughput values were mainly caused by the stop and wait ARQ technigue applied in the Fe-
DeCoP. This ARQ technique is ideal for half-duplex interfaces, but future research may evalu-
ate how enhance this situation to increase the throughput. Additionally, the use of real-time
threads, and the corresponding notifications may also boost the experienced throughput. Fi-
nally, the use of an ISL that separates the type of packets (i.e. control and data) may promote the
optimization of the channel and the corresponding throughput growth, as proposed in Chapter 6.
Nevertheless, the performance presented in this chapter corresponds to the first prototype ver-
sion of the FSSExp payload, which opens the door to keep developing the system with future en-
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hancements. Furthermore, the presented research has demonstrated that using the proposed
protocols the FSS and loSat approaches are feasible. The execution of the FSSExp payload in
the FSSCat mission would also demonstrate the feasibility of these two paradigms. This may
encourage the research on this topic, and to develop future spacecraft projects which integrates
these protocols as part of its software core.
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Conclusions

8.1 Introduction

Earth Observation satellite systems have become dependable resources for environmental and
climate monitoring, weather forecast, governmental activities, modern agriculture, and count-
less other commercial and industrial applications. The incursion of 5G in the aerospace domain
has motivated the conception of satellite systems as a promising platform to achieve desired
applications that require global coverage (e.g. the mMTC use case). The numerous demands
can be summarized in two main system requirements: (1) increase of data transfer capacity,
and (2) decrease the end-to-end communications latency. As conveyed throughout this disser-
tation, some satellite systems are starting to adopt novel structural and functional paradigms
grounded upon distribution and increased on-board capabilities in order to address these ever
growing user and application requirements. Structurally dynamic and potentially large-scale,
full-fledged DSS are being conceived as networks of sensing units that could become part of
a self-governed, in-orbit infrastructure. Among the different distributed architectures, the FSS
emerged as a candidate to exploitall the potential of DSS by means of establishing opportunistic
collaborations among satellites to share unallocated or underutilized satellite resources. These
collaborations—formally called federations—allows to conceive the space as a cloud system
in which satellites can leverage from other resources to improve their current mission perform-
ance. Multiple aspects related to their design and operation are still open fields of study in the
aerospace community, and some have been expressly tackled in thisresearch. This final chapter
discusses the specific contribution areas, recalling both the context at large and summarizing
results, and concludes by identifying possible avenues for future research.

8.2 Research contribution

Studies to quantify the potential and the benefits of applying FSS in current satellite missions
have demonstrated that this federated architecture can satisfy new demands, and materialize
new commercial stakeholder perspectives (Golkar, 2013a; Lluch, 2017). Despite these expect-
ations are applicable in numerous satellite activities, the potential of FSS is mainly remarkable
in the EO market with new capabilities based on heterogeneous satellites, such as the fusion of
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data from different instruments. This future perspective encouraged multiple lines of research
to enhance the integration of federations in satellite missions. This dissertation has presented
the developments conducted so far, and mainly centered at different aspects of system defini-
tion: (1) a framework to quantify—in early stages of mission definition—the benefits of applying
federations in return for increasing the complexity of satellites (Lluch and Golkar, 2019); (2) a
mechanism to design satellite missions which includes federations taking in consideration the
uncertainty of stakeholder intentions (Grogan et al., 2016b); (3) an auction-based mechanism to
in-orbitdetermine the fair value of the available resources according to the satellite concurrence
and demands (Pica and Golkar, 2017); and (4) the identification of the data security require-
ments in federations, and a preliminary approach to satisfy them (Maurich and Golkar, 2018).
Despite the interesting technology maturity achieved, all these developments assumed that the
necessary communication means to deploy federations were available, functional, and suitable
for federation nature (e.g. ISL technologies, protocols to deploy and manage networks, proto-
cols to negotiate and transact resources, and protocols to notify available services). However,
this assumption needs still to be discussed in depth.

The review of the different satellite networks proposed in the past years conveyed the lim-
itations of these proposals to tackle the sporadic, opportunistic, and heterogeneous nature of
satellite federations. Some of the proposed satellite networks have been designed to deal with
the satellite motion which may entail the fragmentation of the network and the isolation of satel-
lite groups. By means of dedicated satellite architectures or centralized predictive approaches,
these proposals could mitigate or coexist—respectively—with this network phenomenon. Nev-
ertheless, they cannot tackle with the federation nature presented in the FSS concept, because
their design was not conducted to satisfy this requirement. Specifically, heterogeneous orbits
may coexistinthe FSS being per se contradictory with a pre-defined satellite architecture. When
this custom satellite system architecture is not included in the design process, the satellite mo-
bility drives the capability to communicate. Satellite-to-satellite interfaces are characterized by
being temporal links, which can be concatenated to generate per se a temporal route between
two remote satellites. Due to this temporality, the routes and links may be destroyed over time,
disrupting a satellite network into multiple connected fragments. Maurich and Golkar indicated
in (Maurich and Golkar, 2018) the imperative necessity to address this situation for the sake of
the established federations.

This dissertation has been founded on this necessity to conceive a communications en-
vironment over which federations can properly been deployed. The contributions crystallized
in the previous chapters have tried to answer some questions that still were present in the re-
search field of satellite federations: (1) What is the nature of end-to-end routes between remote
satellites in sporadic and opportunistic satellite networks, and how can they be defined? (2)
How can satellites be aware of the available resources offered by other satellites? and (3) what
are the necessary mechanisms to deploy a federation in this opportunistic context? Therefore,
the definition of this space paradigm and the exploration of tangible solutions to deploy satel-
lite networks following the federation premises, naturally constituted the fruitful field of study
of this doctoral research. The remaining sections present in details each of the contributions
achieved during the completion of this doctoral research.

8.2.1 The loSat paradigm: a network context for FSS

As previously stated, the development of FSS reached a stalemate that required the develop-
ment of communications techniques that facilitate the establishment of satellite federations.
This networked satellite system would be able to respect and adapt itself to the nature of satel-
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lite federations. These federations can be characterized by a set of unique features: (1) sporadic
interactions that could not be anticipated; (2) opportunistic collaborations to obtain certain mis-
sion benefit from its establishment; (3) decision-making capacity in satellites to identify the po-
tential interest on participating in a federation; and (4) composed of heterogeneous satellites
with distinct resources, capacities, orbit trajectories, owners, and operators. These features—
in conjunction with satellite motion—pose a considerable challenge in the definition of end-to-
end communications routes composed of intermediate satellites. This task, conducted by the
routing protocol, is a technology enabler to deploy federations in future satellite missions.

The discussion of current proposals to deploy satellite networks performed in Chapter 2em-
phasized the scarcities of these proposals to tackle satellite federations. Snapshot networks are
centered on the natural and predictive nature of satellite motion which conforms a sequence of
topology pictures where inter-satellite connections remain stable during a lapse of time. Fol-
lowing a similar premise, DTN propose the construction of a contact plan that schedules inter-
satellite networks over time to understand the network evolution, and leverage on determining
time-forward routes. Additionally, the same type of network encourages the use of probabil-
istic technigues in case that prediction could not be affordable by leaking on reliability. The
LEO satellite networks and MLSN promote the deployment of a dedicated satellite architecture
to mitigate the motion impact. Despite the impressive performance achieved, the use of this
custom architecture cannot deal with the heterogeneous nature of federations. Nevertheless,
MLSN demonstrated the potential of combining different orbit altitudes to enhance the network
performance. The mega-constellations encourage the deployment of hundreds or thousands of
satellites to achieve a commercial performance. This approach may not be affordable due to
other administrative challenges or the induced cost of this massive system. MANET technolo-
gies seem to be a promising approach thanks to its adaptive capacity to network events and node
mobility. Nevertheless, the network disruption becomes its kryptonite by reducing the feasible
instantaneous end-to-end routes. Last—but not least—, WSN demonstrated the benefits of in-
cluding resource awareness mechanisms for embedded systems. Nevertheless, it has not been
designed to efficiently manage node mobility.

None of the previous network proposals were conceived to deploy satellite federations,
and all of them lack of certain feature that may be present in another one. This dissertation has
tackled this issue by the definition a new network environment adapted for satellite federa-
tions: The loSat paradigm. This paradigm promotes the development of a dynamic environment
in which satellites decides to establish temporal networks—called ISN—to deploy federations
when a benefitis awarded. This kind of satellite network is characterized by (1) having a dynamic
topology due to satellite motion, (2) having nodes that follow the deterministic orbit trajectory,
(8) being compounded of unreliable nodes that may decide to not participate in the network, (4)
interconnecting nodes that are resource-constrained, (5) coexisting distinct technologies and
operation strategies conforming a heterogeneous scenario, (6) being deployed sporadically and
opportunistically, and (7) deploying distinct federations type which differ on traffic nature. Fol-
lowing the architecture of current Internet, the loSat proposes the interaction of satellites from
different systems to create a global network, instead of deploying a custom and massive infra-
structures. Thisapproach makes satellite systems more accessible thaninthe other case, which
may be driven by administrative, cost, and high density issues. The development of a routing
protocol that satisfies these features has to be properly conducted.

The definition of the loSat paradigm and its features has been previously published in the
peer-reviewed |IEEE Access journal (Ruiz-de-Azua et al., 2018c), and in the 5™ Federated and
Fractionated Satellite Systems Workshop (Ruiz-de-Azuaetal., 2017). Furthermore, the particip-
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ationin the ONION project to define a technology roadmap for satellite networks has crystallized
inthe formal definition of this paradigm. This work has been published in the peer-reviewed IEEE
Access and Acta Astronautica journals (Alarcén et al., 2018; Tonetti et al., 2020), the 70™ Inter-
national Astronautical Congress (Tonetti et al., 2019a), and the Living Planet Symposium (Tonetti
et al., 2019b). The details of these publications are accessible in Chapter 9 with the identifiers
(17, [h1, V3, [VII, [XIV], and [XVII].

8.2.2 Identification of the required routing protocol capabilities

The design of a proper routing protocol requires a dedicated study to identify which capabilities
should have it to be able to deploy ISN in the loSat paradigm. The review of the routing protocols
developed for each satellite network type—conducted in Chapter 2—has conveyed numerous
features and capabilities that may be appropriate to deploy ISN in the loSat paradigm. Among
them, we have discussed which could be appropriate to ISN nature. The discussion concluded
with the identification of the appropriate features that an ideal routing protocol should in-
clude to define a route in the loSat paradigm: (1) a connectionless approach can better man-
age network mobility; (2) an adaptive protocol is able to learn the network topology changes,
and reacts against unpredictable events (e.g. request of a federation); (3) predictive mechan-
isms need to be complemented with instantaneous route definition; (4) the routing table has to
be computed in a distributed manner, instead of a centralized architecture; (5) a distance vector
approach is suitable for uncertain size of the network, which could reach large dimensions; (5)
the capability of managing multiple routes enhance the reaction time against path changes or
congestion scenarios; (6) a hybrid approach to learn about the network topology that combines
the discovery of the network from reactive protocols with the proactive maintenance seems to
be the best strategy for ISN; and (7) the selection criteria must integrate different metrics—
specifically, the satellite resource status—with the possibility to include route constraints. By
means of this list, a custom routing protocol could be designed from scratch, or a comparison of
current routing protocols developed for other satellite networks could be performed to evaluate
if they could be appropriate for ISN.

8.2.3 Study of current routing protocols for the loSat paradigm

Thanks to the identification of the required features of a routing protocol we have been able to
evaluate if current routing protocols from other satellite networks could deploy ISN. The routing
protocols developed for snapshot networks and predictive approaches for DTN are founded on
a central architecture in which a capable infrastructure can compute the evolution of the entire
network. This centralized approach does not match with the distributed feature for ISN, mak-
ing these solutions not scalable and quite limited in flexibility. The protocols developed for LEO
satellite networks and MLSN properly manage the congestion of the network, and provide low
end-to-end latency. Nevertheless, they are customized to the proposed satellite architectures,
which make them difficult to be applied in a heterogeneous scenario. Despite this limitation,
these protocols take in consideration multiple routes simultaneously which is a desired feature
for ISN. Replication-based DTN approaches cannot explicitly guarantee the delivery of the mes-
sages, which could not be acceptable for certain federations. Finally, MANET and WSN proto-
cols are the ones that are—in mean—more suitable to deploy ISN. Specifically, all the hybrid
solutions prevail against the other reactive and proactive protocols. Nevertheless, these hybrid
approaches are zone-based, which could not be entirely integrated in satellite networks. All the
protocols of the WSN have similar FoM, except the IRPL which has an 80 % as FoM. The capabil-
ity to integrate different metrics in a single OF, which includes the status of the node resources,
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makes this protocol a relevant approach for ISN. However, the RPL family is not able to manage
node mobility by default. Therefore, the protocol should be extended in order to be integrated in
the loSat paradigm. Despite this suitability, the maximum averaged FoM per satellite network
does not exceed the 65 %, which indicates that there is—in mean—a 35 % of difference with
respect to the ideal routing protocol. Furthermore, none of the reviewed protocols presented
mechanisms to integrate the capability to decide the participation of a satellite in the construc-
tion of the network. This result suggests that no single protocol can satisfy all the require-
ments of ISN, and they require to be extended with capabilities that are presented in other
protocols. Therefore, further investigations can be conducted to evaluate the performance of
these protocols, and identify potential improvements to overcome these limitations.

8.2.4 The connectivity is fundamental for ISN

The possibility to apply proactive routing protocols from MANET into satellite networks has also
been discussed and evaluated. With the previous analysis, routing protocols from MANET and
WSN emerged as a promising capabilities that could be appropriate for ISN. The protocols de-
veloped for WSN has the ability to differentiate routes according to a group of metrics and con-
straints. These metrics may be the commonly used in routing protocols—i.e. number of hops,
delay—, but they can be extended to other metrics related to the status of the nodes. This con-
cern about the node resources is essential in a network composed of embedded systems, like
sensors or satellites. Nevertheless, these protocols were not originally conceived for movable
nodes, which complicates its direct application in satellite networks. On the other hand, the
flexibility and adaptability of the protocols conceived for MANET are suitable capabilities to ad-
dressthe dynamic environment of ISN. The possibility to learn the topology over time would allow
to react against link changes due to satellite motion. Chapter 4 has extended the study by sim-
ulating a scenario where satellites deploy a network using the OLSR protocol. This protocol has
largely been used in other connected infrastructures, such as in networks composed of ground
or flying vehicles.

The study has started by analyzing the dynamism of the network topology, suggesting that
the disruption of the network is a relevant phenomenon that influences the communications
performance of satellite systems. The routes that are composed of large number of intermedi-
ate satellites are more sensitives to changes than smaller routes, having short lifetime (roughly
seconds). Typically, stable routes are less frequent that intermittent routes, which provokes that
satellite networks can be considered as a dynamic environment. The utility of a route is an in-
teresting metric to evaluate the potential interest of the network at system level, because it cor-
responds to the amount of data that can be transmitted in a feasible route with respect to the
generated data. The results presented in Chapter 4 indicate that short-time routes have to be
used for sporadic transmissions, while long-time routes for data streams. This is important to
identify the data from which payload must be propagated at each route according to the tem-
poral nature of the route. The connectivity, and in particular the nature of the routes, are fun-
damental resources of a satellite system that must be properly allocated to optimize them.
The fragmentation of the network must be mitigated to improve the connectivity of the network.
An option to ameliorate this connectivity could be the design of an appropriate satellite archi-
tecture that naturally mitigate this disruption—like LEO satellite networks—or the inclusion of
alarger number of satellites—like mega-constellations. Another approach is the integration of
new and advanced communications capabilities into the satellites designs to improve their
connectivity: (1) farther communications ranges, (2) multiple devices to achieve an omnidirec-
tional patter, and (3) predictive algorithms to anticipate feasible routes.
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Therefore, the study demonstrated that the OLSR protocol cannot tackle with all the chal-
lenges that entail this type of satellite network. The development of new features for OLSR
protocol that could anticipate this disruption (e.g. predictive algorithms or store-and-forward
mechanisms) could enhance its performance in this satellite context. The research related to
this study has been published in the peer-reviewed IEEE Access journal (Ruiz-de-Azua et al.,
2018b). The details of this publication are accessible in Chapter 9 with the identifier [I11].

8.2.5 Definition of a predictive algorithm for satellite contacts

The disruption of the network cannot be underestimated, because it can considerably degrade
the communications performance. An option that has been emphasized during all the disser-
tation is the integration of capabilities presented in DTN solutions into MANET protocols. One
of those capabilities is the prediction of network changes to anticipate future instantaneous
routes or routes over time. These DTN solutions are founded on a central entity—the CPCE—
which computes the entire contact plan of a satellite system. This plan corresponds to a se-
guence of scheduled inter-satellite contacts over time, which allows identifying feasible routes
composed of an inter-satellite contact succession. These time-forward routes are thus defined
in the time domain, instead of the common end-to-end routes which are defined in the space
domain—being also called as instantaneous routes. As stated previously, this centralized ap-
proach is not suitable for ISN, because it is not easily scalable nor flexible. To overcome these
limitations, new investigations aim at providing autonomy to satellite. Therefore, following this
premise, Chapter 5 has presented a predictive protocol to estimate inter-satellite contacts in a
distributed manner.

With this autonomous and de-centralized approach, a satellite can identify other neighbor
satellites, and predict when a contact happens assuming an omnidirectional antenna pattern.
The proposed solution uses a predictor which estimates the contacts leveraging from the de-
terminism of the satellite trajectory. Therefore, it uses the satellite orbital elements to formulate
simple model, without propagating the entire trajectory. To define the prediction algorithm, a
contact between two satellites has been modeled as a satellite proximity or closeness. The pro-
posed protocol has been evaluated in two different scenarios that could represent ISN: a hybrid
constellation, and a massive satellite constellation. The results presented in Chapter 5 demon-
strate that each satellite is able to construct the contact plan autonomously to identify feasible
routes with remote satellites. However, it is highlighted that this final knowledge is achieved
after a lapse of time in which the algorithm is discovering. The results also confirmed that this
time is directly related to the ISL communications range, which determines the disruption of the
network impact. With farther ranges, less time is required. However, an inflection point in which
all the satellites have the needed knowledge appears in all the cases. Additionally, the results
also highlight that the proposed algorithm is able to discover those remote nodes with which
physically an interaction can be established. Therefore, depending on the disruption of the net-
work, the satellite does not necessarily learn about the entire network, just about its community.

The achieved accuracy of these estimated contacts are more than 90 % when the satel-
lite orbits does not differ considerably. This performance encourages to conceive distributed
predictive mechanisms for satellites that support or complement routing protocols to anti-
cipate network disruption. The prediction accuracy is degraded when the heterogeneity of the
satellite system increases considerably. This situation may appear in the loSat paradigm, which
motivates the enhancement of this technology in future research. Due to its non-linear behavior,
these predictors may be defined by means of Al that could enhance the final accuracy.
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The design of this predictive algorithm has been published in the peer-reviewed IEEE Ac-
cess journal (Ruiz-de-Azua et al., 2020b), and the International Astronautical Congress (Ruiz-
de-Azua et al., 2019b). The details of these publications are accessible in Chapter 9 with the
identifiers [IV], and [XIII].

8.2.6 The federation protocol suite: from the design to the implementation

The previous study has been centered on the design of routing protocols for ISN. Nevertheless,
some other important questions remained still unanswered: How can satellites be aware of the
available resources offered by other satellites? What is the necessary mechanisms to deploy a
federation in this opportunistic context? Without the proper technology development to address
these challenges the routing protocol could become useless. Therefore, Chapter 6 has presen-
ted the design of the federation protocol suite which aims at providing the necessary means to
notify available services and establish satellite federations. These collaborations are founded
on sharing underutilized satellite resources, which can be offered as services to other satellites.
Due to the use of these resources, the offered services may not always be available. Due to the
use of these resources, lapses of time in which the resource is available may exist. It becomes
thuscrucial to develop the fundamental protocols that allows to leverage these temporal oppor-
tunities.

Two protocols conform the proposed suite: the OSADP, and the FeDeCoP. The OSADP is
responsible to publish the available services following a proper dissemination in the network
which bounds the regions of the network where the publication is forwarded. A satellite that
receives this publication retrieves information about the available service, and it can decide to
request the establishment of the federation. This establishment is conducted with the FeD-
eCoP which proposes the execution of three phases: the negotiation, the consumption, and the
closure phases. With these three phases, different types of federations can be established in a
satellite system. The protocols have been evaluated in a heterogeneous satellite system which
demonstrated its benefits by increasing the entire downlink capacity. Specifically, the execution
of the protocol suite with a reduced number of satellites allows downloading 7% more than not
using it. In this case, the potential benefits of applying this solution are limited by the network
disruption associated to the small number of satellites deployed. With further satellites, the
system can duplicate the overall downloaded data. This performance encourages to keep in-
vestigating on the development of new features that could be applied to these protocols in order
to mitigate the impact of the network disruption.

The research associated to the federation protocol suite has been published in the peer-
reviewed |[EEE Access journal (Ruiz-de-Azua et al., 2020a). The details of this publication are
accessible in Chapter 9 with the identifier [VI].

8.2.7 The necessity to conceive different communication planes

The results achieved in Chapter 6 with the execution of the federation protocol suite would not
be possible if multiple communications plane would not be taken in consideration. The ideal
ISL subsystem would provide large data rates, large communication ranges, and transmitting
through an omnidirectional pattern. With these characteristics, it would be possible to have a
system that provides fast transmission and high connectivity. Unfortunately, these character-
istics cannot be achieved using a single subsystem—due to physical constraints. Nevertheless,
the combination of multiple ones can tackle this challenge. Chapter 6 has proposed the use of
the control and data planes to separate what is related to the network signaling, and the data
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transmission. As in other scenarios, the combination of decoupled and independent planes al-
lows to isolate network managing tasks and traffic, which optimizes the data transmission on
the other plane. The control plane must provide a communications channel for those packets
that manage the network, which do not require high transmission data rates. Nevertheless, it
requires a subsystem that provides a large communications distance to increase the connectiv-
ity. Otherwise, the data plane provides a communications channel to transmit the generated
data from the payloads, which requires a link with a high data rate. This ISL subsystem must be
based on a directive antenna or laser to achieve large distances by specifically pointing to the
neighbor satellite.

The combination of both planes provides a satellite-to-satellite communications interface
with high connectivity, large range, and great data rate. Furthermore, this new device may in-
clude flexible mechanisms that allows to modify its functions according to each satellite. By
means of SDR technology, this flexibility enables to interface different ISL devices that work with
distinct characteristics. This is essential to be integrated in future satellite missions in order to
enhance the system connectivity. As previously demonstrated, the conjunction of this device
with the federation protocol suite may largely improve mission performance.

8.2.8 Development of the FSSExp payload

The results presented in Chapter 6 motivated the development of the FSSExp payload, whichis a
devicethatincludes animplementation of the federation protocol suite, and the necessary hard-
ware components to establish federations. Chapter 7 has presented the design of this payload
by reviewing all its subsystems. Among these subsystems, the RF-ISL board stands out by al-
lowing the creation of a wireless communications interface over which data can be exchanged.
The development of this payload has been conducted over different phases. The design and
implementation allowed the verification of the final system in the laboratory. This verification
consisted in different executions in a controlled location, with a far distance configuration, and
in the facilities that allows to emulate space conditions. Furthermore, a stratospheric balloon
campaign has been performed as part of this verification plan. In this campaign, three strato-
spheric balloons established different federations sharing downlink opportunities and storage
capacity using the FSSExp payload. Specifically, each balloon generated data that was down-
loaded to a ground station using federations with the other balloons.

The results of the stratospheric balloon campaign demonstrate that the FSSExp payload
allows establishing federations. Numerous federations have been achieved in different con-
figurations: (1) all the balloons were on ground, (2) between a balloon taking off and another
on ground, (3) during the release of all the balloons, and (4) only between balloons. These dif-
ferent federations allowed to evaluate the performance of the protocols in a real scenario. The
achieved throughput was equivalent to more than the 50 % of the average capacity considering
the delivery ration of the packets. With the completion of these federations, it has been pos-
sible to extend the communications range with a balloon that was not in line-of-sight with the
ground station. In particular, another balloon worked as a data relay, thanks to the federation,
that helped to download data from this remote balloon. Another scenario demonstrated that
the federation can also be established between a ground device, and a flying one, extending
the paradigm to a hybrid network of terrestrial and non-terrestrial nodes. Finally, a federation
between the balloons to share storage capacity demonstrated that the proposed protocols can
manage different kind of services using the same design.

The presented design corresponds to the first prototype of the payload. Thanks to the bal-
loon campaign, we have identified possible enhancements that could improve the performance
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its performance. Specifically, the throughput can be improved by the use of the suggested ISL
device that separates the communications planes. Furthermore, the experience achieved in the
balloon campaign demonstrated that communicationsinterference may become a serious prob-
lem in future satellite missions. Therefore, the application of mitigation techniques could also
improve the current performance.

The design and experimentation of the FSSExp payload has been published in the Interna-
tional Geoscience and Remote Sensing Symposium (Camps et al., 2018; Ruiz-de-Azua et al.,
2019c, 2020d), and an article has been submitted to the peer-reviewed |IEEE Access journal
(Ruiz-de-Azua et al., 2020c¢). Furthermore, the design process that has experienced the RF-ISL
board from the 2Cat-4 mission until the FSSCat context has been published in the URSI Atlantic
Radio Science Meeting (Ruiz-de-Azua et al., 2018a), the International Geoscience and Remote
Sensing Symposium (Ruiz-de-Azua et al., 2019a), and the Specialist Meeting on Reflectometry
using GNSS and other Signals of Opportunity (GNSS+R) (Ruiz-de-Azuaetal., 2019d). The details
of these publications are accessible in Chapter 9 with the identifiers [VIII], [X], [X1], [XI], [XVI], and
[XVII].

8.2.9 Development of an integrated simulation framework for networked DSS

The different studies conducted in this dissertation would not be possible without the devel-
opment of a software framework that enables to simulate networked DSS. Chapter 3 presen-
ted the design of this framework which enables the simulation of autonomous DSS, and emu-
lation of ISL communications with fidelity. Implemented on top of the NS-3 core, the simulator
encompasses a programming environment through which custom satellite components can be
modeled and controlled, as well as a user configuration area that facilitates the definition of
multiple different DSS contexts. We have briefly presented how the architectural definition of a
satellite is composed of three unique modules: operations, networking, and physical. Satellite
behavior (e.g. modes of operations, execution of tasks) and flight software is emulated in the
operations module, which leverages NS-3 components and is internally implemented as the ap-
plication layer of a network node. The physical layer encompasses as many self-contained rep-
resentations of subsystems, devices, or abstract models provided by the user. Finally, the net-
working module allows the user to define their own custom network stack, enabling the design,
implementation, and verification of new ISN protocols. By means of a dedicated design, the
software framework is able to emulate satellite-to-satellite and satellite-to-ground communic-
ations which are characterized by intermittent contacts. This framework encompasses thus
the three main modules that could be critical technological enablers for future research on net-
worked satellite systems. Despite its current design is functional, future research may still be
focused on improving the framework with new functions and satellite models (e.g. pointing sys-
tem, 5G use-cases traffic models, etc.)

Nowadays, the simulatoris encompassed in an on-going project developed at UPC that was
briefly introduced in (Ruiz-de-Azua et al., 2018d) and (Araguz et al., 2019). The details of these
publications are accessible in Chapter 9 with the identifiers [IX], and [XV].

8.3 Future research

The work presented in this thesis has opened further questions that may hopefully foster new
avenues of research. The design of ISN in the loSat paradigm still entails multiple communica-
tions challenges. Throughout this dissertation, we have examined many satellite networks and
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their technologies to evaluate if they could be applicable in the loSat paradigm. The discussion
concluded that no single protocol can perfectly suit the nature of ISN, requiring the development
of a dedicated protocol. This dissertation has introduced the challenges that this protocol have
to tackle, and performed a preliminary study to identify the mechanisms to include in the OLSR
protocol that would improve its performance. Nevertheless, the design of the routing protocol is
still a task to be accomplished. We hope this study may motivate this design process in future
research, generating a proposal that enables the deployment of ISN.

Among the different challenges that this kind of protocol must tackle, the disruption of the
network is the most relevant. The results presented in this dissertation suggest the necessity
to consider satellite connectivity as a valuable resource during the system design. This may en-
courage the development of new techniques and devices for this purpose. This enhancement
must be performed to achieve the following goals: (1) the extension of farther communications
range (roughly 3500 km), (2) the increase of the link capacity for the data transmission (roughly
100 Mbps), (3) the increase of the visibility of the satellites that could—closely—reach omni-
directional patterns, and (4) the necessary flexibility to switch among different physical techno-
logies. This enhancement on satellite connectivity would entail the global improvement of the
satellite network, and thus mitigate the disruption of the network without the deployment of
custom satellite architectures or massive satellite constellations.

The development of the predictive protocol presented in this dissertation demonstrated the
feasibility to achieve a de-centralized approach to predict inter-satellite contacts. Despite the
achieved results with the proposed solution, the presented approach has still some limitations
that needs to overcome in order to achieve a competent performance in all the scenarios. We
expect that these results motivate the development of new techniques that keep this distrib-
uted philosophy and can exceed the features of our approach. This prediction capability would
support the development of any routing protocol by anticipating the disruption of the network,
and determining the routes accordingly.

The research presented in this dissertation showed the development of the federation pro-
tocol suite which includes two protocols to establish federations. These protocols have been
designed to be appropriate for federation nature. The results demonstrate that the use of these
protocols can boost the performance of the satellite mission, but further enhancements can be
applied. The disruption of the network has not been taken in consideration during the design of
the protocols, which—as results suggest—drives the resulting performance. Therefore, the in-
tegration of store-and-forward techniques in these protocols could become a step forward on its
application in future satellite missions that may be characterized by this network phenomenon.
These investigations on enhance the protocol design may also be applicable in the FSSExp pay-
load. The presented system corresponds to the first prototype of a device that helps to estab-
lish satellite federations. It has been conceived to be a proof-of-concept of the FSS and loSat
paradigms. Therefore, the improvement on its design with the new techniques applicable to the
protocols, and hardware ameliorations could still encourage the integration of this module in
future satellite missions.

One of the outcomes retrieved from the stratospheric balloon campaign for the verification
of the FSSExp payload is the dramatic impact of RF interferences in communications perform-
ance. This undesired phenomenon may degrade the expected performance of satellite commu-
nications until reaching the loss of the link. Future research may be centered on developing
mitigation techniques in communications, which have already been applied in other fields, such
as in EO satellite missions (Forte Véliz, 2014; Querol, 2018; Tarongi Bauzé, 2013). Furthermore,
the aggregation of numerous devices in the same channel may also provoke a massive compet-
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ition to access the medium that its effects could entail the same results as RF interferences.
Therefore, it is crucial that future investigations tackle this challenge.

Among the different challenges that this dissertation has intended to contribute, other
questions about FSS remain unanswered. One of the most relevant is the data security level
that was briefly tackled in (Maurich and Golkar, 2018). New security mechanisms (e.g. block-
chain) that follow the nature of satellite federations need to be developed in future research in
order to be possible the integration of these satellite interactions in future missions.

Finally, the integration of the proposed protocols into a scenario that includes autonomous
operations would lead to evaluate the proposed protocols in other scenarios and applications.
The dissertation of Araguz (2019) suggested the necessity to extend his research with accur-
ate modeling of satellite communications in DSS. The merge of both research may provide new
insights of satellite systems which could motivate the development of new applications and ser-
vices. Furthermore, the developed protocols have not been applied for broadband telecommu-
nications services. A study to evaluate the performance of these protocols in this context may
enable to evaluate their benefits and limitations. However, the software framework presented in
this dissertation to simulate networked DSS needs to be extended to accomplish this goal. With
this development, we hope that this framework could help in future research of similar topic.

8.4 Final remarks and open discussion

The evolution of space systems is currently and constantly seeking the incorporation of a myriad
ground-based technologies that promise to improve the way in which satellites can offer ser-
vices to users on the Earth. Some of the most audacious DSS propositions, if not all, are facing
a change of paradigm that is partly motivated by the Internet of Things, the extraordinary mini-
aturization of computing platforms, cloud computing and virtual services, and the recent ad-
vancements in machine learning and artificial intelligence. Many of the research efforts seem
toindicate that we should expect the development of very complex satellite systems in the years
to come. Among the different proposals, the FSS with the loSat paradigm propose an intercon-
nected space thatrequire the collaboration of different satellites owned and operated by distinct
space entities.

Aside from the technical difficulties and obstacles to solve, this vision may encourage
the improvement of current missions by extending the capabilities of satellites with new re-
sources that are not physically located inside them. This could-based conception entails a
major change on the traditional view of satellite systems, which could not be directly accepted
by the community. Nevertheless, like in many other areas in ground technology (autonom-
ous vehicles, UAVs, smart cities), many are the advancements that are constantly pushing to
make this paradigm change a reality. The future of Earth observation systems and broadband
telecommunications is very likely to benefit from the design of these collaborations, and the
proposer communication interface to establish them. These systems may be able to observe,
learn, react, and predict how to balance their actions according to the communications evolu-
tion in satellite networks. These new capabilities could perceive the space as a heterogeneous
environment in which satellites autonomously interact for an explicit or implicit amelioration in
the final service. This novel paradigm will excel in uncountable qualitative properties far beyond
revisit times and latency, offering innumerable humanitarian, environmental, agricultural, in-
dustrial, and commercial opportunities. Only the time and the research effort will decide if this
sophisticated paradigm shift will become a reality.
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