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La pluma es lengua del alma: cuales fueren los conceptos que en ella se engendraren, tales 

serán sus escritos.  

– Don Quijote.  
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Abstract  

Autoinflammatory diseases are caused by an antigen independent 

hyperactivation of inflammatory pathways. The first genetic defect linked to 

an autoinflammatory disease was described almost 25 years ago and, since 

then, the list has been expanded to more than 40 different disorders and causal 

genes. In this work, we have applied massive parallel sequencing to explore 

the genetic mechanisms implicated in these diseases. In addition to the 

detection of germline genetic variants, we have demonstrated that massive 

parallel sequencing is suitable to detect and characterize the frequency 

distribution in different cell populations of somatic causal variants, as well as 

derived some general recommendations for the detection of this type of 

variation. We have also developed a novel approach based on chromosome 

isolation by flow cytometry to characterize a large structural variant in a family 

with an autoinflammatory disease. Thus, we propose that these alternative 

genetic models, which have remained largely underexplored because of 

technical and analytical limitations, may explain an important fraction of the 

undiagnosed patients of rare disorders, and must be considered in future 

experimental and study designs. 
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Resumen  

Las enfermedades autoinflamatorias son causadas por una hiperactivación de 

las vías inflamatorias independiente de antígeno. El primer defecto genético 

asociado a una enfermedad autoinflamatoria fue descrito hace casi 25 años y, 

desde entonces, la lista se ha expandido hasta más de 40 enfermedades 

distintas y genes causales. En este trabajo, hemos aplicado secuenciación 

masiva paralela para explorar los mecanismos genéticos implicados en estas 

enfermedades. Además de la detección de variantes genéticas germinales, 

hemos demostrado que la secuenciación masiva paralela es adecuada para 

detectar y caracterizar la distribución de frecuencias en diferentes poblaciones 

celulares de variantes somáticas causales, así como sugerir ciertas 

recomendaciones generales para la detección de este tipo de variación. 

También hemos desarrollado una nueva aproximación basada en aislamiento 

de cromosomas mediante citometría de flujo para caracterizar una variante 

estructural grande en una familia con una enfermedad autoinflamatoria. Así 

pues, proponemos que estos modelos genéticos alternativos, que han 

permanecido ampliamente inexplorados debido a limitaciones técnicas y 

analíticas, podrían explicar una fracción importante de los pacientes de 

enfermedades raras sin diagnóstico, y deben ser considerados en futuros 

diseños de estudio y experimentales.  
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Preface  

Massive parallel sequencing technologies have rapidly evolved from its 

commercialization, 15 years ago. The scientific and the clinical communities 

have generated an incredible amount of data using them to study genetic 

variation in humans and other organisms.  

Autoinflammatory diseases are the main focus of this thesis. In this work, they 

were explored by whole exome and whole genome sequencing, both with 

Illumina and Oxford Nanopore Technologies data, with the aim to discover 

new somatic and germline pathogenic genetic variants.  

In the Introduction section, human genetic variation, along with the different 

types of variants, is presented in the first place. After that, massive parallel 

sequencing technologies, with methodological aspects of the variant discovery 

processes, are detailed. In the second block of the Introduction, an overview 

of the immune system is given, followed by an explanation of inflammation in 

physiological conditions. Then, autoinflammatory diseases are introduced, 

with a description of the pathogenic mechanisms that underlie these disorders. 

To close the circle and conclude the Introduction, the genetic variants already 

discovered for autoinflammatory diseases are enumerated. 

Results are divided into four chapters. In Chapter 1, we explore the suitability 

of whole exome sequencing for the discovery of somatic pathogenic variants, 

in blood samples, from individuals with autoinflammatory disorders and other 

primary immunodeficiencies. In Chapter 2, we describe two new variants 

related to the deficiency of IL-1 receptor antagonist. In Chapter 3, we perform 

a proof of concept of the flow sorting enrichment technique of chromosome 

1 and its sequencing with an Oxford Nanopore MinION device. This 

technique allows us to, in Chapter 4, describe a novel structural variant related 

to cryopyrin associated periodic syndrome in a particular family.  
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Finally, these results are discussed in the context of other studies of the field, 

also with a look into the limitations of the employed techniques and into the 

future of genomic studies.  
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1. Genetic variation 

1.1. Human genetic variation  

The human reference genome 

The first draft of the human genome was published 20 years ago, in 2001. Two 

different articles were published in Nature (International Human Genome 

Sequencing Consortium 2001) and Science (Venter et al. 2001) at the same 

time since, respectively, a public and a private initiative pursued the same 

objective. In the first case, a big consortium called the Human Genome 

Project was created and funded with public resources. They partitioned the 

human genome into pieces and used thousands (> 20,000) of bacterial artificial 

chromosomes to physically map and sequence it. In the second case, the 

private company Celera Genomics, run by Craig Venter, used whole genome 

shotgun sequencing to accomplish the same goal. Two years after the initial 

release, the consolidated version of the human reference genome was 

published (Collins et al. 2003).  

Efforts to complete and refine the human genome have continued 

(International Human Genome Sequencing Consortium 2004) and are still 

ongoing nowadays. At the moment of writing this thesis, the latest version of 

the human reference genome is the GRCh38.p13 (Genome Reference 

Consortium Human Build 38 patch release 13), submitted by the Genome 

Reference Consortium in February 2019 (it can be found on 

https://www.ncbi.nlm.nih.gov/grc/human). The first version of the 

complete human genome has been published, as a preprint, days before the 

deposit of this thesis (Nurk et al. 2021). This reference, called T2T-CHM13, 

includes the sequences of all autosomes and chromosome X with no gaps.  

The technology used by the Human Genome Project to sequence the human 

genome was the chain termination sequencing or Sanger sequencing (Sanger, 
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Nicklen, and Coulson 1977). It is part of what has been called first generation 

sequencing technologies. The second generation is characterized by producing 

short reads, typically around 150 bp, with high accuracy and throughput; 

Illumina being the company that has dominated this market. These second 

generation technologies are usually called next generation sequencing (NGS), 

although the term “next”, 15 years after their commercialization, is considered 

obsolete. Nowadays, they are commonly called massive parallel sequencing 

(MPS) technologies, along with the third generation. In the third generation 

we mainly find two technologies: Oxford Nanopore Technologies (ONT) and 

Pacific Biosciences (PacBio). They are characterized by the production of 

longer reads, typically 1-200 kb (and up to 2 Mb) (Logsdon, Vollger, and 

Eichler 2020), although at the cost of reduced base quality and increased price.  

All these technologies have been extensively compared and reviewed 

elsewhere (Heather and Chain 2016; Kchouk, Gibrat, and Elloumi 2017; 

Kumar, Cowley, and Davis 2019; Pareek, Smoczynski, and Tretyn 2011). In 

particular, NGS methods were reviewed ten years after their initial 

commercialization (Goodwin, McPherson, and McCombie 2016).  

Thanks to the advent of sequencing technologies, obtaining the whole genome 

sequencing (WGS) data of one individual is considerably cheaper and more 

accessible than what it used to be. It is estimated that the cost of the first 

human genome draft was ~$300 million (although the project was funded with 

$3 billion), whereas today the cost of one WGS is less than $1,000 (Figure 1). 

In certain cases, we could just be interested in sequencing the coding part of 

the genome or a fraction of it, so whole exome sequencing (WES) or targeted 

sequencing, respectively, are an even more affordable option. As a curiosity, 

the first individual to have the whole genome sequenced was, precisely, Craig 

Venter’s (Levy et al. 2007). 
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Figure 1. Cost per human genome, in US$, from the first draft until today. From 2001 

to October 2007, Sanger sequencing cost to 6X coverage was used. From January 

2008 to August 2020, Illumina sequencing cost to 30X coverage was used. Prepared 

from NIH data (https://www.genome.gov/sites/default/files/media/files/2020-

12/Sequencing_Cost_Data_Table_Aug2020.xls). 

Types of genetic variation 

The term genetic variation –or, for simplicity, variation– refers to the 

differences in the DNA sequences between individuals or between 

populations. In this context, it is important to understand that, although they 

are sometimes used as synonyms, mutation and variant are two different 

concepts. Mutation is the biological process by which a genetic variant 

originates. And a variant, as mentioned, is something that differs between two 

given DNA sequences. In genomics, the word variant is commonly used when 

referring to a difference between one or several individuals and the reference 

genome used. In the general population, the term mutation is normally viewed 

with negative connotations. This use started around 1956, with the genetic 

damage reported from nuclear radiation (Condit et al. 2002) and it is still 

present in our societies nowadays.  
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Human genetic variation has been examined for a long time using traditional 

methods, like the study of microsatellites (Jarne and Lagoda 1996), but the 

availability of a reference genome and the expansion of MPS techniques have 

facilitated and boosted this process. 

Genetic variants can be classified according to their size. From smaller to 

larger, we find single nucleotide variants (SNVs), small insertions and deletions 

(indels) and structural variants (SVs). Within the last category there are copy 

number variants (CNVs), insertions, deletions, duplications, and inversions 

(Figure 2). Indels and SVs were differentiated by their size: historically, events 

with < 1 kb were called indels (Feuk, Carson, and Scherer 2006) but, more 

recently, the threshold has arbitrarily been placed at 50 bp (Tattini, D’Aurizio, 

and Magi 2015).  

 

Figure 2. Possible types of genetic variation in the human genome. Toy example using 

the coding sequence of exon 3 of NLRP3 gene. Inspired by (Frazer et al. 2009). 

Created with BioRender.  

SNVs have traditionally been the most studied type of variation, while SVs are 

harder to discover and their study has been more limited. In modern times, 

their role has increasingly been acknowledged: SVs encompass a longer 

proportion than SNVs in a given individual genome and they also span longer 

coding regions (Redon et al. 2006).  
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Germline and somatic variants  

Depending on the moment when the mutation occurred, we can differentiate 

between germline and somatic variants. Somatic variants are caused by 

postzygotic mutations, those arising after the fertilization of the ovule by the 

spermatozoid. These mutations can occur from the beginning of the 

development of an organism to any time point during its lifespan. Postzygotic 

mutations give rise to mosaicism, in which different cells of the same 

individual present dissimilarities in their genomes (Lupski 2013). In contrast, 

germline variants are inherited by the individuals directly from their parents. 

There are two types of germline variants, homozygous, when both inherited 

copies are the same, and heterozygous, when they are different.  

Germline SNVs are clearly the best known type of variation, and they have 

been thoroughly studied for decades. In contrast, somatic variants have started 

being investigated more recently, mostly in relation to cancer, since they are 

the main driving force of its appearance and development (Alexandrov et al. 

2020). This has been deeply studied in the past years, with great efforts such 

as The Pan-Cancer Analysis of Whole Genomes (Campbell et al. 2020), and it 

has been extensively reviewed elsewhere (Alexandrov and Stratton 2014; 

Martínez-Jiménez et al. 2020; Martincorena and Campbell 2015). Considering 

somatic variants and non-cancer diseases, the first review on the topic was 

published in 2013 (Li and Williams 2013).  

Somatic variants accumulate with time, as observed in multiple tissues and cell 

types, for instance, in the epithelium of the oesophagus (Martincorena et al. 

2018; Yokoyama et al. 2019), endometrium (Moore et al. 2020), lung (Yoshida 

et al. 2020), colon (Nicholson et al. 2018; Lee-Six et al. 2019) and bladder 

(Lawson et al. 2020). Also in non-epithelial cells such as bulk skin 

(Martincorena et al. 2015) and individual melanocytes (Tang et al. 2020), liver 

(Brunner et al. 2019), neurons (Lodato et al. 2018) and blood (Genovese et al. 
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2014; Jaiswal et al. 2014; Xie et al. 2014; Zink et al. 2017). Somatic variation 

happens in mature cells, but it has also been observed in adult stem cells of 

the small intestine, colon and liver (Blokzijl et al. 2016). In fact, the rate of 

accumulation of these mutations is accelerated when the aging process is 

boosted in mice (Odagiri et al. 1998). 

Somatic variation has a particularly important role in blood. Clonal 

haematopoiesis (CH) happens when a single clone carrying a somatic variant 

expands exponentially and becomes overrepresented in blood. It is related to 

aging and several malignant pathologies. In a set of studies published in 2014 

(Genovese et al. 2014; Jaiswal et al. 2014; Xie et al. 2014), several genes were 

linked to CH, although in an earlier work from 2012 the most important ones 

were already mentioned (Welch et al. 2012). We can highlight DNMT3A, 

ASXL1 and TET2, three epigenetic regulators, as genes recurrently found to 

harbour somatic variants in individuals with CH. Recently, and taking 

advantage of a dataset generated for cancer research with around 12,000 

blood-cancer paired samples, the list of genes under positive selection in CH 

has been expanded up to almost 70 (Pich et al. 2020). 

In the past years, CH has been described as even more common than 

previously observed in people older than 65 (Zink et al. 2017). In that study, 

genetic drift was proposed as the process behind CH, something that also 

happened with clonality in other tissues like the stomach (Barker et al. 2010) 

and intestine (Lopez-Garcia et al. 2010). However, in a metastudy published 

in 2020, in which several of the aforementioned big datasets were reanalysed, 

positive selection was determined to be the main driving force of CH (Watson 

et al. 2020). The relationship between CH and disease is also explored in the 

previous works. Not surprisingly, different haematological cancers are the 

most linked diseases to this process. All of this has been reviewed elsewhere 

(Jaiswal and Ebert 2019). 
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Mutations as source of evolution, diversity… and disease  

Mutation is the ultimate source of genetic variation and diversity and thus, of 

evolution (King, Soller, and Kashi 1997). But, on the other side of this coin, 

when deleterious mutations happen, we can encounter diseases or even lethal 

mutations that are not compatible with life.  

To briefly comment on genetic diversity in humans, it is essential to mention 

the relevant efforts that have shed some light on this topic. There are studies 

including individuals from populations all over the globe, such as the HapMap 

Project (International HapMap Consortium 2003), the 1,000 Genomes Project 

(The 1000 Genomes Project Consortium 2015) or the Simons Genome 

Diversity Project (Mallick et al. 2016). There are also local studies such as the 

100,000 Genomes Project from Genomics England or the Icelandic project 

(Gudbjartsson et al. 2015). A review of the main projects until 2017 was 

published (Hindorff et al. 2018). Although extremely interesting, evolution 

and diversity are out of the scope of this thesis, which is focused on disease.  

In this regard, genetic diseases are caused by an abnormal expression of one 

or several genes. Monogenic diseases are those in which only one mutated 

gene is responsible for the pathogenic phenotype. Examples of this model are 

Huntington disease (HTT), haemophilia A (F8) or Duchenne muscular 

dystrophy (DMD). Due to their heritability, they are also called Mendelian 

diseases (Gilissen et al. 2011). They can be classified according to their type of 

inheritance. This way, we find autosomal dominant (AD), autosomal recessive 

(AR), X-linked dominant, X-linked recessive and Y-linked diseases.  

However, the majority of diseases are caused by genetic variants affecting not 

one but multiple genes. These are known as polygenic disorders. Besides, the 

environment is a very important factor in most of these cases, so they are also 

called complex diseases (Badano and Katsanis 2002). Famous examples are 

Alzheimer’s disease, obesity or type 2 diabetes. Other scenarios, like the 
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digenic (Gazzo et al. 2017; de Valles-Ibáñez et al. 2018) or the oligogenic 

model, which contemplates few genetic modifiers (Kousi and Katsanis 2015), 

are being explored in recent times.  

Autoinflammatory diseases, which are the main focus of this thesis and that 

will be further detailed, present several of the models above mentioned 

depending on the clinical entity. There are monogenic autoinflammatory 

diseases with autosomal dominant inheritance –e.g. Muckle-Wells syndrome 

(Muckle and Wells 1962)–, autosomal recessive inheritance –e.g. deficiency of 

IL-1 receptor antagonist (DIRA) (Aksentijevich et al. 2009)–, X-linked 

dominant –e.g. X-linked reticulate pigmentary disorder (Starokadomskyy et al. 

2016)–, digenic –e.g. proteasome-associated autoinflammatory syndrome 

(Brehm et al. 2015)– and polygenic –e.g. inflammatory bowel disease (Loddo 

and Romano 2015)–.  
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1.2. How to detect genetic variation: MPS data 

Introduction to MPS data  

MPS has been the most used strategy to generate data for the study of genetic 

variation during the last 15 years. Short and high quality Illumina reads have 

demonstrated their value in deciphering SNVs, indels and SVs, especially 

deletions, in which the absence of coverage at a certain locus points to such 

events. Long read strategies, mainly Nanopore and PacBio, offer less per-base 

accuracy, but they have improved both the generation of new assemblies and 

the calling of SVs. Their value has already been proven in the field of medical 

genomics (Mantere, Kersten, and Hoischen 2019).  

The first step in any MPS experiment is the extraction of DNA from the 

sample. After that, different types of DNA library preparations are needed 

depending on the technology used. This step is used to arrange the genetic 

material in a particular way to prepare it for sequencing. 

When the Illumina sequencing technology is selected, first, the DNA is 

fragmented to a specific size and special adapters are ligated at its ends in the 

library preparation step (Meyer and Kircher 2010). PCR amplification of the 

material is usually needed at this point. Then, cluster amplification can start. 

In this process, the library is loaded into a flow cell and each fragment is 

amplified into a clonal cluster. Finally, the actual sequencing, which is called 

sequencing by synthesis, takes place. The sequencer detects the DNA bases 

when they are incorporated into the template strands and they are 

distinguished by the use of fluorescent labelled deoxyribonucleotide 

triphosphates (dNTPs) (Bentley et al. 2008). Single-read or paired-end 

sequencing strategies can be chosen. In the case of paired-end, both ends of a 

fragment are sequenced, which can be useful to detect genomic 

rearrangements. Then, the base calling process transforms the signals of the 

machine into raw reads in FASTQ format. 
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We can find three types of generated data depending on the proportion of the 

genome sequenced: WGS, WES and targeted sequencing (Figure 3). The 

decision of choosing one over another will depend on the aim of the study, 

but also on the available budget, computational resources and specialized 

personnel. In that regard, WGS is more expensive and the generated files are 

usually bigger than those for WES and targeted sequencing.  

 

Figure 3. Types of MPS data. A. Short reads in WGS. B. Short reads in WES.              

C. Shor reads in targeted sequencing. D. Long reads in WGS. Created with BioRender. 

WGS reaches the highest resolution by sequencing all nucleotides of the 

sample. This technique is used to discover SNVs, indels or SVs all over the 

genome or in non-coding regions. WES is intended to search for coding 

variants and, although specific software has been developed to study SVs 

(Fromer et al. 2012; Krumm et al. 2012), it is not the recommended strategy 

due to the high fragmentation of the data. Besides, it has been observed that 

WGS is more powerful than WES when calling variants in exonic regions 

(Belkadi et al. 2015; Meienberg et al. 2016). However, WES is more               

cost-effective than WGS and higher coverages can be reached more easily, 

which is particularly interesting in somatic variant discovery. Targeted 

sequencing is the most cost-effective strategy, since only predefined regions 

of the genome are sequenced.  
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PacBio and Nanopore data are generated differently. These third generation 

technologies are also called single-molecule sequencing (SMS), because PCR 

amplification of the genetic material is not required and, in this way, single 

whole DNA molecules can be sequenced.  

The PacBio technology was the first third generation technology to be 

developed, and its bases were defined already in 2009 (Eid et al. 2009). This 

technology adapts the sequencing by synthesis approach used by Illumina and 

it is based on wells where the DNA is attached. Each molecule is labelled with 

a fluorescent dye and their signals are detected (Rhoads and Au 2015). ONT 

released its first instrument, the MinION, in 2014. Their technology takes 

advantage of changes in the electrical conductivity generated by DNA 

molecules when passing through biological nanopores (Lu, Giordano, and 

Ning 2016). These changes are registered and they can afterwards be translated 

into DNA bases. Besides, it is also aware of modifications in the DNA like 

methylation, so it can be used in epigenomic analyses (Simpson et al. 2017). 

PacBio technology can also detect these modifications (Davis, Chao, and 

Waldor 2013; Feng et al. 2013), but it is not commonly done due to its higher 

cost compared to ONT (Gouil and Keniry 2019).  

Calling SNVs and indels using Illumina data  

SNV and indel calling is the process by which this type of variation is derived 

from a MPS experiment. Once the raw Illumina data is generated, it is 

common to use the GATK (Genome Analysis Toolkit) best practices 

workflow (McKenna et al. 2010) for this purpose (Figure 4). Briefly, in this 

pipeline, raw reads in FASTQ format are mapped to a reference genome using 

BWA-MEM (Li 2013) algorithm. This generates the aligned SAM/BAM files, 

which are then explored to mark duplicates (artefact reads originated by the 

techniques used in generating the data) and to perform base quality score 

recalibration (BQSR). BQSR detects systematic errors in the sequencing 
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process and it recalculates the qualities of the base calls. Then, GATK 

provides its own variant caller for germline SNVs and indels: HaplotypeCaller. 

The variant calling process generates VCF (variant calling format) files, which 

have to be filtered to eliminate erroneous calls based on their quality, the read 

depth or other parameters such as the mappability of the data.  

 

Figure 4. GAKT’s best practices workflow for germline SNVs and indels 

(https://software.broadinstitute.org/gatk/best-practices/). 

The special scenario of somatic variation  

The case of somatic variants is particular due to the lower variant allele 

frequency (VAF) they present in the tissue. As previously mentioned, germline 

variants can be homozygous or heterozygous. In a sequencing experiment, the 

VAF of a germline heterozygous variant would be ~50%, since half of the 

reads would support the alternative allele, although some deviations from this 

expected value may occur. In contrast, somatic variants normally present 

VAFs < 50% –as low as 1% and below–. In this scenario, different strategies 

are used to call them, since algorithms designed for germline variants would 

fail in this task. 

Besides, somatic variants have been widely studied in cancer genomics, in 

which a tumour sample is compared with a healthy tissue, commonly blood, 

https://software.broadinstitute.org/gatk/best-practices/
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that serves as a background for removing the basal germline variation (Cai et 

al. 2016; Hofmann et al. 2017; Krøigård et al. 2016; Xu et al. 2014). In the 

cases in which this comparison cannot be established, strategies using just a 

tumour sample have been developed (Sandmann et al. 2017; Teer et al. 2017). 

But there is an increasing interest in studying somatic variation in healthy tissue 

(Wang et al. 2021) and in diseases other than cancer (Van Horebeek, Dubois, 

and Goris 2019), and thus, new laboratory techniques and software are being 

developed. For example, the use of unique molecular identifiers has emerged, 

for which smCounter2 has been particularly made to call variants (Xu et al. 

2019). It is also possible to call somatic variants taking advantage of certain 

characteristics of the data such as the allelic imbalance (Luquette et al. 2019). 

MuTect2 is the software to call somatic variants provided by GATK. Apart 

from it, there are several different programs intended for this use: CaVEMan 

(Jones et al. 2016), EBCall (Shiraishi et al. 2013), LoFreq (Wilm et al. 2012), 

SomVarIUS (Smith et al. 2016), Strelka2 (Kim et al. 2018), VarDict (Lai et al. 

2016), VarScan2 (Koboldt et al. 2012), etc. However, the comparison of the 

results generated by these tools shows poor levels of overlap (Cai et al. 2016; 

Krøigård et al. 2016). To solve this issue, pipelines combining some of the 

aforementioned strategies have been proposed (Callari et al. 2017; Kim, Jacob, 

and Speed 2014). 

After somatic variant calling, and depending on the generated data, the 

application of a set of filters to reduce the list of candidate variants is necessary. 

Because of the low VAFs, the number of candidate genetic variants is usually 

very high and true somatic variants need to be discriminated from germline 

variants and sequencing or mapping errors. The commonly used filters are 

based on the quality of the mapping and calling, the expected VAFs, the 

comparison of the sample with other individuals or other samples from the 

same one but from different tissues (Lobon et al. 2020), etc.  
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Variant annotation 

Once the VCF files containing the candidate germline, somatic variants or 

both have been generated, several tools can be employed to annotate different 

characteristics. This is a common practice in clinical genomics, when the aim 

is to discover pathogenic variants. We highlight Ensembl’s VEP (variant effect 

predictor) (McLaren et al. 2016) and SnpEff (Cingolani et al. 2012). These 

tools classify the variants according to their predicted impact in the protein in 

high, moderate, low and modifier. High impact variants are those predicted as 

disruptive, such as the stop gained or frameshift variants. Loss of function 

variants, which produce a defective gene product, are classified within this first 

category. Moderate impact variants are mainly missense variants (they change 

the amino acid in the resultant protein), while low impact variants are the 

synonymous ones (they do not change the amino acid). Modifier impact 

variants are those located in non-coding regions of the genome and, as such, 

it is more difficult to estimate their potential effect.  

Apart from this basic information, there are other parameters that help to 

provide a better understanding of the variants. For instance, bioinformatics 

predictors such as SIFT (Vaser et al. 2016) or PolyPhen-2 (Adzhubei et al. 

2010) are commonly used in describing the potential pathogenicity of SNVs. 

These tools give a score and classify the variants according to their predicted 

effect in the protein. SIFT has two categories that are deleterious and tolerated, 

while PolyPhen-2 has four, probably damaging, possible damaging, benign and 

unknown. Another interesting parameter is the CADD (combined annotation 

dependent depletion) score (Rentzsch et al. 2019), which is a compendium of 

more than 60 other metrics. CADD simultaneously accounts for conservation 

parameters, epigenetic modifications, functional predictions and the genetic 

context of the variants. Then, it ranks all possible SNVs in the human genome 

and it creates a C-score for them. Although arbitrary, a threshold value of 15 

is normally considered to identify potential pathogenic variants. A 
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combination of several of these tools is usually used when performing 

pathogenic variant discovery.  

Another important aspect to take into account when dealing with clinical 

genomics data is the minor allele frequency (MAF). MAF is defined as the 

allele frequency of a variant in a determined sequencing experiment or 

population. If a rare monogenic disease is being studied, the MAF of the 

potential candidate variant in the general human population needs to be 

consistently rare. A powerful resource in this sense is the Genome Aggregation 

Database (gnomAD). The current version of the project, v3.1, harbours allele 

frequency data from 76,156 WGS, while in the previous version, v2.1, there 

were already 125,748 WES and 15,708 WGS (Karczewski et al. 2020).  

Consider, as a practical example, that we are dealing with a patient with 

cryopyrin associated periodic syndromes, which are monogenic 

autoinflammatory disorders with an estimated prevalence of 1-2 cases in 

1,000,000 people in the USA and Europe (Martorana et al. 2017). If we find 

an interesting candidate variant, with a SIFT prediction of deleterious, a 

PolyPhen-2 score of probably damaging and CADD > 20, but we observe in 

gnomAD that its MAF is 20% in those populations, it is not possible that it is 

the causal one.  

After the variant calling and the filtering processes, manual and visual 

inspection of the mapped reads is a necessary step to ensure the robustness of 

the candidate variants. This approach gives a general idea of the variant in its 

genomic context and it can serve as an additional filter. The Integrative 

Genomics Viewer (IGV) (Robinson et al. 2011) has proven to be a valuable 

tool for this purpose. Besides, validation through orthogonal approaches such 

as Sanger sequencing is necessary. In the somatic scenario, Sanger sequencing 

is normally not enough, since this technique is blind to VAFs < 20%. In these 

cases, amplicon-based deep sequencing is being used in current studies, also 
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providing a more accurate estimation of the VAFs due to the high coverages 

it achieves (> 20,000X). Of note, the simultaneous analysis of different 

amplicons encompassing the same genetic variant is recommended to avoid 

inaccurate frequency estimations because of PCR biases (Mensa-Vilaró et al. 

2018).  

Calling structural variants using Illumina data  

There are several strategies to call SVs in MPS data. Among them, we find the 

split-reads based methods, paired-end mapping methods, read depth methods 

or a combination of the last two of them (Zhao et al. 2013). Read depth 

methods are the most popular ones. They take advantage of the coverage of 

the samples and use statistical models to call structural events.  

WES and targeted sequencing are not the most suitable solution to explore 

this type of variation due to the high fragmentation of the data, but specific 

software has been developed for that purpose. CoNIFER (Krumm et al. 

2012), for instance, requires the use of an aligner like mrsFAST (Hach et al. 

2014) that maps the reads to multiple locations in the genome, and then it 

calculates RPKM (reads per kilobase million) and corrects these values with a 

Z transformation and a singular value decomposition transformation. XHMM 

(Fromer et al. 2012) uses principal component analysis to normalize the read 

depths of the samples and then a hidden Markov model to perform the SV 

calling.  

For WGS data, other different tools have been developed (Zhang et al. 2019). 

The most cited are mrCaNaVAR (Alkan et al. 2009) and CNVnator (Abyzov 

et al. 2011), which use a read depth strategy.  

Similar to the SNVs and indels, visual inspection of the mapped reads can help 

to elucidate if the detected structural variant is actually an artefact caused by 

mapping or other errors. Again, validation through orthogonal approaches, in 
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this case, for instance, qPCR (quantitative PCR) or aCGH (array comparative 

genomic hybridization) (Alkan, Coe, and Eichler 2011), is necessary.  

Calling structural variants using Nanopore data  

Although Nanopore and PacBio’s long reads can also be used for SNV calling, 

their error rate is still as high as 15%, with ONT errors being more complex 

than the PacBio ones (Rang, Kloosterman, and de Ridder 2018). New methods 

with promising results are being thoroughly investigated in this sense, for 

example, leveraging the haplotype information of these reads (Edge and 

Bansal 2019) or combining short Illumina reads with long reads (Holley et al. 

2021). So far, the main uses of long reads has been the de novo generation of 

assemblies –especially interesting for non-model organisms– and structural 

variant calling (Pollard et al. 2018).  

Similar to the short reads scenario, FASTQ files containing the raw reads are 

generated after the base calling of the raw data obtained from the sequencing 

machines. Then, although BWA is also capable of mapping long reads, specific 

software have been developed for this task, such as Minimap2 (Li 2018) or 

NGMLR (Sedlazeck et al. 2018).  

After mapping, several programs have been released for the study of SVs in 

long read data. To mention just a few, we can highlight Sniffles (Sedlazeck et 

al. 2018) and SVIM (Heller and Vingron 2019). Sniffles uses a technique that 

combines split-read alignments, high mismatch regions and coverage analysis 

to call SVs. SVIM uses a three-step method: collection of SV signatures, 

cluster by genomic position and span and combination and classification of 

the SV signature clusters.  

It is also possible to combine both of the main uses of long reads, since we 

can generate an assembly and call SVs in it in comparison to another assembly. 

For this purpose, it is first necessary to generate the assembly with tools like 
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Canu (Koren et al. 2017) and then to align it to another chosen assembly by 

using, for instance, nucmer tool in MUMmer (Eisen et al. 2000). For the 

structural variant calling process, other tools like Assemblytics (Nattestad and 

Schatz 2016), that calls the SVs based on their distinct alignment signatures, 

and SVIM-asm (Heller and Vingron 2020) have been developed.  

Powerful SVs callsets are being generated and compared to those based on 

short reads (Audano et al. 2019), establishing an improvement in the 

resolution for this type of variation (Mahmoud et al. 2019). The visual 

inspection of the mapped reads and the validation through orthogonal 

approaches is also applicable with this type of data.  

Flow sorting enrichment of individual chromosomes  

Flow cytometry is a technique that detects and measures different 

characteristic of the samples –mainly cells, but also other particles–, such as 

their dimensions, their complexity, the number of events, their speed when 

passing through a capillary tube and others (Picot et al. 2012). The most 

rudimentary flow cytometer was described in 1934 (Moldavan 1934) and, since 

then, the technology has been greatly refined.  

One of the applications of flow cytometry is flow sorting. Flow sorting is the 

process by which different populations from a sample can be identified 

according to certain parameters and, thus, they can be physically separated. 

Interestingly, this methodology can also be used to separate individual 

chromosomes (Gray et al. 1975). More recently, chromosome sorting has been 

improved to the point of obtaining millions of individual chromosomes from 

a cell line. These chromosomes can be then sequenced to study their structural 

variant landscape (Kuderna et al. 2019). This way, the exploration of SVs in a 

particular chromosome is facilitated, since higher coverages can be reached 

with no need to sequence the whole genome of the samples.  
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2. Immune system and autoinflammatory diseases  

2.1. The immune system 

Historical overview  

The immune system is the compendium of complex biological processes that 

vertebrates possess to defend themselves from disease, regardless of the 

aetiology. These types of mechanisms act against external agents and also 

against some internal threats (e.g. cancer).  

Our understanding of immunological processes was first pioneered by the 

scientific discoveries of Elie Metchnikoff and Paul Ehrlich (Figure 5), who 

both received the Nobel Prize in Physiology or Medicine in 1908 for their 

work. On the one hand, Metchnikoff discovered phagocytes and the 

phagocytosis process and, on the other hand, Ehrlich postulated the side-chain 

theory (the lock-and-key principle) that works for immunoglobulins 

(antibodies) and T cell receptors (TCRs). By doing this, they set the basis for 

what would become the division of the immune system in innate and adaptive 

(Kaufmann 2008). 

 

Figure 5. The founders of immunology. A. Elie Metchnikoff and his drawings of the 

phagocytic process of bacteria by micro- and macrophages. B. Paul Ehrlich and his 

drawings of antibodies. Adapted from (Kaufmann 2008). 
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The innate and the adaptive immune system are conceptually differentiated by 

their function, response time, cell type composition and evolutionary origin.  

We can trace back the appearance of innate immune systems around 800 

million years ago, with the origin of Metazoan, i.e., animals (Figure 6), although 

this date is not clear (Cunningham et al. 2017). Therefore, all animals present 

innate immunity with its key features as phagocytes, the complement system 

and pattern recognition receptors (PRRs).  

 

Figure 6. The immune system in the tree of life of Metazoan (Nigrovic, Lee, and 

Hoffman 2020).  

The adaptive immunity, characterized by the somatic recombination of 

immunoglobulin and TCR genes, was thought to have first evolved in the 

ancestor of jawed fishes (Matsunaga and Rahman 1998; Bartl et al. 2003). 

Unexpectedly, a similar process has been described in the sea lamprey, a 

jawless fish, but in this case by taking advantage of rearrangements of    

leucine-rich repeats modules in the VLR (variable lymphocyte receptor) locus 

(Pamcer et al. 2004), placing the origin date around 450 million years ago. If 
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the reader is interested, reviews on the evolutionary history of adaptive 

immunity can be found in the following articles (Cooper and Alder 2006; 

Flajnik and Kasahara 2010).  

Innate and adaptive immune system  

In general terms, the innate immunity is characterized by having an 

instantaneous and non-specific response to pathogens through general 

receptors. In contrast, the adaptive immunity is slower and it is in charge of 

developing a specific response and the immunological memory against the 

pathogen. This way, it prepares the organism to react faster and more 

efficiently in case of reinfections.  

In mammals, the process by which the immune cells (leukocytes), along with 

the rest of blood cells, are formed is called haematopoiesis (Figure 7). In adults, 

it mainly takes place in the bone marrow and it begins in the pluripotent 

haematopoietic stem cell (HSC). From it, two progenitors are derived: the 

common myeloid progenitor (CMP) and the common lymphoid progenitor 

(CLP).  

 

Figure 7. Simplified haematopoiesis process showing the main types of leukocytes. 

Created with BioRender.  
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Generally, cells derived from the CMP mediate the innate immunity, whereas 

those arising from the CLP are involved in the adaptive immunity. In the first 

group, we find granulocytes (neutrophils, eosinophils and basophils), mast 

cells, monocytes and macrophages and dendritic cells. In the second group, 

we find B and plasma cells and T cells. Natural killer cells show behaviours 

shared by both innate and adaptive immune responses, although they are 

mainly classified within the innate.  

Somatic recombination, a concept that was above introduced, is the process 

by which mutations occur in somatic cells and these genetic alterations are 

transmitted to the daughter cells. It is opposed to the event that happens 

during meiosis and the formation of gametes. In immunology, somatic 

recombination is the physiological process that assembles immunoglobulin 

and TCR genes in the development of the lymphoid lineage and gives rise to 

their considerable diversity (Gellert 1992).  

Genes encoding the receptors of the innate immune system, the PRRs, do not 

suffer somatic recombination, so their main strategy is to recognize conserved 

patterns: pathogen-associated molecular patterns (PAMPs) and              

damage-associated molecular patterns (DAMPs). PAMPs are present across 

large groups of microorganisms and a well-known example are the bacterial 

lipopolysaccharides (LPS) (Janeway 1989), while DAMPs are present in the 

same tissues of the host.  

PAMPs are recognized by the PRRs of macrophages, dendritic and B cells, the 

antigen-presenting cells. Then, mainly macrophages phagocyte the pathogens, 

which are introduced in the lysosomes to be degraded to peptides. These 

peptides are presented through the major-histocompatibility complex (MHC) 

molecules on their surface, which attract the attention of lymphocytes and, 

upon their activation, the adaptive response begins (Figure 8). At the same 

time, signalling receptors recognize the aforementioned PAMPs and induce 
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the expression of several genes, including type I interferons (IFN-α and     

IFN-β), proinflammatory cytokines like IL-1 and other cytokines that recruit 

and activate cells of the adaptive immunity (Medzhitov and Janeway 2000). 

 

Figure 8. Diagram showing the sequential nature of the immune response in 

addressing infection (Murphy and Weaver 2017). 

Lymphocytes are in charge of adaptation and memory and, because of them, 

the immune response is increasingly specific and reinfections are cleared more 

efficiently. Immunoglobulin and TCR genes do undergo somatic 

recombination and, if they are proven to be efficient against a certain antigen, 

their producer cells are clonally selected and expanded (Burnet 1976).  

B cells produce antibodies that are attached to their membranes and recognize 

antigens. Once they are selected, they are transformed into plasma cells that 

produce and secrete that particular antibody in large amounts. These 

antibodies bind to the pathogen and its toxic products. T cells show TCRs in 

their membranes and follow a similar selection process. T cells can be 

subdivided in CD4+ (TH or helpers and Treg or regulators) and CD8+ 

(cytotoxic).  
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The division of the immune system in innate and adaptive, although practical 

for the study of immunology and for this thesis, is usually not that clear, as 

both systems work together and are supported by each other. Actually, the 

observation that certain cell types of the innate immune system have memory 

properties already created the debate of whether or not it is still rigorous to do 

this separation (Lanier and Sun 2009). The immune system is thoroughly 

regulated, since its homeostasis is vital for the organism, the excess or the 

defect of any of its parts being cause for disease. 

Inflammation 

Inflammation is a physiological process, mounted by the innate immune 

system, that acts in response to infection, tissue damage and tissue stress. Its 

role is to protect the organism against pathogens and induce the repair of the 

affected tissue to achieve the homeostasis. It starts with an acute phase 

characterized by the extravasation of leukocytes, mainly neutrophils, to the 

affected area, where they are activated. Then, they release reactive oxygen and 

nitrogen species, proteinase 3, cathepsin G and elastase to eliminate the 

disturbance. Tissue damage also occurs at this stage due to the toxicity of these 

components. If the inflammation persists, neutrophils are replaced by 

macrophages and, in the case of dealing with an infection, also T cells are 

recruited (Medzhitov 2008).  

In a normal situation, inflammation is resolved once its function is fulfilled. 

Of note, the mechanisms of inflammation induced by infections are better 

known than others and, besides, systemic inflammation does not follow the 

same pattern from acute to chronic local inflammation (Medzhitov 2008). This 

information is relevant to understand autoinflammatory diseases, the main 

focus of this thesis.  

Inflammasomes are a set of proteins assembled in the cytosol that play a major 

role in the inflammation process. They are called after the main protein 
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forming them and, among the canonical inflammasomes, we find the pyrin, 

cryopyrin (NLRP3), NLRC4, NLRP1 and AIM2 inflammasomes. Canonical 

inflammasomes recruit the inactive pro-caspase-1, which is cleaved into active 

caspase-1 (Yang, Chang, and Baltimore 1998). At the same time, active 

caspase-1 is a protease that cleaves the precursor cytokines pro-IL-1β and   

pro-IL-18 into their active forms, IL-1β and IL-18, apart from producing 

pyroptosis, a type of inflammatory cell death (Guo, Callaway, and Ting 2015).  

IL-1β and IL-18 are members of the IL-1 family of cytokines. There are 11 

members in this family: IL‑1α, IL‑1β, IL‑1Ra, IL‑18, IL‑33 and               

IL‑1F5–IL‑1F10 (Sims and Smith 2010). IL-1 was the first described cytokine 

(Gery, Gershon, and Waksman 1972) and, at that time, it was called 

lymphocyte-activating factor.  

IL-1β is known to induce fever (Horai et al. 1998) and promote local effects 

like the activation of vascular endothelium and lymphocytes, local tissue 

destruction and increase of effector cells to the area of interest (Murphy and 

Weaver 2017). IL-18 induces the expression of INF-γ (Nakamura et al. 1989) 

and stimulates naïve T cells and NK cells (Yasuda, Nakanishi, and Tsutsui 

2019). Only IL-1Ra (IL-1 receptor antagonist), encoded by IL1RN and 

described in 1987 (Seckinger et al. 1987), is a classical signal peptide. It binds 

to the IL-1 receptors to antagonize competitively the inflammatory effects of 

IL-1α and IL-1β (Dayer, Oliviero, and Punzi 2017). 

The NLRP3 as a model of inflammasomes  

The most characterized inflammasome is NLRP3. The NLRP3 gene is located 

in chromosome 1 (chr1:247,416,162-247,448,822 in GRCh38 coordinates) 

and it encodes the cryopyrin protein. This gene, described in 2001 (Hoffman 

et al. 2001), is expressed in all cell types of the immune system, especially in 

those responsible for the innate immunity. Macrophages show the highest 
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expression levels according to The Human Protein Atlas data (Uhlén et al. 

2015).  

The NLRP3 inflammasome, like others, needs to be primed prior to its 

activation. This means that the expression of NLRP3 is upregulated through 

NF-κB pathways, and also some post-transcriptional modifications are 

triggered to facilitate the regulation of the inflammasome complex. A classic 

example of priming signal would be the recognition of LPS by TLR4. 

However, recent discoveries show that priming is not necessary in monocytes 

in vitro (Gritsenko et al. 2020).  

After the priming step, the NLRP3 inflammasome can be activated by a wide 

range of stimuli, both exogenous and endogenous. Exogenous stimuli include 

some crystals –alum, silica, asbestos– and bacterial toxins like nigericin. 

Endogenous signals comprise potassium efflux out of the cell, generation of 

mitochondrial reactive oxygen species, liberation of mitochondrial DNA and 

translocation of NLRP3 to the mitochondria among others (Sutterwala, 

Haasken, and Cassel 2014).  

Once primed and activated, the NLRP3 inflammasome is able to start its 

activity. A schematic representation of these processes is depicted (Figure 9).  
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Figure 9. The NLRP3 inflammasome. Possible priming and activation signals, as well 

as its proinflammatory activity through the activation of caspase-1 (McKee and Coll 

2020).  
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2.2. Autoinflammatory diseases  

Overview of autoinflammatory diseases  

Primary immunodeficiencies (PIDs) are a group of heterogeneous diseases 

caused by dysregulations of the immune system (Tangye et al. 2020). 

Autoinflammatory diseases are classified within PIDs. They can be briefly 

defined as those “in which the innate immunity plays the primary 

pathophysiologic role” (Manthiram et al. 2017). The problem with this 

simplified vision is that, as previously mentioned, innate and adaptive 

immunity are interconnected. While we could theoretically establish a link 

between innate–autoinflammation and adaptive–autoimmunity (and allergies), 

the reality is more complex. To further extend and detail the definition of 

autoinflammatory diseases, Nigrovic and Hoffman stated that the “pathogenic 

inflammation arises primarily through antigen-independent hyperactivation of 

immune pathways” (Nigrovic, Lee, and Hoffman 2020).  

The first gene linked to an autoinflammatory disease was MEFV. This gene 

was described in 1996 (Touitou et al. 1996) and its relation to familial 

Mediterranean fever (FMF) was established one year after that (Santer et al. 

1997). However, it was not until 1999 when the concept itself of 

autoinflammatory diseases appeared (McDermott et al. 1999).  

The International Union of Immunological Societies (IUIS) is an organization 

that groups national and regional immunological societies from all over the 

globe. The IUIS publishes a biannual report updating the knowledge of PIDs, 

including autoinflammatory syndromes. In their latest version, a total of 45 

different disorders and 42 genes known to harbour pathogenic variants have 

been listed for autoinflammatory diseases (Tangye et al. 2020), although in 

reality those are just the monogenic entities (Tables 1-4). The classification and 

number of disorders provided by the most recent review of Nigrovic and 
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Hoffman would be use in this thesis as reference (Nigrovic, Lee, and Hoffman 

2020).  

A blurry division line between autoinflammation and autoimmunity is 

observed in some cases. On the one hand, there are autoinflammatory 

disorders, such as some interferonopathies like the Aicardi-Goutières 

syndrome, that exhibit autoantibodies (Cuadrado et al. 2015). On the other 

hand, inflammation is common in autoimmune disorders, in which a genetic 

defect in adaptive immunity ends up activating inflammatory pathways. 

Although there are pure autoinflammatory and autoimmune disorders, reality 

also shows a continuum spectrum between both ends (Doria et al. 2012).  

There are symptoms associated with autoinflammatory diseases that are shared 

by several of them. As a general consideration, systemic inflammation with 

recurrent fever episodes are common, as well as an elevation in acute phase 

reactants and a range of other manifestations such as rash, serositis and 

lymphadenopathy. Some clinical entities intercalate periods with symptoms 

with others with no symptoms. Others are chronic and skin manifestations 

such as dermatitis are common in them. The reasons behind the periodicity of 

some autoinflammatory diseases remain unclear (Georgin-Lavialle et al. 2020).  

Groups of autoinflammatory diseases  

Monogenic autoinflammatory diseases can be divided into four main different 

subgroups: inflammasomopathies, interferonopathies, disorders of the NF-κB 

and/or aberrant TNF activity and others (Nigrovic, Lee, and Hoffman 2020). 

Among the polygenic entities, we can highlight the Behçet disease, the 

inflammatory bowel disease and the systemic-onset juvenile idiopathic 

arthritis.  

Monogenic entities follow a pattern of inheritance which can be either 

autosomal dominant or autosomal recessive. Additionally, defects in the 
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POLA1 gene cause the X-linked reticulate pigmentary disorder 

(Starokadomskyy et al. 2016). Autosomal dominant inheritance through gain 

of function mutations is relatively common, and two important examples are 

the NLRP3 and NOD2 variants causing the spectrum of cryopyrin associated 

periodic syndromes (CAPS) and Blau syndrome respectively (Manthiram et al. 

2017). 
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Inflammasomopathies  

Inflammasomopathies (Table 1) are caused by mutations in the genes forming 

the inflammasomes (NLRP3, NLRC4, NLRP1, AIM2, MEFV, etc.) or in 

genes encoding inflammasome regulators (IL1RN among others).  

Table 1. Inflammasomopathies and other IL-1 family conditions.  

Disease Gene mutated Inheritance Somatic reported 
FMF MEFV AR or AD YES 

PAAND MEFV AD -  
MKD MVK AR -  
PAPA PSTPIP1 AD -  

Hz/Hc PSTPIP1 AD -  
PFIT WDR1 AR -  
FCAS NLRP3 AD -  
MWS NLRP3 AD YES 

CINCA/NOMID NLRP3 AD -  
Majeed’s LPIN2 AR -  
AIFEC NLRC4 AD -  

FCAS/NOMID NLRC4 AD YES 
FCAS NLRP12 AD -  

NAIAD NLRP1 AD -  
DIRA IL1RN AR -  

DITRA IL36RN AR -  

FMF: familial Mediterranean fever; PAAND: pyrin-associated autoinflammation with 

neutrophilic dermatosis; MKD: mevalonate kinase deficiency; PAPA: pyogenic 

arthritis, pyoderma gangrenosum and acne; Hz/Hc: 

hyperzincemia/hypercalprotectinemia; PFIT: periodic fever, immunodeficiency, and 

thrombocytopenia; FCAS: familial cold autoinflammatory syndrome; MWS: Muckle-

Wells syndrome; NOMID: neonatal-onset multisystem inflammatory disease; AIFEC: 

autoinflammation with infantile enterocolitis; NAIAD: NLRP1-associated 

autoinflammation with arthritis and dyskeratosis; DIRA: deficiency of IL-1 receptor 

antagonist; DITRA: deficiency of interleukin-36 receptor antagonist. Modified from 

(Nigrovic, Lee, and Hoffman 2020). 

These diseases are produced by a hyperactivation of the inflammatory 

pathways mediated by inflammasomes, which leads to an uncontrolled 

production of caspase-1, IL-1β and/or IL-18, depending on the aberrant 

mechanism (Figure 10). Not surprisingly, IL-1 inhibitors (anakinra, 

canakinumab, rilonacept) are the treatment of election for many of these 
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diseases (Lachmann et al. 2009). These pathogenic mechanisms through 

defects of the inflammasomes pathways are the best studied among 

autoinflammatory diseases (Georgin-Lavialle et al. 2020). 

 

Figure 10. Mechanisms of action of inflammasomopathies and diseases caused by  

IL-1β. The affected proteins are in red boxes and the names of the diseases in grey 

boxes (Manthiram et al. 2017). 

Some examples of inflammasomopathies are the aforementioned FMF, CAPS 

or DIRA (deficiency of IL-1 receptor antagonist).  

FMF is caused by defects in the MEFV gene, which encodes the pyrin protein. 

CAPS are a set of diseases caused by defects in NLRP3. There are several 

different entities within CAPS: chronic infantile neurological cutaneous and 

articular (CINCA) syndrome –also called neonatal-onset multisystem 

inflammatory disease (NOMID)–, familial cold autoinflammatory syndrome 

(FCAS) and the Muckle-Wells syndrome (MWS). All of them present an 

autosomal dominant inheritance caused by gain of function mutations. These 

mutations hyperactive the pyrin and the NLRP3 inflammasomes in FMF and 

CAPS respectively.  
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DIRA, on the other hand, presents an autosomal recessive inheritance. The 

genetic defect is found in the IL1RN gene, which encodes the IL-1Ra (IL-1 

receptor antagonist). One copy of this gene is enough to accomplish its 

function, which is to control the inflammation by antagonizing the effects of 

IL-1α and IL-1β (Dayer, Oliviero, and Punzi 2017), so the two copies must be 

mutated to cause the disease.  
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Interferonopathies 

Interferonopathies (Table 2) are caused by a hyperactivation of the type I 

interferon (IFN-α and IFN-β) axis, which usually takes a role in antiviral 

defence. As with many other autoinflammatory diseases, patients with 

interferonopathies present fever, rash, systemic inflammation and skin 

vasculitis although, interestingly, many exhibit high titres of autoantibodies 

(Nigrovic, Lee, and Hoffman 2020).  

Table 2. Type I interferonopathies.  

Disease Gene/s mutated Inheritance 
Somatic 
reported 

Aicardi- 
Goutières 
syndrome 

TREX1, ADAR1, 
RNASEH2A/B/C, 
SAMHD1, IFIH1 

AR (AD: IFIH1) -  

Monogenic 
SLE 

DNASE1/2/1L3, 
complements 

AR (AD: 
DNASE1) 

-  

SMS IFIH1, DDX58a AD -  
SAVI TMEM173 AD YES 

CANDLE / 
PRAAS, PRAID 

PSMB4, PSMA3, 
PSMB8, POMP, 
PSMG2,PSMB9, 

PSMB10 

Digenic, AR 
(AD: POMP) 

-  

AGS-like 
USP18, ISG15, 

STAT2 
AR -  

SPENCD ACP5 AR -  

SLE: systemic lupus erythematosus; SMS: Singleton-Merten syndrome; SAVI: 

STING-associated vasculopathy of infancy; CANDLE: chronic atypical neutrophilic 

dermatosis with lipodystrophy and elevated temperature; PRAAS: proteasome-

associated autoinflammatory syndrome; PRAID: POMP-related autoinflammation 

and immune dysregulation disease; AGS: Aicardi-Goutières syndrome; SPENCD: 

spondyloenchondrodysplasia. Modified from (Nigrovic, Lee, and Hoffman 2020). 

Some examples of interferonopathies are the Aicardi-Goutières syndrome, 

caused by defects in several genes like TREX1 or ADAR1, and SAVI 

(STING-associated vasculopathy of infancy), for which mutations in 

TMEM173 are responsible.  
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Disorders of the NF-κB and/or aberrant TNF activity 

Disorders of the NF-κB and/or aberrant TNF activity (Table 3) are mediated 

by the nuclear factor kappa-light-chain-enhancer of activated B cells (NF-κB). 

This protein complex is a key signalling hub that integrates multiple signals 

from inside and outside the cells. Among its many functions, it is a 

transcription factor that promotes the expression of proinflammatory genes. 

This way, the so-called NFκBopathies are characterized by fever, systemic 

inflammation and granuloma formation (Steiner et al. 2018). Important 

activators of NF-κB pathways are the TNF receptors, being the reason why 

they are grouped together in this category of autoinflammatory diseases.  

Table 3. Disorders of the NF-κB and/or aberrant TNF activity.  

Disease 
Gene/s 
mutated 

Inheritance 
Somatic 
reported 

HA20 TNFAIP3 AD -  
RELA 

haploinsufficiency 
RELA AD -  

ORAS OTULIN AR -  
LUBAC deficiency HOIL1, HOIP AR -  

Blau NOD2 AD YES 
TRAPS TNFRSF1A AD YES 
DADA2 ADA2 AR -  
CRIA RIPK1 AD  

HA20: haploinsufficiency of A20; ORAS: OTULIN-related autoinflammatory 

syndrome; HOIL1: heme-oxidized IRP2 ubiquitin ligase 1; HOIP: HOIL1-interacting 

protein; TRAPS: TNFR1-associated periodic syndrome; DADA2: deficiency of 

adenosine deaminase 2; CRIA: cleavage-resistant RIPK1-induced autoinflammatory 

syndrome. Modified from (Nigrovic, Lee, and Hoffman 2020).  

In this group we find some diseases like the Blau syndrome, caused by defects 

in NOD2, or TRAPS (TNFR1-associated periodic syndrome), caused by 

mutations in TNFRSF1A.   
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Other autoinflammatory diseases 

In this final set of other autoinflammatory diseases (Table 4) we find a myriad 

of clinical entities that present autoinflammatory processes. For example, 

mutations in the COPA gene originate malfunctions in the transport from the 

Golgi to the endoplasmic reticulum, which causes the COPA (COPI coat 

complex subunit alpha) syndrome, with symptoms like autoimmunity, 

inflammatory arthritis and lung damage (Watkin et al. 2015).  

Table 4. Other mechanisms.  

Disease Gene/s mutated Inheritance 
Somatic 
reported 

COPA COPA AD -  
PLAID PLCG2 AD -  

APLAID PLCG2 AD -  
SIFD TRNT1 AR -  

LACC1 
deficiency 

LACC1/FAMIN AR -  

VEO-IBD 
IL-10, IL10RA, 

IL10RB 
AR -  

ARPC1B 
deficiency 

ARPC1B AR -  

CDC42 
deficiency 

CDC42 AR -  

COPA: COPI coat complex subunit alpha; PLAID: PLCG2-associated antibody 

deficiency and immune dysregulation; APLAID: autoinflammation and PLAID; 

PLCG2: phospholipase C gamma 2; SIFD: sideroblastic anemia with B-cell 

immunodeficiency, periodic fevers, and developmental delay; LACC1: laccase domain 

containing 1; VEO-IBD: very early onset inflammatory bowel disease. Modified from 

(Nigrovic, Lee, and Hoffman 2020). 

Autoinflammatory diseases caused by defects in the complement system are 

also grouped here. The complement system is a complex network within the 

innate immunity and is in charge of recognizing, targeting and eliminating 

pathogens. Genetic variants in CFH, THBD, CFI and CD46 genes are 

associated with atypical haemolytic uremic syndrome, and others in CFH are 

associated with age-related macular degeneration (Manthiram et al. 2017). 
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2.3. Genetic variation in autoinflammatory diseases  

In this thesis, I have already discoursed about genetic variation in humans and 

how to discover it through MPS experiments, the immune system and the 

inflammation processes in physiological and pathological conditions (i.e. 

autoinflammatory diseases). To close the circle, the Introduction finishes with 

this last section about genetic variants already described to cause 

autoinflammatory diseases.  

The possible genetic origin of both monogenic and polygenic 

autoinflammatory diseases has been studied and, although genetic risk factors 

have been identified for the polygenic ones, pathogenic variants have been 

discovered only in the monogenic scenario.  

Polygenic autoinflammatory diseases are harder to study, and a low number of 

genes with a weak effect have been linked to them. For instance, in the Behçet 

syndrome, HLA‑B*51 has been identified as an important risk factor, but the 

reality is that its prevalence among patients with this disease is low (Yazici et 

al. 2018). In inflammatory bowel disease, more genes have been described as 

risk factors, such as NOD2, TNFSF15, IL23R, PTPN2 and others. Genetic 

studies of inflammatory bowel disease have been recently reviewed (Graham 

and Xavier 2020).  

As aforementioned, to date, more than 40 different monogenic 

autoinflammatory diseases and their associated genetic defects have been 

described (Tangye et al. 2020). The importance of germline SNVs in 

autoinflammatory diseases is well known from the first discoveries of the field. 

Four different missense causal SNVs were already described in MEFV gene 

for the FMF in the first paper of autoinflammatory diseases: c.1130G>C, 

c.1170A>G, c.1172G>A and c.1267T>C (Santer et al. 1997).  
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From that moment on, hundreds of different germline SNVs and indels, and 

some structural variants, have continued being described to cause 

autoinflammatory diseases. Just to mention some of them we can highlight the 

following:  

Several homozygous and compound heterozygous mutations in MKV gene 

(c.60T>A, c.394G>A, c.511G>A, c.632G>A), plus one deletion spanning 19 

nucleotides (c.16_34del) as a cause for mevalonate kinase deficiency 

(D’Osualdo et al. 2005). Several missense heterozygous SNVs in the third 

exon of NLRP3 causing FCAS, NOMID/CINCA and MWS. Some of the 

first described variants were c.592G>A, c.1055C>T, c.1316C>T and 

c.1880A>G (Hoffman et al. 2001). Homozygous SNVs and deletions in 

IL1RN causing DIRA (c.156_157del, c.160C>T, c.229G>T) (Aksentijevich 

et al. 2009), as well as a deletion of 175 kb on chromosome 2 spanning five 

additional genes (Reddy et al. 2009). Heterozygous SNVs in TMEM173 

causing SAVI (c.439G>C, c.461A>G and c.463G>A) (Liu et al. 2014). 

Heterozygous SNVs in NOD2 causing Blau syndrome (c.1000C>T, 

c.1001G>A, c.1405C>T) (Miceli-Richard et al. 2001). 

Apart from their already discussed impact in cancer, somatic variants are 

known to play an important role in the genesis of autoinflammatory diseases. 

Somatic pathogenic variants have been described in the NLRP3 gene causing 

MWS (c.914A>C, c.1046C>T, c.1237C>T, c.1239G>T, c.1311G>T, 

c.1575C>A, c.1697G>A), late-onset MWS (c.924A>T, c.1060G>A, 

c.1694A>G, c.1912C>G) and CINCA syndrome (c.913G>C, c.926G>T, 

c.1570A>T) (Mensa-Vilaró et al. 2018). One somatic variant in NOD2 

(c.1001G>A) has been identified in cases of Blau syndrome (De Inocencio et 

al. 2015; Mensa-Vilaro et al. 2016). The c.461A>G variant in TMEM173 has 

also been found to cause SAVI in a somatic state (Liu et al. 2014). Also, one 

somatic SNV in MEFV gene (c.1955G>A) has been reported as a cause for 

FMF (Shinar et al. 2015). A 24 bp somatic deletion in TNFRSF1A 
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(c.255_278del) was discovered in a patient with TRAPS (Rowczenio et al. 

2016) and one somatic SNV in NLRC4 (c.529A>G) was reported as the causal 

agent for NOMID (Kawasaki et al. 2017).  

The role of somatic variants in autoinflammatory diseases (Hoffman and 

Broderick 2017) and, more widely, in immunological disorders (Van 

Horebeek, Dubois, and Goris 2019) has been reviewed. In comparison, the 

contribution of SVs to autoimmune disorders does not seem to be that strong 

(Yim et al. 2015). 
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The general objective of this thesis was to discover new somatic and germline 

genetic variants causing autoinflammatory disease using massive parallel 

sequencing technologies. The specific objectives were: 

- To assess the suitability of massive parallel sequencing methods to 

uncover somatic pathogenic variants in autoinflammatory diseases 

and other primary immunodeficiencies. 

- To explore the somatic coding variant landscape in the context of 

individuals suffering from autoinflammatory diseases and other 

primary immunodeficiencies. 

- To detect and characterize the possible pathogenic mutational events 

in a family with two cases of a disease compatible with the deficiency 

of IL-1 receptor antagonist (DIRA). 

- To set up a methodology to isolate and enrich individual 

chromosomes 1 and sequence it with long reads for a more accurate 

structural variant calling. 

- To explore and characterize a structural variant event encompassing 

the NLRP3 gene in a family with a disease compatible with cryopyrin 

associated periodic syndrome (CAPS) taking advantage of the 

previously set up methodology.  

 

 





 

 

 

 

 

 

 

 

Chapter 1 
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Abstract 

There are increasing evidences showing the contribution of somatic genetic 

variants to non-cancer diseases. However, their detection using massive 

parallel sequencing methods still has important limitations. In addition, the 

relative importance and dynamics of somatic variation in healthy tissues are 

not fully understood. We performed high-depth whole exome sequencing in 

16 samples from patients with a previously determined pathogenic somatic 

variant for a primary immunodeficiency and tested different variant callers 

detection ability. Subsequently, we explored the load of somatic variants in the 

whole blood of these individuals and validated it by amplicon-based deep 

sequencing. Variant callers allowing low frequency read thresholds were able 

to detect most of the variants, even at very low frequencies in the tissue. The 

genetic load of somatic coding variants detectable in whole blood is low, 

ranging from 1 to 2 variants in our dataset, except for one case with 17 variants 

compatible with clonal haematopoiesis under genetic drift. Because of the 

ability we demonstrated to detect this type of genetic variation, and its relevant 

role in disorders such as primary immunodeficiencies, we suggest considering 

this model of gene mosaicism in future genetic studies and considering 

revisiting previous massive parallel sequencing data in patients with negative 

results. 
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Introduction  

The distribution and effect of somatic genetic variants in disease has been studied 

mostly in cancer. However, in the past years, they have also been identified in a wide 

spectrum of syndromes including neurological disorders as schizophrenia (Bundo et 

al. 2014), autism spectrum disorder (D’Gama et al. 2015), Alzheimer (Beck et al. 2004; 

Bushman et al. 2015; Parcerisas et al. 2014; Sala Frigerio et al. 2015) or Huntington 

disease (Swami et al. 2009), coronary heart disease and stroke (Jaiswal et al. 2014) and 

kidney diseases such as the Alport syndrome (Bruttini et al. 2000; Krol et al. 2008; 

Plant et al. 2000). In fact, at least theoretically, all monogenic diseases could be 

originated by a postzygotic mutation and the resulting somatic mosaicism. In the field 

of immune-related diseases, a remarkable number of somatic variants have been 

described in monogenic autoinflammatory diseases (Bessler et al. 1994; Kawasaki et 

al. 2017; Mensa-Vilaro, Tarng Cham, et al. 2016; Mensa-Vilaro, Teresa Bosque, et al. 

2016; Saito et al. 2005; Saito et al. 2008; Takeda et al. 1993; Tanaka et al. 2011; Zhou 

et al. 2015), and a recent work has shown its important contribution to these 

disorders and other primary immunodeficiencies (PIDs) (Mensa-Vilaró et al. 2018). 

Understanding the relative abundance of somatic variants in health is critical to 

design efficient tools for mosaicism detection in disease studies. Different studies 

have measured the presence of somatic variation in normal tissues, most assessing 

the presence of mutations in cancer-driver genes, such as NOTCH1 mutations, which 

undergo expansion through positive selection (Martincorena et al. 2015; 2018; 

Yokoyama et al. 2019). They reported the colonization of the tissue by mutant clones 

increasing with age and exposure to mutagenic agents (sun radiation, tobacco). Other 

studies, based on single cell (Lodato et al. 2015) or transcriptome analysis (García-

Nieto, Morrison, and Fraser 2019) revealed tissue-specific patterns of somatic variant 

distribution, as well as negative selection of functional variants in non-cancer 

samples.  
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The detection of somatic variants from massive parallel sequencing (MPS) data 

presents some difficulties. Standard variant calling methods are based on the 

presence of germline heterozygous mutations in about 50% of the sequencing reads, 

and may fail to detect somatic variants in allelic imbalance and lower frequencies. 

Most of the algorithms developed for somatic variant analyses have been optimized 

for cancer studies where a tumour sample is compared with the healthy tissue from 

the same individual (Cai et al. 2016; Hofmann et al. 2017; Krøigård et al. 2016; Xu et 

al. 2014). Of note, studies comparing the output of different variant callers have 

revealed low levels of overlap (Cai et al. 2016; Krøigård et al. 2016). The tumour vs. 

healthy tissue approach is not suitable for somatic variant detection in mosaicisms, 

where the same postzygotic variant might be present in several tissues at similar 

frequencies. Alternatively, other variant calling tools can be applied to non-matched 

samples (Sandmann et al. 2017; Teer et al. 2017). In this case, allelic imbalance 

thresholds will need to be relaxed to detect low frequency variants, at the cost of 

substantially increasing the number of candidate variants. Then, an adequate filtering 

strategy will be essential to differentiate sequencing artefacts from true genetic 

variants. These filters are based both on technical criteria to exclude sequencing or 

mapping errors and biological knowledge to restrict the analysis to a set of candidate 

regions. A validation step, such as amplicon-based deep sequencing (ADS), will be 

ultimately required to confirm the presence of a somatic variant and better determine 

its frequency. 

In the present study we aim to assess the load of somatic coding variants in peripheral 

blood at detectable frequencies from MPS data, which is relevant to detect somatic 

causal variants in monogenic Mendelian diseases, in particular PIDs. These diseases 

represent a privileged scenario for the study of the somatic pathogenic variation 

because of the needed presence of the causal variant in blood, as well as probably in 

other easily accessible tissues, and the reported important contribution of somatic 

mutation in these disorders (Mensa-Vilaró et al. 2018). For this, we initially 

performed whole-exome sequencing (WES) in a total of 16 samples belonging to 12 

individuals. All individuals carry a pathogenic and previously described somatic 



55 

 

mutation related to a PID while one patient carries a germline variant. We then 

selected the best candidate somatic variants, based on read quality and mapping 

information, to be validated with ADS. With this analysis we have tested the ability 

to detect causal somatic variation in PID as well as estimated the actual number of 

functional coding variants in blood at detectable frequencies from WES data. 

Material and methods 

Ethical Approval  

Written informed consents for genetic analyses and participation in the study were 

obtained from each enrolled individual. The Ethics Committees of Hospital Clínic 

and Universitat Pompeu Fabra (reference number 7HCB/2019/0631), both located 

in Barcelona, approved the study, which was carried out in accordance with the 

principles and last amendments of the Declaration of Helsinki.  

Samples 

The present study included both unique and matched samples from peripheral blood 

(PB), oral mucosa (OM) and urine (UR) for 12 individuals: i) 11 unrelated PID 

patients carrying a pathogenic and previously described somatic variant, and ii) one 

of the descendants with the same pathogenic variant in germline status (Table 1). In 

eight individuals, the only analysed sample was PB (S2, S4a, S6, S8, S9, S10 and S11) 

or OM (S4). In four individuals, we analysed samples from paired tissues: from PB 

and OM in three patients (S1a-S1b, S3a-S3b and S5a-S5b) and, in the remaining 

patient, from PB and UR (S7a-S7b).  

All of the PID mutations are missense single nucleotide variants (SNVs), and are the 

disease causing mutation either in the proband or in its offspring, where they are 

germline variants. The range of variant allele frequencies (VAFs) for the somatic 

variants previously estimated by ADS (Mensa-Vilaró et al. 2018) ranges from 2.3% 

to 34.8%. 
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For patient S5 we included additional samples from urine, oral mucosa, whole blood 

(before and after anti-IL-1 treatment), and different cell type populations previously 

isolated by flow cytometry (Mensa-Vilaro, Bosque, et al. 2016): neutrophils, 

monocytes, B cells, T CD4+ cells and T CD8+ cells (all pre-treatment).  

Sequencing and Genomic Analysis 

After DNA extraction, library preparation and exome capture were performed with 

the Nextera Rapid Capture kit (Illumina) according to the manufacturer’s 

instructions. The libraries were sequenced in a NextSeq Illumina platform in three 

High Output 2 × 150 paired-end cycles runs to a mean coverage of 245X. We used 

BWA-mem version 0.7.16a-r1181 (Li 2013) to map the samples to the human 

reference genome hg38 (UCSC). We marked duplicated reads using Picard version 

2.18.6 MarkDuplicates and realigned indels using GATK’s version 3.7 (Poplin et al. 

2017) IndelRealigner. We also performed base quality score recalibration using 

GATK’s BaseRecalibrator.  

We used eight publicly available tools to call genetic variants: FreeBayes version 

0.9.14-8-g1618f7e (Garrison and Marth 2012), HaplotypeCaller version 3.7 (Poplin 

et al. 2017), LoFreq version 2.1.2 (Wilm et al. 2012), MuTect2 version 3.7 (Poplin et 

al. 2017), SomVarIUS version 1.1 (Smith et al. 2016), Strelka2 version 2.7.1 (Kim et 

al. 2018), VarDict version 1.0 (Lai et al. 2016) and VarScan2 version 2.4.3 (Koboldt 

et al. 2012). FreeBayes and HaplotypeCaller are purely germline callers. SomVarIUS 

is a caller designed to detect somatic variants in unpaired samples. The rest of them 

support a single mode and a paired mode. Although in our study we were not 

analysing cancer samples, we tested the behaviour of variant callers’ paired mode in 

this context with the matched PB-OM and PB-UR samples. We used default 

parameters for all the callers except for VarScan2, where we lowered the allele 

frequency threshold of 20% and set the p-value to 1 to retrieve all the possible calls. 

For HaplotypeCaller, we first used the default ploidy parameter of 2 and next we 

considered other ploidy values: 4, 5, 6 and 10.   
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For variant calling, the manufacturer’s targeted regions were intersected with our 

VCF files to retrieve the on target genetic variants, and we restricted our analysis to 

these regions. We annotated the variants using SnpEff version 4.3t (Cingolani, Platts, 

et al. 2012) and SnpSift version 4.3t (Cingolani, Patel, et al. 2012). Using the database 

dbNSFP version 4.0b1a (Liu et al. 2016), we added parameters of interest such as 

CADD score (Kircher et al. 2014), GERP score, ExAC (Lek et al. 2016) and 

gnomAD allele frequencies. We also added two functional predictions, gene 

haploinsufficiency values (Huang et al. 2010) and Residual Variation Intolerance 

Score (RVIS) (Petrovski et al. 2013). 

We performed ADS with rhAmpSeq from Integrated DNA Technologies (IDT, 

Coralville, USA) to validate the candidate somatic variants. We sequenced every 

selected position to a mean coverage > 20,000X in a NextSeq Illumina platform in a 

High Output 2×150 paired-end cycles run. The confirmed in blood plus 9 additional 

candidate somatic variants in S5 were analysed for validation in different tissues and 

cell population samples. They were sequenced in a MiSeq v3 run (2×300) to a final 

depth > 155,000X. We used BWA-mem version 0.7.16a-r1181 to map the fastq files 

to the human reference genome hg38 (UCSC). We then used pysam version 0.15.2 

to count the number of reads supporting every allele, requiring a minimum mapping 

quality of 20 to calculate VAFs.  

Results 

Detection of somatic pathogenic variants from WES in PID patients  

We performed WES in all DNA samples to a mean coverage of 245X (Table 1). The 

total number of genetic variants differs among the different callers (Supplementary 

Figure 1), mostly because of VarDict and VarScan2, the two callers with relaxed 

allelic imbalance parameters, which called more than 200,000 variants each. These 

two callers also show high heterogeneity across samples, which correlates with 

sequencing depth, as expected in MPS experiments. The amount of overlapping 

variants across the different callers is uneven, especially for SomVarIUS, due to the 
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low number of variants it calls. The number of concordant variants between VarDict 

and VarScan2 is also low, probably because VarDict calls 3-4 times the number of 

indels of Varscan2 and because of discrepancies calling low frequency variants 

(Supplementary Figure 2). 

Figure 1 shows which known causal somatic variants (Table 1) are detected by each 

software. FreeBayes and HaplotypeCaller have the lowest detection ratios. For the 

rest, the ability of detection is similar and seems to depend on the frequency of the 

mutations, along with the coverage of the sample and the mapping quality. The S1a 

causal variant has not been called by any software, but visual inspection of the 

mapped reads revealed that none of them supported the alternate allele 

(Supplementary Figure 3). Excluding it, VarDict and VarScan2 were able to detect all 

the causal variants. To increase the power of detection of HaplotypeCaller, we 

explored the effect of modifying the ploidy parameter. We used ploidy 2 (default), 4, 

5, 6 and 10 in order to call variants with lower frequencies than expected in a germline 

scenario. This parameter is normally tuned when working with organisms with 

ploidies different than 2. For instance, decaploid plants have been reported (Ahmadi 

and Bringhurst 2019; Hummer, Nathewet, and Yanagi 2009), and genotypes 

0/0/0/0/0/0/0/0/0/1 are possible. This way, the increase of the ploidy parameter 

makes HaplotypeCaller more sensible to low frequency variants. The percentage of 

detected variants increased sequentially with the ploidy parameter, although some 

remained undetected. HaplotypeCaller seems to be sensitive to mapping quality as in 

the case of the ELANE region (Supplementary Figure 4), where a variant with 

moderate frequency is not detected by this caller. Interestingly, we lost one variant 

using ploidy 10 while it was previously detected with ploidies 5 and 6 due to memory 

reasons (Figure 1, expanded in Supplementary Figure 5). 
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Figure 1. Previously reported causal somatic mutations detected by each variant caller (in 

green), assessed as the presence of the variant in the raw VCF files. The germline variant in 

S4a was detected in Strelka germline mode but not in the somatic one. All VAF were extracted 

from a previous publication (Mensa-Vilaró et al. 2018).  

Next, we assessed the performance of the five variant callers including a paired mode 

in the four cases with available paired samples (S1, S3, S5 and S7), where the same 

variant is present in two tissues with different frequencies. As a general trend, there 

is no improvement of the detection rate when using the paired mode compared to 

the single mode, probably because of the small differences in allele frequency 

between tissues. The use of one or the other paired sample as cancer/healthy tissue 

does not seem to affect the capacity of detection. Again, VarDict and VarScan2 

showed the best detection ratios (Supplementary Table 1). 
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Filtering strategies for the identification of true causal variants  

Once genetic variants have been called, a set of different filters is commonly applied 

to reduce the number of false positives. This is a crucial issue in the study of 

monogenic syndromes, where the aim is moving from the approximately 20,000 

genetic variants identified in a typical WES to one or a few candidate variants. 

Relaxing or disabling the VAF filters to increase the ability to detect causal somatic 

variants, as we did in this study, produces an important increase of the number of 

mutations per individual, making this process highly recommended.  

We evaluated the ability to identify the known pathogenic variants after applying the 

standard filters to the variants called by VarDict and VarScan2, the most successful 

programs in calling them (Figure 1). We started by intersecting the two VCF files for 

every individual, given that in all cases the true variants were retained by both of 

them. Next, we applied a set of additional filters sequentially (see below), checking in 

every step if the causal variant was retained or filtered out (Table 2). First, we filtered 

out SNPs located 6bp around indels. Second, as suggested previously (Bae et al. 

2018), we restricted our analysis to the 1000 Genomes Project strict mask filter. 

Third, we required the positions to be covered by, at least, 50 reads (DP > 50) and 

to show a minimum quality value of 25 (QUAL > 25). Fourth, we only kept loss of 

function and missense variants. Fifth, we applied a stringent population allele 

frequency threshold of 0.001 in gnomAD. With a high probability, a somatic variant 

will be absent in the population because of its de novo nature, although the possibility 

of having a recurrent mutation cannot be excluded. Sixth, following the 

recommendations in the literature, we kept variants with a likely damaging predicted 

effect (CADD > 15 (Kircher et al. 2014)) and a high evolutionary conservation score, 

as an indicator of its functional importance (GERP > 2 (Myers et al. 2010)). Seventh, 

we required at least three reads supporting the alternate allele (VD ≥ 3) in every call. 

Finally, we used the list of 333 genes of the International Union of Immunological 

Societies (IUIS, updated in February 2018) (Picard et al. 2018) as a set of candidate 

genes for PIDs. Excluding the causal somatic variant of sample S1a, which was not 
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detected in the sequencing process, 13 out of the 14 somatic mutations were included 

in the final list of candidate variants. The remaining one (S6), was filtered out because 

of a GERP value lower than 2. 

Mosaicism abundance detection in whole blood 

As mentioned above, the consideration of genetic variants deviating from the 

approximate expectation of 50% read frequency increases substantially the number 

of called variants. In the previous analyses we assessed how many of the true causal 

variants in 11 PID samples were detected. Now we wonder what proportion of the 

called variants in these samples corresponds to real postzygotic mutations, and not 

to sequencing, mapping or calling errors. We restricted the analysis to coding variants, 

more prone to have a functional impact and to be related to monogenic disorders. 

For this, we applied the following filters to select the variants more plausible to be 

validated as true: we intersected the SNPs called by VarDict and VarScan2, removed 

SNPs located 6 bps around indels, applied 1000G strict mask, required a minimum 

depth of 50 and a minimum quality of 25, removed variants classified as common in 

dbSNP and those shared among samples in the study, removed SNPs located within 

homopolymers, and removed SNPs in positions where the mappability was not 

perfect. We also performed a binomial test to exclude potential heterozygous 

mutations, to estimate the possibility of the observed number of reads supporting 

the alternate allele given the total number of reads. We finally required a minimum 

number of reads supporting the alternate allele of 7, due to the large number of 

variants below this threshold in our dataset (Supplementary Figure 6). After this 

filtering, we moved from the approximately 250,000 variants called per individual to 

around 40. (Figure 2), representing a total of 461 candidate somatic variants 

(Supplementary Table 2) for the 11 blood samples. 327 (70%) of the variants were 

missense, while 92 (20%) were synonymous and 19 (4%) were stop-gain. The 

remaining 23 variants were annotated as structural interaction variants and splice 

variants. Remarkably 30 of the variants were located in zinc finger proteins, 20 of 

them located in chromosome 19, and none of them were validated. 
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Figure 2. Filtering process followed to obtain somatic candidate variants. We got around 40 

variants per blood sample that we then experimentally validated by ADS. 

The 461 candidate variants were analysed by ADS with the rhAmpSeq technology 

(see Methods). All candidate positions were resequenced in the individual in which 

they were called and in the rest of individuals, plus two healthy individuals as controls. 

The average coverage per position was 22,500X (max=272,401, min=0, sd=21,296). 

The overall validation ratio was very low. For five individuals (S6, S7, S8, S9 and S10), 

only the initial pathogenic variant was validated, with none of the other additional 

candidate variants confirmed. In other six individuals, including the individual with 

no somatic variants (S4a), we validated one additional variant: one missense variant 

in ODF2 (S1), SHISHA2 (S2), STRIP1 (S3) and IL2RG (S11), and one synonymous 

variant in CACNAS1 (S4) and ROBO4 (S11). Of note, in patient S5 we validated a 

total of eleven variants: seven missense, being one of them the causal variant in 

NLRP3, and four synonymous. The twelve variants seemed to cluster in two 

frequency groups: one with variants of about 25% (including the pathogenic variant) 

and other with variants about 4.5% (Supplementary Table 2). 

Cell type distribution of somatic variants in S5 patient  

Given the high number of validated somatic variants in patient S5, we expanded the 

analysis selecting nine additional candidate genetic variants. These variants were 

analysed for validation, along with the twelve previously confirmed, both in the 
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whole blood sample and different cell populations separated by flow cytometry 

(Mensa-Vilaro, Teresa Bosque, et al. 2016) (Table 3). We also added a whole blood 

DNA extraction obtained after the anti-IL-1 treatment this patient received. In this 

experiment, the average coverage per position was 158,000X (max=484,219, 

min=16,689, sd=80,940). We considered that a somatic variant was validated in a 

given cell type or tissue when the proportion of reads supporting the alternate allele 

was above 0.30%, a value close to the average error type of sequencing by synthesis 

technologies, which also varies with features such as sequence context or the specific 

nucleotide change (Salk, Schmitt, and Loeb 2018; Pfeiffer et al. 2018). Six of the nine 

new genetic variants were validated, with one (chr7:157,614,060) being a germline 

variant according to its frequency (Table 3). 

Overall, we detected 17 somatic variants in this patient, 16 protein coding and one 

intronic (Table 3), now clustered in three groups with similar VAFs around 24%, 

4.5% and 1.5% in whole-blood pre-treatment (Figure 3) and cell type distribution. 

VAFs changes across different cell types and tissues are coordinated within each 

group, being the two main groups only present in the myeloid line as well as in urine 

and cell mucosa, but absent in the lymphoid line. In general, we found higher allele 

frequencies in monocytes and lower in oral mucosa. The presence of the somatic 

variants in oral mucosa and urine was produced by leukocyte infiltration, which was 

detected by flow cytometry (Mensa-Vilaro, Teresa Bosque, et al. 2016). On the other 

hand, the lowest VAF group of variants are detected in myeloid cells and B cells, but 

not in T cells. The VAF of all the somatic variants is reduced in the whole-blood 

sample after the anti-IL-1 treatment (Whole blood 3 post, in Table 3). This decrease 

is more important for the variants restricted to the myeloid line, and it is likely 

observed because of the increased proliferation of inflammatory cells, which is now 

controlled with the treatment (Mensa-Vilaro, Teresa Bosque, et al. 2016).  



64 

 

 

Figure 3. VAF of validated somatic variants in S5 patient per tissue and cell type. Green is 

used for the group of variants with higher VAF (around 24%), red for those with intermediate 

VAF (around 4%) and blue for those with low VAF (around 1.5%, the only group present in 

B cells). Of note, there is one variant in the X chromosome whose frequency has been divided 

by 2 in order to visualize it grouped with the others. 

Discussion 

We performed WES of DNA samples from patients with PIDs, carrying variable 

degree of gene mosaicism and assessed the ability to detect the somatic causal genetic 

variants by using different tools. Among the eight variant callers tested, VarDict and 

VarScan showed the higher detection rates of the causal somatic variants. The rest 

of the callers designed for somatic variant detection (MuTect2, SomVarIUS and 

Strelka2) mainly showed some limitations with the lower frequency variants at lower 

coverage. FreeBayes and HaplotypeCaller, designed for germline variant detection, 

failed to detect most of the somatic mutations. However, the performance of 

HaplotypeCaller increases when modifying the ploidy parameter, devised for non-

diploid organisms and which allowed retrieving variants with less frequency than the 

expected 50% in the germline. Of interest, the efficiency of the five callers including 

a paired mode did not increase when using paired samples, probably because of the 

small frequency difference between the two samples carrying the same mutation. 
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Allele frequency is the main limitation for calling a somatic variant, with the risk of 

non-capturing the mutation because of its low frequency and/or insufficient 

coverage. To capture these low frequency variants, sequencing depths should ideally 

be higher than the commonly average depths achieved in WES studies (60-100X). 

However, the average coverage value might not be informative enough on the 

sequencing performance for all genomic regions, given the non-uniformity of the 

capture process. The use of new metrics including this information has been 

proposed (Wang et al. 2017), which should help to reduce false-negative results. As 

an example, the NOD2 region is clearly captured more efficiently than the NLRP3 

region in our study (Table 1). On the other side, only a few reads supporting the 

alternate allele seems enough to detect the variant, with as few as 3 (out of 128) for 

the S10 variant or 7 (out of 97) for the S1b variant (Table 1). Thus, an increase of the 

sequencing depth to 100-200X is recommendable in cases in which somatic variation 

is suspected. Higher coverage facilitates the detection of very low frequency variants, 

but increases the risk of enlarging the list of candidate variants because of 

approaching the error rate of MPS technologies (Schirmer et al. 2015). 

Genetic studies usually implement a set of filters to reduce the number of candidate 

variants to the causal one or to a small group. This process is a trade-off between 

reducing the number of false positives (either sequencing or mapping artefacts, and 

non-causal variants) and false negatives (called but filtered true causal variants). At 

the risk of missing the causal variant, these filters are essential to determine, at least, 

a reduced list of candidate genes for monogenic syndromes. In the case of studies 

like this, where the relaxation of allele frequency thresholds generates a list of up to 

hundreds of thousands of variants per sample (Supplementary Figure 1), this step 

can be especially critical. After applying commonly used filtering parameters both for 

sequencing and biological features, only the causal variant in one patient was 

discarded because of low conservation score (GERP for S6 causal variant: -8.07). In 

the case of applying more stringent filters, two more variants (S1b and S5a-b) would 

be missed due to GERP score vale lower than 4 (Amendola et al. 2015; de Valles-
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Ibáñez et al. 2016). On the other side, only S6 causal variant would not pass a CADD 

threshold of 20.  

The final number of candidate genetic variants exceeds by about ten times the 

number of variants in studies analysing germline variants. Considering the IUIS list 

of 333 candidate genes for PIDs, this is still quite high, with approximately 0.5 

variants per gene in each individual. Therefore, it seems recommendable to restrict 

the analysis to a reduced set of candidate genes according to the clinical phenotype 

of each patient. Alternatively, the use of some gene features could also help to reduce 

the list of candidate variants if there is not any a priori clear candidate. Several gene 

indexes have been developed to measure their possible contribution to human 

disease. Among them, haploinsufficiency predictions could seem useful for 

identifying candidate genes in a somatic variant disease model expecting to follow a 

dominant inheritance pattern. However, all the genes with somatic causal variants 

included in this study show haploinsufficiency values below the consensus threshold 

of 0.5, with NLRP3, a gene that is proven to be mutated in different 

autoinflammatory diseases (de Torre-Minguela, del Castillo, and Pelegrín 2017), 

showing the highest value of 0.465. In contrast, NLRP3 has been reported as a gene 

with a high level of intolerance to functional variation (RVIS=-0.95, in the top 9.38% 

of genes) (Mensa-Vilaró et al. 2018).  

It is important to consider that exome sequencing was performed in DNA samples 

obtained from peripheral blood. Therefore, only somatic variants present in the 

major cell populations in blood can be detected. Neutrophils represent more than 

half of the nucleated blood cells (55%-75%) in healthy individuals, while lymphocytes 

represent around 20% (from which T cells are ~70%, B cells are just ~20%, and NK 

cells ~10%) (Berrington et al. 2005). Thus, for early postzygotic mutations, the 

capacity of detection will most probably not be affected by the cell type implicated 

in the disorder, since the variant will have similar frequencies in all cell populations. 

In contrast, for later onset mutations restricted to particular lineages, the mutation 

will only be detectable if present in the major cell populations of the analysed tissue. 
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Therefore, for immune disorders, the probability of detecting a causal variant from 

whole-blood extraction analysis will be much higher in those produced by alteration 

in the myeloid cells, such as in autoinflammatory disorders, than in the lymphoid 

cells. This fact can partially explain the larger number of reported cases in 

autoinflammatory disorders (Mensa-Vilaró et al. 2018) compared to other PIDs, as 

well as the lack of success in the identification of somatic variants in lymphoid 

immunodeficiencies such as CVID (de Valles-Ibáñez et al. 2018). In these latter 

situations, it is expected that a big proportion of somatic causal variants would only 

be detectable if the analysis is restricted to particular cell types. Thus, cell subsets 

isolation can be essential to the identification and/or the validation of somatic genetic 

variants in these less represented cell types. 

Beyond the detection of the known causal variants, the detected load of coding 

variants per exome was very low. Except for S5, all the individuals carry none or only 

one somatic variant additionally to the causal variant. The vast majority of candidate 

variants were false positives, even if they passed the mapping and quality filters. 

Comparing our results to other studies is not straightforward because of the 

differences in the methodologies used and the scanned VAFs, as well as the 

conceptual approach and targeted regions (see Introduction). A whole-genome 

sequencing (WGS) data analysis of 11,262 blood samples revealed a median number 

of three mosaic mutations for younger individuals, increasing after 35-45 years of 

age, and considering 20 somatic variants as the threshold for clonal expansion, that 

affecting 12.5% of the individuals (Zink et al. 2017). Although the minimum 

detectable VAF of the study was limited because of the 34.8X mean coverage, the 

results seem concordant with the low number of somatic variants described in our 

WES deep sequencing approach. In addition to scanning a wide range of VAFs, we 

validated our results by ADS, which confirmed the low number of somatic coding 

variants detectable in blood. At a finer level, the total number of somatic variants per 

cell has been estimated in single-cell studies (García-Nieto, Morrison, and Fraser 

2019; Lodato et al. 2015), although most of this variation would remain undetected 

when the whole tissue is analysed. In fact, when much lower frequencies have been 
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scanned (VAF≥0.0001), it has been shown that clonal haematopoiesis is present in 

up to 97% of middle-aged people (Young et al. 2019). However, in absence of 

positive selection on a given mutation, only those that occurred earlier would reach 

detectable frequencies.  

We identified a particular patient with an excess of validated variants compared to 

the others. S5 is the oldest individual of our dataset (64 years old), although another 

individual of similar age was also included in this study. Especially for the higher 

VAF group of five variants (which includes the causal one in NLRP3), the frequency 

pattern is quite uniform, except for one of the variants in chromosome X 

(chrX:71,537,899), with lower frequency in monocytes. The presence of the genetic 

variants in the lowest frequency cluster in cells of the myeloid lineage and in B cells, 

but not in T cells, could be explained by its origin in adult hematopoietic stem cells 

generating multineage outputs (Lee-Six et al. 2018). Because of the seemingly 

aggrupation in three different clusters of frequencies and cell type distribution, we 

propose simultaneous occurrence and clonal expansion as the most parsimonious 

explanation. However, none of the genes with somatic variants in S5 (Table 3) seems 

to be related with cellular proliferation that could be linked to an adaptive advantage 

of a clone of cells, and we also discarded the presence of additional candidate variant 

in DNMT3A, TET2 and ASXL1 genes, known to be implicated in hematologic 

malignancies (Genovese et al. 2014; Jaiswal et al. 2014). In fact, in the aforementioned 

study of WGS of 11,262 individuals (Zink et al. 2017) only 12.6% of the cases of 

clonal haematopoiesis had detectable cancer driver mutations. Thus, on the rest of 

cases as well as for S5, clonal haematopoiesis could be produced by genetic drift, as 

suggested in simulation analysis (Klein and Simons 2011). In contrast, a recent study 

(Watson et al. 2020) proposes positive selection being the major driving force of 

clonal haematopoiesis, and that it would take more than 2,000 years for a mutation 

to reach a VAF > 1% by only drift. However, our results do not seem to fit to this 

explanation, because of the abovementioned gene location as well as the presence of 

synonymous and intronic variants.  



69 

 

Finally, although we believe that our study contributes to the understanding of the 

burden of functional somatic mutations in blood and provides some practical advice 

on its detection, we would like to acknowledge some limitations of our approach. 

Allele frequency and sequencing depth are the two main limiting factors to detect a 

somatic variant as shown in our case by the failure to detect a variant with VAF<3%. 

Also, the number of genetic variants depends on the selected software, that show a 

limited level of overlapping among them. In this sense, we recommend an inclusive 

strategy by using the less stringent callers or parameters, followed by a filtering 

strategy based on sequencing and mapping features. However, even by using 

stringent filters, the capacity of detection of causal variants will be mostly limited to 

previously known candidate or related genes, given the excessive number of variants 

when considering the whole exome. Gene functional relevance or mutation tolerance 

indexes could be used to reduce the number of candidate genes, but they also show 

limited applicability. Of importance, we also acknowledge the limitations derived 

from the small size of our cohort which, while allowing the study of somatic variant 

discovery, makes it difficult to draw conclusions in terms of dynamics of somatic 

variation.  

Conclusions 

The detectable genetic load of somatic coding variants in blood is low. A moderate 

increase of the commonly achieved depths in exome sequencing analyses can be 

enough to detect most of these variants at frequencies above the technology error 

rate, for which we recommend using variant callers sensitive to low VAF. Of 

importance, the high proportion of false positives makes mandatory their validation 

which will also provide a better estimation of the VAF. Given both the feasibility of 

this approach and the reported contribution of gene mosaicism to PIDs (Mensa-

Vilaró et al. 2018), we think that this model should be considered in future 

sequencing studies. It can be of special interest for those disorders related to major 

cell populations in blood, such as autoinflammatory diseases. We also suggest 

reanalysing data of undiagnosed patients, especially those where the inheritance 
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pattern in the pedigree and/or the clinical features of the patient might fit this model. 

Because of the high number of possible somatic variants called per individual, even 

after applying stringent filters, it is advisable to restrict the analysis to a set of 

candidate genes defined according to the clinical phenotype. Finally, our results are 

in agreement with the existence of clonal haematopoiesis produced by drift, and that 

can be related to non-cancer disorders. 

Data availability  

The datasets generated during and analysed during the current study are available in 

the European Nucleotide Archive (ENA) repository under accession code 

PRJEB44742. 
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Table 1. Samples and mutations included in the study. 

Sample Coordinate (hg38) Gene Change in DNA Change in protein WES ADS 

     VAF (%) DP/VD Mean coverage VAF (%) 

S1a (PB) chr1:247,424,492 NLRP3 c.1049C>T p.Thr350Met 0 192/0 232 2.80 

S1b (OM) chr1:247,424,492 NLRP3 c.1049C>T p.Thr350Met 7.22 97/7 153 6.90 

S2 (PB) chr1:247,424,357 NLRP3 c.914A>C p.Asp305Ala 36.26 171/62 274 34.80 

S3a (PB) chr16:50,710,912 NOD2 c.1001G>A p.Arg334Gln 10.13 592/60 220 9.40 

S3b (OM) chr16:50,710,912 NOD2 c.1001G>A p.Arg334Gln 5.46 1171/64 349 4.90 

S4a (PB) chr16:50,710,912 NOD2 c.1001G>A p.Arg334Gln 46.44 618/287 231 -  

S4 (OM) chr16:50,710,912 NOD2 c.1001G>A p.Arg334Gln 5.21 576/30 179 8.50 

S5a (PB) chr1:247,425,355 NLRP3 c.1912C>G p.Gln638Glu 19.67 422/83 318 18.40 

S5b (OM) chr1:247,425,355 NLRP3 c.1912C>G p.Gln638Glu 8.72 390/34 274 6.00 

S6 (PB) chr1:247,424,367 NLRP3 c.924A>T p.Gln308His 8.57 175/15 308 5.10 

S7a (PB) chrX:71,109,309 IL2RG c.676C>T p.Arg226Cys 18.75 192/36 247 17.80 

S7b (UR) chrX:71,109,309 IL2RG c.676C>T p.Arg226Cys 11.24 169/19 213 8.30 

S8 (PB) chr1:247,424,356 NLRP3 c.913G>A p.Asp305Asn 8.00 125/10 234 7.20 

S9 (PB) chr16:50,710,912 NOD2 c.1001G>A p.Arg334Gln 2.12 1038/22 312 2.70 

S10 (PB) chr14:35,007,365 SRP54 c.338G>T p.Gly113Val 2.34 128/3 146 2.30 

S11 (PB) chr19:855,967 ELANE c.607G>C p.Gly203Arg 9.10 99/9 219 16.20 

VAFs from ADS were extracted from a previous publication (Mensa-Vilaró et al. 2018). DP=total depth; VD=variant depth.
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Table 2. Sequential variant filtering process for each sample. The last step where the causal somatic variant is retained is shown in bold. 

Filtering S1a S1b S2 S3a S3b S4 S5a S5b S6 S7a S7b S8 S9 S10 S11 

On target 

(VarDict – 

VarScan2) 

298,250 

173,072 

363,209 

101,637 

239,526 

266,542 

286,381 

200,507 

241,135 

453,494 

382,519 

119,025 

231,469 

263,604 

312,808 

245,467 

276,040 

273,296 

293,494 

176,720 

315,825 

171,718 

274,664 

317,568 

191,603 

720,791 

223,731 

261,383 

302,540 

172,629 

Intersection 48,715 44,246 49,871 51,066 70,617 49,399 52,849 61,889 62,644 53,951 51,705 58,201 64,366 50,684 53,268 

6pb indels 48,187 43,598 49,246 50,477 69,885 48,451 52,286 61,126 61,954 53,382 50,880 57,646 63,757 50,157 52,621 

1000G mask 35,864 31,825 37,231 37,437 55,243 35,592 39,619 47,635 48,200 40,621 38,732 44,829 50,966 37,963 39,983 

DP > 50 34,091 27,692 36,459 35,706 54,052 31,989 38,734 45,779 46,668 37,906 35,927 42,349 49,958 33,123 36,816 

QUAL > 25 33,771 27,346 35,991 35,272 53,184 31,542 38,295 45,035 45,851 37,388 35,353 41,439 48,835 32,584 36,282 

LoF & 

missense 

18,476 15,154 19,998 18,929 31,534 18,100 21,148 26,962 27,596 22,103 20,585 24,283 28,888 18,518 21,472 

gnomAD < 

0.001 

12,135 10,119 13,562 11,980 24,001 12,871 14,427 20,553 21,178 16,281 14,781 17,977 21,910 12,711 15,634 

CADD > 15 9,035 7,904 10,085 8,864 19,044 9,994 10,828 16,271 16,808 12,662 11,077 13,887 17,086 9,547 12,155 

GERP > 2 7,787 6,771 8,703 7,604 16,486 8,582 9,374 13,979 14,498 10,953 9,528 11,976 14,633 8,161 10,409 

VD ≥ 3 6,977 6,086 7,446 6,528 14,473 7,720 8,560 12,509 13,231 9,764 8,181 9,719 11,024 5,162 8,991 

Candidate 

genes  

174 177 174 172 319 219 187 276 275 226 255 263 243 144 229 
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Table 3. VAF of the 20 somatic candidate variants studied in S5 patient. In grey, values below the sequencing error threshold. 

Coordinate (hg38) Gene Type Whole 

blood 

Whole 

blood post 

Urine Oral 

mucosa 

Neutrophils Monocytes B cells TCD4 TCD8 Control1 Control2 Validated 

chr1:153003501 SPRR3 Missense 7.7216 3.7419 7.3138 1.6876 7.165 9.5398 0.1088 0.1049 0.0976 0.0832 0.1081 YES 

chr1:247425355 NLRP3 Missense 24.6228 12.4922 25.3693 7.0918 24.3422 33.993 0.0825 0.0794 0.0787 0.0437 0.0571 YES 

chr2:24300108 ITSN2 Missense 4.7359 3.4122 5.0154 1.8296 5.6246 2.2179 0.3675 0.1288 0.1415 0.1035 0.1628 YES 

chr2:209888127 UNC80 Synonimous 26.5932 13.452 28.2002 6.9989 26.8757 34.7143 0.2961 0.2798 0.2896 0.2373 0.2993 YES 

chr2:219251622 TUBA4A Synonimous 4.5508 3.2531 4.6625 1.3055 5.3645 1.9301 0.2923 0.1629 0.1553 0.0815 0.1322 YES 

chr3:52913506 SFMBT1 Missense 1.4477 1.2013 1.3699 0.4748 1.7193 1.453 2.5658 0.1158 0.1569 0.062 0.068 YES 

chr4:143695587 FREM3 Missense 24.3856 12.176 24.6201 6.1085 23.192 31.5614 0.167 0.1334 0.1238 0.0887 0.1295 YES 

chr4:165059454 TRIM60 

TMEM192 

Intergenic 0.073 0.0596 0.0601 0.0673 0.0659 0.0515 0.0646 0.0892 0.0532 0.0676 0.0533 NO 

chr6:36270463 PNPLA1 Missense 4.8759 4.0553 5.5917 1.7713 6.4759 2.6609 0.3096 0.0835 0.0768 0.0657 0.0772 YES 

chr6:52082518 PKHD1 Missense 26.3027 12.7771 27.3696 6.8415 26.0161 35.482 0.1139 0.1225 0.0916 0.0923 0.111 YES 

chr6:151349029 AKAP12 Missense 1.496 1.2648 1.6739 0.4203 1.8367 1.2469 2.7175 0.0769 0.1867 0.0872 0.0911 YES 

chr7:157614060 PTPRN2 Intronic 47.7712 48.8889 46.9676 46.2124 49.503 48.0925 48.1535 43.1712 46.6121 0.0656 0.0674 NO 

chr9:91410553 NFIL3 Missense 0.1427 0.1298 0.127 0.1367 0.109 0.0848 0.1351 0.118 0.1174 0.129 0.1463 NO 

chr11:111853480 ALG9 Synonimous 4.2723 3.1181 4.6411 1.3842 5.2542 2.2404 0.2136 0.2158 0.229 0.1434 0.2365 YES 

chr12:128705237 TMEM132C Missense 2.4998 1.2072 2.4715 0.5706 2.2107 3.4175 0.1087 0.0703 0.0635 0.081 0.0814 YES 

chr13:24912928 CENPJ Missense 1.5069 1.1153 1.8446 0.6136 1.8944 0.9268 1.2501 0.1418 0.2347 0.0655 0.0754 YES 

chr17:50840691 WFIKKN2 Missense 4.1908 2.7357 4.4201 1.3373 4.4152 1.9862 0.1779 0.1208 0.1042 0.0674 0.0797 YES 

chr19:16529871 CHERP Synonimous 4.6041 2.2909 4.4651 1.1656 4.6677 5.4904 0.1021 0.1105 0.0973 0.0697 0.0885 YES 

chr20:13915139 SEL1L2 Intronic 24.5724 11.9959 24.142 6.1982 23.3935 33.2716 0.0564 0.0719 0.0733 0.0562 0.0869 YES 

chrX:71537899 OGT Missense 49.978 25.1551 48.1124 12.4303 48.9245 32.2739 0.2688 0.275 0.2301 0.1665 0.2497 YES 
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Abstract 

Introduction 

The deficiency of IL-1 receptor antagonist (DIRA) is characterized by       

early-onset severe inflammation mainly affecting skin and bone, and is a 

consequence of biallelic loss-of-function IL1RN mutations. 

Objective 

To elucidate the cause of a lethal disease observed in two siblings with features 

compatible with DIRA. 

Material and methods 

Patients’ data were collected from their medical charts. Genetic studies were 

performed in patients’ alive relatives using next generation sequencing (NGS) 

methods. Relative IL1RN expression and mRNA sequencing will be 

performed to characterize the transcriptional consequences of the detected 

variants. 
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Results 

NGS studies detected two novel heterozygous IL1RN variants in each one of 

the patients’ parents. The father’s variant was located at the donor splicing site 

of intron 3 (c.318+2T>G), and subsequent studies will be performed to reveal 

a predicted decrease of gene transcription compared with healthy controls, 

which would strongly suggest the production of a non-functional IL1RN 

allele. By contrast, the mother’s variant was a large intragenic deletion 

(~2500bp) encompassing from intron 1 until exon 3, and it expected to 

generate a truncated protein. IL1RN genotypes of all patients’ alive relatives 

were compatible with a recessive inheritance pattern for the disease. 

Conclusions 

Two novel IL1RN variants predicted to generate truncated proteins were 

identified in this family. The non-availability of patients’ samples was a 

limitation to establish their definitive DIRA diagnosis. However, their clinical 

features, the familial recurrence of the disease and the genetic evidences here 

shown strongly suggest that they suffered from a lethal form of DIRA, most 

probably as a consequence of compound heterozygous IL1RN genotypes. 
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Introduction 

Interleukin-1 (IL-1) was first described in early 70s as a soluble factor related 

to lymphocyte activation, emergency hematopoiesis and fever (Gery, 

Gershon, and Waksman 1972). At present, it represents the prototypic 

cytokine driving local and systemic inflammation. There are two different     

IL-1 proteins named IL-1 and IL-1, which are encoded by two genes (IL1A 

and IL1B) located at chromosome 2q14. Despite the marked differences they 

have related to their amino acid sequences, tissue expression and                   

post-translational modifications, their active forms bind to the IL-1 receptor 

type I (IL-1RI), recruit the co-receptor IL-1R accessory protein (IL-1RAcp) 

and transduce an intracellular signal that triggers the production of 

inflammatory mediators. A sustained activity of this IL-1-mediated 

inflammatory cascade may have deleterious consequences for the normal 

homeostasis. Consequently, there are different mechanisms that maintain 

under control its overall activity. The IL-1 receptor antagonist (IL-1Ra), a 

member of the family of IL-1 cytokines, represents one of the subtlest 

mechanisms of control of this pathway (Seckinger et al. 1987). This protein 

binds to the IL-1RI, but it does not recruit the IL-1RAcP, and does not 

transduce a pro-inflammatory signal. As an overall consequence, IL-1Ra 

competitively antagonizes the pro-inflammatory action of the binding of       

IL-1 and IL-1 to the IL-1RI (Dayer, Oliviero, and Punzi 2017). 

IL-1Ra is encoded by IL1RN, a gene located in the IL-1 cluster of genes at 

chromosome 2q14. Biallelic loss-of-function IL1RN mutations have been 

described in both humans and mice causing the recessively inherited deficiency 

of IL-1Ra (DIRA) (Aksentijevich et al. 2009). In humans, DIRA is a disease 

that typically starts early in life, and progresses chronically, with pustular skin 

rash, sterile bone inflammation and increased levels of acute phase reactants 

as its main features. The elucidation of its molecular basis leads to treating 
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these patients successfully with anakinra, the recombinant form of human    

IL-1Ra. 

As occurs with all inherited diseases, DIRA has probably affected a small 

number of patients in the past. However, since the description of its molecular 

basis in 2009, around 20 cases have been reported, thus expanding the clinical 

and genetic diversity of the disease. In the present study, we describe a fatal 

and devastating inflammatory disease observed in two siblings from a          

non-consanguineous couple of Spanish ancestry, with clinical features 

consistent with DIRA. Genetic investigations were performed three decades 

after the patients’ death using samples from their parents and siblings, which 

identified two rare and previously unrecognized heterozygous IL1RN variants. 

They are a single nucleotide variant at a donor splicing site and a ~2600 bp 

genomic deletion. Additional experiments will show the deleterious 

consequences of both variants at mRNA expression level, suggesting they 

generate truncated proteins. This evidence strongly suggests that the patients 

here described suffered from DIRA and died due to the natural course of the 

disease, which most probably occurred as a consequence of compound 

heterozygous genotypes for the rare variants at the IL1RN locus. 

Material and methods 

Patients 

We identified a non-consanguineous couple of Spanish ancestry with four 

children, two affected siblings who died in the 80s of an undiagnosed and 

severe inflammatory disease, and two healthy and alive siblings (Figure 1A). 

Clinical data and results of analytical tests were collected after review of 

medical charts. Written informed consents for molecular analyses were 

obtained from each enrolled individual. The Ethical Review Boards Hospital 

Clínico Universitario de Valladolid and Hospital Clínic, Barcelona, all in Spain, 
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approved the study. All investigations were performed in accordance with the 

ethical standards of the 1964 Declaration of Helsinki and its later amendments. 

Genomic Analyses 

Genomic DNA samples from patients’ healthy parents and siblings were 

prepared from unfractionated peripheral blood using a QIAmp DNA Blood 

Mini Kit (QIAgen, Germany). 

A first genetic study by targeted gene panel sequencing including all genes 

associated with monogenic autoinflammatory diseases was performed for 

short variant discovery, i. e., SNVs and indels.   

For Sanger sequencing, all exons and intronic boundaries of IL1RN gene 

(RefSeq NM_173842.3) were PCR-amplified, purified with Illustra ExoStar   

1-Step kit (GE Healthcare, USA), bidirectionally fluorescence sequenced using 

ABI BigDye® Terminator v3.1 Cycle Sequencing Kit (Applied Biosystems, 

USA) and run on an automated ABI 3730XL DNA analyzer (Applied 

Biosystems, USA). Reads analyses were performed with the SeqPilot software 

(JSI Medical Systems, Germany). To determine the specific deletion 

breakpoint, a PCR amplicon using primers located at each boundary of the 

deletion was designed and subsequently sequenced as previously described. 

Whole Genome Sequencing 

We sequenced the whole genome of the patient’s mother in order to expand 

the analysis of SNVs and indels and to explore its structural variant landscape. 

Illumina 2 × 150 paired-end cycles runs to a mean coverage ~37X, using the 

TruSeq Nano DNA (350) library kit, was performed in Macrogen facilities.  

We mapped raw reads with BWA-MEM (Li 2013) algorithm (v. 0.7.16a-r1181) 

to the human reference genome GRCh38/hg38 (UCSC), marked duplicated 

reads with MarkDuplicates from picard tools (v. 2.18.6), performed indel 
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realignment with IndelRealigner from GATK (McKenna et al. 2010)                

(v. 3.7-0-gcfedb67) and base quality score recalibration with BQSR tool, also 

from GATK. We called SNVs and indels with GATK’s HaplotypeCaller. We 

finally annotated the genetic variants using SnpEff (Cingolani, Platts, et al. 

2012) (v. 4.3t) and SnpSift (Cingolani, Patel, et al. 2012) (v. 4.3t). 

For the structural variant calling we used CNVnator (Abyzov et al. 2011)        

(v. 0.3.3) with bin sizes of 100 and 50 bp.  

Results 

IL1RN genomic analyses 

On the basis of patients’ clinical data, laboratory results and familial pedigree, 

we hypothesized for the presence of a severe, recessively-inherited 

inflammatory disease in this family, with DIRA as the most probable candidate 

disease. As biological samples from patients were not available for this study, 

we obtained and genetically analyzed samples from their healthy parents and 

siblings. A first genetic study using a targeted gene panel sequencing for 

monogenic autoinflammatory diseases revealed in the patients’ father and 

brother a heterozygous T>G transversion at position +2 of the donor 

acceptor splicing site of intron 3 of the IL1RN gene (Figure 1B). The 

c.318+2T>G IL1RN variant has not been previously reported, is absent in all 

available databases (1000 Genomes Project, NHBLI-ESP, gnomAD, 

Collaborative Spanish Variant Server) and bioinformatics analyses predicted 

to impair the normal splicing of IL1RN mRNA (Table 1). Altogether, these 

evidences strongly suggest that it may be a pathogenic IL1RN variant and it 

will be subject of subsequent analyses. By contrast, no variants were detected 

in patients’ mother and sister at the IL1RN locus. 

As DIRA diagnosis may fit with the clinical features observed in the patients, 

and considering the intrinsic limitations of the sequencing methods previously 
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employed, we performed additional genetic analyses to identify the second hit 

at the IL1RN locus. Whole genome sequencing was performed in the sample 

from patients’ mother, which revealed a potential heterozygous, intragenic 

genomic deletion encompassing ~2500 bp (Figure 1C). In order to 

characterize the ends of this large deletion, a specific PCR amplification with 

primers at each side of the breakpoint was designed (Figure 1D). The sequence 

of this amplicon revealed a 2592 bp deletion at the IL1RN locus in the 

patients’ mother (Figure 1E), which encompasses from middle of intron 1 

until the middle of exon 3 (Supplemental Figure S1). This deletion has not 

been previously reported in patients with DIRA neither have been registered 

in all available databases. Prediction analyses suggest that the IL1RN allele 

containing this genomic deletion produces a transcript smaller than that 

encoded by the normal allele, and supporting for a non-functional protein. 

Intrafamilial genotypes for the IL1RN deletion were obtained in all patients’ 

relatives by a specific PCR amplification, revealing that it was exclusively 

present in the patients’ mother as a single heterozygous genotype (Figure 1F). 
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Figure 1. Genomic IL1RN Variants Detected in Enrolled Individuals. Panel A. 

Pedigree of family. Black filled symbols represent affected subjects, open symbols 

unaffected subjects, squares male subjects, circles female subjects, and slashed 

deceased subjects. IL1RN genotypes are shown below each analyzed subject. n.a., not 

analyzed; wt, wild-type. Panel B. Sense Sanger chromatograms from subject I-2 

carrying the heterozygous genotype for the c.318+2T>G IL1RN variant (left box) 

and from a healthy subject (right box). The arrows indicate the position where the 

nucleotide variant is located. Panel C. Mapped reads from whole genome sequencing 

performed in subject I-1 showing the loss of coverage at IL1RN locus, suggesting the 

presence of an intragenic, heterozygous genomic deletion. In the bottom part of the 

panel, an unrelated individual sequenced with the same protocol is shown for 

comparison. Reads were visualized using Integrative Genomics Viewer. Panel D. 

Genomic organization of isoform 1 of IL1RN gene. Variants identified in the enrolled 

family are shown in red. Green arrows represent the forward and reverse primers 

designed to generate a PCR amplicon to specifically identify the presence of the 

genomic deletion. Panel E. Sense Sanger chromatogram showing the breakpoint and 

boundaries of the genomic deletion at the IL1RN locus identified in subject I-1. The 

arrows indicate the nucleotides located at each side of the breakpoint site, and below 

are shown the respective genomic coordinates according to GRCh38. Panel F. 

Agarose gel electrophoresis of PCR products generated with the use of primers 

designed for the genomic deletion. N, negative control; H1 and H2, healthy control 

subjects. Black arrows indicate the specific bands of PCR amplicons containing the 

IL1RN deletion (top) and a positive control of PCR reaction (bottom). 

Discussion 

Our results suggest that both newly described variants in the IL1RN gene, 

c.318+2T>G and the 2592 bp deletion, cause DIRA when occurring together. 

Our study presents two main limitations: we do not have available DNA from 

any of the patients and we have not performed functional analysis yet. For the 

first case, we are not able to confirm whether both variants were actually found 

together. In the second case, we cannot assure if any of the mutations really 
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disrupt the protein, although we plan to perform analyses at the mRNA level 

to confirm that its production is affected.  

Another deletion encompassing the IL1RN gene plus five other genes of the 

IL-1 family has been reported (Reddy et al. 2009). This homozygous 175 kb 

deletion at chromosome 2q13 was described by the authors as the causative 

agent of a disease different from the neonatal-onset multisystem inflammatory 

disorder (NOMID). The symptomatology of this patient was effectively 

controlled by anakinra. This work was published at the same time than the one 

by Aksentijevich et al. (Aksentijevich et al. 2009), in which the term DIRA was 

coined.  
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Table 1. Details of the intronic variant detected in the IL1RN gene. 

Chromosome 

Position1 
Gene2 Intron 

cDNA 

alteration 

Amino 

acid 

alteration 

Population Genetics Bioinformatics 

Variant 

Classification3 
1000 

GP 

NHLBI 

ESP 
gnomAD CSVS 

Human 

Splicing 

Finder 

GERP  

score 

CADD 

PHRED 

chr2:113131159 IL1RN 3 c.318+2T>G - 0 0 0 0  6.41 33 Pathogenic 

1Referred to GRCh38. 2RefSeq: NM_173842.3. 3Classification of pathogenicity of gene variants performed on the basis of standards and guidelines 

proposed in the consensus recommendations of the American College of Medical Genetics and Genomics and the Association for Molecular 

Pathology. Abbreviations: chr, chromosome; 1000 GP, 1000 Genomes Project Phase 3; NHLBI-ESP, National Heart, Lung and Blood Institute-

Exome Sequencing Project; gnomAD, Genome Aggregation Database; CSVS, Collaborative Spanish Variant Server. 
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Abstract 

Sorting of individual chromosomes by Flow Cytometry (flow-sorting) is an 

enrichment method to potentially simplify genome assembly by isolating 

chromosomes from the context of the genome. We have recently developed 

a workflow to sequence native, unamplified DNA and applied it to the 

smallest human chromosome, the Y chromosome. Here, we modify and 

improve upon that workflow to increase DNA recovery from chromosome 

sorting as well as sequencing yield. We apply it to sequence and assemble the 

largest human chromosome –chromosome 1– of a Chinese individual using a 

single Oxford Nanopore MinION flow cell. We generate a selective and highly 

continuous assembly whose continuity reaches into the order of magnitude of 

the human reference GRCh38. We then use this assembly to call candidate 

structural variants against the reference and find 685 putative novel SV 

candidates. We propose this workflow as a potential solution to assemble 

structurally complex chromosomes, or the study of very large plant or animal 

genomes that might challenge traditional assembly strategies.
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Abstract  

Introduction 

Cryopyrin-associated periodic syndromes (CAPS) are a consequence of 

monoallelic gain-of-function NLRP3 mutations that lead to a hyperactive NLRP3 

inflammasome, and are extremely sensitive to anti-interleukin 1 (IL-1) drugs. 

Objective 

To elucidate the molecular basis of a dominantly-inherited disease observed in 

a family with clinical features and outcome to anti-IL-1 drugs similar to CAPS. 
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Material and methods 

Genetic studies were performed using Sanger sequencing, whole exome 

sequencing (WES), SNPs genotyping, fluorescence in situ hybridization and 

genomic sequencing. Patients’ chromosome 1 was physically isolated using 

flow cytometry from EBV-immortalized B cells. In vitro analyses will be 

performed to assess the functional consequences of the detected variant. 

Results 

Sanger sequencing of NLRP3 gene and WES did not yield positive results. 

Subsequent analyses using high-density SNPs genotyping detected a ~1 Mb 

genomic duplication on chromosome 1q44 including the NLRP3 gene as 

perfectly segregating with the disease in this family. The sequencing of 

patients’ chromosome 1 elucidated the organization of this novel structural 

variant, revealing the presence of an extra copy of NLRP3 (exons 1-8). In vitro 

analyses will be performed to show if this structural variant provokes a NLRP3 

inflammasome hyperactivation similar to the missense NLRP3 mutations 

previously described as causing CAPS.  

Conclusions 

We describe for the first time a genomic structural variant involving the 

NLRP3 gene as a novel mechanism causing CAPS. Consequently, this kind of 

gene variants should be considered in future strategies of disease diagnosis. As 

they are often lost by either Sanger and next generation sequencing, alternative 

methods of genetic analyses should be employed in selected candidate 

patients. 
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Introduction 

Cryopyrin associated periodic syndromes (CAPS) are a set of diseases caused 

by gain-of-function mutations in the NLRP3 gene (Hoffman et al. 2001), 

located at chromosome 1q44, all of them with autosomal dominant 

inheritance. This gene encodes the cryopyrin protein, which is the main 

component of the NLRP3 inflammasome. CAPS are diseases caused by an 

hyperactivation of the activity of the NLRP3 inflammasome, which generates 

an increased activity in the proinflammatory cytokines IL-1β and IL-18. This 

way, the treatment of choice for CAPS patients are usually blockers of the    

IL-1 activity, such as anakinra, canakinumab or rilonacept (Lachmann et al. 

2009). A prompt clinical response is accomplished when the treatment is 

given, and the systemic inflammatory symptoms observed in these patients     

–fever, urticaria– are fast cleared.  

In this work, we present the case of a family of Turkish ancestry with at least 

five generations presenting cases of an autoinflammatory disease. Symptoms 

were compatible with the Muckle-Wells syndrome (Muckle and Wells 1962), 

an intermediate form of CAPS. We performed several different genetic studies 

in 13 members of the family across the last three generations, 11 patients and 

two healthy individuals. We performed whole exome sequencing in samples 

coming from five individuals, four patients and one healthy. Besides, we 

isolated by flow cytometry the chromosome 1 of two patients. We discovered 

and characterized a ~1 Mb duplication encompassing several genes, with 

NLRP3 included –except from the last exon–. This region also showed two 

inversion events. We propose that this structural variant (SV) is related to the 

phenotype described in this family, since it is present in all cases and in none 

of the healthy individuals, segregating perfectly with the disease.  
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Material and methods  

Family  

We explored the case of a family from Turkey with an autoinflammatory 

disease compatible with CAPS. Five different generations presented the 

disease, with no discrimination between males and females (Figure 1), pointing 

to an autosomal dominant inheritance. The Ethical Review Board of the 

Hospital Clínic, Barcelona, approved the study. All investigations were 

performed in accordance with the ethical standards of the 1964 Declaration 

of Helsinki and its later amendments. 

 

Figure 1. Pedigree of the analysed family. Five different generations have shown 

autoinflammatory symptoms.  

Samples and sequencing  

We extracted DNA from peripheral blood for 13 individuals of the family, 

marked 15-481 to 15-493 in Figure 1, in order to perform different genetic 

studies. For individuals 15-482, 15-485, 15-487, 15-491 and 15-493 (also 

marked S1 to S5) whole exome sequencing was performed. The libraries were 



 113 

sequenced in a NextSeq Illumina platform in High Output 2 × 150 paired-end 

cycles runs to a mean coverage of ~60X. 

Mapping and variant calling  

We mapped our samples to the hg19 human reference genome (UCSC) using 

BWA-MEM (Li 2013) algorithm (v. 0.7.16a-r1181). We marked duplicated 

reads with picard tools (v. 1.93), realigned indels and performed base quality 

score recalibration with the correspondent tools from GATK (McKenna et al. 

2010) (v. 3.4-46-gbc02625). We also used GATK’s HaplotypeCaller to call 

germline SNVs and indels.  

To annotate the genetic variants, we used SnpEff (Cingolani, Platts, et al. 2012) 

(v. 4.3i) and, to incorporate SIFT (Vaser et al. 2016) and PolyPhen-2 

(Adzhubei et al. 2010) predictions, as well as gnomAD (Karczewski et al. 2020) 

population frequencies, we used SnpSift (Cingolani, Patel, et al. 2012) (v. 4.3i).  

For the structural variant calling, we used XHMM (Fromer et al. 2012) (v1.0) 

and CoNIFER (Krumm et al. 2012) (v0.2.2). For a better performance of both 

software, we also added another 27 samples generated following the same 

protocol that were used internally by the programs to correct errors. We used 

XHMM with default parameters and CoNIFER with the following ones: 

python $conifer rpkm --probes $probes --input 

$input/BQSR_S${i}.bam --output $input/BQSR_all.rpkm.txt 

python $conifer analyze --probes $probes --rpkm_dir $RPKMs        

--output $results/analysis_all.hdf5 --svd 4 --write_svals 

$results/singular_values_all.txt --plot_scree 

$results/screenplot_all.png --write_sd $results/sd_values_all.txt 

python $conifer call --input $results/analysis_call.hdf5 --output 

$results/call_BQSR.txt 
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CytoScan HD array 

We used the CytoScan HD array (Affymetrix, Santa Clara, California, USA) to 

explore the copy number variant landscape and the possible runs of 

homozygosity of the 13 individuals marked 15-481 to 15-493. These analyses 

were performed in the Microarray Service of the Instituto Hospital del Mar de 

Investigaciones Médicas (IMIM).  

TaqMan Copy Number Assay 

To explore the copy number state of the NLRP3 gene, we used the TaqMan 

Copy Number Assay (Thermo Fisher Scientific, Waltham, Massachusetts, 

USA). We ordered probes for exons 3, 5, 7, 8 and 9 (NM_001243133.1 

transcript). 

FISH 

We derived lymphoblastoid cell lines from individuals 15-490 and 15-481. We 

used them to perform fluorescent in situ hybridization (FISH) in order to test 

where the duplicated region was located. We designed three probes that 

hybridized to the region encompassing genes AHCTF1, ZNF695 and 

ZNF124 respectively. These analyses were performed in the Laboratory of 

Molecular Cytogenetic of the Hospital del Mar.  

Nanopore sequencing, assembly and structural variant calling  

From the two derived lymphoblastoid cell lines, we isolated and enriched by 

flow cytometry, as described in Chapter 3 of this thesis, the chromosome 1 of 

the affected individuals 15-490 and 15-481. We sequenced each sample in two 

different runs of a MinION device (Oxford Nanopore Technologies). For the 

basecalling, we used guppy (v. 3.2.2) with the following parameters: 

guppy_basecaller --compress_fastq -i $input -s $output            

--cpu_threads_per_caller 4 --num_callers 1 --flowcell FLO-MIN106  

--kit SQK-LSK109 

https://www.google.com/search?rlz=1C1CHBF_esES829ES829&sxsrf=ALeKk00ZsvQ5oin7V-uHFCFyyEk3fXMi5Q:1620553009710&q=Waltham&stick=H4sIAAAAAAAAAOPgE-LSz9U3MCooMTBJU-IAsTOqjE21tLKTrfTzi9IT8zKrEksy8_NQOFYZqYkphaWJRSWpRcWLWNnDE3NKMhJzd7AyAgDThZNCUQAAAA&sa=X&ved=2ahUKEwiZ0O6zprzwAhXNC2MBHUvFBHQQmxMoATAqegQIJRAD
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We merged the fastq files obtained for each sample and mapped the raw reads 

with Minimap2 (Li 2018) (v. 2.1) and NGMLR (Sedlazeck et al. 2018) (v. 0.2.6), 

using default parameters, to the human reference genome hg38 (UCSC). In 

Figure 2 we show the number of reads mapping to each chromosome for each 

individual and run after using Minimap2. We used mosdepth (Pedersen and 

Quinlan 2018) (v. 0.2.3) to calculate the resulting mean coverage in 

chromosome 1, that reached ~20X for both individuals. 

 

Figure 2. Number of reads mapping to each chromosome per individual and run. We 

observe the enrichment in reads in chromosome 1 in both cases.  

We performed structural variant calling using Sniffles (Sedlazeck et al. 2018) 

(v. 1.0.11) and SVIM (Heller and Vingron 2019) with default parameters.  

We also aimed to compare our data to the chromosome 1 of the human 

reference genome hg38 (UCSC). For that, we extracted all reads mapping to 

chromosome 1 in our data and we assembled them using Canu (Koren et al. 

2017) (v. 1.8). For the comparison purpose, we aligned the produced 

assemblies to the chromosome 1 of hg38 by using the nucmer tool in 

MUMmer (Eisen et al. 2000) (v 3.9.4). We filtered our data with delta-filter, 

also included in the MUMmer package. We used the following code: 
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canu -p ${i}_${a}-chr1 -d $output genomeSize=250m -nanopore-raw 

$input/${i}_${a}_reads_chr1.fastq.gz 

nucmer --maxmatch -l 100 -c 500 $hg38_chr1 $input/${i}_${a}-

chr1.contigs.fasta --prefix $output/${i}_${a}_vs.hg38_chr1 

delta-filter -i 80 -l 1000 $input/${i}_${a}_vs.hg38_chr1.delta 

We polished our data using Nanopolish (Loman, Quick, and Simpson 2015) 

(v. 0.11.1) with the following code: 

python $makerange --segment-length 500000 --overlap-length 1000 

$input/${i}_${a}_Minimap2/${i}_${a}_Minimap2-chr1.contigs.fasta | 

$parallel $srun nanopolish variants --consensus  

-o $output/polished_${i}_${a}.{1}.vcf -w {1}  

-r $fastq/${i}_${a}_reads_chr1.fastq.gz  

-b $input/${i}_${a}_mapped2assembly_sorted.bam  

-g $input/${i}_${a}/${i}_${a}_chr1.contigs.fasta --min-candidate-

frequency 0.1 -t 8 

We introduced the corrections in the assemblies with vcf2fasta tool of 

Nanopolish: 

nanopolish vcf2fasta -g $assembly/${i}_${a}_chr1.contigs.fasta 

$calls/polished_${i}_${a}.vcf > 

$assembly/${i}_${a}_chr1.contigs_polished.fasta 

We finally plotted our results using mummerplot tool from MUMmer (Figure 

3): 

mummerplot -R $hg38_chr1 -Q $assembly/${i}_${a}-

chr1.contigs_polished.fasta --coverage --filter --layout -t png –p 

$output/${i}_${a}_plot_polished 

${i}_${a}_vs.hg38_chr1_polished.delta  
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Figure 3. Dot plot with the results of our polished assemblies and chromosome 1 of 

hg38 reference genome. A. 15-490 individual. B. 15-481 individual. 

Using the polished assembly, we run Assemblytics (Nattestad and Schatz 

2016) to call structural variants on our assembly in comparison to the 

chromosome 1 of the human reference genome. We looked for large variants 

of 10,000-1,500,000 bp long. We also used SVIM-asm (Heller and Vingron 

2020), an extension of the SVIM software for assembled data. This way, we 

mapped our assemblies to the human reference genome, as described in the 

documentation, and then we run the software with default parameters. 

Results 

CytoScan HD array 

We discovered a ~1 Mb duplication in the final part of chromosome 1, 1q44, 

in all individuals with autoinflammatory symptoms. This duplication was not 

present in healthy individuals 15-483 and 15-491. The copy number state of 

all individuals suffering from the disease was three, except for 15-490, who 

presented four copies of the duplicated region. The ~1 Mb region harboured 

the following genes: SMYD3, TFB2M, CNST, AHCTF1, ZNF695, ZNF124, 

ZNF496 and NLRP3. 
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Variant calling from the whole exome sequencing data  

We found no significant SNVs or indels that could be linked to the 

autoinflammatory disease. When exploring the structural variant landscape of 

individuals S1-S5, no significant results were found when using XHMM. With 

CoNIFER, we found signals of duplication around the final part of the ~1 Mb 

region detected by CytoScan HD, where the NLRP3 gene is located (Figure 

4).  

 

Figure 4. CoNIFER plot. We show the ~1 Mb area that appeared as duplicated 

according to CythoScan HD array. The only signal called as duplicated in the whole 

exome sequencing data was located in the final part, encompassing the NLRP3 gene. 

S3 individual (15-491), which was healthy, did not present this signal. 

TaqMan Copy Number Assay  

We wanted to further explore the copy number state of the NLRP3 gene and, 

for that purpose, we used the TaqMan Copy Number Assay with probes for 

exons 3, 5, 7, 8 and 9 (the last one). We found that all individuals suffering 

from the disease presented three copies of all exons and two copies of the final 

one (Figure 5). Individual 15-490 presented four copies of all exons and two 

copies of exon 9. The healthy individual 15-491 was confirmed to have two 

copies of the whole gene. 
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Figure 5. TaqMan Copy Number Assay results. A value of 1 in the y axis indicates 

two copies of the explored exon, while a value of 2 indicates four copies.  

FISH 

We performed FISH using cell lines generated from individuals 15-490 and 

15-481, the first one having four copies of the duplicated region and the 

second one having three. With this experiment, we confirmed that the 

duplication event was located within the same chromosome 1 in both cases 

(Figure 6).  

 

Figure 6. FISH results. The centromere of chromosome 1 is marked in pink and, in 

green, we observe the designed probes hybridizing to our region of interest. We see 

that all signals come from chromosome 1. A. 15-490 individual. B. 15-481 individual. 
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Nanopore structural variant calling  

We used NanoPlot (v. 1.14.1) to obtain several stats of the output data:  

First run of individual 15-490: Total number of reads: 579,087, mean read 

length: 5,218.9, median read length: 2,662.0, read length N50: 15,250. Second 

run of individual 15-490: Total number of reads: 1,758,376, mean read length: 

4,901.5, median read length: 1,745.0, read length N50: 16,960. First run of 

individual 15-481: Total number of reads: 490,217, mean read length: 5,055.4, 

median read length: 888.0, read length N50: 27,338. Second run of individual 

15-481: Total number of reads: 2,354,777, mean read length: 4,323.0, median 

read length: 1,926.0, read length N50: 11,520. 

We visually inspected the region around the NLRP3 gene in both individuals 

using the Integrative Genomics Viewer (IGV) (Robinson et al. 2011), plus the 

Chinese individual of Chapter 3 for comparison purposes (Figure 7).  

 

Figure 7. IGV screenshot of the NLRP3 locus. Top individual is 15-490, middle 

individual is 15-481 and bottom individual is the one from Chapter 3. A sudden drop 

of coverage in both Turkish individuals can be observed before the final exon of 

NLRP3, while the coverage is homogenous in the Chinese individual.  
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We were not able to call any duplication in our region of interest when using 

Sniffles, SVIM, Assemblytics and SVIM-asm, although it was previously 

confirmed with CythoScan HD, TaqMan Copy Number Assay and the whole 

exome sequencing data. However, as mentioned before, the mean coverage of 

our samples is ~20X while, in this 1 Mb region, it reaches 38.5X in 15-490 and 

33.3X in 15-481, what is in concordance with the four and three copies 

respectively found with CythoScan HD and TaqMan Copy Number Assay. 

Interestingly, two different inversion events were called in this ~1 Mb region 

after mapping with NGMLR and calling structural variants with SVIM. In 

individual 15-490 it was called an inversion between positions 

chr1:246,384,518-246,940,676 (SMYD3 – AHCTF1) and another one in 

chr1:246,919,601-247,445,324 (AHCTF1 – NLRP3). This shows an overlap 

between positions chr1:246,919,601-246,940,676, falling between the end of 

AHCTF1 and the intergenic region between this gene and ZNF695. With the 

same strategy, in individual 15-481, we found one inversion in 

chr1:246,384,584-246,940,610 (SMYD3 – AHCTF1) and another one in 

chr1:246,777,162-247,637,264 (SCCPDH – OR2G3). The overlap is between 

chr1:246,777,162-246,940,610, encompassing, once again, the AHCTF1 gene.  

After mapping with Minimap2 these inversions are not called in 15-481 but 

they are in 15-490. The genomic coordinates are now chr1:246,384,402-

246,940,794 and chr1:246,777,162-247,637,264. The second one is called 

exactly in the same positions. The region between both events falls between 

positions chr1:246,919,724-246,940,509 (Figure 8).  
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Figure 8. IGV screenshot of the region between the inversion events. Top individual 

is 15-490, middle individual is 15-481 and bottom individual is the one from Chapter 

3. The valley cannot be observed in the Chinese individual.  

When using SVIM-asm, the inversion between positions chr1:246,919,496-

247,445,435 (from AHCTF1 to NLRP3) in individual 15-490 was again called.  

Analysis of the reads with secondary alignment  

Secondary alignment (SA) is the term used to define those reads, in a given 

sequencing experiment, that also map to a different region than the primary 

position given by the mapping software.  

We found that both individuals, 15-490 (Supplementary Table 1) and 15-481 

(Supplementary Table 2), presented reads with SA at the beginning and at the 

end of both duplication events. Besides, all reads with SA map to the opposite 

strand in comparison to their primary alignment, i. e., if the primary read 

mapped in the positive strand, its SA mapped in the negative strand. 

Interestingly, the mapping quality of all SA is MQ=60, which means it is 

perfect. All reads located at the breakpoints of the two inversion events 

mapped to the valley area between them.  

 



 123 

Discussion  

Taken together, our results suggest that, in the ~1 Mb area reported by 

CytoScan HD array results, there are two different inversion events that are 

also duplicated. These events would exclude the final exon of the NLRP3 

gene. Cryopyrin protein has been reported to be functional without the final 

leucine-rich repeat (LRR) domain (Hafner-Bratkovič et al. 2018). We suggest 

a novel genetic model underlying CAPS in this Turkish family, in which there 

are no missense mutations causing a gain-of-function effect. In this case, an 

extra copy of the NLRP3 gene would be sufficient to cause disease in a genetic 

dose-dependent manner. We have observed an extra copy of NLRP3 in all 

individuals presenting the disease (two extra copies in the case of 15-490), with 

healthy individuals showing no gain of genetic material.  

NLRP3 somatic variants with moderate variant allele frequencies in whole 

blood (4.90%, 5.08%) have been reported to cause CAPS (Mensa-Vilaró et al. 

2018). This way, if there are no regulatory mechanisms controlling the 

production of cryopyrin, an extra copy of NLRP3 seems to be sufficient to 

cause disease. To assure that this scenario is actually occurring, further 

functional studies will be performed. This way, we would be able to 

characterize the activity of an extra copy of the NLRP3 gene in vitro. 

The affected individuals of this family were treated with anakinra, which 

controlled their symptomatology.  
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Supplementary Table 1. Breakpoints of the two inversion events in the ~1 Mb area in individual 15-490. 

Position Name Gene #Total  #No SA #SA %SA Position SA Name SA 

246384401 U1 SMYD3 21 21 0 0% — — 

246384402 A SMYD3 33 22 11 33.33% 246940510 E 

246919723 B AHCTF1 40 22 18 45% ~247441254 F 

246919724 C AHCTF1 21 21 0 0% — — 

246940509 D Intergenic 27 26 1* 0% (*149591775) (*—) 

246940510 E Intergenic 39 27 12 30.77% 246384402 A 

247445514 F NLRP3 26 12 14 53.85% ~246916166 B 

247445515 U2 NLRP3 11 11 0 0% — — 

Position refers to the position of chr1 in hg38 coordinates. *One read maps to another far position of chr1, which does not seem to be related to 

these events. # refers to number of reads. For the column Name, please see Supplementary Figure 1.  

Supplementary Table 2. Breakpoints of the two inversion events in the ~1 Mb area in individual 15-481. 

Position Name Gene #Total  #No SA #SA %SA Position SA Name SA 

246384401 U1 SMYD3 17 17 0 0% — — 

246384402 A SMYD3 27 17 10 37.04% 246940510 E 

246919723 B AHCTF1 31 19 12 38.71% ~247441254 F 

246919724 C AHCTF1 22 19 3 13.67% 2: ~246885970; 1: 247417837 C;F 

246940509 D Intergenic 22 21 1* 0% (*21317611) (*—) 

246940510 E Intergenic 30 22 9* 26.67% 246384402 (*21317611) A (*—) 

247445514 F NLRP3 27 21 6 22.22% ~246916166 B 

247445515 U2 NLRP3 22 21 1 4.55% 247458889 U2 
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Supplementary Figure 1. Graphical representation of the ~1 Mb duplicated 

according to CytoScan HD results. U1 is the first position outside of the first inversion 

event, A is the first position within the first inversion event (SMYD3), B is the last 

position within the inversion event (AHCTF1), C is the first position of the region 

between the two inversion events (AHCTF1), D is the last position of the region 

between the two inversion events, E is the first position within the second inversion 

event, F is the last position within the second inversion event (NLRP3) and U2 is the 

first position outside of the second inversion event.  
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Summary of the results  

In this thesis, I have explored the ability of MPS data to detect somatic and 

germline SNVs and SVs in the context of autoinflammatory diseases, and also 

somatic SNVs in other PIDs.  

I have demonstrated the power of high coverage WES to call somatic SNVs 

from DNA extracted from whole blood, oral mucosa and urine. Besides, I 

have taken advantage of the generated dataset to further explore the load of 

somatic coding variants in whole blood, which resulted to be low in most 

cases.  

I have also proven the capacity of MPS, both from short Illumina reads and 

long Nanopore reads, to uncover pathogenic SVs in two genes, with different 

inheritance models, in two distinct families; all in combination with different 

laboratory techniques. I have identified a novel deletion in IL1RN, transmitted 

from the mother to two siblings affected with DIRA. The father also carried 

a novel variant discovered by our collaborators. In his case, he presented a 

SNV affecting a splice site of the same gene. I have also first identified and 

characterized a novel duplication spanning approximately 1 Mb, and including 

the NLRP3 gene –except from the last exon– in a family with several cases of 

CAPS. Additionally, I have participated in the isolation with flow cytometry 

of the chromosome 1 of a Chinese individual from the 1000 Genomes Project, 

which was sequenced using an ONT MinION device. This was a proof of 

concept that enabled the study of SVs focusing on this chromosome, in which 

NLRP3 is located, with no need to sequence the whole genome.   
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Somatic variation in autoinflammatory and other diseases  

Up to six different genes have been reported to harbour causal somatic 

variants of autoinflammatory diseases: MEFV, NLRC4, NLRP3, NOD2, 

TMEM173 and TNFRSF1A. Since somatic variants display lower VAF than 

germline variants in a given tissue, it is not surprising that all diseases linked 

to mutations in those genes present an autosomal dominant inheritance. As 

mentioned in the Introduction of this thesis, autosomal dominant diseases 

caused by gain of function mutations are not rare in autoinflammatory 

disorders (Manthiram et al. 2017), and it is likely that new somatic causing 

variants will be discovered in coming years. All Mendelian diseases with a 

dominant inheritance can potentially be caused by somatic variants. Causing a 

recessive disease with only somatic variants would be more difficult, since two 

different early co-occurring mutational events would be needed. Interestingly, 

a case of one heterozygous variant combined with a somatic one in TNFRSF6 

has been reported to be causing the recessive autoimmune 

lymphoproliferative syndrome (Magerus-Chatinet et al. 2011).  

In our first work we sequenced, to a high coverage of ~245X, the exome of 

16 samples from 11 individuals with already known pathogenic somatic 

variants related not only to autoinflammatory diseases but also to other PIDs. 

Our aim was (1) to find those variants in our sequencing data, as well as (2) to 

take advantage of the generated dataset to explore the somatic variant 

landscape of these individuals in whole blood.  

For the first purpose, all somatic causing variants but one were called in our 

experiment. The variant that was not called was not present in any of the 

produced reads, so it was technically impossible to retrieve it. Probably, 

increasing the sequencing coverage would have solved this issue. Coverage is 

a common concern in sequencing experiments, especially when trying to 

discover somatic variants in bulk tissue, as they can be diluted among 
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sequencing and other errors. We implemented a set of stringent filters to tackle 

this issue but, in the end, the use of a set of candidate genes (the IUIS list of 

genes related to PIDs) was the step that reduced the most the number of 

candidate variants. Without a panel of candidate genes, more stringent filters 

can eliminate true somatic variants. However, this also comes with a drawback 

which is that, if such panels are always used, no new genes related to disease 

can be discovered.  

With these results, we show the importance of taking into account somatic 

variants in future genetic studies. This is especially relevant when working with 

autoinflammatory and other haematological diseases, in which the affected 

tissue –blood– is easily sampled. Besides, it has been proven that the reanalysis 

of MPS data enhances diagnostic rates (Costain et al. 2018; Sun et al. 2019; 

Won et al. 2020; Wright et al. 2018) since novel knowledge and tools are 

constantly generated. This way, we also suggest reanalysing previously 

generated data considering the somatic model.  

When exploring the somatic variant landscape of these individuals, only the 

previously known pathogenic somatic variant, plus one in some cases, was 

found in their whole exomes. Our validation rate was modest, since we 

generated, from the WES blood samples, a list of 461 somatic candidate 

variants across the 11 individuals. Only 34/461 variants were validated by 

amplicon-based deep sequencing. One individual presented a total of 17 

validated somatic variants, all of which clustered in three different groups of 

VAFs, suggesting three different clonal events in the context of clonal 

haematopoiesis. Among the 461 candidate variants, 30 were found in zinc 

finger proteins, 20 of them in chromosome 19, and none was validated. These 

genes (ZNF136, ZNF264, ZNF304, ZNF320…) are an example of how 

regions with high homology can confound the somatic variant discovery 

process, even with a set of highly stringent filters.  
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The role of somatic variants in healthy tissue and diseases other than cancer is 

being recently explored. Rather than using bulk tissue, the field is shifting 

towards the use of microdissections (Abascal et al. 2021) and single cell 

sequencing (Xing et al. 2021). These strategies allow study from one cell to 

few hundreds, which helps discriminating somatic from germline variants 

more easily.  

Recent works have shown different numbers of somatic SNVs in a whole 

genome: 200-2,000 depending on age in oesophageal epithelium 

(Martincorena et al. 2018), around 40 in exomes and 1,880 in genomes in 

urothelium (Lawson et al. 2020), 1,000-,1500 in livers of middle aged 

individuals (Brunner et al. 2019), 1,500-15,000 in colonic crypts (Lee-Six et al. 

2019), 210-2,800 in endometrial epithelium (Moore et al. 2020), around 1,500 

in neurons (Lodato et al. 2015) and around 790 in exomes of individual 

melanocytes (Tang et al. 2020). In blood, also correlating with age, 500-1,000 

SNVs have been reported in people with ages 30-60 (Osorio et al. 2018). All 

these numbers reveal one of the main limitations of our study: because of the 

coverage, we were only able to call SNVs with moderately low VAFs, and thus, 

all variants with VAF < 1.5% were missed.  

Taking our results into account, a mean coverage of around 250X is sufficient 

to call somatic variants with VAF > 1.5%. This makes this approach suitable 

when working with medical genomics data, in which variants with moderate 

frequencies has been observed to cause disease. This happens, for example, in 

PID (Van Horebeek, Dubois, and Goris 2019) and in other diseases of blood 

such as acute myeloid leukaemia (Abelson et al. 2018; Desai et al. 2018). 

A more detailed explanation addressing the somatic variant landscape in 

healthy tissue is referred to in the Appendix. We are currently working in a 

manuscript reviewing this topic.  
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Detection of newly described pathogenic structural variants  

In the second work, we examined the case of a family with four children, two 

of them with fatal symptoms compatible with DIRA: they exhibited severe, 

early-onset inflammation affecting mainly skin and bones. We discovered two 

new variants in the IL1RN gene predicted to generate a truncated protein. The 

father presented the c.318+2T>G variant, while the mother had a 2592 bp 

deletion extending from the middle of intron one until the middle of exon 

three of this gene.  

A first genetic study with a targeted gene panel for monogenic 

autoinflammatory diseases revealed in the father and the brother a 

heterozygous T>G transversion at position +2 of the donor acceptor splicing 

site of intron 3 of the IL1RN gene. This variant was not previously reported 

in any database and is predicted to impair the normal splicing of this gene. No 

candidate variants were found in the mother using this strategy.  

For the discovery of the aforementioned deletion in the mother, we performed 

WGS to a mean coverage ~37X. Remarkably, CNVnator did not detect this 

SV, but we observed a drop of coverage when using IGV to visually examine 

the IL1RN locus. This event, which was not present in two unrelated controls, 

was compatible with a heterozygous deletion. The potential deletion was then 

tested and validated by PCR. This case highlights the importance of visual 

inspection of the mapped reads, since this step can be crucial to identify or 

discard variants.  

The combination of both newly reported variants in two of the children 

resulted in fatal cases of DIRA. Although the association of the two novel 

variants and the disease seems clear, we were not able to validate them in the 

children, since we did not have access to any sample from them.  
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Deletions generate a loss of genetic material, and they can be related to 

dominant or recessive inheritance diseases. In the case of dominant 

inheritance, if one gene is haploinsufficient –a term that refers to those ones 

that need the two copies to produce the sufficient amount of protein (Fisher 

and Scambler 1994)– just a heterozygous deletion would be necessary to cause 

disease. In the case of recessive inheritance, a homozygous deletion or the 

combination of one deletion plus another variant is needed, as happens in our 

study with DIRA.  

Before the MPS era, there were already 60 diseases linked to deletions in the 

human genome (Krawczak and Cooper 1991). In a study with 60,000 clinical 

samples tested for hereditary cancer, only 1.6% (960) of patients presented at 

least one SV. From the 538 deletions detected, 97.2% (523) turned out to be 

pathogenic or likely pathogenic, while only 14% (49) of the 350 duplications 

were classified in these categories (Mu et al. 2019). These numbers remark the 

pathogenic potential of deletions.  

Flow sorting enrichment of individual chromosomes  

We discovered an interesting ~1 Mb duplication in chromosome 1 when using 

CytoScan HD array in a family from Turkey. Several members of this family 

presented a symptomology and an inheritance pattern compatible with CAPS. 

This structural event was interesting because the NLRP3 gene, which is the 

one mutated in these diseases, was located within the duplicated region. This 

way, following a previous publication in which chromosome Y was isolated 

by flow cytometry and sequenced with a ONT MinION device (Kuderna et 

al. 2019), we aimed to do the same with the biggest human chromosome, 

chromosome 1. As a proof of concept, we studied SVs in the chromosome 1 

of a Chinese individual from the 1000 Genomes Project. We calculated the 

SVs frequencies in each superpopulation present in the 1000 Genomes Project 
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and, then, we compared them with the two sets of SVs that were generated 

for our individual.  

On the one hand, we assembled the raw reads de novo and called SVs in 

comparison to the human reference genome using Assemblytics (Nattestad 

and Schatz 2016). On the other hand, we mapped the raw reads to the human 

reference genome and called SVs with Sniffles (Sedlazeck et al. 2018). We 

observed a moderate overlap between both call sets, since 61.4% and 56.9% 

of the SVs were unique to Assemblytics and Sniffles respectively. We found 

that the SVs of our call set were more frequent in east Asian populations 

(20.5%), as it was expected from the Chinese ancestry of our individual. 

Structural variant in NLRP3 linked to autoinflammatory disease  

Our last work is a collaborative effort from different groups from Turkey and 

Spain. We examined the case of a family in which, at least, five different 

generations showed cases of a disease with a symptomology compatible with 

CAPS. We first examined the WES data of five individuals across three 

generations, four with the disease and one healthy, for SNVs and indel 

discovery. No candidate variants were found in this first analysis.  

Using the CytoScan HD array, we discovered a duplication in the final region 

of chromosome 1 (1q44), encompassing around 1 Mb, until the final exon of 

NLRP3. Using the TaqMan Copy Number Assay, we confirmed one extra 

copy of NLRP3 in all patients suffering from the disease, two extra copies in 

one of them and no extra copies in a healthy individual. We also confirmed 

that the final exon of this gene was not duplicated in any case. We reanalysed 

the WES data to call SVs and we observed a signal of duplication in the final 

part of this ~1 Mb region, including precisely the NLRP3 gene. The 

duplication was detected with CoNIFER (Krumm et al. 2012), but not with 

XHMM (Fromer et al. 2012).  
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After demonstrating that chromosome sorting protocol developed by 

Kuderna et. al (Kuderna et al. 2019) could be used in chromosome 1 to explore 

and characterize SVs with long reads, we applied it to two members of this 

family. Prior to this step, we performed fluorescent in situ hybridization to 

confirm that the duplicated region did not move to another chromosome and 

that the structural event was, effectively, located in chromosome 1. We then 

derived lymphoblastoid cell lines from two individuals of this family, one with 

three copies of NLRP3 and the other one with four copies. We isolated their 

chromosome 1 using flow cytometry and sequenced it in an ONT MinION 

device, achieving a coverage of ~20X in both samples.  

Interestingly, the ~1 Mb duplication discovered using CytoScan HD was 

found to be a complex rearrangement. We observed two different inversion 

events within this region, both of which contained one or two extra copies 

depending on the individual. Although the inversion could be called by 

different software, none of them detected the duplication. 

We suggest that this event is the genetic origin of CAPS in this family, 

considering that it perfectly segregates with the disease. This would be a new 

genetic model for this disease since, until now, only missense variants causing 

a gain of function effect were described. In our study, an extra copy of the 

NLRP3 gene would be sufficient to generate an aberrant amount of cryopyrin 

protein that would cause disease. In this sense, cryopyrin has been reported to 

be functional without the final leucine-rich repeat domain (Hafner-Bratkovič 

et al. 2018), which is particularly important due to the absence of the final exon 

of this gene within the duplication.  

Overall interpretation  

The use and combination of different analytical approaches and techniques 

allowed us to study and characterize somatic SNVs and germline SVs related 

to autoinflammatory diseases. From their commercialization, MPS 
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technologies have proven to be a very valuable tool in the discovery of 

pathogenic variants. However, while very powerful to detect germline SNVs, 

these methodologies have important limitations to detect other types of 

variation such as somatic or structural variants. These alternatives and 

underexplored types of causal genetic variants might explain the genetic origin 

of an important fraction of the undiagnosed patients.  

In the presented works, we used different sequencing technologies to detect 

these variants, always validating them with orthogonal approaches. We have 

also used amplicon-based deep sequencing, PCR and qPCR (TaqMan Copy 

Number Assay) to validate or better characterize the detected variation. Thus, 

we propose applying these bioinformatics and experimental approaches to 

detect these hidden sources of causal genetic variants, which should allow to 

partially overcome the limitations of the standard MPS-based approaches. Of 

interest, bioinformatics approaches for the detection of somatic genetic 

variants can be performed in already generated data. In the clinical practice, 

routine diagnosis analysis using targeted gene panels are usually performed, 

and this data often reaches relatively high coverage, which makes them suitable 

for somatic variant discovery. 

Limitations  

Some of the main problems of MPS have been previously mentioned. These 

technologies are not exempt from error and biases. For example, when 

preparing the libraries for Illumina sequencing, PCR amplification of the 

genomic material is normally needed, and neutral GC fragments are 

preferentially amplified (Van Dijk, Jaszczyszyn, and Thermes 2014). Another 

problem is the error rate of the sequencer itself, and percentages from 0.1% 

(Fox et al. 2017) to 2% (Kelley, Schatz, and Salzberg 2010) have been reported 

for Illumina machines. For long read sequencers, this value can be as high as 

15% (Rang, Kloosterman, and de Ridder 2018). Once the samples are 
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sequenced, not all the produced reads can be mapped to the reference genome, 

because there are limitations in read length with respect to the reference (Li 

and Freudenberg 2014). Besides, there are regions in the genome that are less 

confidently called. The 1000 Genomes Project has identified the genomic 

coordinates of such regions after the observation of recurrent errors (Bae et 

al. 2018).  

Apart from all these technical issues, different software for mapping the 

sequencing reads to a reference genome produce different results (Keel and 

Snelling 2018; Zhou, Lin, and Xing 2019). The same thing happens when 

calling germline (Chen et al. 2019) and somatic (Chen et al. 2020) SNVs and 

indels from short read sequencing, or structural variants with short (Cameron, 

Di Stefano, and Papenfuss 2019; Whitford et al. 2019) and long read (Luan et 

al. 2020; Zhou, Lin, and Xing 2019) sequencing methods. Although there are 

continuous efforts to achieve gold standard methods, like the GATK’s best 

practices, the evolution of the field and the constant incorporation of new 

technologies complicate this process. To date, it is obvious that the chosen 

tools will have an impact on the outcome of the study.  

I have also highlighted the need to validate the called variants regardless of the 

technology used and the type of the variant. In this sense, germline SNVs with 

high quality and sufficient depth (≥ 35X) can reach validation rates of 100% 

when retrieved from short read sequencing approaches (Zheng et al. 2019). 

Indels show more problems and, besides, there are also remarkable differences 

between WGS and WES short read data. In a study that examined this issue, 

the validation rate for WGS specific indels was 84% in high quality calls, while 

it dropped to 57% in WES specific indels, even in targeted regions (Fang et al. 

2014). In an independent study, the validation rate for SNVs was 96.8%, while 

for indels it was 82.4% using WGS. In another study, the validation rate for 

SVs was 97.0% (Werling et al. 2018). Of course, these numbers are always 

given for variants that have passed through thorough filtering processes and 
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it is not surprising that they are consistent in the bibliography. The reality when 

working with this type of data is that a lot of promising potential variants are 

discarded and, more important in medical genomics, that true variants are not 

called.  

Future perspectives  

In this thesis, I have used both WES and WGS to discover somatic and 

germline variants. WES is more cost effective, although the breach between 

both has been reduced. Besides, WGS is a better strategy for the variant 

discovery even in coding regions (Belkadi et al. 2015; Meienberg et al. 2016). 

This fact, along with the possibility of calling non-coding variants and calling 

SVs more accurately, support a logic transition in the near future to always, or 

most of the times, perform WGS. But this raises two other issues: much higher 

coverages are needed for somatic variant calling in bulk tissue, which would 

increment the price; and considerably more disk space would be required, 

since the generated files would be larger –and this is not a trivial problem–. 

This last issue could be solved by using cloud computing methods (Bani Baker 

et al. 2020) but, again, it will raise the price of the experiments.  

The diagnostic rate yielded from MPS greatly varies depending on the type of 

disease studied and on the type of sequencing –panels, WES or WGS–. In 

general terms, WGS always obtains the highest diagnostic rates, as has been 

observed by directly comparing sequencing panels versus WGS (Ellingford et 

al. 2016) and WES versus WGS (Liu et al. 2019). In a laboratory, 2,509 

diagnostic tests were performed from 2012 until 2017 and, in general, their 

diagnostic rate was 24.1%. This number remained the same over the years, 

even though the genes they used in their panel increased from 568 to 6,940, 

which indicates that a small pool of genes is responsible for most of the 

diagnostics (Hartman et al. 2019). A similar value of 25% was also achieved in 

250 probands when using WES (Yang et al. 2013). Apart from this natural 
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shift towards the use of WGS, in upcoming years long read sequencing will 

allow the discovery of new SVs linked to disease (Mantere, Kersten, and 

Hoischen 2019; Pollard et al. 2018).  

As briefly mentioned above, apart from digging for genes to discover 

pathogenic variants, some authors are also trying to explore non-coding 

regions. Some non-coding variants have already been observed to be related 

to disease, not only in complex diseases but also in Mendelian ones (French 

and Edwards 2020; Zhang and Lupski 2015). For example, ranking according 

to predicted regulatory effect on important genes could be a first approach to 

try to discover new pathogenic non-coding variants (Wells et al. 2019).  

Taking into account their potential in discovering SVs and, of course, the fact 

that coding and non-coding regions can also be explored, a shift toward the 

use of long read WGS is expected. This would be the natural tendency of MPS 

as prices are lowered and laboratory and computational methods are refined, 

especially to reduce their currently high error rate.  

Further future perspectives and social considerations  

And now, let us imagine. One day we will have the power to sequence the 

genome of every person on the planet, and we may do it. Besides, we will have 

every position perfectly covered with no biases or errors. And every 

chromosome could be sequenced by itself: one read, one whole chromosome 

(why not?). That way, we will be able to study all types of genetic variation. 

This idea, considering the evolution of the field in the last two decades, is not 

crazy. But what will happen if we really sequence the genome of every human 

being? On the one hand, from the purely scientific and medical point of view, 

it will be a resource of unquestionable value. But, on the other hand, dangerous 

ethical concerns will rise regarding privacy rights and the use of this data, 

something that is already happening today at a lower scale.  
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In previous years, we have seen how ancestry companies, like 23andMe, are 

selling data to big pharmaceutical companies with the aim to develop drugs 

taking into account the genomic profile of the people in their database 

(Hamzelou 2020). In fact, there are voices that say that these ancestry 

companies should be paying for their services, and not the other way around, 

since they earn money by selling their customer’s data (Spinney 2020).  

Outside the field of genomic data, other companies, with Facebook in the lead, 

have sold information from their database that served different purposes. 

Perhaps the most famous example is the Cambridge Analytical scandal, in 

which this company, by obtaining data from Facebook, built voter profiles and 

helped the Republican Party campaign to influence the USA elections that they 

won in 2017 (Confessore 2018). So, the same way that our looks, hobbies and 

other preferences are information, and information is power, our genomic 

data is also a valuable source of information. In countries with no universal 

social security, like the USA, insurance companies dominate the health market. 

Based on the genomic profile of the individuals, they could adjust the pricing 

of their services and they could raise it if someone is more likely to develop a 

disease (Song 2018). This is why the Genetic Information Nondiscrimination 

Act (GINA) exists in this country. But that is the problem of doing business 

with health: money becomes more important than lives.  

Something similar almost happened involving COVID-19, in which some 

administrations, like the Community of Madrid, wanted to implement a 

register of all the COVID-19 tests taken by a person. The idea was to use it 

for several purposes, like entering in close spaces with more people or even to 

find a job, but this was stopped due to its discriminatory nature. In the end, it 

could just be used for health causes by the health care system (Belver 2020).  

It is mandatory to implement strong regulatory policies regarding the use of 

our personal genomic profile information. These rules already exist, especially 
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in clinical practice, but the boundaries are less clear for other types of 

companies. Only this way discriminatory events could be prevented and 

stopped.  

Concluding remarks  

Over the last 20 years, thanks to MPS, our understanding of all fields of 

knowledge related to genomics has greatly improved, especially in population 

genetics and medical genomics (Koboldt et al. 2013). These technologies have 

proven to be a valuable tool for the discovery of a great number of novel genes 

and pathogenic variants. Thanks to recent advances, like long read sequencing, 

this number is expected to continue rising. The exploration of other genetic 

disease models, apart from the monogenic scenario, is also expected to bear 

more and more promising fruits. In the end, the aim of us scientists is to 

acquire novel knowledge and to improve the lives of people. And we will keep 

on trying as long as economical resources and a system focused on making 

money and being productive allow us to do so.
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1. Pathogenic somatic variants in coding regions can be detected from 

medium/high coverage whole exome sequencing.  

2. The analytical approaches to detect somatic variants should consider 

several variant callers simultaneously. It is also necessary to use several 

filters to discard false positives, as well as those based on variant 

annotation to reduce the number of candidate variants. Because of 

the high number of candidate variants in an individual’s exome, the 

search will probably have to be restricted to a set of candidate genes. 

3. Candidate somatic variants must be validated using amplicon-based 

deep sequencing, which also allows a better estimation of the variant 

allele frequency. Autoinflammatory diseases (and all primary 

immunodeficiencies) offer a very good model for somatic variant 

characterization, given the easy sampling of the tissue of interest and 

the analysis of different cell populations. 

4. The detection of pathogenic structural variants is possible with 

massive parallel sequencing technologies, with the visual inspection 

of the mapped reads being particularly useful for undetected variants 

in candidate genes.   

5. Alternative models to single nucleotide variants in coding regions 

must be considered in the analyses of rare disease patients. The 

current methodologies already allow to explore this scenario.  
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