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Abstract

Preserving food has always been one of the major concerns of mankind. In an-

cient times, food was conserved and transported for commercialization purposes

using ice, which was previously cut from iced rivers and mountains and sold to

merchants [1]. Nonetheless, this was obviously unpractical and problematic, and

thus alternatives and better solutions were needed for refrigeration to be available

anywhere, anytime. In fact, ice trade continued in Europe until the end of the

XIX century, when the first mechanical refrigeration devices that did not rely on

ice started to popularize. At present, refrigeration plays a major role in our daily

lives and is employed for purposes beyond food preservation. For instance, the

pharmaceutical industry requires strict temperature control for many processes.

In parallel, the internet and all data storage servers require constant refrigeration

to counterbalance their natural temperature increase and to avoid system failures.

As a last example, it is clear that in a context of global warming, air-conditioning,

which is implemented both for domestic and industrial purposes (transport and

space cooling), is becoming an ever-greater need. All in all, it is clear that refrig-

eration is indispensable for sustaining our current lifestyle. In particular, the total

amount of refrigeration setups in operation in 2018 was about 3.6 billion, where

only domestic refrigeration corresponds to the 67 % of units [2].

Refrigerants used in the first cooling devices in the early XIX century were

diethyl ether (R-610), dimethyl ether (R-170), carbon dioxide (R-744), ammonia

(R-717), sulfur dioxide (R-764) and methyl chloride (R-40) [3, 4], which exhib-

ited sever drawbacks concerning toxicity and flammability. Some of the reported

accidents are quite recent (see Refs. [5, 6]), since unfortunately, these last chem-
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icals persisted during a long time, and in fact are still in use in some developing

countries. When domestic refrigeration was implemented at the end of the XIX

century, new toxicity-free refrigerants were required [7]. During the first third of

the XX century, the last refrigerants were replaced by chlorofluorocarbons (CFC)

and hydrochlorofluorocarbons (HCFC), synthesized by General Motors [8], which

showed no toxicity issues and remained in the market during the next 60 years.

Around 1980, the ozone depletion layer was discovered. This damage was

mainly caused by the chlorine gas-based emissions to the atmosphere [9]. Con-

sequently, in 1987, the Montreal Protocol [10] prohibited the use of CFC as a

refrigerant and programmed the progressive removal of HCFC among other dam-

aging substances in order to put an end to this global emergency. HCFC and

CFC were replaced by hydrofluorocarbons (HFC), which were identified as non-

ozone depletion refrigerants. Unfortunately, these gases exhibit a global warming

potential (GWP) of approximately a thousand times that produced by CO2 [7]

considering the same time lapse of 100 years. Additionally, they currently con-

tribute with around 7.8% of the total greenhouse emissions [7]. Therefore, in 2016,

the Kigali amendment [11] to the Montreal Protocol accorded to reduce the pro-

duction and consumption of HFC. This amendment along with the ever-greater

middle class and their increasing refrigeration needs (which currently accounts for

17% of the global energy used [12]), creates the urgency for research to discover

new eco-friendly cooling technologies. The potential replacement of these refrig-

erants could reduce the greenhouse emissions in 3%, with a direct impact on the

environment [7].

Solid-state caloric effects have been proposed as green alternatives to replace

the present-day gas-compression devices. They may arise when applying an ex-

ternal field which induces a first-order phase transition with changes in entropy

or temperature. Caloric effects may be driven by magnetic field (magnetocaloric,

MC), electric field (electrocaloric, EC), uniaxial stress (elastocaloric, eC) and hy-

drostatic pressure (barocaloric, BC). Although eC was the first caloric effect ob-

served (in 1805) [13], the MC effect, discovered in 1917 [14], took the lead quite

recently in 1976, when room temperature magnetocaloric cooling was achieved
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using Gd [15]. From that moment, the interest in potential magnetocaloric refrig-

eration materials increased. The EC effect was first discovered in the Rochelle salt

in 1930 [16], and as for the eC effect, it did not spark great interest until the

discovery of their respective giant effects in Cu69.6Al27.7Ni2.7 [17] and Fe49Rh51

[18] in 1980 and 1990, respectively. Lastly, the BC effect was first reported in rare-

earths Pr1−xLaxNiO3 and CeSb in 2000 [19]. But the interest was not renewed

until 2010, when giant BC effects were reported in the Ni-Mn-In magnetic alloy

[20], which competed with other caloric effects previously described. In Fig. 1 the

evolution of segregated caloric effects publications is displayed.
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Figure 1: Number of year publications for each caloric type normalized by the total
amount of indexed publications. Data obtained from Scopus database.

Drawbacks and advantages must be evaluated for each caloric effect when

considering a potential implementation. MC materials usually require from high

magnetic fields to induce the heat exchanges required by a real refrigeration de-

vice. Also, MC materials are usually composed by rare-earths elements which may

suppose high production costs. High fields are equally needed for EC materials

to achieve useful temperature changes. Therefore, good EC performances are ob-

served in thin films. MC, EC and eC often exhibit fatigue upon cyclic field changes,

which is one of the most important concerns to be overcome. However, powdered

compounds are allowed when designing a BC device, which avoid the problem of

fatigue upon cycling. Additionally, the range of materials that exhibit BC effects

is wider than for the other caloric effects. For this reason further research in new
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materials showing good BC performances is encouraged.

In this dissertation the study of BC effects of some compounds belonging to

four different material families are reported. In Chapter 1 the theoretical intro-

duction to the concept of BC effects along with the methods required in order to

determine them are presented. Chapter 2 describes the experimental setups used

in this work, and the remaining chapters provide the BC results of each material

family: Plastic crystals (Chapter 3), hybrid organic-inorganic perovskites (Chap-

ter 4), magnetic alloys (Chapter 5) and the superionic conductor AgI (Chapter 6).

Finally, in Chapter 7 the results are discussed as a whole. The aim of this work is,

apart from presenting individual materials with potential real applications as solid

refrigerants, to make a general perspective and comparison of the BC behavior of

different material families.
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Chapter 1

INTRODUCTION

We experimentally observe that pressure application and removal following adi-

abatic and isothermal paths produces changes in both the system temperature and

entropy, respectively. These variations are referred to as barocaloric effects since

they are driven by changes in hydrostatic pressure. As entropy variations imply

heat exchanges, they can be exploited to build refrigeration cycles. If the applica-

tion and removal of hydrostatic pressure is capable of inducing a first-order phase

transition, the overall exchanged heat will be of the order of the latent heat, there-

fore possibly resulting in giant barocaloric effects. Nowadays this is the principle

used in current devices which rely on liquid-vapor transitions driven by hydro-

static pressure. In particular, this thesis explores the barocaloric behavior of solid

materials undergoing a solid-solid phase transition which in the future may create

a place of its own in the refrigeration devices market due to its technological and

environmental advantages. In this chapter the fundamentals of thermodynamics of

the barocaloric effects are presented. We describe the main features required from

a certain compound to be considered as a barocaloric material to be implemented

in future devices.
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1.1 Thermodynamics of barocaloric effects

From the first law of thermodynamics we are able to write the exact differential

of the internal energy (dU) for a pV T system (where p, V and T stand for pressure,

volume and temperature, respectively) as [21]

dU = TdS − pdV, (1.1)

where S is the entropy, and TdS and −pdV are the reversible heat and the re-

versible work exchanged by the system, respectively. At this point, if we express

the internal energy as an exact differential, we can identify the following quantities.

First, differentiating with respect to volume and entropy we obtain

(
∂U

∂S

)
V

= T and
(
∂U

∂V

)
S

= −p. (1.2)

Deriving again with respect to the opposite variables, the last expressions lead to

∂2U

∂V ∂S
=

(
∂T

∂V

)
S

and ∂2U

∂S∂V
= −

(
∂p

∂S

)
V

. (1.3)

Applying the exact differential relation
(

∂2U
∂S∂V = ∂2U

∂V ∂S

)
the following equality is

derived (
∂V

∂T

)
S

= −
(
∂S

∂p

)
V

. (1.4)

Equation 1.4 is known as the first Maxwell relation, which relate the entropy

variation with respect to pressure under isochoric conditions with the adiabatic

variation of volume with respect to temperature.

Recall that our purpose is to compute the isothermal entropy and adiabatic

temperature variations upon applied pressures. Consequently, in order to deduce

the mathematical expressions for the barocaloric effects we first need to express

the dS in terms of the intensive thermodynamic variables T and p as

dS =

(
∂S

∂T

)
p

dT +

(
∂S

∂p

)
T

dp. (1.5)
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If the heat capacity expression at constant pressure Cp = T
(
∂S
∂T

)
p

and the first

Maxwell relation (derived in equation 1.4) are introduced into equation 1.5, we

obtain

dS =
Cp

T
dT −

(
∂V

∂T

)
p

dp. (1.6)

When an isothermal path is established (dT = 0), we derive the isothermal en-

tropy changes observed when increasing pressure from p0 to p1. After integration,

equation 1.6 can be written as

(dS)T = −
(
∂V

∂T

)
p

dp ⇒ ∆S(T, p0 → p1) = −
∫ p1

p0

(
∂V

∂T

)
p

dp. (1.7)

Contrary, when considering an adiabatic path (dS = 0) the expression for the

adiabatic temperature change is determined

Cp

T
dT =

(
∂V

∂T

)
p

dp ⇒ ∆T (S, p0 → p1) =

∫ p1

p0

T

Cp

(
∂V

∂T

)
p

dp. (1.8)

Equations 1.7 and 1.8 refer to the so-called barocaloric effects. Notice that this

formulation can be generalized for other pair of generalized variables (X) and

conjugate fields (y), such as magnetization and magnetic field (X = M , y =

H, for magnetocaloric effect) [22, 23], polarization and electric field (X = P ,

y = E, for electrocaloric effect) [24, 25] and uniaxial stress and strain (X = σ,

y = ϵ, for elastocaloric effect) [26, 27], where the isothermal entropy and adiabatic

temperature changes are derived in terms of the corresponding conjugate fields.

This thesis will focus on caloric effects induced by means of hydrostatic pres-

sure. Hence, equations will keep the intensive variables T and p with their corre-

sponding conjugate variables S and V , respectively. From equations 1.7 and 1.8,

it is observed that in the case of materials presenting positive thermal expan-

sion
[
α = 1

V

(
∂V
∂T

)
p
> 0

]
, negative values of ∆S(T, p0 → p1) and positive values

of ∆T (S, p0 → p1) are obtained upon compression [28, 29]. As this is the most

frequent situation, its is referred as a conventional barocaloric effect. Contrary,

materials showing negative thermal expansions
[
α = 1

V

(
∂V
∂T

)
p
< 0

]
yield positive

values of ∆S(T, p0 → p1) and negative values of ∆T (S, p0 → p1) under pressure
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increase [30, 31]. This behavior is consequently non-conventional and compounds

showing this performance present inverse barocaloric effects.

Figure 1.1: Inverse Carnot cycle of an ideal gas, where subscripts H and C stand
for hot and cold respectively. Dashed lines of TH and TC (where TC < TH) show
isothermal paths, while lines S1 and S2 represent adiabatic processes where S1 <
S2. Solid lines show the path of the Carnot cycle.

Cooling devices may use different refrigeration cycles. Barocaloric effects are

formulated according to the fundamental definition of the Carnot cycle, involving

isothermal and adiabatic changes as shown in Fig. 1.1 for an ideal gas. It is ob-

served that during the isothermal pressure release at TC heat is absorbed by the

gas from the cold reservoir (|QC |), which leads to positive changes in entropy of the

gas (∆S(TC , pa → pb) > 0). In the same way, during the isothermal compression

at TH , heat is released by the gas to the hot reservoir (|QH |), resulting in negative

gas entropy changes (∆S(TH , pc → pd) < 0). In the course of the adiabatic com-

pression at S2, temperature increases (∆T (S2, pb → pc) > 0), while temperature

decreases in the adiabatic expansion at S1 (∆T (S1, pd → pa) < 0).
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1.2 First-order phase transitions and the Clausius-

Clapeyron equation

In 1933 Paul Ehrenfest proposed a phase transition classification on the basis

of the discontinuity of the Gibbs free energy derivative with respect to its inten-

sive variables (Fig. 1.2) [32] . More precisely, he defined the order n as the lowest

derivative order of the thermodynamic potential G(p, T ) which shows a discontinu-

ity across the phase transition. Accordingly, a first-order phase transition (n = 1)

presents a discontinuity in the first derivatives of G(p, T ). In this case, derivatives

with respect to the intensive variables p and T yield the entropy S and volume V ,

respectively. Discontinuities in enthalpy are directly related with the latent heat

(∆Ht = Tt∆St) exchanged through the transition, which is the main attribute of

this kind of transformations along with hysteresis and phase coexistence in equi-

librium. It follows from Ehrenfest definition that, second-order phase transitions

(n = 2) are continuous in first-order derivatives with respect to the state variables,

while in some second-order derivatives we observe discontinuities (Table 1.1).

Figure 1.2: First and second row display the behavior of first- and second-order
phase transitions respectively.

Let us now consider a coexistence of two phases of the same compound at
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Order Derivatives of G(p, T )

n = 1

(
∂G

∂T

)
p

= −S(
∂G

∂p

)
T

= V

n = 2

(
∂2G

∂T 2

)
p

= −Cp

T(
∂2G

∂p2

)
T

= −V κT

Table 1.1: Derivatives of the free energy G(p, T ) for first- and second-order phase
transitions [33]. κT stands for the isothermal compressibility.

constant values of T and p. The Gibbs free energy will read

G(p, T ) = mαGα(p, T ) +mβGβ(p, T ), (1.9)

where mα and mβ stand for the masses of both phases and Gα(p, T ) and Gβ(p, T )

for the corresponding specific Gibbs potentials. As p and T are constant at the

phase transition, the equilibrium expression is written as

dG(p, T ) = Gα(p, T )dmα +Gβ(p, T )dmβ = 0. (1.10)

In a closed system the mass is conserved (dmα + dmβ = 0 → dmα = −dmβ).

Therefore, the last equation will be reduced to

Gα(p, T ) = Gβ(p, T ), (1.11)

which can be easily generalized to a number n of coexisting phases. This situation

occurs at a well determined constant values of T and p where only one degree of

freedom is present. This entails that for a certain value of temperature, the pressure

value at which coexistence takes place is unique. Therefore, the transition pressure

is a simple function of temperature and they define the so-called coexistence curve.

Out of the coexistence regime, the stable phase always corresponds to the one with

lower Gibbs free energy. In Fig. 1.3a, the 3D surfaces Gα(p, T ) and Gβ(p, T ) of two

phases of the same compound are displayed. Notice that at low temperatures, β
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corresponds to the stable phase since Gβ(p, T ) < Gα(p, T ) and analogously for the

α phase at the high temperature regime. At some point, these two surfaces intersect

[Gβ(p, T ) = Gα(p, T )] to define the previously introduced coexistence curve where

being in either phase will be equally favorable energetically. If we work under

isobaric conditions (shown in Fig. 1.3b) we observe that the coexistence curve

reduces to a single point corresponding to the transition temperature. Additionally,

the projection of the coexistence curve to the p − T plane results in the phase

diagram (Fig. 1.3c).

Figure 1.3: (a) Sketch of the Gibbs free energy dependence of temperature and
pressure for two different phases. (b) The corresponding projection at constant
pressure, where the black lines follow the system evolution, corresponding to the
most stable (less energetic) Gibbs free energy at a certain pressure. (c) Projection of
the G(p, T ) surfaces intersection in the p−T plane. The intersection between both
surfaces stands for the coexistence curve, which at a given pressure corresponds
to a single transition temperature Tt.

In Fig. 1.4 a phase diagram is shown where a and b represent two coexistence

thermodynamic states at (p, T )a and (p, T )b. According to the equilibrium condi-

tion we know that G
(a)
α = G

(a)
β and G

(b)
α = G

(b)
β . Consequently, as the differential

Gibbs free energy is defined as dG = V dp − SdT in each phase, we are allowed

to write the path a → b in terms of differential steps in temperature and pressure

(dT and dp) as

dGα = Vαdp− SαdT

dGβ = Vβdp− SβdT.
(1.12)

After considering that at the coexistence curve dGα = dGβ we derive the Clausius-
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Figure 1.4: Schematic representation of a T −p phase diagram where a and b show
two coexisting states.

Clapeyron equation

Vαdp− SαdT = Vβdp− SβdT ⇒ (Vα − Vβ)dp = (Sα − Sβ)dT

dT

dp
=

∆Vt
∆St

,

(1.13)

where ∆Vt and ∆St stand for the volume and entropy changes across the phase

transformation, and dT
dp corresponds to the slope of the coexistence curve. The

Clausius-Clapeyron equation can also be written as dT
dp = T∆Vt

∆Ht
, where ∆Ht is

the aforementioned latent heat, characteristic of the first-order phase transitions.

Materials with conventional (inverse) barocaloric effects present positive (nega-

tive) values of volume changes at the phase transition (∆Vt > 0) upon heating. If

the entropy changes are always positive (∆St > 0 for an endothermic transition),

according to equation 1.13, the slope of the T -p diagram dT
dp also presents positive

(negative) values [34–36]. Contrary, cooling transformations present negative en-

tropy changes (∆St < 0 for an exothermic transition) with also negative volume

changes (∆Vt < 0), which also result in positive values of dT
dp (see Fig. 1.5, which

relates conventional and inverse BCEs with the sign of the volume change at the

transition) [30, 37, 38].

The transition entropy changes may contain different contributions. For in-
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stance, changes in entropy due to structure variations (which may result in volume

changes), and occupational, orientational and configurational disorder. Knowing

the source of these contributions is of much interest, since this information would

guide us to future potential barocaloric materials. From the Boltzmann equation,

which relates the thermodynamic concept of entropy with the number Ni of possi-

ble microstates that lead to the same macrostate, we are able to write the following

expression for the entropy changes due to configurational disorder [39]

∆Sc =
R

M
ln(NI)−

R

M
ln(NII) =

R

M
ln(NI/NII), (1.14)

where R is the ideal gas constant and M the molar mass of a certain compound.

On the other hand, the structure contribution to the entropy can be computed

by means of considering a reference unstrained cubic lattice (with entropy Se
I = 0)

in terms of the Helmholtz free energy (F ) as

∆Se
t = Se

I − Se
II = −Se

II =

(
∂F e

∂T

)
e

, (1.15)

where e refers to the strain. For a cubic system, following the harmonic approxi-

mation, F e can be written as [40]

F e =
1

2
Ke21 +

1

2
C ′(e22 + e23) +

1

2
C44(e

2
4 + e25 + e26), (1.16)

where K = C11+2C21

3 and C ′ = C11−C12

2 are the bulk and deviatoric moduli re-

spectively, and Cij correspond to the components of the stiffness tensor. Terms ei

correspond to the symmetry-adapted strains, where e1 stands for the volumic, e2
and e3 to the deviatoric, and e4, e5 and e6 to the shear strains1.

Additionally, the entropy changes due to volume increments can also be ap-

proximated as [41]

1In terms of the strain tensor components:

e1 =
1
√
3
(ϵxx + ϵyy + ϵzz) , e2 =

1
√
2
(ϵxx − ϵyy) , e3 =

1
√
6
(ϵxx + ϵyy − 2ϵzz) ,

e4 = ϵxy , e5 = ϵyz , e6 = ϵxz
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∆SV =

⟨
α

β

⟩
∆Vt, (1.17)

where α and β correspond to the thermal expansion and isothermal compressibility.

Its proof is presented in Appendix A.

p1 > p0

p0

p1

V (a)

(b)

(c)

(d)

p1 > p0

V
p0

p1

Conventional Inverse

DT(p0®p1)

DS(p0®p1)

S(T)

T T

S(T)

DS(p0® p1)

DT(p0® p1)

Figure 1.5: Conventional and inverse barocaloric effects are represented in left and
right columns, respectively. Panels (a) and (c) display the volume evolution on
temperature under isobaric conditions at p0 (usually atmospheric pressure) and
p1, where p1 > p0. The corresponding entropy change in temperature is shown
in panels (b) and (d) where the barocaloric effects upon applying pressure are
indicated.

1.3 Determination of the barocaloric effects

In this section the methods to compute the barocaloric effects are introduced.

These correspond to the direct, quasi-direct and indirect method. Thereafter, the

implemented combination of the quasi-direct and indirect methods is further de-

scribed along with the computation of the barocaloric effects.
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1. Direct methods: They consist in methods whose outputs are directly the

barocaloric effects themselves. More precisely, the isothermal entropy changes

∆S(T, p0 → p1) are determined by means of calorimetry upon applying and

removing pressure isothermally. This procedure provides the most reliable

results, although the experimental setup can become complex since isother-

mal conditions and pressure changes are difficult to control. Likewise, the

adiabatic temperature changes ∆T (S, p0 → p1) require fast variations of the

applied field which may be hard to perform [42, 43].

2. Quasi-direct methods: Calorimetry experiments are usually performed

using quasi-direct methods since it may not be possible to have a good con-

trol of temperature when applying and removing the external field. This

is why measurements are conducted keeping the pressure constant while

heating and cooling the sample. Therefore, isobaric entropy changes at the

phase transition are obtained as a function of temperature, and further anal-

ysis finally yields the barocaloric effects which are computed by isobaric

entropy curves subtraction as ∆S(T, p0 → p1) = S(T, p1) − S(T, p0) and

∆T (S, p0 → p1) = T (S, p1)− T (S, p0). For this purpose, measurements with

conventional and pressure-variable calorimeters are performed, Differential

Scanning Calorimetry (DSC) or Differential Thermal Analysis (DTA). The

quasi-direct method, which serves to determine the isobaric entropy curves

and the corresponding barocaloric effects, will be explained in detail in the

following section.

3. Indirect methods: They consist in obtaining the barocaloric effects us-

ing non-calorimetric nor thermometric measurements. For this purpose, by

means of diffraction and dilatometry we first obtain the volume dependence

with respect to temperature. Therefore, using equation ∆S(T, p0 → p1) =

−
∫ p1

p0

(
∂V
∂T

)
p
dp and ∆T (S, p0 → p1) = −

∫ p1

p0

T
Cp

(
∂V
∂T

)
p
dp (previously intro-

duced in equation 1.7 and 1.8), the corresponding entropy and temperature

changes driven by external field variations are computed. In our case this

method is used when computing entropy changes out of the phase transi-

tion, and is performed as explained since our experimental setups do not
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allow to directly obtain these entropy values caused by volume changes.

When performing measurements of heat flow with respect to temperature of

a certain compound, a peak is observed when going through a first-order phase

transition corresponding to either the release or absorption of the latent heat ∆Ht.

As further explained in section 2.1, this value can be obtained by means of peak

integration over temperature. Similarly, the entropy changes through the transition

can also be obtained by means of peak integration as follows

∆St(p) =

∫ T2

T1

(
1

T

δQ

dT

)
dT. (1.18)

Temperatures T1 and T2 stand for the integration limits over its corresponding

baseline. When we go from a lower to a higher temperature phase we experience

an endothermic transition, which implies positive entropy changes ( 1
T

δQ
|δT | > 0).

Contrary, when going from a high to a low temperature phase we observe an

exothermic transition with negative values of the entropy change ( 1
T

δQ
|δT | < 0).

Integrations have been performed using a custom software which yields the entropy

evolution on temperature at constant pressure,

S(T ′)− S(Ts) =

∫ T ′

Ts

(
1

T

δQ

dT

)
dT (1.19)

where T ′ is an arbitrary temperature within the transition range, and Ts is the

starting temperature. The cumulative entropy value results from the fraction of

mass transformed during the phase transformation as S(T ′)− S(Ts) = χ(T ′)∆St

(represented at Fig. 1.6b). Therefore, the fraction of mass transformed is written

as

χ(T ′) =
S(T ′)− S(Ts)

∆St
=

∫ T ′

Ts

(
1

T

δQ

dT

)
dT

∆St
. (1.20)

Apart from the aforementioned phase transition entropy changes, we also have

to take into account the entropy variation out of the phase transition regime. In

order to compute this variation we need first to recover the entropy differential
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Tf T

dQ/ïdTï

DHt

T

(a)

Ts

0

S(T ')-S(Ts)

DSt

(b)

Figure 1.6: Panel (a) shows a representative Differential Scanning Calorimetry
measurement where the peak integration is displayed, which corresponds to the
latent heat (∆Ht). The baseline is represented in red, along with the integration
limits Ts and Tf. Panel (b) displays the corresponding entropy as a function of
temperature through the phase transition.

expression with respect to T and p which reads

dS =
Cp

T
dT −

(
∂V

∂T

)
p

dp. (1.21)

As the entropy is a function of state, entropy changes do not depend on the specific

path but only on the initial and final states. A priori, as we conduct isobaric

calorimetry runs, it would be desirable to compute the entropy variation also

following isobaric paths. Under isobaric conditions (dp = 0), equation 1.21 reads

dS =
Cp

T
dT ⇒ ∆S(T, p) = S(T, p)− S(T0, p) =

∫ T

T0

Cp

T
dT, (1.22)

where S(T0, patm) is the reference entropy at T = T0, from which the isobaric

entropy curves are computed. Nonetheless, heat capacity measurements are only

obtained at atmospheric pressure, and consequently the entropy variation can only

be well determined for an atmospheric pressure measurement S(T, patm), where the

temperature domain is defined by the temperature range of the experimental mea-

surements of the heat capacity. In order to compute S(T, patm) we have to consider

the heat capacity of the low and high-temperature phases (CII
p and CI

p), and addi-

tionally, the fraction of mass transformed [χ(T )] during the phase transition. With
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the fraction of mass, we are allowed to compute the heat capacity value through

the phase transition regime, which is written as Cχ
p = CII

p χ(T ) + CI
p(1 − χ(T )).

Therefore, considering the low and high-temperature phases regime, equation 1.22

for the entropy as a function of temperature at atmospheric pressure can be written

as

S(T, patm)−S(T0, patm) =



∫ T

T0

CII
p

T
dT T0 ≤ T ≤ Ts∫ T

Ts

1

T

(
Cχ

p +
δQ

dT

)
dT Ts ≤ T ≤ Tf∫ T

Tf

CI
p

T
dT T ≥ Tf

(1.23)

where the heat exchanged related with the latent heat
(

δQ
dT

)
has also been incor-

porated, and Ts and Tf correspond to the start and finish transition temperatures

respectively.

Contrary, under higher pressures (p > patm), the pressure dependence of the

heat capacity is generally not available, and therefore the entropy variation can not

be directly computed using equation 1.23. However, making use of the definition

of state function for the entropy, we are allowed to compute the entropy changes

under pressure changes by going through isothermal paths. In order to do so, it is

supposed that for T ≤ T0 the heat capacity is also pressure-dependent [Cp(p)], and

therefore, recovering equation 1.21, the entropy changes are computed following

isothermal paths (dT = 0) as

dS = −
(
∂V

∂T

)
p

dp ⇒ ∆S(T, patm → p1) = −
∫ p1

patm

(
∂V

∂T

)
p

dp. (1.24)

If we consider
(
∂V
∂T

)
p

to be non-pressure dependent, the entropy changes can finally

be written as [28, 37]

∆S(T, patm → p1) ≈ −
(
∂V

∂T

)
patm

(p1 − patm) . (1.25)

Therefore, at T = T0 the high pressure entropy curves will be shifted according to

the isothermal entropy changes of equation 1.25 (as represented in Fig. 1.7). The
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assumption of non-pressure dependence of
(
∂V
∂T

)
p

simplifies our calculations, since

measurements of volume at atmospheric pressure are easily obtained by means of

XRD or dilatometry.

Conversely, for T > T0 the pressure dependence of the heat capacity is explored.

The general expression may be written as

(
∂Cp

∂p

)
T

=
∂

∂p

(
δQ

dT

)
p

=
∂

∂p

(
TdS

dT

)
p

= T

(
∂2S

∂p∂T

)
T,p

. (1.26)

From the Maxwell relation
(

∂S
∂p

)
T

= −
(

∂V
∂T

)
p

it is derived that
(

∂2S
∂p∂T

)
T,p

=

−
(

∂2V
∂T 2

)
p
. Therefore, replacing this last expression into equation 1.26 we obtain

[44] (
∂Cp

∂p

)
T

= −T

(
∂2V

∂T 2

)
p

. (1.27)

From equation 1.27 it is deduced that when V is a linear function of T , the

second derivative on temperature vanishes
(
∂2V/∂T 2 ∼ 0

)
, and so the pressure

derivative of the heat capacity (∂Cp/∂p ∼ 0). Consequently, if Cp is considered

to be non-pressure dependent Cp ̸= Cp(p), we are allowed to use the atmo-

spheric pressure measurements to compute the isobaric entropy runs at higher

pressures since Cp(patm) = Cp(p1), and thus equation 1.23 can be employed.

Note that, as displayed in Fig. 1.7, when
(
∂V
∂T

)
p
> 0 the high-pressure entropy

curves S(T, p1) − S(T0, patm) will correspond to the atmospheric pressure curve

S(T, patm) − S(T0, patm) shifted to lower values of entropy (by the isothermal

path performed at T = T0), where the phase transition contribution is displaced

according to dT/dp and including its corresponding transition entropy changes

∆St(T
′, p1) =

∫ T ′

Ts

(
1
T

δQ
dT

)
dT . Contrary, when V is not a linear function of T ,

equation 1.27 states that Cp will be a function of pressure Cp = Cp(p), and

therefore the high-pressure entropy curves S(T, p1) − S(T0, patm) will be com-

puted considering the corresponding pressure dependence of the heat capacity

into equation 1.23. The specific treatment of the heat capacity variation will be

commented in detail for each compound studied in this thesis. Finally, once the

isobaric entropy curves are computed, the barocaloric effects are obtained by

means of curve subtraction as ∆S(T, patm → p1) = S(T, p1) − S(T, patm) and
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∆T (S, patm → p1) = T (S, patm) − T (S, p1), resulting in a combination of the

quasi-direct and indirect method.

DSt(p1)

DS I(patm®p1)

S(
T)

 

DS II(patm®p1) 

DSt(patm)

patm

p1

T0

Cp(p) Cp ¹ Cp(p)

T

dp = 0
dT = 0

Figure 1.7: Representation of two isobaric entropy evolutions, where p1 > patm.
T0 indicates the reference temperature. Above T0 the Cp is considered to be not-
pressure dependent. The isobaric and isothermal paths are shown with green lines,
and the transition entropy changes as well as the isothermal entropy changes at
the high and low-temperature phases are displayed.

It is important to emphasize that when computing the entropy changes fol-

lowing isothermal paths (equation 1.25) we will proceed differently when working

with conventional or inverse barocaloric materials. If Cp presents similar values

both in the high- and the low- temperature phases, the slope of the entropy

curves in both phases will be similar (as represented in Fig. 1.7), and conse-

quently ∆St(T, patm) + ∆SII(T, patm → p1) = ∆St(T, p1) + ∆SI(T, patm → p1),

where ∆SII(T, patm → p1) and ∆SI(T, patm → p1) stand for the entropy changes

computed by isothermal paths at low and high-temperature phases, respectively.

Nonetheless, in general Cp exhibits different values in both phases, and as repre-

sented in Fig. 1.8 the slopes of the isobaric entropy curves will be different in the

high- and low- temperature regimes. Consequently, the last mentioned equality

must be rewritten as

∆St(T, patm) + ∆SII(T, patm → p1) ≈ ∆St(T, p1) + ∆SI(T, patm → p1), (1.28)
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where the high and low-temperature entropy changes do not correctly fit with the

transition entropy change. For this reason, when working with conventional mate-

rials the low-temperature entropy changes ∆SII(T, patm → p1) and the correspond-

ing transition entropy change ∆St(p1) will be used. Then, the high-temperature

entropy change ∆SI(T, patm → p1) will be determined according to equation 1.28,

where its experimental value should be within the accepted error interval.

Conversely, for materials with inverse BCEs, the high-temperature entropy

changes ∆SI(T, patm → p1) and the corresponding transition entropy change

∆St(p1) will be used. Then, the low-temperature entropy change ∆SII(T, patm →

p1) will be determined according to equation 1.28.

T

DSt(p1)

DS I(patm®p1)

S(
T)

 

DS II(patm®p1) 

DSt(patm)

patm

p1

Figure 1.8: General representation of two isobaric entropy curves (p1 > patm)
where ∆SII (patm → p1) + ∆St(patm) ̸= ∆SI (patm → p1) + ∆St(p1) due to the
heat capacity effect.

1.4 Hysteresis and reversibility

The phenomenon of hysteresis is found in many areas of physics, and it is

generally related with the delay of a response to an external stimulus [45]. More

precisely, in solid-solid first-order phase transitions it is driven by the metasta-

bility upon cooling, and is also related with the energetic losses due to internal
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friction. The transition mechanism is highly associated with hysteresis. In some

cases, thermal fluctuations trigger the phase transition (isothermal transitions)

and therefore, hysteresis depends on the temperature rate [46]. Contrary, it may

be an intrinsic feature for other materials where diffusion does not prevail (ather-

mal transitions) [47]. In this case the system is trapped in a local minimum until

the external parameter forces the system to transform. Additionally, lattice im-

perfections such as dislocations or the non-uniformity of grain dimensions, act as

separated nucleation points with independent activation energies that result in

an heterogeneous nucleation. The nature of hysteresis will be further commented

specifically for each material.

Hysteresis plays a major role when designing a refrigeration cycle involving a

first-order phase transition. In Fig. 1.9 the phase diagram and the refrigeration

cycle are displayed where the effect of hysteresis has been taken into account

for a conventional and an inverse BC material. Additionally, notice that the phase

transition occurs in a finite range which is defined by the start temperature Ts and

the finish temperature Tf . We first consider a conventional BC material (see Fig.

1.9b) to be at the initial state (1) at atmospheric pressure patm. Then, the system

is compressed adiabatically up to p1 (2). Consequently, it increases its temperature

following an isobaric path in order to thermalize at the hot sink temperature (3).

Then, pressure is removed adiabatically to patm (4) and finally thermalizes at state

(5). Note that due to hysteresis effects, once the first cycle is performed the final

and initial states of the refrigeration cycle do not coincide, but they will match

after further cyclability. At this point we define the irreversible BCEs as those

obtained upon the first pressure change, and reversible BCEs as those obtained

upon cyclic pressure changes.

It is important to point out that for conventional materials the transition in-

duced by compression is exothermic (the phase with smaller volume is favored)

and endothermic by means of decompressing (the phase with bigger volume is fa-

vored). In this regard, the coexistence line upon heating and decompression and

upon cooling and compression coincide. For this reason, the irreversible BCEs

upon compression (decompression) are computed using the cooling (heating) iso-
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baric entropy curves. In the opposite way, for materials with inverse BCEs, the

transition induced by compression (decompression) is endothermic (exothermic),

and therefore the irreversible BCEs upon compression (decompression) are com-

puted with heating (cooling) isobaric entropy curves.

As a result, barocaloric effects yield lower values when considering hysteresis.

For this reason we will be interested in materials showing the lowest hysteresis

values as possible in order to enhance the barocaloric performance.

Figure 1.9: Panels (a,c) display the diagram phase for a conventional and inverse
barocaloric material respectively, where T s and T f correspond to the start and
finish transition temperatures. Blue and red lines stand for heating and cooling
runs, and solid and dashed lines represent the start and finish coexistence curves.
Panels (b,d) show the reversible refrigeration cycle for a conventional and inverse
barocaloric material. Heating and cooling isobaric entropy runs are represented in
solid and dashed lines respectively, where patm < p1.
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We pay special attention to the availability of running reversible refrigeration

cycles upon the cyclic application and removal of hydrostatic pressure (counter-

clockwise cycles in S-T diagram). In order to do so, for a conventional (inverse)

barocaloric material, the cooling (heating) entropy run performed at higher pres-

sures has to be shifted towards higher temperatures than the heating (cooling)

entropy curve at atmospheric pressure (Fig. 1.9). Therefore, the corresponding re-

versible value for the isothermal entropy changes results from the following curves

subtraction.

∆Srev(T, patm → p1) =

Scool(T, p1)− Sheat(T, patm) conventional

Sheat(T, p1)− Scool(T, patm) inverse
(1.29)

where p1 > patm. Analogously for the adiabatic temperature changes

∆Trev(T, patm → p1) =

T (Scool, p1)− T (Sheat, patm) conventional

T (Sheat, p1)− T (Scool, patm) inverse
(1.30)

where Scool(T, p) and Sheat(T, p) stand for the isobaric cooling and heating en-

tropy runs, respectively. Nonetheless, experimental results strongly suggest that

reversible values of isothermal entropy changes performed by means of direct meth-

ods are obtained at lower pressures even when this last condition is not fulfilled

(due to minor loops). Furthermore, this result matches with values obtained by the

overlapping of the non-reversible barocaloric effects yielded upon the first applica-

tion and removal of hydrostatic pressure [48–50]. We observe that the overlapping

condition for ∆Srev for a conventional (inverse) material (Fig. 1.10) is achieved

when the start transition temperature for the heating (cooling) run at atmospheric

pressure is smaller than the start transition temperature of the cooling (heating)

run at higher pressures (T II→I
s (p1) ≥ T I→II

s (patm) for conventional materials and

T I→II
s (p1) ≥ T II→I

s (patm) for inverse barocaloric materials). In the case of sharp

transitions, where the phase transition has been induced almost isothermally, the

reversible values obtained by both the overlapping and curve subtraction methods

(equation 1.29) coincide [51].

With this in mind, the minimum required pressure changes to overcome hys-
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(b)

patm ®  p1,2

p1,2  ® patm
(c)

p1,2 ® patm

patm ® p1,2
(d)

Figure 1.10: Left and right panels refer to conventional and inverse isothermal en-
tropy changes, respectively. Panels (a) and (b) display the isobaric entropy curves
showing the path to compute the isothermal entropy changes. In panels (c) and
(d) the resulting reversible (area shaded in green) and non-reversible (areas shaded
in orange and blue for pressure changes of patm � p1 and patm � p2) barocaloric
effects are displayed [52].
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teresis and to obtain reversible barocaloric effects can be directly obtained with

the T − p diagram, and are defined according to the following expression [52]:

p∆S
rev =

∫ T II→I
s (patm)

T I→II
s (patm)

(
dT I→II

dp

)−1

dT. (1.31)

If
(

dT I→II

dp

)−1

is constant, equation 1.31 reads

p∆S
rev =

(
dT I→II

dp

)−1

∆T II↔I(patm) (1.32)

where ∆T II↔I(patm) stands for the hysteresis at atmospheric pressure. Alterna-

tively, reversible values for adiabatic temperature changes ∆Trev are computed by

entropy curve subtraction according to equation 1.30. Therefore, in this case the

hysteresis effect needs to be completely overcome (Fig. 1.11). For a conventional

(inverse) material, the start transition temperature for the heating (cooling) run

at atmospheric pressure has to be smaller than the finish transition temperature

of the cooling (heating) runs at higher pressures (T II→I
s (patm) < T I→II

f (p1) for

conventional and T II→I
s (p1) < T I→II

f (patm) for inverse materials). For this reason,

the minimum reversible pressure for the adiabatic temperature changes is written

as

p∆T
rev =

∫ T II→I
s (patm)

T I→II
f (patm)

(
dT I→II

dp

)−1

dT. (1.33)

Under ideal conditions in which the phase transition is conducted under

fully isothermal transition, the start and finish temperatures will be equal[
T I→II

s (patm) = T I→II
f (patm)

]
. Therefore, reversibility will be observed under the

same minimum applied pressure for both ∆Srev and ∆Trev.

1.5 The refrigerant performance

Once the barocaloric effects of a certain material are analyzed, we will be

interested in comparing to other materials’ barocaloric performance in order to

discriminate the most suitable compound or compound family. In this section

several additional variables that will help us to make comparisons are introduced.
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S(
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T 0
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patm < p1 < p2

D
T

Conventional(a)

T T

Inverse(b)

patm ®  p1,2
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(c) p1,2 ® patm

patm ® p1,2
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Figure 1.11: Left and right panels show the computation of conventional and in-
verse adiabatic temperature changes respectively. Panels (a) and (b) display the
isobaric entropy curves respectively. In panels (c) and (d) the resulting reversible
(area shaded in orange) and non-reversible barocaloric effects (dashed lines in red
and blue for pressure changes of patm � p1 and patm � p2) are displayed [52].
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1. Values of ∆Smax(p) and ∆Tmax(p): They correspond to the maximum val-

ues of isothermal entropy changes and adiabatic temperature changes upon

applying and removing pressure.

2. Refrigerant capacity (RC): The definition of the RC is found to be un-

clear in the literature, and sometimes is confused with the Relative Cooling

Performance (RCP) [30, 53]. In this thesis the RC is defined as follows

RC(p) = ∆Smax(p)∆TFWHM, (1.34)

where ∆Smax is the maximum isothermal entropy change driven by means

of applying hydrostatic pressure, and ∆TFWHM stands for the temperature

span at full width at half maximum of the isothermal entropy change, which

corresponds to the temperature difference between the cold and hot thermal

sinks. This definition of the RC yields approximately 4W/3 (where W =

∆S(p)∆T is the work applied to the refrigerant), at the same temperature

span ∆T = ∆TFWHM, which gives an approximation of the heat exchanged

in the refrigeration cycle [53].

3. Coefficient of refrigerant performance (CRP): This value is similar to

the coefficient of performance computed in motor and refrigeration cycles [54,

55]. Note that it also considers the work needed to drive the corresponding

barocaloric effects. It is defined as

CRP (p) ∼ ∆S(p)∆Trev
1
2p∆Vt

, (1.35)

where ∆Trev corresponds to the reversible adiabatic temperature changes

and the denominator is the applied work W ∼ 1
2p∆Vt, where ∆Vt is the

volume change across the phase transition [55, 56].

4. Temperature span: It is the temperature lapse where a certain minimum

value of isothermal entropy changes or adiabatic temperature changes is

observed (Fig. 1.12). We are interested in obtaining as higher values of Tspan

as possible at lower pressure.
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Figure 1.12: (a) Isothermal entropy changes when removing pressure from pi to
patm. The temperature span (T span) required in order to achieve minimum values
of ∆S is marked with empty dots. In figure (b) the temperature span at different
pressures is represented. The dashed lines correspond to T span values at constant
∆S.

At this point, we can define the main features that a proper barocaloric material

must accomplish in order to present remarkable caloric effects.

1. High values of ∆Ht, ∆St and dT/dp, which also generally lead to high values

of caloric effects ∆S and ∆T .

2. Low hysteresis in order to reduce losses and to obtain reversibility at lower

pressures, that will demand smaller work to achieve.

3. Narrow transitions, otherwise the pressure needed to overcome the phase

transition will be higher.

4. Transitions near room temperature, since air conditioning, fridges and freez-

ers need a range of operation between [255, 298] K. Additionally, materials

with transitions above room temperature could also be implemented for re-

frigeration at higher temperatures, such as for industrial applications.

Other features are also taken into account, such as material degradation af-

ter cycling, thermal conductivity and density, which are essential when designing

a prototype. It is also important to consider the abundance of a certain com-

pound in nature or its feasibility to be synthesized. The materials fulfilling these
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requirements have low production costs and therefore are economically affordable.

Finally, toxicity is also a major feature to have in consideration, since the refrig-

eration technology is conceived to be near the human activity.



Chapter 2

METHODS

2.1 Differential Scanning Calorimetry

2.1.1 Conventional DSC

The Differential Scanning Calorimeter (DSC) measures the temperature dif-

ference between a certain sample and a reference as a function of temperature at

patm. The ∆T is proportional to the differential heat flow [57, 58] as

δQ

dt
∝ ∆T, (2.1)

and is computed by means of the proper calibration [59]. This technique is generally

used to study phase transitions (first and second-order), glass transitions and, in

general, any heat exchange process or any heat capacity change.

In a conventional heat-flux DSC (Fig. 3.12), the sample and reference are pre-

pared into sealed aluminum pans and placed on the corresponding thermoelectric

disks, that yield the sample and reference temperatures (TS and TR respectively).

The pans are surrounded by the heating block that will be the responsible of the

injection and removal of heat at a linear temperature controlled rate (dT
dt = b,

which permits to convert the time scale into temperature scale). Consequently,

as observed in Fig. 2.2, both sample and reference present parallel heating curves
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Figure 2.1: Cross-section of a DSC showing the encapsulated sample at temper-
ature TS, the reference pan at TR and the temperature of the furnace or heating
block written as TF. The chromel and alumel wires, which consist the thermocou-
ple, along with the constantan thermoelectric disk are also depicted.

until a phase transition is observed. In this case, the TS is kept constant, while

TR keeps presenting a linear dependence. Once the phase transformation is com-

pleted, the TS starts to increase again. Therefore, the temperature difference (∆T )

exhibits a calorimetric peak in the temperature range of a phase transition. In this

thesis, endothermic transitions are defined with positive peaks and exothermic

transitions by negative peaks.

DSC measurements were performed with a Q100 Analyzer from TA Instru-

ments which operates between a temperature range of T ∈ [183, 823] K and is able

to run ramps with temperature rates between Ṫ ∈ [0.01, 20] K min−1. The sample

and reference atmosphere during measurements is controlled with purge gas (he-

lium). The sample mass can reach values of several milligrams, and the aluminium

pan weights approximately ∼ 50 − 60 mg. The setup calibration depends on the

specific DSC model. We employ an indium sample in order to calibrate enthalpy

and temperature, and a sapphire disk to calibrate heat capacity measurements.

The specific workflow is detailed in the manual [59].

In the following lines we will mathematically define the expression of the latent

heat (∆Ht) and transition entropy change (∆St) with respect to the differential

heat flow obtained from the DSC by means of equation 2.1. According to Ref. [60],

the differential heat flow can also be written as

δQ

dt
=

dH

dt
+ (CpR − CpS)

dT

dt
, (2.2)
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Figure 2.2: (a) Sample and reference temperatures evolution, where Ts and Tf
stand for start and finish transition temperatures. (b) Differential temperature
evolution, where the shaded area (α) is proportional to the latent heat of the
phase transition. Times t1 and t2 stand for the corresponding times of the start
and finish transition temperatures.
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where CpR and CpS correspond to the heat capacities of the reference and sample

respectively, dH/dt stands for the heat flow caused for the first-order phase transi-

tion (latent heat), and δQ/dt is the differential heat flow obtained from the DSC.

Therefore, after rewriting the heat flow expression as δQ/dt = Q̇/Ṫ , equation 2.2

can be written as
δQ

dT
=

dH

dT
+ (CpR − CpS). (2.3)

From equation 2.3 we observe that out of the first-order phase transition the heat

flow will differ from zero caused by the difference of heat capacities, and when going

through the phase transformation we will observe the characteristic transition peak

(Fig. 2.3). It is worth mentioning that the sensitivity and the calorimeter response

can be associated with a small error for the start and peak transition temperatures

(Ts and Tp) of approximately ε(T ) = ±1 K. From integration of the calorimetric

peaks, ∆Ht and ∆St can be determined. Only the first term of equation 2.3 will

be integrated, which is the one corresponding to the transition peak. The enthalpy

change is determined by the following equation, where the baseline contribution

has been previously extracted

∆Ht =

∫ t2

t1

δQ′

dt

1

dT/dt
dt =

∫ T2

T1

δQ′

dT
dT. (2.4)

T1 and T2 correspond to the baseline temperature values of phase II and I respec-

tively, which not necessarily refer to the start and finish transition temperatures,

and δQ′/dT corresponds to the heat flux once the baseline contribution has been

extracted. Analogously, knowing that dS = δQrev/T , by means of peak integration

we compute the entropy changes as

∆St =

∫ T2

T1

1

T

δQ′

dT
dT. (2.5)

This value will be later employed to calibrate the high-pressure calorimetry inte-

grations.
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Figure 2.3: DSC thermogram showing the calorimetric peaks associated with a
first-order phase transition. By means of peak integration the latent heat (∆Ht)
is derived. T s and T p and refer to the start and peak temperatures.

2.1.2 Modulated DSC

Modulated DSC (MDSC) is a technique aimed to measure the temperature

dependence of the heat capacity. For this purpose, the furnace temperature will

be programmed to change following a sinusoidal function in addition to the linear

ramp dT
dt = b defined in equation 2.6 [61, 62].

T = T0(t = 0) + bt+B sin(ωt), (2.6)

Parameter B corresponds to the temperature modulation amplitude and ω to the

angular frequency. Values for B and ω are defined by the user when program-

ming the calorimetric scan. Measurements in isothermal mode (b = 0) can also be

performed, which in fact yield more reliable results. In Fig. 2.4a we observe the

representation of both linear and sinusoidal temperature rates, and its correspond-

ing derivatives in Fig. 2.4b. From equation 2.6 we determine that the temperature

rate is defined as dT/dt = b+Bω cos(ωt), that after replacing it into equation 2.2
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we obtain the following heat flux expression

δQ

dt
= Cp(b+Bω cos(ωt)) +

dH

dt
. (2.7)

At this point, we will consider only the temperature range out of the phase tran-

sition regime. Therefore, no other thermal effects apart of the heat capacity will

take place, and dH
dt = 0.

δQ

dt
= Cpb+ CpBω cos(ωt). (2.8)

This heat flow expression can be explained by two contributions, the underlying

term which corresponds to the measurement taken from the conventional DSC, and

the periodic term. From the amplitude of the periodic contribution A = CpBω,

which is computed by means of Fourier analysis, we finally obtain the heat capacity

of a certain sample Cp = A
Bω , which is usually referred as reversible heat capacity

[63, 64]. Note that this last expression does not depend on the linear term used in

the conventional DSC procedure, but only on the periodic contribution.

Figure 2.4: (a) Temperature evolution depending on time. The green line corre-
spond to the linear heating rate and blue line to the modulated contribution. (b)
Time derivatives of these linear and modulated rates. Modified from [65].

2.2 High Pressure Differential Thermal Analysis

As previously mentioned, we require from high-pressure differential thermal

analysis (HPDTA) to finally obtain the barocaloric effects. In this section we in-
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troduce the three high-pressure calorimeters used to perform our measurements.

They are divided in two sections, the first one for calorimeters which operate up to

3 kbar at the high- and low-temperature regimes (A and B, respectively), and the

second one for the calorimeter which operates up to 6 kbar (C). Both devices oper-

ate by means of Differential Thermal Analysis (DTA), which is the same procedure

performed for DSC (in section 2.1) but, in this case the ∆T is not straightforward

converted into heat flow, it is given directly in mV.

The sample is prepared in the same way for all calorimeters. It is placed in-

side a tin capsule which has been previously made by means of tin melting and

moulding. Perfluorinated oil (Galden, Bioblock Scientist) is also inserted in order

to avoid air bubbles. After introducing the sample into the corresponding calorime-

ter, the experimental measurements are performed by means of isobaric scans on

temperature at a controlled rate. Additionally, there are other experimental fea-

tures which are common for all calorimeters, such as the control of temperature

(for calorimeters B and C) and pressure. In this case, they will only be specified

in section 2.2.1.

2.2.1 3 kbar high-pressure calorimeters

In this section we will introduce the two calorimeters which operate up to pres-

sure values of 3 kbar (A and B), which have been designed in our group. The

sample is introduced into the high-pressure chamber allocated inside the calori-

metric block, while another chamber is provided for the reference calorimetric

signal. These both enclosures contain Bridgman-type chromel-alumel thermocou-

ples, which record an electric voltage difference (∆V ) which is proportional to

the temperature difference between sample and reference (Seebeck effect). Further

calibration permits to relate ∆V as a function of temperature, pressure and time

with the exchanged heat flow. More precisely, the thermocouple is inserted in a

hole drilled in the tin capsule in order to improve the thermal contact. Nonethe-

less, this thermocouple needs a reference temperature to be compared with, for

this reason a junction is set between the reference thermocouple and a dewar con-

taining ice and water coexisting at the ice normal pressure melting temperature
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(T = 273.15 K).

In particular, the high-pressure calorimeter which operates in the high-

temperature regime (A), allows measurements between nominally 0-3 kbar and

T ∈ [298, 473] K (a general sketch is represented in Fig. 2.5). Hydrostatic pressure

is applied by means of a manual pump that compresses the pressure transmitting

oil which flows into steel pipes to the sample cavity, which is typically DW-Therm

M90.200.02 (from Huber Kältemaschinenbau GmbH) or Therm 240 (silicon oil

from Lauda). Pressure is read by means of a pressure sensor attached to one of

these capillars. Temperature is controlled with a resistor that surrounds the calori-

metric block and is able to increase temperature at a certain defined rate. On the

other hand, cooling is done by thermal contact with the ambient.

The other cell operating up to 3 kbar (B), works in the temperature range

T ∈ [200, 393] K with the help of circulating fluids through the thermal jacket sur-

rounding the cell: Kryo 85 or Kryo 51 (from Lauda), with operating temperatures

between T ∈ [200, 303] K and T ∈ [223, 393] K, respectively. The temperature is

controlled by means of an external thermal bath (Lauda Proline RP 1290).

2.2.2 6 kbar high-pressure calorimeter

This high-pressure calorimeter allows to run measurements to pressures up to

6 kbar (C). This setup is equivalent to the 3 kbar calorimeter with the particularity

that the calorimetric block (Cu-Be cell by Unipress, Poland) has been improved in

order to support higher pressures (Fig. 2.7). Similarly to calorimeter B, it performs

measurements between T ∈ [188, 303] K and T ∈ [223, 393] K. However, in this

setup the differential voltage proportional to the heat flux is measured using Peltier

modules (or thermopile) instead of thermocouples. As shown in Fig. 2.6 we attach

the tin capsule to a Peltier module side, which is simultaneously in thermal contact

with another Peltier module (which are connected by wired welded in opposition)

by means of a piece of aluminium. Each Peltier module reads the difference in

temperature between their both sides in terms of a differential electrical voltage.

The voltage recorded by the reference and sample modules will be Vr ∝ Tr −

Taluminium and Vs ∝ Ts−Taluminium respectively. Finally, the calorimetric output is



2.2 High Pressure Differential Thermal Analysis 35

Figure 2.5: Sketch of the high temperature differential scanning calorimeter oper-
ating up to pressures of 3 kbar. The symbols Vr and Vs correspond to the voltage
difference between reference and ice and water coexisting at 273.15 K and to the
voltage difference between sample and reference, respectively. When performing
measurements with the low-temperature calorimeter a thermal bath is employed
in order to control temperature in place of the resistor. The black lines represent
the electrical connections to the thermocouples which yield the differential tem-
perature, and the green lines stand for the steel pipes from which the pressure
transmitting fluid circulates to the sample cavity.
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read as the differential voltage between sample and reference ∆V = Vs−Vr ∝ Ts−

Tr, which by means of further calibration will be converted to heat flow. The block

temperature is recorded using a Pt100 thermometer embedded at the bottom of the

calorimeter. The reference temperature is measured using a National Instruments

USB 9162 connection instead of ice and water coexisting at T = 273.15 K.

Figure 2.6: Sketch of a Peltier module. The right figure represents the internal
structure which is formed by thermocouples attached in series. By means of ther-
mal gradient, a voltage is induced between the ends of the thermocouple, which is
proportional to this temperature difference.

As for the calorimeters introduced in section 2.2.1, the refrigerants used in the

thermal bath are Kryo 85 and Kryo 51 (from Lauda), and the pressure transmitting

fluid also corresponds to DW-Therm M90.200.02 or Therm 240.

2.2.3 Setup Calibration

As aforementioned, DTA electric outputs depend on the temperature difference

between sample and reference. The proportionality between this last differential

temperature (Ts−Tr) and heat flow (Q̇) depends on the setup susceptibility, which

at the same time is related with the pressure transmitting fluid and the thermocou-

ple thermal contact [66]. In this section we will present the calibration procedure

for the specific case of the pressure transmitting fluid Therm 240 (silicon oil),

by which the electric output from DTA will be expressed in terms of heat flow.

Other pressure transmitting fluids are calibrated similarly. First of all, we start by
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Figure 2.7: Sketch of the high-pressure cell which operates up to 6 kbar.

writing the electric output of the DTA as

∆V (p) = σ(p, T )Q̇, (2.9)

where ∆V (p) is the electric calorimetric signal and σ(p, T ) stands for the sensitivity

of the calorimeter. In order to compute this expression, we carried out measure-

ments with two samples with a well known calorimetric response. We performed

measurements with Cu-Zn-Al and Cu-Ni-Al alloys which undergo a martensitic

transition at T = 325.0 K and T = 442.2 K, respectively, with negligible volume

changes. For these reason, they show non-pressure dependence of the transition

temperature, enthalpy and entropy changes (dT/dp = 0, d(∆Ht)/dp = 0 and

d(∆St)/dp = 0).

At this point we recorded DTA isobaric ramps upon heating and cooling of

both samples, and computed the pressure-dependent peak integrations which are

represented in Fig. 2.8. Considering that the latent heat must remain constant in

the whole pressure range, we apply the following sensitivity correction

Ȳ (p) =
Y (p)

σ(p, T )
, where Y (p) =

∫ T2

T1

∆V (p)

Ṫ
dT. (2.10)
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Figure 2.8: Left and right columns stand for Cu-Zn-Al and Cu-Ni-Al measure-
ments. Plots (a,b) show the pressure dependence of the latent heat integration for
the non-calibrated data. Panels (c,d) represent the entropy exchange integration.
Red lines stand for the linear fits which clearly show a decreasing tendency. On
the other side, figures (e,f) show the transition temperatures upon pressure. Red
and blue empty dots represent heating and cooling runs respectively.
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where Y (p) stands for the peak integration between the transition temperature

range defined by T1 and T2 at a certain pressure. The same procedure is carried

out for the entropy integration, where the sensitivity correction is applied as follows

Z̄(p) =
Z(p)

σ(p, T )
, where Z(p) =

∫ T2

T1

∆V (p)

T Ṫ
dT. (2.11)

The sensitivity is assumed to be a linear function of pressure as

σ(p, T )Y = A(T ) +B(T )p

σ(p, T )Z = C(T ) +D(T )p,
(2.12)

where parameters A(T ), B(T ), C(T ) and D(T ) are also assumed to be linear

with respect to temperature. Recall that Ȳ (p) and Z̄(p) must remain invariant,

therefore σ(p, T )Y ∝ Y (p) and σ(p, T )Z ∝ Z(p), where Y (p) and Z(p) differ for

each alloy:  Y (Cu-Zn-Al) = −7.46 10−4p+ 10.6

Y (Cu-Ni-Al) = −2.87 10−4p+ 17.7

(2.13)

Z(Cu-Zn-Al) = −2.44 10−6p+ 0.0324

Z(Cu-Ni-Al) = −7.29 10−7p+ 0.0394

(2.14)

Therefore, using equations 2.13 and 2.14, we are able to write the following systems

of equations considering that A(T ) = m+nT , B(T ) = m′+n′T , C(T ) = p+qT and

D(T ) = p′+q′T corresponding to equations 2.15, 2.16, 2.17 and 2.18, respectively.

A(T ) →

m+ 325.0n = 10.6

m+ 442.2n = 17.7

(2.15)

B(T ) →

m′ + 325.0n′ = −7.46 10−4

m′ + 442.2n′ = −2.87 10−4
(2.16)
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C(T ) →

 p+ 325.0q = −2.44 10−6

p+ 442.2q = −7.29 10−7
(2.17)

D(T ) →

p′ + 325.0q′ = 0.0324

p′ + 442.2q′ = 0.0394
(2.18)

Finally, sensitivity is written as

σ(T, p)Y = −9.1336 + 0.06068T + (−2.019 10−3 + 3.9177 10−6T )p

σ(T, p)Z = 0.02527 + 1.6135 10−5T + (−1.081 10−6 + 1.8965 10−9T )p

Combining σ(T, p)Y and σ(T, p)Z with equations 2.10 and 2.11, we are able to

obtain the enthalpy and entropy integrations (Ȳ (p) and Z̄(p), respectively) cali-

brated according to the setup sensibility. After that, we will finish the calibration

by reescaling the value of the atmospheric pressure integration with the one pre-

viously obtained with DSC. In other words, we will impose that ∆H(0) = ∆HDSC

and ∆S(0) = ∆SDSC. Therefore, the final expression for the integration calibration

reads

∆Ht(p) =
∆HDSC
Ȳ (0)

Ȳ (p) and ∆St(p) =
∆SDSC
Z̄(0)

Z̄(p). (2.19)

As a matter of fact, most DTA measurements have been performed using DW-

Therm M90.200.02 as a pressure transmitting fluid. It has been proved, in this case,

that there is no pressure effect on the calorimetric measurements, and therefore

there is no need to correct neither Y (p) nor Z(p). Only the DSC calibration will

be required.

2.3 Dilatometer

Dilatometry is an experimental technique which allows to determine the equa-

tion of state, and whose measurements are performed by means of a dilatometer.

The dilatometer used to perform our measurements was first build at Bochum
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(Germany) and finally improved in our group (Grup de Caracterització de Mate-

rials, UPC), and can only be used for samples which melt at T < 473 K.

As shown in Fig. 2.9, the sample is introduced into a stainless steel cylinder by

means of a syringe, since the solid sample has been previously melted in order to

avoid bubbles inside the cavity. The cylinder, which has a Bridgman piston in one

side and is hermetically closed using a screw on the other side, is later placed inside

the calorimetric block. The Bridgman piston is attached to a ferromagnet which is

set inside a coil. Consequently, by means of compression and decompression, the

ferromagnet will move down and up inside the coil respectively. As defined by the

Faraday law, the change of magnetic flux inside the coil caused by the ferromagnet

movement, will induce an electric voltage ∆V , which will be later expressed in

terms of volume. As for the high-pressure DTA, temperature will be controlled by

a Lauda thermal bath, using Kryo 51 and Kryo 85 as refrigerants circulating inside

the calorimetric block. We also set a thermocouple inside a dewar containing ice

and water in coexistence. Therefore it will measure the ice melting temperature as

the reference value (T = 273.15 K), which will be compared with the one read by

another thermocouple attached to the calorimetric block. Pressure is applied by

means of a manual pump reaching values between p ∈ [0, 3] kbar, where the same

refrigerant is used as a pressure transmitting fluid, and circulates to the chamber

inside the calorimetry block through steel capillaries. Finally, measurements are

performed by means of isothermal ramps of pressure upon applying and removing

pressure. The voltage measurements will be later calibrated to volume values,

previously obtained by means of XRD at atmospheric pressure, and consequently

we will be able to obtain pressure-volume-temperature (p-V -T ) diagrams.

2.4 X-ray powder diffraction

X-ray powder diffraction (XRPD) measurements were performed in order to

obtain the cell parameter variation as a function of temperature. In general, with

the peak intensity refinement the lattice structure can also be obtained. Nonethe-

less, if the crystal structure is known, the peak position will be sufficient to extract
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Figure 2.9: Sketch of the dilatometer setup. The black, orange and green lines
represent the voltage, temperature and pressure connections.

the lattice parameters. From the lattice parameters the transition volume change

and the unit cell volume are straightforwardly computed. Consequently, its de-

pendence with temperature at atmospheric pressure
(
∂V
∂T

)
patm

is obtained, which

is needed in equation 1.7. A conventional diffractometer is basically composed

of an X-ray source and a detector. X-rays are generated from a cathode. Once

they are generated, they are filtered to obtain monochromatic light, which will be

collimated in order to properly focus the beam to hit the sample. The incident

radiation is transmitted resulting in a constructive interference for specific angle

positions (θ). A constructive interference is observed at a certain position θ by the

detector (higher intensity of photons per second) when the Bragg’s law is satis-

fied (nλ = 2d sin θ, where n is an integer, d the inter-planar distance and θ the

diffracted angle). The Bragg’s law relates the diffracted angles with the radiation

wavelength λ and the inter-planar distance d. The inter-planar distance can finally

be related with the crystallographic structure of the sample under study.

XRPD experiments have been performed in different Research Institutions,

that will be specified for each particular sample. However, for most of the sam-

ples under analysis here, these experiments have been carried out using the X-Ray

diffractometer of the Group of Characterization of Materials where this thesis

has been carried out. In the X-ray diffractometer available in our laboratory, X-
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rays are generated with a copper anode where the Kα1 radiation (correspond-

ing to a wavelength of λ = 1.54056 Å) has been selected by means of a quartz

monochromator. The setup is mounted with a Debye-Scherrer geometry which im-

plies a transmission mode, where the sample is prepared inside capillaries with

0.1−0.5 mm diameter. The measured range of the scattered radiation is between

2θ ∈ [4◦, 120◦] with a step of 0.029◦, and captured by an INEL Cylindrical Position-

Sensitive detector (CPS120). Temperature is controlled by means of a nitrogen flux

in a 700 Cryostream cooler from Oxford Cryosistems, with an operating range of

T ∈ [90, 500] K.

2.5 Synchrotron X-ray diffraction

We performed synchrotron X-ray Diffraction (SXRD) measurements in order to

obtain the unit cell parameters variation following isobaric and isothermal paths.

Our measurements were carried out at ALBA synchrotron (Cerdanyola del Vallès,

Catalunya) at the Material Science Powder Diffraction (MSPD) beamline. In a syn-

chrotron, electrons are accelerated inside the ring with energies up to several GeV.

According to Larmor equation, any charged particle radiates when accelerated. In

synchrotron facilities the direction of electron beams are changed, consequently a

centripetal acceleration causes the electron to move in a circular orbit and to emit

radiation. This emitted radiation can be fine tuned in order to have X-rays with an

specific wavelength, which will be later directed towards the corresponding beam-

line and to the sample to be analyzed [67]. For conventional diffractometers with

a copper anode, X-rays with λ ∼= 1.54 Å wavelength are generated. Nonetheless, in

synchrotron facilities we are able to reach values of λ = 0.4246 Å due to the high

energies at which the electrons are accelerated (of 3 GeV). The main advantage of

SXRD in front of conventional XRPD is that better resolution is achieved for a

smaller 2θ range thanks to the detectors farther position.

The sample is prepared inside a diamond anvil cell (DAC) with cullet size

between 0.4−0.7 mm. Additionally, sodium chloride (NaCl), strontium tetrabo-

rate (SrB4O7) or ruby (CrxAl2−xO3 where x ∼ 0.05) are also added as pressure
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markers as exemplified in Fig. 2.10. Regarding NaCl, the experimental pressure

inside the DAC is checked by introducing in its equation of state the tempera-

ture value, and the (200) peak position1. Upon applying pressure, the fluorescence

peak (λ0 = 694.76 nm and λ0 = 685.37 nm at atmospheric pressure for ruby and

strontium tetraborate, respectively) will shift towards higher wavelengths. As this

shift is properly calibrated, we can indirectly know the pressure value inside the

DAC. Temperature is controlled using a resistor surrounding the gasket, and a

thermocouple is attached near the diamond cell. A cryostat is set instead of the

resistor when performing low-temperature measurements.

Figure 2.10: The left figure shows the ALBA Diamond Anvil Cell. The right sketch
represents the same DAC where the sample and pressure marker positions are
depicted.

1http://kantor.50webs.com/diffraction.htm



Chapter 3

PLASTIC CRYSTALS

3.1 Introduction

Plastic crystals are polymorphic compounds, generally with pseudo-globular

molecular shapes, which present a high-temperature positionally ordered and ori-

entationally disordered phase, which is also referred to as plastic phase (hereafter

phase I) [68]. It owes its name to the high plasticity observed when permanent de-

formations are caused after applying low stresses [69, 70]. In fact, the plastic phase

is a mesophase between solid and liquid due to its orientational disorder. Nonethe-

less, it presents the mechanical properties of the solid phase. By cooling down from

the plastic phase, a first-order phase transition is observed where molecules evolve

to well defined orientations while the lattice experiments a decrease in symmetry

(hereafter phase II). This phase is also referred as the solid phase. In Fig. 3.1 a

solid-solid phase transition of a plastic crystal is outlined.

As a consequence of the orientational disorder observed in the plastic phase,

the energy released when melting is small since it mainly comes from the positional

order-disorder contribution of the crystal lattice. However, plastic crystals show

particular high values of entropy changes in the solid-solid transformation in com-

parison with the ones obtained in the melting point, and in some cases may have

a colossal value. The giant values of transition entropy changes observed for some
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Figure 3.1: Sketch of a plastic crystal phase transition.

plastic crystals encouraged the further study of their barocaloric response. As in-

troduced in section 1.2, this entropy change depends on the ratio of configurations

of the plastic (NI) and solid phase (NII), and is written as ∆S = RM−1ln(NI/NII).

For most of the plastic crystals studied in this thesis, it can be reasonably assumed

that NII = 1, since in most of the cases the strength of hydrogen bonding does

not allow molecular disorder [71]. Nonetheless, plastic crystals sometimes present

disorder in phase II (i.e. NII > 1) [72–74]. They generally display a high-simmetry

lattice in the plastic phase (fcc, bcc or rombohedral). Consequently, the high sym-

metry of the crystallographic site implies a reorientational dynamic of the molecule

that, although, pseudo-globular in shape, does not fulfill the symmetry elements

of the site.

In this chapter we present the barocaloric results of seven plastic crystal com-

pounds, which are organized in two subfamilies, adamantane and neopentane

derivatives.

3.2 Neopentane derivatives

Neopentane is an organic compound widely used in industry, for example as a

gasoline blending agent in manufacturing plastic and cosmetics [75, 76]. It belongs

to the alkane group (CnH2n+2), and it is build by a double carbon branch (methyl

radicals) in the second carbon position forming a tetrahedral shape. According to

the IUPAC, it is also named 2,2-dimethylpropane with chemical formula C5H12
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(Fig. 3.2). The plastic crystal compounds studied in this section are neopentane

derivatives in which one or more methyl groups have been replaced by amino

and/or hydroxyl radicals.

Figure 3.2: 3D neopentane molecule. Grey and white spheres stand for carbon and
hydrogen atoms respectively [76].

3.2.1 Tris(hydroxymethyl)aminomethane (TRIS)

TRIS is a tetrahedral organic molecule which corresponds to the short name

of Tris(hydroxymethyl)aminomethane with chemical formula (NH2)C(CH2OH)3.

This compound is in fact a direct pentaerythrytol derivative [C(CH2OH)4], from

where methyl groups of neopentane have been replaced for hydroxymethyl groups

(−CH2OH). Then, TRIS is obtained by replacing an hydroxymethyl by an amino

group (−NH2) as shown in Fig. 3.3.

Figure 3.3: TRIS molecule in 3D. Grey, white, red and blue spheres stand for
carbon, hydrogen, oxygen and nitrogen atoms respectively [77].

At phase II, the low-temperature stable phase, TRIS is arranged in an orienta-

tionally ordered orthorhombic lattice with space group Pn21a and four molecules

per unit cell (Z = 4) [78, 79]. Molecules are located forming layers perpendicular

to the c axis in which strong intermolecular hydrogen bonds between hydroxyl

groups are present. Contrary, layers are interconnected by weak hydrogen bonds
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between hydroxyl and amino groups. Upon heating, at T II→I
t = 407 K, TRIS

undergoes a first-order phase transition towards an orientationally disordered bcc

lattice with Im3m space group and two molecules per unit cell (Z = 2). During the

transformation, planes perpendicular to the c axis increase their distance to finally

arrange in a cubic lattice, where the molecules also realign [80]. The corresponding

lattice parameters are summarized in Table 3.1.

TRIS has biochemical and pharmaceutical applications. On one hand, it is used

as a buffer solution to keep a stable pH, such as in DNA extraction [81]. On the

other hand, it is also prescribed for correcting metabolic acidosis [82].

Phase II (293 K) Phase I (408 K)

orthorhombic (Pn21a) bcc (Im3m)
a = 8.853(3) Å
b= 7.804(3) Å
c= 8.800(3) Å

Z = 4

a = 6.888(8) Å
Z = 2

Table 3.1: Lattice parameters of TRIS for phases I and II [78].

3.2.2 2-amino-2-methyl-1,3-propanediol (AMP)

AMP, the short for 2-amino-2-methyl-1,3-propanediol, is an organic compound

with chemical formula (NH2)(CH3)C(CH2OH)2 presenting a tetrahedral shape. It

is a neopentane derivative in which three methyls have been replaced by one amino

and two hydroxyl radicals as represented in Fig. 3.4.

Figure 3.4: AMP molecule in 3D. White, gray, red and blue stand for hydrogen,
carbon, oxygen and nitrogen atoms respectively [83, 84].

At the low-temperature (phase II), AMP is arranged in a monoclinic structure
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with Z = 4 (space group not reported in literature) where molecules present fixed

orientations. Upon heating, at T II→I
t = 351 K molecules rearrange into an orienta-

tionally disordered bcc lattice with space group Im3̄m and Z = 2. Crystallographic

data are summarized in Table 3.2.

AMP is used in cosmetics manufacturing [85, 86], also as a buffer in a gel for

electrophoresis separation of peptides [87, 88].

Phase II (293 K) Phase I (358 K)

monoclinic bcc (Im3̄m)
a = 8.62 Å
b = 11.00 Å
c = 6.10Å
β = 93.53 ◦

Z = 4

a = 6.76(2) Å
Z = 2

Table 3.2: Lattice parameters of AMP at solid and plastic phases [89].

3.2.3 Pentaglycerine (PG)

The plastic crystal PG stands for 2-hydroxymethyl-2-methyl-1,3-propanediol

(or pentaglycerine) with a chemical formula of (CH3)C(CH2OH)3 and a molecule

with tetrahedral shape. It is synthesized by means of replacing three neopen-

tane methyl groups by hydroxymethyl groups (Fig. 3.5). At phase II, the low-

temperature stable phase, PG is arranged as an ordered body-centered tetragonal

lattice with space group I4̄ and two molecules per unit cell (Z = 2). Upon heating,

at T II→I
t = 375.5 K it displays a first-order phase transition towards an orienta-

tionally disordered fcc structure with Fm3̄m space group and four molecules per

unit cell (Z = 4).

In phase II, PG molecules are ordered in layers perpendicular to the c axis

which are strongly linked by means of hydrogen bonds. Contrary, layers are weakly

interconnected by means of van der Waals forces [78, 91]. Upon increasing temper-

ature the perpendicular planes to [001] increase their distance gradually transform-

ing into the plastic phase. In Table 3.3 the crystallographic data is summarized.

PG it is mainly used in industry for the manufacturing of coats, varnishes and
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Figure 3.5: PG molecules in 3D, where white, grey and red stand for hydrogen,
carbon and oxygen atoms respectively [90].

polyester resins among others [92, 93].

Phase II (298 K) Phase I (363 K)

tetragonal (I4̄) fcc (Fm3̄m)
a = 6.052(2) Å
c = 8.872(3) Å

Z = 2

a = 8.876(8) Å
Z = 4

Table 3.3: Lattice parameters of PG at solid and plastic phases [83].

3.2.4 Neopentyl alcohol (NPA)

NPA is a plastic crystal with chemical formula (CH3)3C(CH2OH) also known

as neopentyl alcohol (2,2-dimethyl-1-propanol). It is synthesized by means of re-

placing one methyl group by an hydroxyl radical (Fig. 3.6) in neopentane. In the

low-temperature phase (phase II), NPA presents an orientationally ordered triclinic

lattice with four molecules per unit cell (Z = 4). Upon heating, at T II→I
t = 235.4 K,

it exhibits a first-order phase transition where phase II evolves towards an orien-

tationally disordered fcc structure with Fm3̄m space group and four molecules

per unit cell (Z = 4). In Table 3.4 the crystallographic data for both high and

low-temperature phases are summarized. NPA is a compound widely used for

pharmaceutical purposes [94].

3.2.5 Neopentylglycol (NPG)

NPG with chemical formula (CH3)2 C (CH2OH)2 is a plastic crystal also re-

ferred to as neopentylglycol (2,2-dimethylpropane-1,3-diol). It is a direct deriva-
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Figure 3.6: NPA molecules in 3D, where white, gray and red correspond to hydro-
gen, carbon and oxygen atoms respectively [95].

Phase II (233.3 K) Phase I (293 K)

triclinic (Unknown) fcc (Fm3̄m)
a = 10.304(10) Å α = 90.14(6)◦

a = 8.815 Åb = 10.418(9) Å β = 99.51(3)◦

c = 11.398(12) Å γ = 107.08(6)◦

Z = 7 Z = 4

Table 3.4: Crystallographic parameters of NPA [96].

tive from neopentane where two methyl groups have been substituted for two

hydroxymethyl groups (Fig. 3.7). At room temperature, NPG presents a com-

pletely ordered phase II where the crystal is arranged in a monoclinic structure

with P21/c space group and four molecules per unit cell (Z = 4). Upon heating,

at T II→I
t = 314 K, phase II evolves towards an orientatinoally disordered phase

where molecules form an fcc lattice with 4 molecules per unit cell (Z = 4) and

Fm3̄m space group. Further crystallographic information is summarized in Table

3.5. Additionally, NPG has a wide use as an additive in paints, lubricants and

cosmetics [97–99].

Figure 3.7: NPG molecule in 3D where white, gray and red spheres stand for
hydrogen, carbon and oxygen atoms respectively [100].
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Phase II (310 K) Phase I (320 K)

monoclinic (P21/c) fcc (Fm3̄m)
a = 5.9820(7) Å

a = 8.8293(4) Åb = 10.9125(12) Å
c = 10.8444(9) Å
β = 113.168(9)◦

Z = 4 Z = 4

Table 3.5: Crystallographic parameters of NPG [28].

3.3 Adamantane derivatives

Adamantane is an hydrocarbon with chemical formula C10H16 which is com-

posed by three cyclohexane rings providing the molecule a cage-like structure (Fig.

3.8). The crystal structure at room temperature is present as a fcc with Z = 4 [101].

In this work, the barocaloric effects of 1- and 2- adamantanol will be reported,

which consist in adamantane derivatives where an hydrogen atom has been re-

spectively replaced by a -OH in the tertiary carbon and the secondary carbon in

position 2 according to the numeration system of Ref.[102]. Adamantane and some

derivatives present medical applications such as in prophylaxis, as an antiviral and

for Parkinson treatment [103–105].

Figure 3.8: Adamantane molecule in 3D. White and black spheres represent carbon
and hydrogen atoms respectively [106].
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3.3.1 1-adamantanol

As aforementioned, 1-adamantanol (hereafter refered to as 1-ada-ol), also

named 1-hydroxyadamantane is an adamantane derivative with chemical formula

C10H16O (Fig. 3.9a). This molecule presents a cage structure where the vertices

positions are occupied by carbon atoms. At room temperature, phase II of 1-ada-

ol presents an orientationally ordered tetragonal lattice with space group P42/n

and eight molecules per unit cell (Z = 8). According to [107], this phase II in

fact presents certain disorder in the hydrogen bonding between hydroxyls. Upon

heating, at T II→I
t = 362 K, it exhibits a first-order phase transition towards an ori-

entationally disordered cubic structure with F43c space group and four molecules

per unit cell (Z = 4). In Table 3.6 the crystallographic data at both high and

low-temperature phases are summarized.

(a) (b)

Figure 3.9: 3D structure of (a) 1-ada-ol and (b) 2-ada-ol [108, 109]. Gray, white
and red spheres stand for carbon, hydrogen and oxygen atoms respectively.

Phase II (320 K) Phase I (420 K)

tetragonal (P42/n) fcc (F43c)
a = 15.888(9) Å
c = 6.881(5) Å

Z = 8

a = 9.800(2) Å
Z = 4

Table 3.6: Crystallographic parameters of 1-ada-ol. Data obtained by means of
XRD.
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3.3.2 2-adamantanol

The plastic crystal 2-adamantanol (hereafter refered to as 2-ada-ol), also named

as 2-hydroxyadamantane and with chemical formula C10H16O is synthesized by

replacing the hydrogen atom placed at position 2 of the adamantane molecule, by

a -OH (Fig. 3.9b). From room temperature up to the melting, 2-ada-ol presents 3

solid phases. The low-temperature solid-phase (phase III), is arranged in a triclinic

structure with Z = 6. Upon heating, we observe a first-order phase transition with

small latent heat of ∆HIII→II
t = 2.0 J g−1 [110]. Phase II presents an orienta-

tionally ordered monoclinic lattice with Z = 12. Upon further heating, 2-ada-ol

exhibits another first-order phase transition towards an orientationally disordered

cubic lattice with Z = 4 (space group F4̄3m) [111], and with enthalpy changes

of ∆HII→I
t = 24.6 J g−1. We decided to explore the barocaloric effects only in

the vicinity of II � I solid-solid phase transition since it presents higher values of

enthaphy change. In Table 3.7, 2-ada-ol crystallographic data are summarized.

Phase III
(325 K)

a = 11.657(4) Å
b = 11.668(5) Å
c = 11.664(5) Å

α = 81.243(3)◦

β = 70.541(3)◦

γ = 61.045(3)◦

triclinic Z = 6

Phase II
(387.2 K)

a = 11.797(2) Å
b = 20.426(3) Å
c = 11.816(2) Å

β = 109.598(6)◦ monoclinic Z = 12

Phase I
(396.4 K)

a = 9.667(2) Å
fcc Z = 4

(F4̄3m)

Table 3.7: Crystallographic parameters of 2-ada-ol. Data obtained by means of
XRD

3.4 Results

Powdered samples of TRIS (≤ 99.8 % purity), PG (99 %), NPA (99 %) and

2-ada-ol (97 %) were purchased from Sigma Aldrich, and AMP (≥ 99.5 %) and

1-ada-ol (99 %) from Fluka, and used as received.
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XRPD and DSC measurements

XRD measurements were performed in order to obtain the volume variation

with respect to temperature (Fig. 3.10). All the plastic crystals studied in this

thesis present positive transition volume changes upon heating, therefore conven-

tional barocaloric effects are expected. Heat capacity measurements at atmospheric

pressure are shown in Fig. 3.11 and summarized in Table 3.8.

DSC measurements were performed at different temperature rates (Fig. 3.12)

for TRIS, AMP, PG, NPA and NPG, and at Ṫ = 2 K min−1 for 1- and 2-ada-

ol. The T II→I
s remains approximately invariant while the T II→I

f increases with the

temperature rate. Additionally, thermal hysteresis slightly varies with temperature

rate. Notice that the exothermic transition of AMP is not observed. Nonetheless,

after cyclic implementation of temperature scans the endothermic transition is

noticed, therefore AMP must have conducted the I → II transformation at some

point although it is not observed in DSC scans. Hysteresis values of ∼ 73 K,∼ 12 K,

∼ 25 K, ∼ 13 K, ∼ 11 K, ∼ 0.5 K are observed for TRIS, PG, NPA, NPG, 1- and

2-ada-ol at Ṫ = 2 K min−1, respectively.

High-pressure DTA measurements

High-pressure DTA (HP-DTA) measurements were performed with the high-

pressure calorimeter A for TRIS, AMP, PG, 1- and 2-ada-ol, and with calorimeter

B for NPA and NPG (Fig. 3.13). In this case, HP-DTA measurements for AMP

show the cooling transition peaks.

The phase diagrams are derived from the high-pressure calorimetric peaks (Fig.

3.14). Considering hysteresis and values of dTt
dp obtained from the phase diagrams,

reversibility can be evaluated. In this case, the large value of thermal hysteresis

from TRIS and APM make them useless for barocaloric applications.

From peak integration, values of enthalpy and entropy changes at the transition

are obtained (Fig. 3.15 and 3.16). As expected from volume measurements, TRIS,

AMP and PG have small pressure dependence of enthalpy and entropy changes

at the transition, while values for NPA, NPG, 1- and 2-ada-ol considerably decay



56 3. PLASTIC CRYSTALS

V
/Z

 (Å
3 )

(a)
TRIS

(b)
AMP

V
/Z

 (Å
3 )

(c)
PG

(d)
NPA

V
/Z

 (Å
3 )

(e)
NPG

T (K)

(f)
1-ada-ol

V
/Z

 (Å
3 )

T (K)

(g)
2-ada-ol

Figure 3.10: Unit cell volume evolution in temperature of TRIS[80], AMP [112], PG
(computed from [113]), NPA (computed from [114]), NPG, 1-ada-ol and 2-ada-ol.
Red, black and blue stand for phases I, II and III respectively.
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Compound Phase
Cp

J K−1 g−1
(∂V/∂T )p

Å3 K−1
(∂V/∂T )p

cm3 g−1 K−1

TRIS I 3.2± 0.3 (426 K) 0.09± 0.01 (4.5± 0.5)× 10−4

II 1.9± 0.2 (393 K) 0.012± 0.001 (5.9± 0.5)× 10−5

AMP I 2.6± 0.3 (352 K) 0.035 2.0× 10−4

II 1.9± 0.2 (343 K) 0.016± 0.003 (9.0± 2.0)× 10−5

PG I 2.7± 0.3 (382 K) 0.061± 0.007 (3.1± 0.4)× 10−4

II 2.0± 0.2 (352 K) 0.012± 0.002 (6.0± 1.0)× 10−5

NPA I 1.9± 0.2 (246 K) 0.086± 0.003 (5.8± 0.2)× 10−4

II 1.4± 0.2 (204 K) 0.058± 0.002 (3.9± 0.2)× 10−4

NPG I 2.6± 0.3 (343 K) 0.067± 0.002 (3.8± 0.4)× 10−4

II 1.9± 0.2 (313 K) 0.0031± 0.001 (1.8± 0.6)× 10−5

1-ada-ol I 2.2± 0.3 (377 K) 0.083± 0.003 (3.2± 0.2)× 10−4

II 1.5± 0.2 (340 K) 0.041± 0.001 (1.6± 0.1)× 10−4

2-ada-ol I 2.4± 0.3 (400 K) 0.112± 0.001 (4.4± 0.1)× 10−4

II 1.9± 0.2 (350 K) 0.078± 0.003 (3.1± 0.2)× 10−4

Table 3.8: Heat capacity and volume variation with respect to temperature for
phases II and I. Heat capacity measurements for TRIS, AMP, PG, NPA and 2-
ada-ol have been obtained from Refs. [80, 111, 115–117].
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Figure 3.13: DTA measurements under isobaric conditions upon heating and cool-
ing (endothermic and exothermic peaks respectively) after baseline subtraction.
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upon applying pressure (Table 3.9).

Contributions to the ∆St

Recall that for these compounds the entropy changes at the phase transition

have two different contributions: ∆St = ∆Se
t + ∆Sc

t , where the first term corre-

sponds to the lattice distortions, and the second term refers to the conformational

entropy changes as described in Chapter 1. The elastic constants for plastic crys-

tals are not available in literature. For this reason, we first estimated ∆Se
t for PG

using the elastic constants with respect to temperature for plastic crystal C60.

Therefore, considering that ∂K
∂T ∼ −3.8× 107 GPa K−1, ∂C′

∂T ∼ −4.7× 106 GPa K−1

and ∂C44

∂T ∼ −2.0 × 107 GPa K−1 [118], and the symmetry strains e1 = −0.046,

e3 = 0.032 and e2 = e4 = e5 = e6 = 0 [119], the deviatoric contribution yields

∆Sd
II→I ≃ 4 J K−1 kg−1, which is negligible with respect to the volumic contribu-

tion of ∆SV
II→I ≃ 67 J K−1 kg−1.

For the remaining materials, the deviatoric contribution will be equally not

considered. All the studied compounds undergo a reconstructive phase transition,

which difficults this last analysis. However, the strain contribution has been com-

puted only for PG since it shows a more direct relationship between structures of

phases II and I. Therefore, only the volumic contribution will be of interest.

As introduced in Chapter 1.2, the volume contribution is approximated as

∆SV
t ∼ ⟨α/β⟩∆Vt, where α and β correspond to the thermal expansion and

isothermal compressibility respectively, which are obtained by means of dilatom-

etry and XRD [79, 114]. In Table 3.9 the ∆SV
t contribution for all materials is

presented (except for 1- and 2-ada-ol, since no data has been obtained). It is ob-

served that these results remain well below the total amount of entropy changes

at the transition, entailing that the largest part of the entropy emerges from the

orientational disordering.

The entropy changes due to conformational disorder can be determined as

∆Sc
t = RM−1 ln (NI/NII), where the number of configurations at the low-

temperature phase can be approximated to NII = 1, since the hydrogen bonding

do not permits disorder in most of the cases. At the high-temperature phase, com-
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pounds presenting a fcc lattice show 10 possible orientations (PG, NPA, NPG),

while the bcc lattice allows 6 possible orientations (AMP and TRIS) [120]. Addi-

tionally, for each orientation they present 11, 9, 11, 3 and 6 conformations, which

yield a total number of configurations of NI = 110, NI = 54, NI = 66, NI = 30

and NI = 60 for PG, AMP, TRIS, NPA and NPG respectively. For NPG, the

total amount of transition entropy changes of ∆St ∼ 390 J K−1 kg−1 derived

from the volume and conformational disorder agrees with the experimental val-

ues reported from DSC. Nonetheless, predicted values of ∆St ∼ 325 J K−1 kg−1,

∆St ∼ 287 J K−1kg−1 and ∆St ∼ 315 J K−1 kg−1 for PG, TRIS and AMP are ap-

proximately 50 % underestimated. In these cases, additional conformations could

take place. Therefore, higher values of ∆Sc
t are expected. In turn, NPA shows over-

estimated transition entropy values of ∆St ∼ 321 J K−1 kg−1, ∼ 60% above the

experimental value, and could be explained by an overestimation of the disorder

conformations. Evaluation of 1- and 2-ada-ol entropy contributions has not been

conducted yet.

Barocaloric effects

According to equation 1.27, as volume measurements present a linear tendency

with temperature for all compounds (as seen in Fig. 3.10), the heat capacity is con-

sidered non-pressure dependent. Therefore, atmospheric pressure measurements

can be employed for the high entropy curves construction. After the application of

the quasi-direct and indirect method, the isobaric entropy curves are constructed

(Fig. 3.17). From these results, the barocaloric effects are directly computed after

the first application and removal of pressure by means of entropy curves sub-

traction (Fig. 3.18 and 3.19). As expected, outstanding values of non-reversible

barocaloric effects are obtained even under considerably low pressure changes. For

instance, values of isothermal entropy changes of |∆S| ∼ 400 J K−1 kg−1 are de-

rived for TRIS, NPA and NPG after pressure changes of 2.0 kbar. In fact, AMP

yields the highest values of |∆S| = 650±70 J K−1 kg−1, and 1- and 2-ada-ol achieve

results of |∆S| = 280 ± 30 J K−1 kg−1 and |∆S| = 130 ± 20 J K −1kg−1, respec-

tively. On the other hand, with the same pressure changes of 2.0 kbar, values of
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Figure 3.14: T -p diagram, where read and blue circles represent heating and cooling
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stand for linear regressions, and purple dashed lines show the pressure from which
reversibility is obtained.
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Figure 3.15: Latent heat measurements under isobaric conditions. Red and blue
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adiabatic temperature changes above |∆T | ∼ 10 K are obtained for TRIS, AMP,

PG and 2-ada-ol, respectively. For 1-ada-ol, NPG and NPA the outstanding values

of |∆T | = 20± 2 K, |∆T | = 27± 3 K and |∆T | = 35± 4 K are derived. In Table

3.10, the BCEs computed by means of isothermal paths out of the phase transition,

following equation 1.25 (method 1), are presented. At phase I, the ∆S(patm → p)

is also computed by means of isothermal subtraction of isobaric entropy curves

(method 2).

Thereafter, the reversible barocaloric effects are computed for PG, NPA, NPG,

1- and 2-ada-ol (Fig. 3.20). More precisely, the reversible values of isothermal

entropy changes are determined by means of the overlapping of the non-reversible

results from Fig. 3.18. Notice that PG and 2-ada-ol reach reversible values after

pressure changes of 0.5 kbar, resulting in |∆Srev| = 430 ± 50 J K−1 kg−1 and

|∆Srev| = 120 ± 20 J K−1 kg−1, respectively, and adiabatic temperature changes

of |∆Trev| ∼ 6 K for both compounds. 1-ada-ol presents reversible values after

pressure changes of 1.6 kbar, and yields barocaloric effects of |∆Srev| = 255 ±

30 J K−1 kg−1 and |∆Trev| = 8±1 K at pressure changes of 2.0 kbar. Finally, NPA

and NPG show reversibility under pressure changes of 2.5 kbar, and also yield

giant reversible isothermal entropy changes of |∆Srev| = 335± 40 J K−1 kg−1 and

|∆Srev| = 320 ± 40 J K−1 kg−1 and adiabatic temperature changes of |∆Trev| =

12± 2 K and |∆Trev| = 7± 1 K respectively.
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Compound
p

kbar
∆SII (patm → p1)

J K−1 kg−1
∆SI (patm → p1)

a

J K−1 kg−1
∆SI (patm → p1)

b

J K−1 kg−1

TRIS

1.1 48± 6 6± 1 20± 20

1.6 72± 8 10± 1 30± 20

2.1 90± 10 12± 1 40± 20

2.5 110± 20 15± 2 30± 20

AMP

1.0 9± 2 20.3 30± 20

1.5 14± 3 29.8 50± 20

2.0 18± 4 39.5 60± 20

2.4 22± 5 47.2 60± 20

PG

1.0 6± 1 32± 4 20± 10

1.5 9± 2 48± 6 40± 10

2.0 12± 2 63± 8 40± 10

2.5 15± 3 80± 10 50± 10

NPA

0.8 32± 2 48± 2 20± 10

1.7 67± 4 100± 4 10± 10

3.3 130± 7 193± 7 140± 20

5.1 200± 20 300± 20 300± 20

NPG

0.9 2± 1 34± 2 30± 20

1.9 4± 1 73± 4 70± 20

2.9 5± 2 111± 6 120± 20

5.1 9± 3 200± 20 200± 20

1-ada-ol

0.5 9± 1 18± 1 40± 10

1.0 17± 1 34± 2 70± 10

1.6 27± 2 54± 4 110± 20

2.6 42± 3 84± 6 160± 20

2-ada-ol

0.6 19± 2 28± 1 23± 4

1.1 34± 3 49± 1 48± 5

1.6 50± 4 71± 2 68± 6

2.6 81± 6 115± 3 105± 8

Table 3.10: Comparison between method 1a and method 2b for computed high-
and low-temperature ∆SII/I for heating measurements.



Chapter 4

HYBRID

ORGANIC-INORGANIC

PEROVSKITES

[TMA](Mn(N3)3) AND

[TMA]2(NaFe(N3)6)

4.1 Introduction

The term perovskite originally refers to the calcium titanate CaTiO3, a com-

pound first discovered by Gustav Rose in Ural mounts and named after the min-

eralogist Lev Perovski [121]. The same term is however now used to refer to other

compounds presenting similar crystal structure as CaTiO3 and chemical formula

of ABX3 (Fig. 4.1). In perovskites, positions A and B are occupied by monovalent

and divalent metal cations, respectively (where B usually presents smaller radii)

whereas the X-site corresponds to a monovalent anion. More precisely, cations at B



74 4. HOIPs [TMA](Mn(N3)3) and [TMA]2(NaFe(N3)6)

are surrounded with six nearest neighbors (X anions) to form an octahedron, while

the A cations occupy the center positions in-between these octahedra [122]. Per-

ovskites present diverse chemical composition entailing important physical proper-

ties with industrial applications [123]. Nonetheless, the interest in discovering and

exploiting new properties led to the synthesis of Hybrid Organic-Inorganic Per-

ovskites (HOIPs). In HOIPs, the A-site is occupied by monovalent organic groups

such as [TMA] = [−(CH3)4N], [TrMA] = [−(CH3)3NH], [MA] = [−(CH3)NH3],

[FA] = [−CH(NH2)2] and many other (mostly amine cations). Additionally, X po-

sitions may correspond to monoatomic, biatomic and multiatomic groups with

monovalent charge. At this point, the composition of the X-site anion can give rise

to several families of HOIPs, such as halides (X = Cl−,Br−, I−), azides (X = N−
3 ),

cyanides (X = CN−), dicynametallites (X = [Ag(CN)2]
−, [Au(CN)2]

−), hypophos-

phites (X = H2PO−
2 ), borohydrates (X = BH−

4 ) and formates1 (X = HCOO−)

[124].

The chemical variability of HOIPs leads to many outstanding properties, such

as magnetism [125, 126] and ferroelasticity [125, 127] among many others. These

properties find their applications in industry in sensors [128], in gas storage ap-

plications [129] and in catalyst electrodes [130]. Additionally, HOIPs have been

extensively exploited in photovoltaic cells due to their remarkable optical and

electrical features [122, 131–133]. Recently, their efficiencies have considerably im-

proved to values up to 25% which are comparable to those commonly achieved with

GaAs around 29% [122, 134]. The barocaloric performance has newly been added

as a potential application. High latent heats have been observed in the solid-solid

first-order phase transition, which are mainly triggered by order-disorder changes.

Among the HOIPs family, azide perovkistes present some of the highest values

of transition entropy changes near room temperature (Fig. 4.2). For this reason,

in this thesis the barocaloric capabilities of two azide perovskite compounds are

further explored.

1Formate HOIPs (i.e. organic groups in the X-site), give rise to a particular perovskite family
named Metal-Organic perovskite.
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Figure 4.1: CaTiO3 perovskite structure.

Figure 4.2: Upper and lower panels stand for the transition entropy changes and
transition temperature with respect to dTt/dp respectively. Modified from [135].
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4.2 [TMA](Mn(N3)3) and [TMA]2(NaFe(N3)6)

The BCEs in [TMA](Mn(N3)3) and [TMA]2(NaFe(N3)6) azide perovskites have

been calculated. These compounds are also referred to as simple and double per-

ovskites for simplicity. The simple compound has the structure ABX3, where

A = [TMA]+, B = Mn+2 and X = N−
3 . Contrary, the double perovskite is ar-

ranged as A2B’B”X6 where the A and X-sites correspond to [TMA]+ and N−
3

respectively (as in the case of the simple perovskite), and the inorganic positions

are occupied by B’ = Na+ and B” = Fe+3.

For both compounds, a solid-solid first-order phase transition near room tem-

perature is observed. In the high temperature phase, both of them present a cubic

lattice with configurational disorder in both [TMA]+ cations and azide linkers. The

phase transition consists in a cooperative rotation of the [Mn(N3)3]
− octahedrons

accompanied with center shifts of [TMA]+ cations and N−
3 bridging ligands. They

also change their configuration to fixed positions giving rise to order emergence.

An exemplification is displayed in Fig. 4.3a for the case of the simple perovskite

compound. During the endothermic phase transition an anisotropic volume change

is observed. The unit cell parameters a and c expand while b contracts. This neg-

ative thermal expansion behavior for the b parameter can be explained as a result

of the hydrogen bonding between [TMA]+ cations and N−
3 bridges. As tempera-

ture increases this bridging becomes weaker, also reinforcing nitrogen links which

result in a shrinkage of the bond distance [136]. The crystallographic data for both

compounds are summarized in Table 4.3.

4.3 Results

Powdered samples of [TMA](Mn(N)3)3 and [TMA]2(NaFe(N)3)6 have been

synthesized in Huazhong University (China)2, and used as received. XRD mea-

surements were also performed in Huazhong University (data from Table 4.1), from

which the unit cell volume evolution (V/Z) with respect to T was obtained [Fig.
2School of Physics, Huazhong University of Science and Technology, Wuhan 430074, Republic

of China
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Figure 4.3: (a) Dynamics for the solid-solid phase transition for the simple per-
ovskite. Panels (b) and (c) represent the lattice structures for the simple and double
perovskite compounds, where down and up lattices stand for the low- and high-
temperature phases, respectively. For the high-temperature phase lattice, multiple
positions account for atomic disorder. Modified from [136]

Compound Phase II Phase I

SP
a = 6.189 Å
b = 13.173 Å
c = 6.284 Å

monoclinic
(P21/m)

Z = 2
a = 6.451 Å

sc
(Pm3̄m)
Z = 1

DP a = 12.796 Å
fcc

(Fm3̄m)
Z = 4

a = 13.034 Å
sc

(Pa3̄)
Z = 4

Table 4.1: Crystallographic data of simple (SP) and double perovskites (DP).
Measurements for the simple perovskite were taken at T = 173 K and T = 333 K
for phases II and I, respectively, and at T = 150 K and T = 333 K for the double
perovskite.
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4.4(a,b)]. Both compounds present positive transition volume changes through

the endothermic phase transition, that according to the Clausius-Clapeyron equa-

tion, entail a conventional barocaloric behavior (dT
dp > 0). For phases II and I,

positive
(
∂V
∂T

)
p

values have been determined by means of data linear fits. Stan-

dard and modulated DSC measurements have been performed in order to obtain

the enthalpy change and heat capacity data at patm, respectively [Fig. 4.4(c-f)].

Conventional calorimetry has been performed at |Ṫ | = 5 K min−1, and yields re-

markable transition entropy changes of ∼ 80 J K−1 kg−1 and ∼ 100 J K−1 kg−1

along with hysteresis values of ∼ 3.8 K and ∼ 1.3 K for the [TMA](Mn(N)3)3

and [TMA]2(NaFe(N)3)6, respectively. In Table 4.2 data for the heat capacity and(
∂V
∂T

)
p

are summarized for both perovskites in phases II and I.

Compound Phase
Cp

J K−1 g−1
(∂V/∂T )p

Å3 K−1
(∂V/∂T )p

cm3 kg−1 K−1

SP I 1.7± 0.2 (313.0 K) 0.045± 0.004 0.11± 0.01

II 1.7± 0.2 (304.2 K) 0.039± 0.008 0.09± 0.02

DP I 1.3± 0.2 (308.2 K) 0.079± 0.003 0.099± 0.004

II 1.6± 0.2 (302.8 K) 0.125± 0.012 0.16± 0.02

Table 4.2: Heat capacity and volume variation with respect temperature of both
phases I and II, respectively. Compounds SP and DP correspond to simple and
double perovskites, respectively.

Variable-pressure DTA measurements have been performed with the high-

pressure calorimeters B and C for the simple and double perovskites, respectively

(Fig. 4.5a and 4.5b). As expected, the transition temperature evolves towards

higher values upon applying pressure for both of them. From the calorimetric

peaks the phase diagram is directly obtained [Fig. 4.5(c,d)], with remarkable val-

ues of dTt
dp above 10 K kbar−1. From peak integration, the transition enthalpy and

entropy changes are derived [Fig. 4.5(e-f) and 4.5(g-h)]. As observed, changes at

the transition for both compounds decrease under higher applied pressures. It

should be pointed out that the pressure dependence for the double perovskite is

approximately 3 times that from the simple perovskite compound. In Table 4.3,

data derived from the phase transition are summarized.



4.3 Results 79

(a) SP

(c) SP

(b) DP

V/
Z 

(Å
3 )

C
p(

J K
-1

kg
-1

)

(f) DP

(d) DP

(e) SP

dq
/|d
T|

 (J
 K

-1
 k

g-1
)

T (K) T (K)

Figure 4.4: Unit cell volume (a,b), heat capacity (c,d) and heat flow measurements
(e,f) with respect to temperature are displayed. Left and right columns correspond
to simple (SP) and double perovskites (SP), respectively.
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Figure 4.5: DTA measurements under pressure with respect to temperature at
the quoted pressures (a,b) and start transition temperature (c,d), latent heat (e,f)
and transition entropy change (g,h) with respect to pressure are displayed. Left
and right columns show simple (SP) and double perovskite (DP) measurements,
respectively. Blue and red dots correspond to heating and cooling runs.

For these compounds the transition entropy change emerges from the config-

urational and volumetric contributions: ∆St = ∆Sc
t +∆SV

t . More precisely, ∆St

mainly comes from the order-disorder change through the phase transformation.

In the case of the simple perovskite, the ratio of the high- and low-temperature
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configurations is NI/NII∼12 [136]. Therefore, the configurational part of the tran-

sition entropy change is determined as ∆Sc
t = R

M ln(NI/NII) ∼ 81 J K−1 kg−1,

which highly agrees with the experimental result of ∆St = 80 ± 1 J K−1 kg−1

determined by means of DSC. Within the same line of reasoning, for the double

compound the order-disorder ratio NI/NII ∼ 525 has been determined form DSC

measurements [137] assuming that the configurational entropy change accounts

for the full transition entropy change. The resulting configurational contribution

of ∆St = 111.5 J K−1 kg−1, lays slightly above with respect to our experimental

DSC value of ∆St = 97± 1 J K−1 kg−1 [137]. The volume contribution can not be

evaluated since no data of the isothermal compressibility β is available. Nonethe-

less, the configurational contribution itself already suggests its main contribution

in the first-order phase transition.

Quasi-direct and indirect methods have been applied in order to compute the

isobaric entropy curves upon heating and cooling runs [Fig. 4.6(a,b) and Fig.

4.7(a,b) for the simple and double perovskites, respectively]. Note that since

V (T )/Z is a linear function of T , according to equation 1.27 it can be also as-

sumed that ∂Cp

∂p ∼0. Therefore, the atmospheric pressure measurement of Cp can

also be used to construct the isobaric entropy curves at higher pressures, where the

entropy value at the reference temperature T0 is adjusted following an isothermal

path as defined in equation 1.25. At this point, the BCEs in the high-temperature

phase can be determined from the isobaric entropy curves subtract, or also using

the last mentioned equation 1.25 (method 1 and 2, respectively). In Table 4.4,

method 1 and 2 are put into comparison, where a strong discrepancy is observed

for high-pressure changes, especially for compound [TMA]2(NaFe(N)3)6. This er-

ror may be associated with the calorimeter calibration, which in turn induces error

in the experimental measurement of Cp, and the error associated with the volume

measurement from which
(
∂V
∂T

)
p

is derived. Nonetheless, this error does not affect

much the BC results.

By means of curves subtraction, the ∆S(T, patm � p) and ∆T (S, patm � p)

upon the first application and removal of pressure have been determined. Out-

standing values of |∆S| = 110±20 J K−1 kg−1 and |∆S| = 150±20 J K−1 kg−1 are
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obtained for the simple and double perovskite, respectively, after pressure changes

of 2.5 kbar. Additionally, |∆T | = 20± 2 K and |∆T | = 30± 3 K are also achieved

under the same applied pressure. It is also worth noting that under the minimum

pressure changes of 0.5 kbar, remarkable barocaloric effects are already deter-

mined, reaching values of |∆S| = 80± 8 J K−1 kg−1 and |∆T | = 5± 1 K for both

compounds [Fig. 4.6(c,d) and 4.7(c,d)]. As observed in the phase diagram, both

materials are fully reversible since small values of hysteresis have been determined.

At this point, the barocaloric effects under cyclic pressure changes have been com-

puted. Due to the aforementioned small hysteresis values, the reversible and non-

reversible results of the barocaloric effects are approximately the same for both of

them. Values of |∆Srev| = 100± 10 J K−1 kg−1 and |∆Srev| = 130± 20 J K−1 kg−1

have been obtained, and adiabatic temperature changes of |∆Trev| = 15 ± 2 K

and |∆Srec| = 25 ± 3 K for the simple and double perovskite, respectively, upon

pressure changes of 2.5 kbar [Fig. 4.6(e,f) and 4.7(e,f)].

Compound
p

kbar
∆SII (patm → p1)

J K−1 kg−1
∆SI (patm → p1)

a

J K−1 kg−1
∆SI (patm → p1)

b

J K−1 kg−1

SP

1.0 9± 2 11± 1 15± 8

1.9 18± 4 21± 2 19± 9

2.9 27± 6 31± 3 20± 10

4.0 37± 8 43± 4 30± 10

DP

0.9 15± 2 9.4± 0.4 20± 10

1.6 25± 3 15.5± 0.6 50± 10

2.0 32± 4 20.5± 0.8 50± 10

2.5 39± 5 24± 1 70± 10

Table 4.4: Comparison between method 1a and method 2b for computing high-
and low-temperature ∆SII/I for heating measurements. SP and DP refer to the
simple and double perovskites respectively.
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Figure 4.6: Panels (a) and (b) display the isobaric entropy curves for the simple
perovskite [TMA](Mn(N)3)3 upon heating and cooling respectively, which derive
the irreversible (c) and reversible isothermal entropy changes (d), and irreversible
(e) and reversible adiabatic temperature changes (f) upon applying and removing
pressure.
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Figure 4.7: Panels (a) and (b) display the isobaric entropy curves for the dou-
ble perovskite [TMA]2(NaFe(N)3)6 upon heating and cooling respectively, which
derive the irreversible (c) and reversible isothermal entropy changes (d), and irre-
versible (e) and reversible adiabatic temperature changes (f) upon applying and
removing pressure.
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Chapter 5

MAGNETIC ALLOYS

5.1 Introduction

Magnetic alloys are composed by different metallic elements in which at least

one of them presents non-null magnetic moment. By means of tuning its composi-

tion and concentration, some of its physical properties can be modified resulting in

advantageous applications. For instance, magnetic alloys are found in many areas

of electronics, telecommunications, power converters (transformers and inductors),

etc.

One of these remarkable properties is the magnetocaloric effect (MC), which

in fact was first observed in iron by Warburg [138]. The MC effect arises when

the application and removal of magnetic field through a magnetic alloy induces

changes in entropy and temperature. Analogously to the BC effects, MC effects

are enhanced at the vicinity of a magnetic transition, since higher magnetization

changes also derive larger MC effects1. Nonetheless, pure ferromagnetic transitions

are second-order, and the gradual magnetization change does not allow for remark-

able MC performances [139]. For this reason, enhanced MC effects are observed in

1The isothermal entropy changes derived after the application of magnetic field (H) are

∆S(T,H0 → H1) =

∫ H1

H0

(
∂M(T,H)

∂T

)
H

dH,

where M is the magnetization, and H0 and H1 stand for the initial and final magnetic fields.
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first-order magnetic transitions, which also entail coupling between magnetic and

lattice degrees of freedom.

This coupling between magnetism and structure can be understood from a

microscopic point of view. When a magnetic field is applied, the crystallographic

structure associated with the higher magnetization is favored, therefore, a phase

transition is induced from the low magnetization towards the higher magnetization

phase. For this to happen, a change in magnetization between both phases is

imperative, which according to the Clausius-Clapeyron equation is associated with

the transition entropy change as µ0dT
dH = −∆Mt

∆St
[140].

Many magnetic materials undergo athermal solid-solid phase transitions by

which the transformation is not triggered by thermal fluctuations, and the system

evolves in a diffusionless cooperative way [141]. In this kind of transitions the

whole transformation is not triggered only at Tt (not isothermal transition), but

instead, the whole temperature transition range needs to be overcome. Because of

this, invariant hysteresis and calorimetry peak width with respect to temperature

rate are expected.

In this thesis four magnetic alloys are studied. All of them are alloys based

in Mn, which is the main element providing magnetic moment. The BC effects

of these magnetic alloys are studied, which are expected to compete with other

reported giant MC and eC effects [139, 142].

5.2 MnCoGeB0.03

MnCoGeB0.03 is a magnetic alloy based on MnCoGe and subsequently doped

with boron. According to Trung et.al. [143], the boron doping allows to tune hys-

teresis and TC (i.e. the Curie temperature) among other parameters. In this thesis,

x = 0.03 is selected since at this boron concentration smaller hysteresis and TC

values result. In particular, TC is tuned to coincide with the structural trans-

formation. Consequently, at2 T II→I
t = 292 K it undergoes a magnetostructural

2Martensitic transitions, due to their non isothermal condition, are characterized by start and
finish transition temperatures. When inducing the transformation upon heating, start and finish
austenite transition temperatures are referred as As and Af, respectively. Likewise, upon cooling,
start and finish martensite transition temperatures are accordingly named Ms and Mf.
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martensitic phase transition from a ferromagnetic (FM) low-temperature phase

where atoms are arranged in an orthorhombic lattice (TiNiSi-type, space group

Pnma), to a high-temperature paramagnetic (PM) phase with hexagonal structure

(Ni2In -type, space group P63/mmc) [144] accompanied with negative transition

volume changes. Fig. 5.1 shows the crystal structure of phases II and I, whose

lattice parameters are summarized in Table 5.1.

Figure 5.1: Hexagonal (a) and orthorhombic (b) phases for a MnCoGe-based alloy.
Extracted from Ref. [145].

MnCoGe is a well known MC material [146–148]. Nonetheless, apart from the

low sensitivity of the Tt to the magnetic field, dTt
µ0dH

∼ 2 K T−1, the high volume

change observed at the magnetostructural phase transition (|∆Vt|/VI ∼ 4%) cause

the sample fragmentation, and consequently problems arise when designing MC

cooling devices [149].

Phase II (300 K) Phase I (350 K)

orthorhombic (Pnma) FM hexagonal (P63/mmc) PM
a =5.9321(7) Å
b = 3.8199(6) Å
c = 7.0561(7) Å

Z = 1

a = 4.0848(8) Å
c = 5.3044(7) Å

Z = 1

Table 5.1: Crystallographic parameters of MnCoGeB0.03 [150].
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Results

The sample was synthesized at the IPICYT3 and used as received. X-ray

diffraction measurements have been performed by the Chemistry Department and

the Maxwell Center also from University of Cambridge (consult Appendix B) in

order to compute the unit cell volume variation as a function of temperature (Fig.

5.2a). Negative transition volume changes are observed upon heating. Therefore,

according to the Clausius-Clapeyron equation, inverse BCEs are expected. Addi-

tionally, negligible values of
(
∂V
∂T

)
p

are derived out of the phase transition, which

may anticipate small variations of ∆Ht and ∆St under applied pressures.

Standard and modulated DSC scans have been carried out at patm (Fig. 5.2b

and 5.2c) in order to obtain calorimetry and heat capacity measurements (per-

formed at University of Cambridge4), respectively. Standard DSC has been per-

formed with temperature rate of |Ṫ | = 2 K min−1, and yield values of transition

entropy changes of ∼ 45 J K−1 kg−1 associated with hysteresis values of ∼ 10 K.

In Table 5.5 measurements of Cp and (∂V/∂T )p are summarized for phases I and

II, where the small value of (∂V/∂T )p define this alloy as a nearly invar material.

Figure 5.2: Unit cell volume (a), the heat capacity (b) and heat flow measurements
(c) as a function of temperature for MnCoGeB0.03. Red and blue lines stand for
heating and cooling runs, and red and black circles for phase I and II measure-
ments, respectively.

Variable-pressure DTA measurements have been carried out up to pressure

values of 6 kbar by means of calorimeter C (Fig. 5.3a). As predicted by V (T )/Z

measurements, the Tt evolves towards lower temperature values upon applying

pressure (Fig. 5.3b). More precisely, from the phase diagram, remarkable values
3Instituto Potosino de Investigación Científica y Tecnológica, Mexico
4Department of Materials Science, University of Cambridge, Cambridge CB3 0FS, UK
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Figure 5.3: High-pressure calorimetric curves (a) and phase diagram (b) for
MnCoGeB0.03 where red and blue circles stand for heating and cooling runs re-
spectively. Lines are fits of the data.

of dTt/dp ∼ 10 K kbar−1 are achieved. By means of peak integration, the pres-

sure dependence of latent heat and transition entropy changes are computed [Fig.

5.4(a,b)]. Also, in Table 5.6 additional data regarding the phase transformation is

summarized.
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Figure 5.4: Transition enthalpy changes (a) and transition entropy changes (b) as
a function of pressure for MnCoGeB0.03. Red and blue circles stand accordingly
for heating and cooling measurements. Lines are fits of the data.

The quasi-direct and indirect methods have been applied in order to construct

the isobaric entropy curves (Fig. 5.5). As
(
∂V
∂T

)
p
≈ 0, according to equation 1.27

the pressure dependence of the heat capacity is
(

∂Cp

∂p

)
T

≈ 0. Consequently, the

atmospheric pressure measurements of Cp can be employed to compute the high-

pressure isobaric entropy curves. Recall that the entropy value at the reference

temperature T0 is adjusted following an isothermal path as defined in equation
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Figure 5.5: Isobaric entropy curves upon heating (a) and cooling (b) where T0 =
200 K for MnCoGeB0.03.

By means of isobaric entropy curves subtraction, ∆S (T, patm � p) and

∆T (S, patm � p) upon the first application and removal of pressure have been

computed (Fig. 5.6). For instance, remarkable results of |∆S| = 35± 4 J K−1 kg−1

and |∆T | = 7 ± 1 K have been obtained upon pressure changes of 1.0 kbar.

Additionally, as observed in the phase diagram, MnCoGeB0.03 will present re-

versibility. Therefore, the BC effects driven upon the cyclic application and re-

moval of pressure are computed (Fig. 5.7), which render large values of |∆Srev| =

25± 3 J K−1 kg−1 and |∆Trev| = 6.5± 1 K upon pressure changes of 2 kbar.

Figure 5.6: Irreversible isothermal entropy changes (a) and adiabatic temperature
changes (b) under different pressure changes for MnCoGeB0.03.
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Figure 5.7: Reversible barocaloric effects of MnCoGeB0.03 at different pressure
changes.

5.3 Mn3NiN and Mn3(Zn0.45In0.55)N

Mn3NiN and Mn(Zn0.45In0.55)N will be presented in the same section due to

their equivalent magnetostructural phase transition. Both compounds are mag-

netic alloys which belong to the antiperovskite Mn-based family Mn3AN.

Upon heating, Mn3NiN experiences a magnetic isostructural transition with

negative volume changes. At both high- and low-temperature phases Mn3NiN is

arranged in a cubic lattice with Pm3̄m space group (crystallographic parameters

summarized in Table 5.2). Upon cooling from the high-temperature PM state, at5

T I→II
N = 257.5 K, a magnetovolumic phase transition occurs where the unit cell

volume abruptly increases and the magnetic dipoles reorder into an antiferromag-

netic (AFM) state. More precisely, Γ5g and Γ4g magnetic structures are observed

(Fig. 5.8). Both of them present an AFM disposition, where Γ4g has a component

out of plane which produces a non null magnetic moment. Upon further cooling,

the Mn magnetic dipoles reorient in the [111] plane, coming from a combination of

Γ4g and Γ5g magnetic structures to a dominant Γ5g one [151–154]. The reported

volume changes associated with the phase transition between PM � AFM phases,

exhibit |∆Vt|/VI ∼ 0.4% accompanied with a shrinkage of the lattice parameter

of |∆a| = (4.5± 0.5) 10−3Å3 [153], which is considerably small compared to those

obtained from other antiperovskite Mn-Ni materials, such as for the Mn3GaN with

5Note that the Néel temperature (TN) is analogous to TC but for AFM-PM transitions.
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results of |∆Vt|/VI ∼ 1 % [155]. In spite of the smaller volume changes, higher BC

effects are obtained.

Figure 5.8: (a) Γ5g and (b) Γ4g magnetic structures of Mn3NiN. Purple arrows
indicate the AFM alignment of the Mn magnetic dipoles. Additionally, in the Γ4g

phase, the out of plane component is shown with gray arrows. Extracted from Ref.
[152].

Phase II (220 K) Phase I (300 K)

cubic (Pm3̄m) AFM cubic (Pm3̄m) PM
a = 3.89062(3) Å

Z = 1
a = 3.88732(3) Å

Z = 1

Table 5.2: Lattice parameters of Mn3NiN [154].

Similarly to the aforementioned Mn3NiN, Mn3(Zn0.45In0.55)N presents an

equivalent magnetovolumic phase transition. The quaternary alloying allows to

tailor the magnetic transition temperature to occur near room temperature for

applications in refrigeration [156–158]. This is not the case of ternary alloys, which

are observed to have their transition temperature under room temperature [159].

Phase II (10 K) Phase I (315 K)

cubic (Pm3̄m) AFM cubic (Pm3̄m) PM
a = 3.9475 Åa

Z = 1
a = 3.94 Åb

Z = 1

Table 5.3: Lattice parameters for Mn3(Zn0.45In0.55)N, where a has been obtained
by neutron powder diffraction refinement (Imperial College) and b from dilatom-
etry.
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Mn3(Zn0.45In0.55)N presents a cubic lattice with Pm3̄m space group at all

temperatures (crystallographic data are summarized in Table 5.3). Upon cooling

at T I→II
N = 308 K it undergoes a magnetic transition with positive volume changes

of |∆Vt|/VI ∼ 1 %. Analogously to Mn3NiN, it presents a high-temperature PM

phase, where Mn magnetic moments rotate towards an AFM disposition ordered

as an Γ5g structure (Fig. 5.8a). The same magnetic structure is found for Mn3ZnN

[160] and Mn3InN [161], therefore also Γ5g structure is preserved after alloying.

Results

Samples were synthesized at Imperial College of London6 and used as received.

In order to compute the unit cell volume variation as a function of tempera-

ture, neutron powder diffraction (performed also by collaborators from Imperial

College6 at the HRPD beamline at the ISIS neutron source, UK), and dilatometry

have been carried out for Mn3NiN and Mn3(Zn0.45In0.55)N (Figs 5.9a and 5.9b),

respectively. As aforementioned, negative transition volume changes are observed

upon heating for both compounds, with also negligible
(
∂V
∂T

)
p

values out of the

phase transformation. Therefore, according to the Clausius-Clapeyron equation,

inverse BC effects are expected. It is important to highlight that for the specific

case of Mn3(Zn0.45In0.55)N, a pretransitional range were
(
∂V
∂T

)
p
> 0 is observed in

phase II. In the following lines the incorporation of this pretransitional effect on

the quasi-direct method is explained.

Standard and modulated DSC scans have been carried out at patm in order

to obtain calorimetry and heat capacity data7 [Figs 5.9(c,d) and 5.9(e,f), re-

spectively]. Standard DSC has been performed with temperature rates of |Ṫ | =

2 K min−1 and |Ṫ | = 5 K min−1 for Mn3(Zn0.45In0.55)N and Mn3NiN, respectively,

which yield values of |∆St| = 40±4 J K−1 kg−1 and |∆St| = 25±3 J K−1 kg−1 and

associated with hysteresis values of ∼8 K and ∼ 2 K. In Table 5.5 measurements

of Cp and (∂V/∂T )p are summarized for phases I and II.

6Department of Physics, Blackett Laboratory, Imperial College London, London SW7 2AZ,
United Kingdom

7Heat capacity measurements for Mn3(Zn0.45In0.55)N have also been performed at Imperial
College of London
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Figure 5.9: Unit cell volume (a,b), heat capacity variation (c,d), and heat flow
measurements (e,f) as a function of temperature accordingly for Mn3NiN and
Mn3(Zn0.45In0.55)N. Red and blue lines stand for heating and cooling scans and
black and red circles for phase II and I measurements, respectively.

Variable-pressure DTA measurements have been carried out up to pressure val-

ues of 6 kbar using calorimeter C [Figs 5.10(a,b)]. On the one side, as predicted by

∆Vt < 0, for Mn3(Zn0.45In0.55)N the Tt evolves towards lower temperature values

upon applying pressure. On the other side, for the case of Mn3NiN an anomaly is

observed. The measurement performed at patm agrees with the DSC experiments

upon heating and cooling runs. Nonetheless, upon heating scans, the transition

temperature seems to increase up to pressures of ∼ 2 kbar, while decreases again

for p > 2 kbar. Conversely, cooling runs present a regular inverse BC behavior. No

explanation for this unusual result has been obtained. Therefore, further analysis

is required for this material.

From the DTA measurements, the phase diagram is straightforward obtained

(Fig. 5.10c and 5.10d), and renders values of dTt/dp ∼ 3.0 K kbar−1 for Mn3NiN

(between 0−2.5 kbar) and dTt/dp ∼ 3.0 K kbar−1 for Mn3(Zn0.45In0.55)N. By

means of peak integration, the pressure dependence of latent heat and transition

entropy changes are computed (Fig. 5.11), which derive small pressure dependen-

cies for both of them. In Table 5.6 additional data regarding the phase transfor-
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Figure 5.10: High-pressure calorimetry (a,b) and phase diagram (c,d) for Mn3NiN
and Mn3(Zn0.45In0.55)N, respectively. Red and blue circles stand respectively for
heating and cooling measurements. Lines are fits of the data.
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mation are summarized.
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Figure 5.11: Transition enthalpy changes (a) and transition entropy changes (b) as
a function of pressure for Mn3NiN and Mn3(Zn0.45In0.55)N. Red and blue circles
represent heating and cooling measurements, respectively. Lines are fits of the
data.

The quasi-direct and indirect methods have been applied in order to construct

the isobaric entropy curves (Fig. 5.14 and Fig. 5.15). In the case of Mn3NiN, as(
∂V
∂T

)
p
≈ 0, according to equation 1.27, the pressure dependence of the heat ca-

pacity is
(

∂Cp

∂p

)
T

≈ 0. Consequently, the atmospheric pressure measurements of

Cp can be employed to compute the high-pressure isobaric entropy curves for this

alloy, where the entropy value at T0 is adjusted following equation 1.24. Nonethe-

less, as shown in Fig. 5.12, Mn3(Zn0.45In0.55)N displays a pretransitional region

for which
(

∂V
∂T

)
p
̸= 0. For this reason, in this case

(
∂Cp

∂p

)
T

̸= 0 and a special

treatment for the heat capacity must be implemented. More precisely, a polyno-

mial fitting of the atmospheric pressure Cp experimental data, previously shifted

according to dTt/dp (Fig. 5.13) has been incorporated into equation 1.23.

The BC performance out of the phase transition has also been evaluated. In

Table 5.7 a comparison between the BCEs of Mn3(Zn0.45In0.55)N computed by
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Figure 5.12: Mn3(Zn0.45In0.55)N heat capacity (a) and entropy variation at patm
(b) as a function of temperature. The gray dashed line indicates the entropy trend
when the pretransitional contribution is not considered. In panel (a) blue dashed
lines point out the heat capacity measurements used to correct the pretransitional
contribution.

Figure 5.13: Heat capacity shift as a function of pressure according to dTt
dp . Gray

dashed line indicates the heat capacity variation without considering the phase
transition.
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means of method 1 (using equation 1.25) and method 2 (by means of isothermal

subtraction of isobaric entropy curves) is displayed.
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Figure 5.14: Isobaric entropy curves for Mn3(Zn0.45In0.55)N upon heating (a) and
cooling (b), where T0 = 260 K.
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Figure 5.15: Isobaric entropy curves upon cooling for Mn3NiN, where T0 = 220 K.

By means of isobaric entropy curves subtraction, ∆S (T, patm � p) and

∆T (S, patm � p) upon the first application and removal of pressure have been

computed (Fig. 5.16). Only measurements upon removing pressure have been

computed for Mn3NiN due to the aforementioned anomaly. Isothermal entropy

changes of |∆S| = 11 ± 1 J K−1 kg−1 and |∆S| = 30 ± 3 J K−1 kg−1 have been

respectively achieved for Mn3(Zn0.45In0.55)N and Mn3NiN, with associated adia-

batic temperature changes of |∆T | ∼ 2 K under pressure changes of 2 kbar for

both of them. As observed in the phase diagrams, only Mn3(Zn0.45In0.55)N will

present reversibility. Therefore, the BC effects driven upon the cyclic application

and removal of pressure are computed (Fig. 5.17). In this case the results obtained
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reach |∆Srev| = 8±1 J K−1 kg−1 and |∆Trev| = 2.6±0.3 K under pressure changes

of 4.8 kbar.

Figure 5.16: Irreversible isothermal entropy changes (a,b) and adiabatic temper-
ature changes (c,d) under different pressure changes for Mn3(Zn0.45In0.55)N and
Mn3NiN, respectively.

Figure 5.17: Reversible barocaloric effects of Mn3(Zn0.45In0.55)N at different pres-
sure changes.
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5.4 Ni50Mn31.5Ti18.5

Ni50Mn31.5Ti18.5 is a shape memory Heusler alloy8 fully composed by d-metals.

Shape memory Heusler alloys are commonly formed by d- and p- group elements.

Nonetheless, it has been recently observed that synthetization of fully d-group

alloys (in our case Ti incorporation) increases the volume change at the phase

transition. Therefore, this family of materials will be more sensitive to pressure

changes, anticipating great BC performances [163, 164].

Figure 5.18: Representation of Ni50Mn31.5Ti18.5 Heusler alloy in the low- and high-
temperature phases (martensite and austenite respectively).

The composition has been tailored in order to tune the transition tempera-

ture slightly under room temperature. Then, it is also doped with boron in or-

der to enhance its mechanical properties and grain inter-cohesion [165] resulting

in a composition of (Ni50Mn31.5Ti18.5)99.8 B0.2. Nonetheless, for simplicity it will

be referred to as Ni50Mn31.5Ti18.5. Upon cooling at T I→II
t = 242.8 K it under-

goes a martensitic transition from a PM austenite phase with Fm3̄m space group

[166], towards an AFM martensite phase with an orthorhombic crystal lattice with

Pmma space group [167]. Further crystallographic information is detailed in Table

5.4. Contrary to the aforementioned magnetic alloys, upon cooling it exhibits re-

markable negative volume changes through the phase transformation. For most of

magnetic alloys, pressure and magnetic responses compete. For this reason, low fer-

romagnetic order for phases I and II is preferred in order to minimize the negative
8A Heusler alloy corresponds to a magnetic metallic alloy with chemical composition XYZ or

X2YZ in which atoms are arranged in a cubic lattice [162].
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contribution of the magnetic entropy against the lattice entropy9. [150, 168]

Phase II (200 K) Phase I (299 K)

orthorhombic (Pmma) AFM fcc (Fm3̄m) PM
a =8.544(43) Å
b = 5.523(35) Å
c = 4.376(18) Å

Z =1

a = 5.938(2) Å
Z = 1

Table 5.4: Crystallographic data for Ni50Mn31.5Ti18.5.

Results

The sample was synthesized at the University of Science and Technology of

Beijing 10 and used as received. In order to compute the unit cell volume variation

as a function of temperature, synchrotron X-ray diffraction measurements have

been performed at Alba Synchrotron 11 (consult Appendix B). The corresponding

data are displayed in Fig. 5.19a, where negligible values of
(
∂V
∂T

)
p

are derived out

of the phase transition.

Standard and modulated DSC scans have been carried out at patm in order

to obtain calorimetry and heat capacity data, respectively (Fig. 5.19b and 5.19c).

More precisely, heat capacity measurements have also been implemented at Uni-

versity of Science and Technology of Beijing10. Standard DSC has been performed

with temperature rate of |Ṫ | = 5 K min−1, and yield remarkable values of tran-

sition entropy changes of |∆St| = 86 ± 5 J K−1 kg−1 associated with hysteresis

values of ∼ 12 K. In Table 5.5 measurements of Cp and (∂V/∂T )p are summarized

for phases I and II.
9Note that the Clausius-Clapeyron equation for a magnetic transition reads

µ0dH

dT
= −

∆St
∆Mt

,

and the whole entropy contribution for a magnetostructural transition [66]

∆St (T, 0 � p, 0 � H)

∫ p

0

(
∂V

∂T

)
0,p

dp+

∫ H

0

(
∂M

∂T

)
H,0

dH +

∫ p

0

∫ H

0

(
∂2M

∂p∂T

)
p,H

dHdp.

10State Key Laboratory for Advanced Metals and Materials, 30 Xueyuan Road, Haidian Dis-
trict, Beijing 100083, People’s Republic of China

11ALBA Synchrotron, 08290 Cerdanyola del Vallès, Catalonia, Spain
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Figure 5.19: (a) Unit cell volume at ∼ 1 bar and ∼ 9.0 kbar (crossed and empty
circles, respectively). Lines correspond to fits of the data. (b) Heat capacity vari-
ation where red and black stand for phases I and II, respectively. (c) Heat flow
measurements as a function of temperature for Ni50Mn31.5Ti18.5. Red and blue
accordingly stand for heating and cooling scans. For the sake of clarity only two
error bars are shown in (a).

Variable-pressure DTA measurements have been carried out up to pressures of

6 kbar using calorimeter B (Fig. 5.20a). As predicted by V (T )/Z measurements,

Tt evolves towards higher temperature values upon applying pressure, rendering

results of dTt/dp ∼ 3.0 K kbar−1 (Fig. 5.20b). By means of peak integration, the

pressure dependence of latent heat and transition entropy changes are computed

(Fig. 5.21), displaying small pressure dependencies. In Table 5.6 additional data

regarding the phase transformation are summarized.
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Figure 5.20: High-pressure calorimetry (a) and phase diagram (b) for
Ni50Mn31.5Ti18.5 where red and blue circles stand for heating and cooling mea-
surements, respectively. Lines are fits of the data.

The quasi-direct and indirect methods have been applied in order to construct

the isobaric entropy curves (Fig. 5.22). As for most of the studied compounds,

the pressure dependence of the heat capacity is
(

∂Cp

∂p

)
T

≈ 0 due to the small
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Figure 5.21: Transition enthalpy changes (a) and transition entropy changes (b)
as a function of pressure for Ni50Mn31.5Ti18.5 where red and blue circles stand for
heating and cooling runs, respectively. Lines are fits of the data.

dependence of V (T )/Z. Consequently, the atmospheric measurements of Cp can

also be employed to compute the high-pressure isobaric entropy curves, where

S(T0) is defined by means of equation 1.24. By means of isobaric entropy curves

subtraction, the ∆S (T, patm � p) and ∆T (S, patm � p) upon the first application

and removal of pressure have been computed (Fig. 5.23). For instance, results

of |∆S| ∼ 30 J K−1 kg−1 and |∆T | ∼ 12 K have been achieved after pressure

changes of 2 kbar. Unfortunately, no reversible results have been obtained due to

the high hysteresis exhibited within the temperature range under study. In Table

5.7 a comparison between the BCEs out of the phase transformation computed by

means of method 1 (using equation 1.25) and method 2 (by means of isothermal

subtraction of isobaric entropy curves) are summarized.
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Figure 5.22: Isobaric entropy curves upon heating (a) and cooling (b) for
Ni50Mn31.5Ti18.5 where T0 = 260 K.
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Figure 5.23: Irreversible isothermal entropy changes (a) and adiabatic temperature
changes (b) under different pressure changes for Ni50Mn31.5Ti18.5.

Compound Phase
Cp

J K−1 kg−1
(∂V/∂T )p

Å3 K−1
(∂V/∂T )p

cm3 kg−1 K−1

(1)
I 420± 50 (328 K) (−2.0± 1.0) 10−3 (−8.0± 4.0) 10−3

II 440± 50 (274 K) (6.0± 1.0) 10−3 (23.8± 4.0) 10−3

(2)
I 610± 60 (263 K) (1.6± 0.3) 10−3 (6.6± 2.0) 10−3

II 700± 70 (246 K) (7.6± 0.2) 10−4 (3.1± 0.1) 10−3

(3)
I 430± 50 (332 K) (1.3± 0.1) 10−3 (4.4± 0.4) 10−3

II 500± 50 (282 K) (−6.0± 1.0) 10−3 (−20.1± 4.0) 10−3

(4)
I 450± 50 (274 K) (1.4± 2.0) 10−3 (18± 26) 10−3

II 520± 60 (241 K) (3.0± 2.0) 10−3 (39± 26) 10−3

Table 5.5: Heat capacity and derivative of the unit cell volume with respect temper-
ature for phases I and II. Compounds (1), (2), (3) and (4) stand for MnCoGeB0.03,
Mn3NiN, Mn3(Zn0.45In0.55)N and Ni50Mn31.5Ti18.5, respectively.
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Compound
p

kbar
∆SII (patm → p1)

J K−1 kg−1
∆SI (patm → p1)

a

J K−1 kg−1
∆SI (patm → p1)

b

J K−1 kg−1

(1)

1.1 2.2± 0.5 0.5± 0.1 4± 5

2.1 4± 1 0.9± 0.1 6± 5

3.3 7± 2 1.5± 0.2 7± 5

4.0 8± 2 1.8± 0.2 9± 5

(2)

1.1 4± 3 2± 3 5± 6

2.1 8± 6 4± 6 8± 7

3.0 12± 8 6± 8 15± 9

3.8 15± 10 7± 10 18± 10

Table 5.7: Comparison between method 1a and method 2b for computing high-
and low-temperature ∆SII/I for heating measurements. Compounds (1) and (2)
stand for Mn3(Zn0.45In0.55)N and Ni50Mn31.5Ti18.5, respectively.



Chapter 6

SUPERIONIC

CONDUCTOR AgI

6.1 Introduction

A solid material presents ionic conductivity when one of its ions moves through

the interstitial vacancies (liquid-like mobility) while the others remain in the center

positions of the crystal lattice. Materials showing ionic conductivity can be used as

electrolytes, and consequently can be found in applications based on electrochem-

ical cells (e.g. batteries [169]). A superionic conductor is defined as a compound

which exhibits ionic conductivities above σ ∼ 10−1 Ω−1 cm−1 and has activation en-

ergies of ∼ 10−1 eV [170]. Therefore, a superionic phase transition is observed when

the ionic conductivity is enlarged/reduced due to changes in the lattice structure.

In this thesis, the barocaloric effects of the well-known silver iodide (AgI) supe-

rionic conductor are studied. Its remarkable ionic conductivity has been known for

over a century [171]. It can be found as a yellow powder or crystalline solid, and

it is currently used as a weather modificator [172, 173] (more precisely as a cloud

seeder), as an antiseptic [174] and in photographic supports [175, 176]. Above the

superionic phase transition, AgI appears as the α-AgI polymorph, in which the

iodine anions are positioned in a bcc cubic lattice with space group Im3̄m and the
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silver cations hop through the interstitial vacancies [177]. More precisely, the Ag

cation has 42 sites available, consisting on 6, 12 and 24 positions for the octahe-

dral, tetragonal and trigonal sublattices per unit cell respectively (Fig. 6.1) [178].

Nonetheless, according to Ref. [179], Ag mainly occupies the 12 positions of the

tetragonal sublattice. Notice that disorder is the cause of the aforementioned large

ionic conductivity.

Upon cooling, at Tt = 416 K it exhibits a first-order phase transition with

positive volume changes of |∆Vt|/VI ∼ 5 %. Due to this volume enlargement, the

interstitial positions where the Ag cations flow in the α-AgI polymorph are too

large to overcome. Therefore, in the low-temperature phase AgI does not exhibit

superionic conductivity, and is in fact, constituted by two polymorphs (β and γ).

In β-AgI, the iodine anions are arranged in a hexagonal-close-packed lattice with

P6̄3mc space group, and in γ-AgI they present a cubic-close-packed lattice with

F4̄3m space group. In the β and γ polymorphs the silver cations are ordered,

therefore, the “melting” of the Ag lattice through the phase transition also implies

an order-disorder transformation with huge entropy change which involve potential

caloric applications. The lattice parameters are summarized in Table 6.1.

Low-temperature (298 K) High-temperature (608 K) |∆Vt|
VI

β−AgIa

hexagonal (P6̄3m)
a = 4.59 Å
c = 7.73 Å

α−AgIb

sc (Im3̄m)
a = 5.09 Å

5 %

γ−AgIa

s.c (F4̄3m)
a = 6.493 Å

Table 6.1: Lattice parameters of α-AgI, β-AgI and γ-AgI polymorphs extracted
from Refs. [180]a and [178]b.

6.2 Results

Powders of AgI were purchased at Sigma Aldrich with 99.999 % purity and

used as received. Unit cell volumes for all polymorphs were determined by means



6.2 Results 111

Figure 6.1: α-AgI structure. The double, empty and filled dots show the corre-
sponding positions of the octahedra, tetrahedra and trigonal sublattices, respec-
tively. Extracted from Ref. [178].

of X-ray diffraction and were obtained from Ref. [181] (Fig. 6.2a). Under the

superionic phase transition (Tt < 420 K), the difference in unit cell volumes of

β-AgI and γ-AgI polymorphs can be considered negligible. For the α-AgI, the

volume dependence with temperature is slightly higher but still insignificant (see

Table 6.2). Therefore, a priori small pressure dependencies of transition latent heat

and entropy changes are expected.

Figure 6.2: Unit cell volume (a) and heat capacity (b) with respect to temperature
(from Ref. [181] and Ref.[182] respectively).

Standard DSC measurements were performed in order to obtain calorime-

try data at patm with temperature rates of 2 K min−1 and 5 K min−1 (Fig.

6.3). It is observed that the transition temperature range (peak widening) also
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β−AgI γ−AgI α−AgI

Cp

(J K−1 kg−1)
270± 30

(400 K)
250± 30

(425 K)

(∂V/∂T )p

(Å3 K−1)
(−10.3± 3.0) 10−4 (−2.0± 1.0) 10−4 (61.6± 3.0) 10−4

(∂V/∂T )p

(cm3 K−1kg−1)
(−2.6± 0.7) 10−3 (−5.1± 3.0) 10−4 (15.8± 0.6) 10−3

Table 6.2: Heat capacity and derivative of the unit cell volume and specific volume
with respect to T for each AgI polymorph.

increases at higher rates, from which values of |∆Ht| = 27 ± 1 J g−1 and

|∆St| = 64 ± 5 J K−1 kg−1 have been obtained upon heating runs. Furthermore,

large hysteresis values of ∼ 25 K (at |Ṫ | = 2 K min−1) are derived. The modulated

DSC measurement which yields the Cp was obtained from Ref. [182] (Fig. 6.2b).

Additional data is summarized in Table 6.2.

Figure 6.3: Standard DSC measurements performed at rates of 2 K min−1 and
5 K min−1.

Pressure-variable DTA measurements have been performed up to 3 kbar

(calorimeter A) upon heating and cooling (Fig. 6.4a). As expected, the superionic

phase transition shifts towards smaller temperature values upon applying pressure.

The phase diagram is straightforward deduced (Fig. 6.4b), from which remarkable

values of dTt/dp = −14.0 ± 0.7 K kbar−1 and dTt/dp = −12.8 ± 0.8 K kbar−1 are

derived for heating and cooling measurements near patm, respectively.
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Figure 6.4: (a) Pressure-variable DTA measurements upon heating and cooling.
Panel (b) displays the phase diagram deduced from (a) where the red and blue
circles stand for heating and cooling measurements. Lines are the corresponding
fits of the data.

Figure 6.5: (a) Latent heat and (b) transition entropy change as a function of
pressure. Blue and red dots stand for cooling and heating measurements. Lines
are the corresponding linear fits.
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At 2.5 kbar these values increase up to dTt/dp = (−18.8 ± 2.0) K kbar−1 and

dTt/dp = (−19.9±2.0) K kbar−1 for heating and cooling measurements, respectively.

Both |∆Ht| and |∆St| with respect to pressure barely decrease (Fig. 6.5). Small

values of d (∆St) /dp are obtained, which agree with the previously mentioned

results of
(
dV
dT

)
p

which imply small BC out of the phase transition and therefore

almost invariant |∆St| with respect to pressure. The ratio of β-AgI and γ-AgI

polymorphs remains constant at patm after the cyclic temperature driven phase

transition [183]. In the same way, due to the low pressure dependence of the |∆St|,

this ratio is believed to also remain constant under higher applied pressures. The

huge dTt
dp and almost invariant |∆St| at high pressures are in principle favorable

features to obtain good BC performances. Additional information is summarized

in Table 6.3.

Tran. Tt

K

|∆Ht|
J g−1

|∆St|
J (K kg)−1

d(∆Ht)/dp

J (K kg kbar)−1
d(∆St)/dp

J (K kg kbar)−1
dTt/dp

K kbar−1

II → I 426± 1 27± 1 64± 5 −1.6± 0.1 −1.4± 0.1 −14± 1

I → II 413± 1 27± 1 66± 5 −1.7± 0.1 −1.8± 0.1 −13± 1

Table 6.3: Calorimetry measurements of AgI upon heating and cooling. Tt is the
transition temperature, |∆Ht| is the transition enthalpy change, |∆St| the transi-
tion entropy change, d (∆Ht) /dp the enthalpy variation with respect to pressure,
d (∆St) /dp the entropy variation with respect to pressure and dTt/dp is the tran-
sition temperature with respect to pressure obtained near patm.

As the β-AgI and γ-AgI ratio remains constant, it is reasonable to implement

the quasi-direct and indirect methods. Nonetheless, if the proportion was not con-

stant, small differences in BC effects would be expected, since there are very small

differences between β-AgI and γ-AgI entropies within error [51]. The quasi-direct

and indirect methods have been implemented in order to compute the isobaric

entropy curves (Fig. 6.6).

As observed in Table 6.4, at the high-temperature phase, the slightly higher

values of
(
∂V
∂T

)
p

obtained for α-AgI polymorph, which derives ∆Sα (patm → p) =(
∂Vα

∂T

)
p
(p − patm) (method I) agree with the small isothermal entropy changes

derived by the curves subtraction (method II). Additionally, note that the depen-

dence of V (T )/Z with respect to temperature exhibits a linear tendency of
(
∂V
∂T

)
p
.
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Figure 6.6: Isobaric entropy curves upon (a) heating and (b) cooling. The reference
temperature is defined at T0 = 290 K.

Therefore, according to equation 1.27, the heat capacity is not a function of pres-

sure, and the atmospheric pressure measurements of the Cp can be employed in

order to compute the high-pressure heat capacity contribution to the entropy.

By means of curves subtraction, ∆S(T, patm � p) and ∆T (S, patm � p) are

computed after the first application and removal of pressure (Figs 6.7a and 6.7b).

For instance, maximum values of |∆S| = 62±7 J K−1 kg−1 and |∆T | = 36±4 K after

pressure changes of 2.5 kbar have been derived. Upon cyclic application of pressure,

these last maximum values decrease to |∆S| = 60±6 J K−1 kg−1 and |∆T | = 18±2 K

for pressure changes of 2.5 kbar (Figs 6.7c and 6.7d). It is worth noting from

the phase diagram that the minimum pressure changes by which reversibility is

observed is around 0.75 kbar (Fig. 6.4). Nonetheless, this result is experimentally

reported by means of the irreversible entropy curves overlapping at 1.6 kbar with

minimum values of |∆Srev| = 15± 2 J K−1 kg−1 and |∆Trev| = 3.0± 0.3 K.
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Figure 6.7: Irreversible (a,b) and reversible (c,d) barocaloric effects for different
pressure changes.

p

kbar
∆Sβ/γ (patm → p1)

J K−1 kg−1
∆Sα (patm → p1)

a

J K−1 kg−1
∆Sα (patm → p1)

b

J K−1 kg−1

1.0 0.20± 0.05 2± 1 3± 5

1.6 0.24± 0.08 3± 1 4± 5

1.9 0.3± 0.1 3± 1 5± 5

2.5 0.4± 0.2 4± 2 6± 5

Table 6.4: Comparison between Method Ia and Method IIb for the
∆Sα (patm → p1) estimation. The ∆Sβ/γ (patm → p1) has been computed
using the mean value of

(
∂V
∂T

)
p

for β-AgI and γ-AgI polymorphs.



Chapter 7

DISCUSSION

The aim of this chapter is to compare the barocaloric effects for all compounds

studied in this thesis, and to analyze them in relation to the other already known

BC materials. For this reason, the most relevant results will be presented jointly

with other reported values from literature. In Fig. 7.1, 7.2, and 7.3, the reversible

adiabatic temperature changes (|∆T rev
max|), reversible isothermal entropy changes

(|∆Srev
max|) and refrigerant capacity (RC) are represented respectively with respect

to pressure change (patm → p). The coefficient of refrigerant performance (CRP) is

displayed with respect to maximum values of ∆Trev and ∆Srev in Fig. 7.4 and with

respect to RC at constant pressure in Fig. 7.5. Additionally the temperature span

(Tspan) for plastic crystals, hybrid perovskites, magnetic alloys and AgI are shown

in Fig. 7.6 - 7.10 separately. The corresponding irreversible BCEs are attached in

Appendix C along with the CRP with respect to pressure changes.

Apart from the BC results, other important properties such as thermal conduc-

tivity (κ), density (ρ), economic availability and toxicity features are discussed,

since real applicability to future refrigeration setups must be considered. The

barocaloric performances and their respective feasibility are commented in the

following lines for each material family separately.

Magnetic alloys: Caloric effects were first observed in magnetic alloys after

the application and removal of magnetic field. Remarkable magnetocaloric effects
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have been obtained so far such as for Gd5(Si2Ge2) [23] or MnAs1−xSbx[184] among

others [185]. Nonetheless, in general, poor mechanical properties are displayed after

cycling. Sample fragmentation [186, 187] usually caused by considerably high tran-

sition volume changes, implies challenging real technological applications in some

cases. The strong coupling between magnetic and structural degrees of freedom

demonstrated non-negligible mechanocaloric effects, with remarkable elastocaloric

[188, 189] and barocaloric performances, which in some cases render competitive

results with those obtained for magnetocaloric [20, 22, 49]. Brittleness is no longer

an issue when contemplating a possible barocaloric device, since rupture favors the

thermal contact with the pressure-transmitting fluid. Therefore, powdered samples

can also be employed.

For all the magnetic alloys studied in this work, only MnCoGeB0.03 and

Mn3(Zn0.45In0.55)N present reversible performances. (Ni50Mn31.5Ti18.5)99.8B0.2

renders the highest irreversible BCEs among the shape memory alloy family stud-

ied so far (comparative Table in Ref. [150]). Its results are only comparable with

those of hexagonal Ni2In-type Mn-Co-Ge compounds [190]. However, reversible

BCEs are not expected under applied pressures of p < 4 kbar. For this reason its

caloric performance will not be further discussed in this chapter. A similar issue

concerns Mn3NiN. Although giant irreversible BCEs are obtained, no reversible

results have been computed in this case due to the non-reliable heating measure-

ments.

The reversible BCEs exhibited by MnCoGeB0.03 and Mn3(Zn0.45In0.55)N com-

pete with those obtained for other magnetic alloys [20, 191, 192]. Values of

|∆Srev
max| for MnCoGeB0.03 and Mn3(Zn0.45In0.55)N converge at pressure changes

of ∼2.3 kbar and ∼4.0 kbar, respectively, to entropy changes of ∼26.5 J K−1 kg−1

for both compounds. It is worth mentioning the small prev ∼ 1.0 kbar for

MnCoGeB0.03, which rapidly derives the aforementioned BCEs. Also, large pres-

sure sensitivity of Tt for MnCoGeB0.03 derives huge |∆T rev
max|, which compare to

the plastic crystal NPG result. Likewise, it is interesting to highlight the Tspan

obtained, associated with minimum reversible entropy and temperature variations

of ∼20 J K−1 kg−1 and ∼8 K, respectively. Therefore similar RC results to ammo-
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nium sulfate and Fe49Rh51 have been obtained for both compounds, which con-

versely, due to the particularly large transition volume changes of MnCoGeB0.03,

yield small values of CRP.

Aside from the BCEs reported here, it is important to comment on the gi-

ant thermal conductivity of κ ∼ 5 W m−1 K−1 for MnCoGeB0.03 compared to

other giant BC materials [193]. The thermal conductivity of Mn3NiN has not been

specifically reported in literature, but for antiperovskite manganese nitrides with

chemical formula Mn3Ga1−xSnxN values of κ ∼3.2 W m−1 K−1 at room tempera-

ture have been reported [194]. Therefore, similar κ is expected for Mn3NiN, which

in conjunction with the general values of κ for materials undergoing magnetostruc-

tural transitions [195–197], display positive results regarding their applicability.

Also their high densities enable more compact devices jointly wasting smaller vol-

ume amounts of the solid refrigerant. In spite of the last mentioned benefits, metals

are in general expensive elements and in some cases may be hazardous.

Hybrid organic-inorganic perovskites: These compounds are character-

ized for its extensive chemical variability which leads to many different phys-

ical properties. Recently, studies performed for [TPrA][Mn(dca)3] [198] and

(CH3)2NH2Mg(HCOO)3 [199] proved that BCEs are among the HOIPs promising

features. Their good performances of |∆S| ∼ 40 J K−1 kg−1 under small pressure

changes for both materials encouraged further research in this topic. Generally for

HOIPs, the high values of transition entropy changes arise from the order/disorder

contribution, which in turn anticipate huge BCEs.

The HOIPs studied in this thesis correspond to [TMA](Mn(N3)3) and

[TMA]2(NaFe(N3)6). They show remarkable results of |∆Srev
max| converging to max-

imum values of ∼100 J K−1 kg−1 under small applied pressures of ∼1.0 kbar, which

exceed the BCEs obtained for other HOIPs so far. Additionally, they show small

hysteresis values and high pressure sensitivity of Tt. Consequently, reversibility

is observed under small applied pressures for both materials (∼ 0.1 kbar). In ad-

dition to that, huge values of dTt
dp straightforward imply huge values of |∆T rev

max|,

reaching the highest temperature variations studied in this work. Likewise, out-

standing Tspan are derived, associated with values of |∆Srev
min| and |∆T rev

min| up to
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120 J K−1 kg−1 and 20 K, respectively, for both materials. Hereon, good values of

RC and CRP are obtained, where the CRP is observed to decrease with respect

to other materials due to the high transition volume changes exhibited.

Despite of the good BC performances described in the last paragraph, some

aspects should be improved in these materials. HOIPs in general present small

values of thermal conductivity around κ ∼ 1 W m−1 K−1 [200–202], and their

porosity does not favor heat transfer. Also, some toxicity issues must exist, due to

the unsafe synthetization [203] or to the lead presence in some compounds [204].

Nonetheless, the chemical variability may contribute to overcome the hazardous

concerns.

Superionic conductor AgI: This thesis presents the first experimental BC

studies for superionic conductors. The good performances obtained for AgI moti-

vated further BC research for other materials such as Li3N[205] or computational

predictions for Cu2−xSe compounds [206]. In this case, the BC interest for AgI

originated from the high transition entropy changes yielded by the occupational

order/disorder of Ag+ ions though the phase transformation. More specifically,

the reduction of the unit cell volume through the endothermic transition allows

the ion disorder, and consequently the superionic conductivity emerges.

AgI shows inverse BCEs with great values of |∆Srev
max| up to ∼50 J K−1 kg−1.

Its high density of 5.7 g cm−3 makes this compound one of the most remarkable

in terms of normalized entropy changes. It rapidly converges to ∼0.3 J K−1 cm−3

under pressure changes of 2.0 kbar. Hysteresis of ∼25 K is responsible of reversible

pressure changes of ∼1.5 kbar, which is compensated by huge values of dTt
dp which

derive outstanding results of |∆T rev
max| and Tspan. The former renders temperature

spans up to 20 K associated with values of |∆Srev
min| and |∆T rev

min| up to 55 J K−1 kg−1

and 15 K, respectively. In the same way, outstanding values of RC and CRP are

obtained, which in fact, the RC for AgI represents the highest result obtained

under pressure changes of 2.0 kbar along with two plastic crystal compounds.

Overall, the BCEs derived for the superionic conductor AgI are striking, which

in fact are enhanced by its high density. Nonetheless, small thermal conductivity

of κ ∼0.2 W m−1 K−1 is observed, which even decreases in the high-temperature
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phase due to the reduction of the phonon mean free path caused by the Ag+

mobility [207]. Given that AgI is mainly used for cloud-seeding, several studies of

its potential toxicity for the ecosystem have been carried out [208–210], revealing

that some toxic impact must be considered. Furthermore, the high price of AgI

may not be economically affordable. For these reasons, further research in BCEs

driven in superionic materials is encouraged.

Plastic Crystals: As for the superionic conductor AgI, the first experimen-

tal BCEs in plastic crystals were reported in this work. In this case, the huge

emergence of orientational disorder through the endothermic phase transition an-

ticipates huge transition entropy changes, which may also result in colossal BCEs.

In this thesis, two subfamilies of plastic crystals have been studied: Neopentane

(AMP, PG, TRIS, NPA and NPG) and adamantane derivatives (1-ada-ol and

2-ada-ol), which as introduced in the following lines yield the most outstanding

BCEs reported so far.

Unfortunately, due to the enormous hysteresis values, plastic crystals present-

ing the highest irreversible caloric effects, AMP and TRIS, require minimum

pressures to achieve reversibility of p > 6 kbar. For this reason, only the re-

maining plastic crystals will be commented in this section. The |∆Srev
max| for the

neopentane derivatives PG and NPA are the highest reported so far even consid-

ering their low densities. At small pressures, the maximum values converge up to

|∆Srev| ∼500 J K−1 kg−1 entropy changes. Additionally, the pressure sensitivity of

Tt derives great values of |∆T rev
max| and Tspan. Consequently, remarkable results of

RC and CRP are also obtained, especially for NPA and 2-ada-ol, since small ∆Vt

are observed for these materials, and consequently, the work required to derive

BCEs for certain pressure changes are smaller.

Despite the great BC performances of plastic crystals, some drawbacks ham-

per their straightforward implementation. First, small thermal conductivities are

observed. According to Ref. [211], NPG and PG exhibit κ = 0.24 W m−1 K−1

and κ = 0.36 W m−1 K−1, respectively. Similar results are obtained for other

plastic crystals such as adamantane with κ ∼ 0.2 W m−1 K−1 [212], and other

adamantane derivatives like 2-adamantanone and 1-cyanoadamantane for which
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κ < 1 W m−1 K−1 [213]. As aforementioned, plastic crystals present small densi-

ties. However, its great BC performances are still the highest observed even when

normalized by volume. Additionally, the big hysteresis exhibited may anticipate

considerable prev values, which in some cases may only be compensated by high
dTt
dp . Lastly, plastic crystals are nowadays vastly used in industry with very com-

petitive prices and non-major toxicologic events. For this reason it is also expected

that refrigeration devices based on plastic crystals as solid refrigerants, will be eco-

nomically affordable. Only irritation issues must be warned when direct human

contact is inevitable.
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Figure 7.4: CRP at 2.5 kbar [Mn3(Zn0.45In0.55)N has been displayed at 4.5 kbar].
∆S and ∆Trev stand for the reversible maximum peak values. Only materials
presenting reversibility have been considered.
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Figure 7.5: CRP with respect to RC for the studied reversible materials (crossed
squares) and other barocaloric materials obtained from literature (crossed dots).
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Figure 7.6: Tspan required in order to achieve the minimum reversible |∆Srev
min|

values indicated in the legend for plastic crystals.
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Figure 7.7: Tspan required to obtain the minimum reversible |∆T rev
min| values indi-

cated for plastic crystals.
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Figure 7.8: Tspan required to obtain the minimum reversible |∆Srev
min| (a,b) and

|∆T rev
min| (c,d) for [TMA] (Mn(N)3)3 and [TMA] (NaFe(N)3)6.

Figure 7.9: Tspan with respect to the minimum reversible |∆Srev
min| (a,b) and |∆T rev

min|
(c,d) for MnCoGeB and Mn3 (Zn0.45In0.55)N.



131

Figure 7.10: Tspan with respect to the minimum reversible |∆Srev
min| (a) and |∆T rev

min|
(b) for AgI.
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Chapter 8

CONCLUSIONS

In this dissertation, the barocaloric effects (i.e. changes in temperature or en-

tropy upon applying and removing hydrostatic pressure) through first-order phase

transitions of four different families of materials have been studied. In particu-

lar, we analyze materials belonging to the family of plastic crystals (PC), hybrid

organic-inorganic perovskites (HOIPs), magnetic alloys and one superionic conduc-

tor. The election of these materials is not arbitrary, but instead relies on several

aspects, such as pressure sensitivity of the transition temperature Tt, and the

amount of heat exchanged throughout the transformation, which anticipate good

barocaloric performances. In order to determine the barocaloric effects, measure-

ments at atmospheric pressure and high-pressure calorimetry have been performed,

along with experiments of X-ray diffraction and dilatometry. By combining the

quasi-direct and indirect methods, the barocaloric effects are obtained. Special

attention has been put on reversibility, since this is the basis of real cycle appli-

cability. A brief summary of results obtained for the different groups of materials

is provided below:

• Plastic crystals: This dissertation reports some of the first barocaloric ef-

fects observed in plastic crystals. Particularly, we analyze derivatives from

adamantane and neopentane. It is shown that the huge transition entropy

changes mainly derive from the release of the orientational degrees of freedom
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through the order-disorder phase transition, added to the volume contribu-

tion, which is minor for the neopentane derivatives. All compounds display

conventional colossal barocaloric effects, among which neopentyl alcohol,

neopentylglycol, pentaglycerine, 1-adamantanol and 2-adamantanol show re-

versibility under the pressure range of study (0−6 kbar). Reversible values

between 300−500 J K−1kg−1 and 150−300 J K−1kg−1 have been respectively de-

termined for neopentane and adamantane derivatives, for pressure changes

of ∼ 2.5 kbar and associated with temperature changes between 10−20 K.

These reversible barocaloric effects still present a colossal contribution even

when normalized by volume. Plastic crystals are inexpensive materials, but

in order to consider them fully applicable, efforts should be put on improving

their low thermal conductivity.

• Hybrid Organic-Inorganic perovskites: The widespread use of these

materials triggered further interest in discovering additional physical prop-

erties to take profit from. Presently, conventional barocaloric effects for

[TMA](Mn(N3)3) and [TMA]2(NaFe(N3)6) are one of such properties. For

instance, giant entropy and temperature changes of ∼ 100 J K−1kg−1 and

15−20 K have been derived respectively for pressure changes of 2 kbar for

both compounds. Even though these materials show smaller entropy changes

than plastic crystals, thermal hysteresis is smaller, and therefore yield re-

versible barocaloric effects at very small applied pressures of ∼ 0.1 kbar,

which reaffirm them as very promising candidates. Nonetheless, as for the

plastic crystal case, they exhibit small thermal conductivities.

• Magnetic alloys: Barocaloric effects of magnetic alloys Mn3NiN,

Mn3(Zn0.45In0.55)N, MnCoGeB0.03 and (Ni50Mn31.5Ti18.5)99.8B0.2 have been

studied, from which conventional effects have been obtained for Mn3NiN

and (Ni50Mn31.5Ti18.5)99.8B0.2, and inverse for Mn3(Zn0.45In0.55)N and

MnCoGeB0.03. Large irreversible barocaloric performances have been de-

rived for all these materials. Nonetheless, reversibility is only observed for

MnCoGeB0.03 and Mn3(Zn0.45In0.55)N, since small results of dTt
dp imply non-

reversible barocaloric effects for the remaining compounds. More precisely,
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reversible entropy changes of ∼25 J K−1kg−1 are exhibited for MnCoGeB0.03

and Mn3(Zn0.45In0.55)N for pressure changes of ∼ 2 kbar and ∼ 4 kbar, re-

spectively, and temperature changes between 4−10 K for pressure changes of

∼3 kbar. Reversibility is derived for minimum pressure changes of 1 kbar for

MnCoGeB0.03, and 2.5 kbar for Mn3(Zn0.45In0.55)N. Contrary to the previ-

ous mentioned materials, they exhibit good values of thermal conductivity

although more expensive synthetization costs due to their metal element

composition.

• Superionic conductor AgI: Barocaloric effects for a superionic conductor

are first ever reported experimentally in this work. The extensively known

AgI was chosen for this purpose, since its barocaloric performance was al-

ready predicted in literature. The order-disorder phase transformation, from

which ionic superconductivity arises, is the main contribution to the high

entropy changes exhibited. Outstanding non-conventional reversible entropy

and temperature changes of ∼50 J K−1kg−1 and ∼ 10 K have been reported

for pressure changes of 2 kbar. When normalized by volume, its barocaloric

effects become the most impressive observed in this dissertation. Unfortu-

nately, the minimum pressure to obtain reversibility is considerably high,

around 1.5 kbar, and small thermal conductivity is observed. Nonetheless,

these results pave the way for future barocaloric research in superionic con-

ductors.

Overall, the studied materials compare favorably with respect to other previ-

ously analyzed compounds. Specially results exhibited by PCs, HOIPs, and the su-

perionic conductor AgI, provide useful insight to take into consideration for future

work. However, improvements are required during the next years most especially

concerning thermal conductivity.
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Appendix A

Volume contribution to the

∆St

The differential form of S(T, V ) can be written as

dS =

(
∂S

∂T

)
V

dT +

(
∂S

∂V

)
T

dV

where 
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(A.1)

If a change in volume with no configurational change is considered, at T = cte

dS =

(
∂S

∂V

)
T

dV =

(
∂p

∂T

)
V

dV.

Now using the cyclic rule, the following equation may be written.

(
∂p

∂T

)
V

(
∂T

∂V

)
p

(
∂V

∂p

)
T

= −1,
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for which we immediately obtain that

(
∂p

∂T

)
V

= −
1
V

(
∂V
∂T

)
p

1
V

(
∂V
∂p

)
T

=
α

β
.

Therefore, the following expression for dS at isothermal conditions for a volume

change of dV reads

dS =
α

β
dV.

If we now consider an initial state with (α1, β1) and a final state with (α2, β2)

where α1

β1
≈ α2

β2
is assumed, the following expression for the entropy change is

obtained.

dS =
α

β
dV −→ ∆S =

∫ 2

1

(
α

β

)
dV → ∆S =

⟨
α

β

⟩
∆V
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XRD measurements

X-ray diffraction for MnCoGeB0.03
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Figure B.1: X-ray diffraction patterns with respect to temperature for MnCoGeB.
Measurements performed by the Chemistry Department and the Maxwell Center
from University of Cambridge.
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Figure B.2: Lattice parameters with respect to temperature for MnCoGeB. Or-
ange and green dots stand for lattice parameters of phases II and I, respectively.
Measurements performed by the Chemistry Department and the Maxwell Center
from University of Cambridge.

X-ray diffraction for Ni50Mn31.5Ti18.5

Figure B.3: (a) X-ray diffraction at patm measured at phases II and I. Panel (b)
displays the fraction of mass evolution with respect to temperature taken from the
diffraction peaks intensity.
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Figure B.4: X-ray diffraction measurements at (a) patm and (b) 9 kbar upon cool-
ing. Temperature (in K) is indicated in for each measurement.
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Appendix C

Barocaloric effects

Additional irreversible barocaloric results are presented in Fig. C.1-C.4. Table

C.1 and C.2 summarize the irreversible caloric effects obtained upon heating and

cooling respectively for all materials studied in this thesis.
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Figure C.1: Irreversible maximum values of |∆Smax| at different pressure changes
for cooling measurements.
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Figure C.2: Irreversible maximum values of |∆Tmax| for cooling measurements at
different pressure changes.
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Figure C.3: Irreversible refrigerant capacity for cooling measurements with respect
to pressure changes.
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Figure C.4: Reversible CRP with respect to pressure changes.

Compound p

kbar
|∆Tmax|

K
|∆Smax|

J K−1 kg−1
RC

J g−1

Tris(hydroxymethyl)aminomethane 2.5 10± 1 580± 60 7.0± 0.8

2-amino-2-methyl-1,3-propanediol 2.5 15± 2 680± 70 11± 2

Pentaglycerine 2.4 18± 2 510± 50 9± 1

Neopentyl alcohol 2.7 40± 4 310± 40 19± 2

Neopentylglicol 2.5 24± 3 460± 50 12± 2

1-adamantanol 2.6 42± 5 310± 30 15± 2

2-adamantanol 2.6 17± 2 150± 20 2.6± 0.5

[TMA] (Mn(N3)3) 2.4 20± 2 120± 20 3.6± 0.5

[TMA]2 (NaFe(N3)6) 2.4 25± 3 140± 20 4.7± 0.7

MnCoGeB0.03 2.5 17± 2 35± 4 1.0± 0.1

Mn3NiN − − − −
Mn3(ZnIn)N 2.5 5± 1 15± 2 0.2± 0.1

NiMnTiB 2.7 6± 1 47± 5 0.4± 0.1

AgI 2.5 38± 4 57± 6 2.4± 0.3

Table C.1: Barocaloric effects obtained using heating runs.
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Compound p

kbar
|∆Tmax|

K
|∆Smax|

J K−1 kg−1
RC

J g−1

Tris(hydroxymethyl)aminomethane 2.5 7± 1 630± 70 4.1± 0.8

2-amino-2-methyl-1,3-propanediol 2.5 15± 2 710± 70 11± 2

Pentaglycerine 2.4 22± 3 510± 50 11± 2

Neopentyl alcohol 2.7 32± 4 320± 40 11± 2

Neopentylglicol 2.5 26± 3 440± 50 12± 2

1-adamantanol 2.6 34± 4 290± 30 12± 2

2-adamantanol 2.6 17± 2 150± 20 3.2± 0.5

[TMA] (Mn(N)3)3 2.3 20± 2 110± 10 3.1± 0.3

[TMA]2 (NaFe(N)3)6 2.7 29± 3 150± 20 5.0± 0.7

MnCoGeB0.03 2.1 19± 2 34± 4 0.6± 0.1

Mn2NiN 2.4 3± 1 33± 4 0.10± 0.01

Mn3(ZnIn)N 2.4 5± 1 18± 2 0.20± 0.02

NiMnTiB 2.6 8± 1 64± 7 0.7± 0.1

AgI 2.5 35± 4 60± 6 2.2± 0.3

Table C.2: Barocaloric effects obtained using cooling runs.
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