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Abstract
This thesis addresses several problems within the field of array signal processing.
Its main part focuses on what is purely understood as array processing, that is, the
manipulation of the data obtained from an antenna array to estimate certain inherent
information. The rest of the work discusses applicative aspects of the field, often
decoupled from the processing techniques to be used but also essential for their final
implementation. As a result, the contribution of the thesis can be divided into three
distinct topics: beamforming, synchronization, and localization.

Beamforming is an array processing technique designed to emulate a given antenna
pattern, and thus to receive signals radiating from specific locations and attenuate
signals from other locations. Deterministic and data-dependent approaches exist that
are highly useful while still presenting limitations. In deterministic beamforming,
the design metrics are significantly decoupled from standard system requirements. In
data-dependent beamforming, most techniques do not work well in the presence of
multipath reflections that are very correlated with the desired signal. To solve these
issues, an analysis of deterministic beamformers is provided that considers other
practical design metrics, a power-based data-dependent beamformer is proposed that
attenuates the effects of correlated multipaths, and a new approach for multipath
mitigation is presented that exploits additional temporal filtering.

Synchronization is the coordination of events to operate a system in unison.
It can be found in many field and disciplines, for instance, in multi-user wireless
communication systems. In these systems, the need for synchronization occurs when
users with common information aim to cooperate and focus their transmissions
towards an intended destination, thus emulating an antenna array. Since users have
independent and imperfect oscillators, proper synchronization becomes essential.
To cope with this, a novel time-slotted round-trip protocol for carrier and timing
synchronization is proposed, which presents important robustness in the sense that
users can disappear from the network without severely affecting performance.

Finally, localization is the determination of the location of a given physical body
by means of electromagnetic or mechanical waves. More particularly, it refers to
passively finding a distant object rather than actively one’s own position. Among all
possible applications, avalanche victim detection is very valuable, but the techniques
used are anachronistic and the localization often becomes slow and complicated. In
this regard, a novel localization device and protocol are proposed that exploit the use
of antenna arrays, allowing a more efficient and convenient search than traditional
devices, and with great potential for industrial development.

Keywords: Array gain, array processing, attenuation, AVD, beamforming,
Capon, carrier-phase, coherent, correlated, FIR, GNSS, localization, multipath,
synchronization, time-delay, WSN.
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Chapter 1

Introduction

This thesis aims to provide solutions to various specific problems appearing in the
world of telecommunications through the use of antenna arrays. The considered
applications include, but are not limited to, satellite-based navigation, physical
condition monitoring and avalanche victim search. All of them are strongly motivated
by the author’s interest in the natural environment, and more specifically, by the
need to explore and better know wilderness.

Since this work is presented in the form of a compendium of publications, its
content is divided into three parts. This first part is an overview of the thesis,
and it includes three chapters: a concise introduction to array processing and the
covered applications, a summary of the obtained results, and the overall conclusions.
Part II appends the articles published in scientific journals. Part III appends the
contributions in scientific conferences and patents.

1.1 Array Signal Processing
The IEEE Antennas and Propagation Society published its first special issue on
active and adaptive antennas in March 1964 [1]. At the time, array signal processing
emerged as an active area of research, and it was centered on the ability to fuse
data captured by spatially separated sensors in order to perform a given estimation
task. The main motivation was to exploit the spatial diversity of the signals present,
that is, the fact that they usually take different values at separate space positions.
Figure 1.1 shows this idea, where a set of L spatially distributed sensors captures
the different values of a given analog signal s(t) at a particular time instant t.

Today, array signal processing is a wide area of research, and it extends from the
simplest form of a linear array of sensors to planar and volumetric geometries. The
type of sensors typically used are electromagnetic antennas, but other examples can
be found such as microphones, geophones, hydrophones and optical telescopes for
interferometry. The amount of existing techniques is extensive and well-documented
in the literature [2], and they basically differ on how the data is processed after its
collection. Three types of processing techniques can be differentiated: spectrum-based,
parameter-based and beamforming.

Thanks to an existing equivalence between the model of a signal sampled in time
and that of a signal sampled in space, spectrum-based techniques are analogous

3
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Figure 1.1: Illustration of a set of L spatially separated sensors at arbitrary
positions p1, . . . ,pL collecting values of a common analog signal s(t).

versions of the spectral estimation approaches for discrete-time signals [3]. They all
form a spectrum-like function of the parameters to be estimated, and the locations of
the highest peaks of the function are recorded as the true estimates of the parameters.
These parameters are mostly the directions of arrival (DOAs) of the received signals
at the array, just as their analogous approaches estimate the frequencies of received
complex exponentials. Some noteworthy examples are quadratic algorithms, such
as Bartlett [4] and Capon [5], and subspace algorithms, such as Pisarenko [6] and
multiple signal classification (MUSIC) [7]. Interestingly enough, [5, 7] were initially
designed for arrays and later adapted to the conventional spectral estimation problem.

Parameter-based techniques are an extension of the classical and Bayesian param-
eter estimation approaches for discrete-time signals [8]. They estimate the unknown
parameters by explicitly writing them as a function of the received data and using
mathematical expressions that take the probability density function of the data
into account. They allow estimating any type of parameter included in the model
of the received signal, and when applied to DOA estimation, they often result in
more accurate estimates than the spectrum-based ones, although at the expense of
increased computational complexity. A vast number of estimation techniques have
been proposed so far, and some good examples can be found in [9–15]. They are
mainly based on the maximum likelihood (ML) and maximum a posteriori (MAP)
criteria, but other relevant approaches also exist [16–18].

Finally, beamforming techniques are versatile approaches to spatial filtering.
They linearly combine the spatially shifted time series of each sensor through certain
complex weights, just as finite impulse response (FIR) filters linearly combine
temporally shifted time series. The result is an algorithm that separates signals
originating from different directions, forming beams towards specific locations and
attenuating signals from other locations. They are mainly intended for waveform
estimation, and can be divided into two groups: deterministic and optimum.

On the one hand, deterministic or data-independent approaches calculate beam-
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forming weights based on certain known, determined, and constant characteristics of
the scenario. Thus, they are suitable for static and relatively controlled environments,
and robust against calibration errors and other uncertainties in the signal parameters.
The most common performance metrics are the mainlobe width and sidelobe level of
the equivalent beam pattern of the array since many algorithms are drawn from the
classical antenna and digital filter design literature [19, 20]. However, other widely
used examples exist, such as [21–23] and the natural extension of Bartlett, the latter
known as Bartlett beamformer or delay-and-sum (DAS).

On the other hand, optimum or data-dependent approaches calculate beamforming
weights based on the statistics of the incoming data, and they are optimum in a
statistical sense. Thus, they are very appropriate when little a priori information
about the scenario is available, or when the scenario is likely to change with time.
Furthermore, they serve as candidates for adaptive implementations. The most
common performance metrics are mean squared error (MSE), signal-to-noise ratio
(SNR) and signal-to-interference ratio (SIR). And essential examples are the multiple
sidelobe canceller (MSC) [24], also known as power inversion (PI), the minimum mean
squared error (MMSE) [25], the linearly constrained minimum variance (LCMV) [26],
the maximum signal-to-noise ratio (MSNR) [27], and the natural extension of Capon,
known as Capon beamformer or minimum variance distortionless response (MVDR).

1.2 Global Navigation Satellite Systems
The term global navigation satellite system (GNSS) is a generic expression referring
to any system that allows its users to calculate their own position based on signals
transmitted by a constellation of satellites [28]. Examples of these systems are
the GPS from North America, GLONASS from Russia, Galileo from Europe, and
BeiDou from China. As depicted in Figure 1.2, they are all structured in three major
segments: space segment, ground segment and user segment.

The space segment consists of a constellation of satellites transmitting radio
signals to the earth’s surface, which are responsible for providing direct signal
reception and some ephemeris information to the user radio-receivers. The ground
segment consists of a set of infrastructures deployed over the earth’s surface in
charge of monitoring and controlling the system satellites, thus being responsible for
their proper operation. Finally, the user segment consists of the user radio-receivers
capturing the signals transmitted by all visible satellites, which are responsible for
calculating their own position autonomously.

At the user segment, all user receivers have to estimate the time-delay of the
received direct signal or line-of-sight signal (LOSS) from each available satellite. It
is used for the calculation of the pseudorange, or apparent distance between the user
and each available satellite, and leads to a system of equations from which the user
position can be calculated. As an alternative, the carrier-phase of each received
LOSS may also be used to calculate the user position, providing a much more precise
measurement than the time-delay yet presenting some limitations, such as being
ambiguous by an unknown integer number of wavelengths.

Standard GNSS receivers perform estimation of the time-delay and carrier-phase
through a delay-locked loop (DLL) and a phase-locked loop (PLL). These mechanisms
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User Segment

Figure 1.2: Illustration of the GNSS segments: Space, Ground and User.

keep track of the LOSS by comparing the received signals with a local reference
signal with variable delay and phase and minimizing its matching error. This can be
done thanks to the known structure of the GNSS signals. Specifically, these systems
use direct-sequence spread-spectrum (DS-SS) modulations, which transform each
navigation data bit into a known pseudorandom sequence before transmission, and
reconstruct the navigation data bits at the receiver using the same sequence.

Due to the operating principle of GNSS, the receiving multipath reflections of
a direct signal usually bias the pseudoranges by several tens of meters, and they
also hamper the ambiguity resolution process needed for carrier-phase ranging [29].
For this reason, significant research and development efforts have been devoted
to mitigating multipath effects, and many techniques have been proposed so far.
Early approaches use the single antenna of standard GNSS receivers, and aim to
discriminate the LOSS from the reflections by using temporal diversity. Important
examples are the narrow correlator [30], the multipath estimating delay lock loop
[31], the strobe correlator [32], the multipath elimination technique [33], the high
resolution correlator [34], the a-posteriori multipath estimation [35], the multipath
mitigation technique [36], and many others the reader can find in [37].

Although the performance of single-antenna techniques can be outstanding in
many scenarios, it is still insufficient for some applications with high demand for
accuracy. In such applications, the use of multiple-antenna techniques seems a
promising alternative since they can discriminate the LOSS from the reflections by
exploiting spatial diversity. The state of the art of GNSS multiple-antenna techniques
is large [38], and many good solutions exist, such as applications of the MSC [39],
ML estimation methods [40], extensions of the MVDR [41], hybrid beamforming [42],
blind approaches [43], moving antenna arrays [44], and eigendecomposition-based
methods [45]. Unfortunately, some limitations are still present, especially in the
presence of multipath reflections with minimal delays relative to the LOSS, that is,
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correlated multipath, and unknown directions of arrival.
In order to improve the multipath mitigation capabilities of an antenna array, it is

also possible to exploit certain additional degrees of freedom available in GNSS. For
example, the frequency diversity of GNSS signals, which allows precise mitigation of
the frequency bands affected by multipath [46, 47]. Also, the polarization diversity
through dual-polarization antenna arrays, which helps distinguishing the LOSS from
multipaths [48, 49]. And even independent inertial sensors can be used, which
provide useful assistance in the presence of severe multipath fading [50, 51]. All these
examples can be remarkably helpful in highly spatially and temporally correlated
scenarios, and may significantly increase the final performance.

1.3 Wireless Sensor Networks
Wireless sensor networks (WSNs) are groups of spatially dispersed sensors that
wirelessly and cooperatively monitor large physical environments [52]. These environ-
ments are usually remote and inaccessible, and the developed applications include
structural health, pipeline control, traffic control, underground mining and active
volcanoes, among others. The features of the involved sensors can vary widely, from
simple ones that monitor a single physical phenomenon to more complex devices
that combine many different sensing techniques. And they can also differ in their
communication technologies, with varying data rates and latencies.

WSNs are similar to wireless ad-hoc networks in the sense that they are decentral-
ized. Specifically, sensor nodes rely on wireless connectivity, but they do not depend
on preexisting infrastructures such as access points. Instead, each sensor node can
participate in routing and which one forwards data is dynamically determined based
on the routing algorithm in use. Moreover, as shown in Figure 1.3, sensors not only
sense and communicate with each other, but they also transmit the collected data
wirelessly to a centralized station, or base station (BS). This allows dissemination to
more powerful systems for proper processing, analysis and storage.

One of the salient features of WSNs is that corresponding applications have an
increasing demand for small and low-cost devices, which causes significant constraints
on the available resources, such as scarce bandwidth to be shared and relatively
limited battery lifetime. If these constraints are topped by the uneven distribution of
channels between users, the networks’ development is seriously hindered. A reasonable
solution to this problem is to encourage users to cooperate in order to achieve more
energy efficiency and reliability, as in cooperative communications, which allow users
with diverse channel qualities to relay their messages to the destination [53].

Some examples of cooperative communications are amplify-and-forward, decode-
and-forward [54], compress-and-forward [55], and coded cooperation [56]. They are all
based on the pioneering work of [57], and when extended to large networks, the relay
nodes form a distributed antenna array that relays the message from a given source
to the destination. As a result, a given diversity gain is achieved as in multiple-input
multiple-output (MIMO) wireless systems [58]. Similarly, the relay nodes can also
focus on the simultaneous transmission towards the intended destination so that
all bandpass transmissions are received constructively. In this case, a distributed
antenna array is formed that emulates a transmit beamformer.
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Figure 1.3: Illustration of a WSN collecting measures of certain seismic activities
in a wild and remote area, and communicating with its corresponding base station.

The latter approach is known as distributed beamforming and requires less transmit
power to achieve a desired SNR target at the destination, hence achieving a given
beamforming gain as in traditional beamforming systems [59]. This gain is of much
interest when energy efficiency is preferred over reliability and, for instance, when
the destination is located so far away that communication cannot be established
from any of the single sensors. However, sensors in a distributed beamformer require
to precisely synchronize their carrier signals so that they arrive with proper phase
alignment at the destination.

Many methods have been proposed to achieve synchronization. On the one
hand, closed-loop approaches exist, which rely on external signaling sent from the
destination, as in [60–62]. They are meant to steer beams to the involved destination
only, but little coordination among sensors is required. On the other hand, there
are open-loop approaches, which do not need external signaling to operate, as in
[59, 63, 64]. They can steer beams to arbitrary directions, but higher coordination
among sensors is required, and concretely, each node requires knowledge of its relative
position from a predetermined reference point.

1.4 Avalanche Victim Detectors
Telecommunications engineering is increasingly bringing more than substantial ben-
efits in the field of mountain sports. An example is the use of GNSS receivers by
hikers, which allow them to be located on a topographic map with exceptional ease.
This attribute can be used in various entertainment activities, and it can save hikers
from severe problems in hostile and foggy environments. Another example that
directly impacts the safety of hikers is the use of avalanche transceivers, or avalanche
victim detectors (AVDs).

AVDs are portable electromagnetic devices that allow their wearers to radiolocate
each other if they are placed reasonably close. Concretely, they are devices that
can be located when buried by snow, and for this reason, they are used to rescue
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avalanche victims. The most crucial particularity is that the search and subsequent
digging up of a victim wearing an AVD may be conducted by the unburied members
of the affected group also wearing the device. In this way, the rescue of the victims
can be performed without having to wait for the arrival of external rescue teams.

This type of self-functioning is important, because the chance of survival of a
completely buried person is higher than 90% when it is found and extricated within
less than 15 minutes, but only about 30% when this time extends to 30 minutes
[65]. Hence, although technologically and technically prepared, external rescue teams
take excessive time to arrive, and the affected group itself must perform the rescue.
As a consequence, the localization time must be reduced to a minimal, because the
digging up process is remarkably slow when performed by few people.

Avalanche transceivers radiolocate each other through electrically small multi-turn
loop antennas, and the radiated fields are thus equivalent to those of an infinitesimal
magnetic dipole [20]. A ferrite core within the loop is usually included to raise the
magnetic field intensity and hence the radiation resistance, which otherwise are very
low due to the electrically small size of the antenna. This configuration, together
with an on-off keying modulation at 457 kHz, offers a detection range equal to few
tens of meters, hence lower than 1/(2π) times the wavelength and, as a result, within
the so-called near-field region of the radiated fields.

In contrast with the far-field, where the radiated electric and magnetic components
have similar amplitudes and are transverse to the direction of propagation, the near-
field is mainly dominated by the magnetic component, which is well preserved
through snow and nearby objects. This magnetic component is not transverse to the
direction of propagation, behaves almost statically, and all its field lines, which are
perpendicular to the equipotential lines, originate at the emitter. Figure 1.4 shows
an avalanche victim and the corresponding magnetic field lines of its hypothetical
attached device in an example scenario of two people.

Although localization with AVDs is simply accomplished by tracking magnetic
field intensity and direction, doing so in a reasonable time is still quite challenging.
The reasons are the short range of operation, the low resolution appearing close
by the victim, and the intricacy of the techniques required to find multiple victims.
Since AVDs are only intended for mountaineering applications, their state of the art
is somewhat poor, progresses slowly, and is usually published in patent format. Some
interesting articles are [66, 67], and examples of patent publications are [68–73]. In
contrast, complementary studies exist on the use of GNSS receivers [74, 75], airborne
ground-penetrating radar [76], and AVDs with unmanned aerial vehicles [77, 78].

Despite the current limitations, the first practical works related to the near-field
magnetic localization problem appeared in the 1970s, and referred to applications
such as the rescue of buried miners [79], the location of geological structures [80], and
the tracking of earth penetrators [81]. Over time, algorithms improved substantially,
from the use of three-axis multi-turn loop antennas [82] to more advanced and specific
proposals [83–85]. These methods provide a solid mathematical basis to the problem
and have the particularity of calculating the source position relative to the receiver.
Thus, the localization is not accomplished by following field lines.

Noteworthy, magnetic localization is also found within the field of medical imaging
and diagnosis due to an existing equivalence between certain neural activities and the
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Figure 1.4: Illustration of an avalanche victim, one unburied partner, and the
corresponding magnetic field lines emitted by the victim’s attached device.

currents of a magnetic dipole [86]. In fact, many interesting publications appeared
in the past [87–90] and still appear today [91, 92]. In this field, the achieved results
demonstrate that array processing techniques can be extremely powerful. Specifically,
they allow estimating the position of multiple sources simultaneously, thus forming
the theoretical basis for the very useful magnetoencephalographies (MEG).



Chapter 2

Main Results

2.1 Deterministic Beamforming
Deterministic beamforming is a handy tool for many practical systems due to its
robustness and simplicity of implementation, and it is an exceptional choice in
relatively controlled scenarios. Examples of such scenarios can be found in the GNSS
ground segment, where the desired and interfering signals received by reference
stations are known to be confined in different spatial regions. This also happens
in other applications, such as radio telescopes for interferometry and the over-the-
horizon radar. Unfortunately, the inherent performance metrics of deterministic
approaches are not functional enough to meet these systems’ requirements.

In Paper A, new light is shed on the performance of the most relevant deterministic
beamformers when they are chosen to operate in a scenario with predefined spatial
regions. Specifically, the relationship between two crucial metrics for the design of
practical systems is considered. These metrics are array gain and attenuation, or in
other words, the ability to mitigate the overall noise and reject incoming interfering
signals. The first significant result is that the Dolph-Chebychev beamformer [23],
which is usually adopted as the optimal solution to reject the signals coming from a
given spatial sector, is not the best design from this system-level perspective.

The values of an optimal performance curve (OPC) are also worked out from
the solution of an iterative algorithm that plots the best achievable array gain
for a given attenuation, thus setting a reference to visualize how far the existing
deterministic designs are from the optimal behavior. Interestingly enough, the
corresponding beam patterns of the OPC present decreasing sidelobes in the desired
signal region, and approximately constant sidelobes inside the interfering signal
region. This is an intermediate behavior between those of the spectral weighting
(SW) and Dolph-Chebychev techniques [2].

As an example, Figure 2.1 shows numerical values corresponding to the most
representative deterministic methods and the OPC, in a scenario with the desired
signal at the direction of arrival 70◦ and interfering signals within the region bounded
by 80◦ and 90◦. A trade-off between the proposed performance metrics is shown, and
also that the eligible designs are all placed below the OPC. For this reason, the OPC
can be used to define the best possible trade-off of any deterministic beamformer,
and also to delimit the area of eligible designs.

11
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Figure 2.1: Array gain versus attenuation for several deterministic techniques and
the OPC. The DOA of the desired signal is 70◦, and the DOAs of the interfering
signals lie in the region bounded by 80◦ and 90◦. Linear array of 30 antennas.

2.2 Data-Dependent Beamforming
Data-dependent beamforming is an extremely powerful approach in very changing
environments. With little information about the signals involved, these beamformers
can spatially filter the incoming signals without the need to define specific spatial
regions. Hence, they are very useful in the GNSS user segment, where user receivers
are usually in motion and exposed to time-varying adversities. In this case, a typical
choice is the Capon beamformer, which works extraordinarily well in the presence of
uncorrelated interferences. However, it suffers from severe signal cancellation effects
in the presence of correlated interferences, and therefore it is not applicable when
multipath reflections are received with minimal delays relative to the LOSS.

In order to overcome this limitation, Paper B presents a novel analysis of the
Capon beamformer in the presence of correlated multipath, and it explains that the
mentioned cancellation effects are due to the existence of a non-zero cross-correlation
vector rms between direct signal and multipaths. Consequently, it proposes an
innovative method to estimate and remove this vector from the spatial correlation
matrix of the data received by the array. After that, the new correlation matrix is
used instead of the original one for the calculation of the Capon weights.

The estimation of the vector rms is performed through a given two-dimensional
rank minimization problem, which has certain inherent numerical limitations and
therefore needs to be relaxed by means of the so-called Schatten quasi-norm. Al-
though this relaxation only provides an approximation to the problem, it allows the
implementation of the method with outstanding performance. The method is finally
referred to as power-based Capon (PBC) since it uses an estimate of the power of
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the LOSS in one of its steps.
Figure 2.2 and Figure 2.3 show the multipath and noise powers present at the

output of the array after PBC beamforming, normalized with respect to the power
of the LOSS. These powers can be directly related to the attenuation and array gain
considered in Section 2.1, but are plotted differently here to explicitly illustrate the
existence of the cancellation effects. A parameter ξ ∈ [0, 1] is defined as a delay
scaling factor so that when ξ = 0, all the multipaths are received coherently, and
when ξ = 1, they are received with certain non-zero maximum delays relative to the
LOSS. Supplementary plotted techniques are the DAS, Capon (CAP), and Capon
with additional spatial smoothing (SSC) or forward/backward (FBC).

From Figure 2.2, several things are appreciable. First, the multipath response of
the CAP beamformer equals one when the delay factor is zero. This is due to the
fact that full cancellation effects take place. Additionally, it can be seen that this
response does not improve substantially when the delay factor increases. For their
part, the smoothing approaches SSC and FBC offer enhanced performance compared
to CAP, but just a bit because they only achieve a slight decrease in correlation. In
contrast, the PBC beamformer immediately mitigates the multipaths when ξ > 0.
For its part, the DAS approach offers an intermediate but insufficient performance.

From Figure 2.3, it can be observed that CAP, SSC and FBC offer a remarkably
worse noise response than the rest. The reason is that Capon’s formulation also
implies merging the noise with the multipaths when they show some degree of
correlation for short sample records. This effect is totally avoided by the PBC and
DAS approaches, which show an exceptional noise response for all values of ξ.

Despite the good results obtained, having to solve a rank minimization problem
can become a limitation for the successful implementation of the PBC technique.
In this line, Paper C proposes a new mechanism to estimate the vector rms that is
equivalent to that of the rank but more accurate and reliable. Specifically, the rank
minimization turns into a power minimization, whose new cost function is continuous
and less sensitive to numerical deviations in the estimated correlation matrices.

Figures 2.4 and 2.5 show the accuracy of the new approach compared to that of
the original one in a scenario with a direct signal and two multipaths. This accuracy
is represented in terms of a given delay τ and phase ϕ of a local replica of the
autocorrelation function of the considered GNSS despreading code. This replica is
used in the PBC algorithm to convert an L-dimensional minimization problem to a
two-dimensional one, and it leads to the correct estimate of rms when the mentioned
delay and phase are synchronized with the received post-despreading LOSS.

In the original PBC method, the delay and phase are calculated by minimizing
the Schatten quasi-norm, denoted as S(τ, ϕ). In Paper C, two different functions are
proposed: F1(τ, ϕ) and F2(τ, ϕ). While Figure 2.4 shows that the delays obtained
from the distinct functions differ only by a few nanoseconds, Figure 2.5 shows that
the differences obtained in the estimated phase can be as large as 0.2 rad. Thus, not
only do the new functions offer more reliability due to specific inherent properties,
but F2(τ, ϕ) also provides more accurate results. Moreover, as detailed in Paper C,
the new cost function simplifies the algorithm to generate the PBC weights, which is
an additional advantage to what has been discussed so far.
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Figure 2.2: Multipath response of several beamformers versus delay factor ξ.
The DOAs of the three multipaths and direct signal are −20◦, 80◦, 0◦ and 30◦

respectively. The maximum delays of the multipaths are 1.5µs, 2µs and 2.5µs.
Linear array of 8 antennas.
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Figure 2.3: Noise response of several beamformers versus delay factor ξ. The DOAs
of the three multipaths and direct signal are −20◦, 80◦, 0◦ and 30◦ respectively.
The maximum delays of the multipaths are 1.5µs, 2µs and 2.5µs. Linear array of
8 antennas.
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Figure 2.4: Synchronization error of the delay that minimize the functions S(τ, ϕ),
F1(τ, ϕ) and F2(τ, ϕ), versus delay factor ξ. The DOAs of the two multipaths
and direct signal are −20◦, 80◦ and 30◦ respectively. The maximum delays of the
multipaths are 1.5µs and 2.5µs. Linear array of 5 antennas.
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Figure 2.5: Synchronization error of the phase that minimize the functions S(τ, ϕ),
F1(τ, ϕ) and F2(τ, ϕ), versus delay factor ξ. The DOAs of the two multipaths
and direct signal are −20◦, 80◦ and 30◦ respectively. The maximum delays of the
multipaths are 1.5µs and 2.5µs. Linear array of 5 antennas.
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An alternative approach to PBC that also allows for multipath mitigation is the
robust beamformer presented in Paper D. With very little knowledge of the power of
the LOSS and the use of an additional FIR filter, this work proposes a mechanism
to estimate the subspace spanned by the spatial signatures of the multipaths. Then,
with this subspace at hand, designing a beamformer that mitigates the multipath
contribution is straightforward, such as a distortionless beamformer that lies in the
subspace orthogonal to the estimated multipath subspace.

A very interesting advantage of this approach with respect to the PBC is that it
can decorrelate multipaths between them, thus allowing for subsequent multipath
DOA estimation. Nevertheless, very small relative delays imply using a high sam-
pling frequency, and the associated computational burden can increase significantly.
Moreover, the time window taken for multipath subspace estimation may also be
quite restrictive, since large windows become indispensable to reduce the impact of
the low SNR characteristics of the proposed temporal filter.

Figure 2.6 shows the multipath response of the beamformer proposed in Paper D
with respect to a design parameter of the filter ρ ∈ [0, 1]. Each curve corresponds
to a different time window L in milliseconds. The results mainly demonstrate the
effectiveness of the methodology, and the important role that the value of ρ plays in
the achievable attenuations. More predictably, they also show that larger values of
L perform better multipath attenuations, which happens because the estimation of
the multipath subspace improves.
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Figure 2.6: Multipath attenuation versus design parameter ρ. The DOAs of the
two multipaths and direct signal are 90◦, 140◦ and 40◦ respectively. The delays of
the multipaths are 0.25µs and 1.25µs. Sampling frequency of 4.092 MHz. Linear
array of 5 antennas.
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2.3 Distributed Synchronization
Distributed beamforming is a very attractive strategy for resource-constrained net-
works. Individual sources with common information can efficiently transmit to the
intended destination by using phase and time aligned carriers so that all bandpass
transmissions are received constructively. Nevertheless, each transmitter has an
independent and imperfect oscillator, and for this reason synchronization among
transmitters is fundamental.

Commonly, efforts are devoted to obtaining carrier phase alignment at the desti-
nation regardless of possible small time shifts between the corresponding baseband
signals. Unfortunately, these time shifts may exist even with phase aligned carriers,
for example when they are equal to an integer number of wavelengths. Then, a
total constructive sum of the data at the destination may not be achieved. Another
generally assumed situation is that all sensors are active during synchronization,
which is not true when they leave the network without previous warning.

In Paper D, three types of synchronization procedures are distinguished that
complement each other to achieve an effective total constructive sum of the data. They
are frequency synchronization, phase synchronization and timing synchronization. A
novel protocol is then proposed that explicitly considers these procedures and is valid
when sensors leave the network without warning. The protocol is motivated by the
previous work of [60], is based on the execution of simple rules at each sensor, and
leaves freedom to choose those signals that provide better timing synchronization.

Figure 2.7 shows the probability that the proposed protocol achieves a given
beamforming gain versus the time elapsed since the start of beamforming. While
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Figure 2.7: Probability of a beamforming gain G greater than α times the number
of alive sensors N , versus elapsed time. Label A refers to all sensors alive. Label
D refers to death ratios of 50%. Network of N = 10 sensors.
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deterioration of beamforming is due to the fact that little frequency synchronization
errors always exist, the plots show two essential aspects. First, that carrier phases are
properly aligned at the destination up to 800µs, where a 60% quality beamforming
no longer can be achieved with probability greater than 0.9. Second, that sensors
can disappear from the network with death ratios as high as 50% without severely
affecting performance. Thus, the protocol shows reliability within a certain amount
of time and successfully achieves beamforming in dynamic environments.

2.4 Magnetic Source Localization
The localization of magnetic sources is a problem addressed in many applications,
and most algorithms enabling the localization of a magnetic dipole are highly refined.
Nevertheless, some unconventional applications still need to be updated using the
current state of the art, and further research can bring essential improvements. This
is the case of avalanche victims rescue, where current techniques are anachronistic
and the localization of victims often becomes slow and complicated.

Before improving existing localization algorithms, it is also important to inquire
about available cutting-edge technologies and devise potential protocols. Along these
lines, Paper E is a patent publication that suggests a novel localization device and
an innovative protocol, both motivated by current solutions and the array processing
literature. Its main novelty is the inclusion of an array of magnetic vector sensors at
the receiver, which allows specific data processing depending on the level of spatial
diversity of the signals present.

The localization protocol proposed with the new device is divided into three
stages: detection, tracking and positioning. At detection, the outputs of the sensors
are simply added together to increase the SNR and hence the sensibility of the
device. At tracking, the magnetic field is calculated using one or more of the sensors
available, and the corresponding field lines are followed by the rescuer. At positioning,

Figure 2.8: Hypothetical search paths of an avalanche victim corresponding to
the traditional (left) and proposed (right) protocols. Different line widths indicate
different stages of the protocol.
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the victim’s location is explicitly calculated using all sensors of the array, and a
direct-path search towards the victim is performed.

This process contrasts with the traditional one, where four stages are defined with
limiting particularities: the detection process is longer due to the lower sensibility of
the device; the tracking stage is similar but starting and ending later; positioning is
performed at ground level based on power measurements, hence becoming remarkably
unhandy and inaccurate; and an additional cumbersome probe-based pinpointing is
conducted to accurately find the victim. Figure 2.8 illustrates both protocols.

In general terms, the new protocol allows a more efficient and convenient search
than the traditional one, since fewer meters need to be traced in total by the rescuer
to reach the victim and pinpointing reduces to simply checking and marking the
victim’s location. Additionally, the detection range of the proposed device increases
with the number of sensors used, and multiple victim localization can be drastically
enhanced through parameter-based array processing techniques.





Chapter 3

General Conclusion

This thesis deals with several problems in the field of array signal processing that
raise great interest within the telecommunication engineering community. The
contributions can be summarized as follows:

First, a novel performance analysis of deterministic beamformers applied in a
baseline GNSS scenario with interferences coming from low elevations is presented.
The interference attenuation and array gain are considered parameters of interest, and
the most outstanding deterministic techniques are analyzed showing that a trade-off
exists between both metrics. Additionally, a method is presented to approximately
calculate the performance that defines the best possible trade-off and thus delimit the
region of eligible designs. As a result, it is found that the optimum beam patterns
strike a balance between some aspects found in the Dolph-Chebychev and others
found in spectral weighting techniques.

Second, a new data-dependent beamforming technique is proposed for multipath
mitigation in the context of GNSS. This technique is based on the well-known Capon
beamformer, and it aims to avoid limiting cancellation effects between the direct
signal and correlated multipaths. In order to do so, the known power and direction of
arrival of the direct signal are exploited at the receiver, and as a result, the technique
is referred to as PBC beamforming. The corresponding computational costs are
estimating the spatial correlation matrix of the incoming signal, calculating the
cross-correlation between this signal and a reference signal with variable delay and
phase, and implementing a two-dimensional minimization problem.

The behavior of the PBC approach is justified mathematically, and also supported
by several simulation results. Two important scenarios are distinguished depending
on the degree of correlation between the direct signal and multipaths, with the
most limiting situation occurring in the coherent multipath case. In either case, the
obtained multipath attenuations are generally superior to those obtained by other
representative techniques, and the noise response is highly satisfactory. The existing
numerical limitations of the PBC approach are addressed later using a new cost
function that is continuous and less sensitive to numerical deviations in the estimated
correlation matrices. The equivalence between the new formulation and the original
one is proven, and corresponding implementations are proposed. While the results
obtained show that all implementations are valid, they also indicate that one of them
provides significantly better results.
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Third, a novel technique that estimates the subspace spanned by the spatial
signatures of the multipaths received in an antenna array is presented. In order to
estimate this subspace, a tunable FIR filter that offers a trade-off between multipath
discrimination and output SNR is proposed. The estimated subspace can then be
used for multipath mitigation via beamforming and for multipath DOA estimation.
The obtained numerical results show that significant multipath attenuation can be
achieved via beamforming for several configurations of the FIR filter, and that the
tuning parameter can be adjusted to maximize the multipath attenuation.

Fourth, a robust time-slotted round-trip carrier and timing synchronization
protocol is proposed for distributed beamforming in WSNs. The protocol is based
on a simple exchange of few reference signals and a calibration signal, and leaves
freedom to choose those signals that provide better simultaneity at destination.
It also prevents the sensor nodes from being blocked when some disappear, thus
allowing for beamforming in dynamic environments. The simulation results show that
a significant delay estimation accuracy is required, and that a decent beamforming
time can be achieved even when 50% of the nodes disappear at once.

Fifth and last, a novel localization device and an innovative protocol for the
search of avalanche victims are presented. The main novelty is the inclusion of an
array of magnetic vector sensors at the receiver, which allows specific data processing
depending on the level of spatial diversity of the signals present. The method
comprises performing three stages that contrast with the traditional ones for their
simplicity and effectiveness. The detection stage is faster, the tracking stage is similar
but starting and ending later, and the positioning stage is performed much more
accurately and comfortably. As a consequence, the proposed method and localization
device allow for a more convenient and quick search of the victims.

As a result of this thesis, there are several lines of research that suggest being
exploited. It is natural, for example, to consider possible extensions of the proposed
data-dependent beamforming techniques to scenarios other than GNSS, especially to
those that do not use spread-spectrum modulations. However, it should be noted
that in many cases the extensions can be resolved by simply incorporating pilot
sequences in the data sent. Given the promising results, another issue to consider is
how knowing the power of the desired signal can improve other existing beamforming
techniques or even array processing techniques other than beamforming, such as the
spectrum-based and parameter-based ones.

Regarding distributed synchronization, a rigorous study on the optimal design
of the signals used for timing synchronization would be of great interest. With
optimization, the advantages of the proposed protocol could be well exploited and
thus lead to an outstanding synchronization. Concerning the localization of avalanche
victims, the new device and protocol open the door to investigating array processing
algorithms specifically designed for avalanche rescue. Although the use of existing
multiple-antenna algorithms from other fields already brings with it an improvement
over single-antenna avalanche rescue techniques, it is remarkably likely that new
algorithms can slightly improve the rescue time.
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It is customary to look over deterministic beamforming techniques as designs that offer a
trade-off between mainlobe width and sidelobe level. In this work, we take into
consideration that noise reduction and interference rejection are actually more useful
metrics for the design of practical systems, and we present a novel analysis as a first step
to understand the behavior and limitations of the deterministic beamformers from this
system level perspective. The obtained results show that a trade-off between both metrics
exists, and they illustrate some misconceptions about the traditionally assumed optimal
designs. Finally, a method to approximately calculate the best attainable performance of
any deterministic beamformer is presented.
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1. Introduction

Beamforming is an array signal processing technique
that provides a versatile form of spatial filtering. The
existing beamforming techniques can be mainly classified
into two groups [1]: deterministic beamforming and data-
dependent beamforming. In the former, the designs aim to
generate a fixed response for all possible scenarios, where
sidelobe level and mainlobe width are typical performance
metrics. In the latter, the designs depend on the statistics
of the incoming data, where output signal-to-interference
plus noise ratio (SINR) is a common performance metric.

Currently, the application requirements at a system
level are usually present in terms of interference power
and noise power at the output of the beamformer [2–4],
and normally they cannot be understood simply as a single
requirement on the interference-plus-noise power. These
requirements can be alternatively expressed in terms of
the beamformer's ability to mitigate the noise (array gain)
and reject the interferences (attenuation), and they can be
represented in a curve that relates both metrics. On the

other hand, each beamforming technique is inherently
characterized by a performance curve containing the array
gain and attenuation values that it can offer, each point
corresponding to a specific design. A natural concern is
then to accurately quantify the performance curves, since
they allow us to know which designs can be eligible for the
application of interest. Fig. 1a depicts this idea. This clearly
casts doubts on the optimality of some commonly used
beamforming performance metrics, and it shows that
array gain and attenuation may be better metrics.

Recently, the authors of [4] studied the trade-off between
array gain and attenuation of some data-dependent beam-
formers, and they proposed a new beamformer that allows
the control of this trade-off. However, a similar study about
deterministic beamformers is also necessary since unfortu-
nately most data-dependent beamformers do not allow this
control and they fail in some scenarios [1,5–7]. In contrast,
deterministic beamformers constitute a robust [1,8,9] and
simpler option to be implemented. Moreover, they offer
adequate solutions when the desired signal and the inter-
ferences are known to be confined in different spatial
regions, as in GNSS reference stations [3], radio telescopes
for interferometry and the over-the-horizon radar.

In this work we shed some light on the relation
between attenuation and array gain of the most relevant
deterministic techniques. We compare their behavior and

Contents lists available at ScienceDirect

journal homepage: www.elsevier.com/locate/sigpro

Signal Processing

0165-1684/$ - see front matter & 2013 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.sigpro.2013.06.008

n Corresponding author. Tel.: +34 93 581 40 30; fax: +34 93 581 40 31.
E-mail addresses: marti.manosas@uab.cat (M. Mañosas-Caballú),

jose.vicario@uab.cat (J. López Vicario),
gonzalo.seco@uab.cat (G. Seco-Granados).

Signal Processing 94 (2014) 158–162

Paper A. Performance of Deterministic Beamformers 35



limitations in a realistic scenario, and we show that the
Dolph–Chebychev beamformer, which is usually adopted
as the optimal solution to reject the signals coming from a
given spatial sector, is not the best design from a system
level perspective. In order to obtain a benchmark to
evaluate the performance of any beamformer, we also
present a method to approximately calculate the optimal
performance curve.

2. Problem statement

Let us consider that an N-element uniform linear array
receives s(t), m1ðtÞ;…;mMðtÞ and n(t), which are the base-
band representations of the desired signal, M interferences
and additive white noise respectively. Assuming that the
array narrow-band condition is fulfilled [1], the baseband
equivalent of the beamformer output signal is

yðtÞ ¼wHvðθ0ÞsðtÞ þ ∑
M

k ¼ 1
wHvðθkÞmkðtÞ þwHnðtÞ ð1Þ

where w∈CN contains the beamforming weights, H
denotes the conjugate transpose operation, vðθÞ∈CN is
the steering vector at a given direction-of-arrival (DOA) θ,
and θ0; θ1;…θM are the DOAs of the desired signal and
interferences respectively, defined as the arrival angles
with respect to the array axis. Finally, nðtÞ∈CN contains the
received noise at each element of the array.

In the applications of interest we cannot assume that
the DOAs of the interferences are known. Instead, the
interferences are assumed to arrive from elevations lower
than a value φf , and we call this region forbidden sector. On
the other hand, the desired signal arrives from an eleva-
tion higher than a value φd4φf , and we call this region
desired sector. The remaining area is the transition sector.
The elevations belonging to the forbidden sector corre-
spond to θ∈½0;φf �∪½π−φf ; π�, and for the desired one
θ∈½φd; π−φd�.

The aim of the beamformer is to find the weights w
that verify a particular requirements on the array response
or beam pattern wHvðθÞ. Fig. 1b shows a scheme of the
described scenario and an example of a possible beam
pattern. From all existing metrics related to w, we are
interested in the attenuation γ and the array gain ag of the

corresponding beam pattern, defined as

γ−1≔maxfjwHvðθÞj2=jwHvðθ0Þj2 : θ∈½0;φf �∪½π−φf ; π�g ð2Þ

ag≔jwHvðθ0Þj2=jwHwj ð3Þ
Note that the attenuation definition is consistent with the
worst-case requirements of the considered applications,
and the noise definition considers the special case of
spatial white noise and identical noise spectra at each
sensor [1].

The goal of the paper is then to study the relation
between γ and ag of the current deterministic beamfor-
mers for linear arrays and find an optimal performance
curve to obtain a benchmark that let us evaluate their
performance. The inter-element spacing of the array is
chosen to be half wavelength through all the paper since
the corresponding beam pattern presents the best resolu-
tion without ambiguity.

3. Array gain versus attenuation trade-off

3.1. Deterministic beamforming techniques

We discuss here how to adapt the existing determinis-
tic techniques to our scenario. The first step is to select
those methods in which either ag or γ can be modified
deliberately by the designer. This is only the case of the
Main Response Axis (MRA) methods [1], which assure an
accurate control of the sidelobe level.

The MRA methods mainly comprise the Spectral
Weighting (SW) and the Minimum Beamwidth for Speci-
fied Sidelobe Level (MBSSL) approaches, which present a
well known trade-off between sidelobe level and mainlobe
width or beamwidth. Concretely, the MBSSL methods
optimize the beamwidth for a given maximum level of
sidelobes, and the Dolph–Chebychev is the best known
representative because it has constant level of sidelobes.
Furthermore, both approaches are characterized by having
non-increasing sidelobes. This leads to a methodology of
design based on building a spatial filter with pass-band
given by the mainlobe and stop-band given by the side-
lobes. In our scenario, the pass-band is located in the
desired sector and the stop-band corresponds to the
forbidden sector. The mainlobe is placed in the desired

Fig. 1. (a) Example of the requirements and performance curves in terms of array gain (ag) versus attenuation ðγÞ. (b) Scenario of interest and example of a
possible beam pattern.
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direction θ0 by means of array steering [1] since the
mainlobe of all the MRA methods is located at θ0 ¼ π=2
by default, and the first sidelobe level is meant to deter-
mine a lower-bound on the attainable attenuation.

Finally, note that this methodology of design may imply
that a portion of the mainlobe is present in the forbidden
sector because the closer to the endfire (θ¼ 0 or π) the
mainlobe is, the wider the beamwitdh. Then, as γ is
determined by the maximum value of sidelobes and
mainlobe inside the forbidden sector, the mainlobe can
reduce the attainable attenuation if it exceeds the sidelobe
level. As a result, and being consistent with the considered
worst case requirements, it is mandatory to focus on the
designs where the DOA of s(t) is close to the forbidden
sector. Other cases are not so restrictive.

3.2. Trade-off analysis

We start by noting that the value of γ is generally
improved by decreasing the sidelobes level. However, this
generally widens the mainlobe. Thus, a situation may be
attained where the mainlobe is present in the forbidden
sector with a value that exceeds the sidelobes. As a result,
each MRA technique has a maximum value of attenuation
ϵ that is not possible to exceed, i.e. ϵ¼max γ. We call it
maximum-attenuation design, and it is achieved when the
first sidelobe level equals the maximum mainlobe value
inside the forbidden sector.

Without loss of generality, we can consider that our
beam patterns are normalized with respect to the LOSS
response, so ϵ corresponds to a minimum sidelobe level
1=

ffiffiffi

ϵ
p

. In the case of the Dolph–Chebychev approach, it is
possible to analytically deduce a formula for ϵ through
simple algebraic manipulations on the beam pattern of the
Dolph–Chebychev beamformer, whose basic formulation
can be obtained from [1]

ϵ¼ cosh2ððN−1Þ sech−1 cos ðπρ=2ÞÞ N≥2 ð4Þ
where ρ¼ cos ðφf Þ− cos ðφdÞ. In the case of the SWmethods,
the value of ϵ corresponds to the largest solution of
ffiffiffi

ϵ
p −1 ¼ jwðϵÞHv ð cos −1ρÞj ϵ40 ð5Þ
where we use wðϵÞ to emphasize that w depends on the
designed sidelobe level 1=

ffiffiffi

ϵ
p

through a MRA design para-
meter. Eq. (5) imposes that the value of the mainlobe at φf

is equal to the first sidelobe level. Then, in practice one can
obtain an approximate solution via beam pattern plots:
increasing/decreasing the first sidelobe level until it equals
the mainlobe value at φf . Analogously, an accurate solution
of ϵ can be easily obtained from (5) via the bisection
method.

As shown in (4) and (5), ϵ does not only depend on the
particular designw, but also on the value of N. Fig. 2 shows
the minimum number of antennas Nmin needed to obtain a
given value of ϵ. We can see that Nmin is a monotonically
increasing function of ϵ. The reason is that an increase of ϵ
requires a decrease of the beamwidth, which is achieved
by increasing N. Note that the plot also shows that the SW
methods can be classified into two groups [1]. On one
hand, Hamming and Blackman-Harris, do not allow
us to vary the sidelobe level deliberately, and they are

represented as fixed attenuation points. On the other hand,
Dolph–Chebychev, Raised Cosine, Cosinem and Discrete
Prolate Spheroidal Sequences (DPSS), allow us to increase
or decrease the sidelobe level through a design parameter.

Finally, we analyze the points ðag ; γÞ that an MRA
method offers when varying the design parameter for a
given value of N. This gives a curve for each value of N.
Note first that if the designed sidelobes are higher or equal
than 1=

ffiffiffi

ϵ
p

, then γ is determined by the sidelobes level.
However, when the designed sidelobes are lower than
1=

ffiffiffi

ϵ
p

, then γ is determined by the mainlobe. Thus, two
different designs may exist that produce the same γ. As
each design corresponds to a different beamformer, a
priori it has different values of ag. The result is that some
values of γ can be paired with two different values of ag,
except when γ ¼ ϵ. In fact, all simulated methods present
an upper and lower curves ending at a common point with
attenuation ϵ. In order to show only the most meaningful
designs, we do not represent here the lower curve. Fig. 3
shows the upper curves obtained for the DPSS and Dolph–
Chebychev methods.

3.3. Discussion

First note that, as the SW methods have decreasing
sidelobes, there are sidelobes that are lower than the first
sidelobe. But, as some of them are outside the forbidden
region, they are not effectively used to attenuate infer-
ences. In contrast, the Dolph–Chebychev approach offers a
constant level of sidelobes, which is a less restrictive way
of using the degrees of freedom of w to increase γ, as
corroborated by the results in Fig. 2. This advantage
partially clarifies why the Dolph–Chebychev is usually
adopted as the optimal solution to attenuate the signals
coming from a given spatial sector. However, the Dolph–
Chebychev method does not enjoy the same advantage in
terms of ag. For instance, Fig. 3 shows that for N¼40 the
SW techniques present the best values of ag.

Second note that Fig. 3 shows that there exists a clear
trade-off between ag and γ. The SWmethods present the best
ag when high sidelobes are used. This is due to both the
narrow mainlobe of the beam patterns and the high filtration

Fig. 2. Minimum number of antennas Nmin for achieving an attenuation ϵ.
Scenario with φf ¼ 101 and φd ¼ 201.
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of the noise for low elevations. Then, when the designed
sidelobes are lower, γ increases up to ϵ. But the mainlobe
width increases and the higher noise reduction for low
elevations does not compensate the incoming noise from
the mainlobe, so ag decreases. In contrast, in the case of the
Dolph–Chebychev, the noise is poorly mitigated in all the
visible region for high sidelobes since the same low attenua-
tion is applied for all the sidelobes, so ag is low. Then, ag is
improved when the sidelobes are decreased, although the
represented values are obtained once the sidelobes go under
1=

ffiffiffi

ϵ
p

, so the attenuation decreases.

4. Optimal performance curve

We work out the values of the Optimal Performance
Curve (OPC) from the solution of an iterative algorithm.
Our goal is to solve

max
w

jwHaj2=jwHwj

s:t: jwHvðθÞj=jwHaj≤β θ∈½0;φf �∪½π−φf ; π� ð6Þ

where a≔vðθ0Þ to abbreviate and, without loss of generality,
we can consider thatwHa¼ 1. Note that (6) maximizes ag for
a given attenuation γ ¼ β2, so its solution determines the
optimal trade-off between ag and γ. However, as this solution
is very difficult to obtain (if possible at all), we present below
an approximate solution by means of a modified version of
the iterative algorithm presented in [10]. Although an
analytical proof of the convergence of the proposed iterative
algorithm to the approximate solution is not available, the
results obtained in [10] and our extensive simulations have
shown that in practice this is always the case as long as the
constraint in (6) does not make the problem unfeasible. Note
that in the considered scenarios a mathematical proof of the
convergence is not really necessary since it can be just
checked through simulations before using the weights for
their final purpose.

The algorithm starts by creating a distortionless beam-
former with maximum array gain, i.e. w0 ¼ argmin wHw

subject to wHa¼ 1, whose solution is w0 ¼ ðaHaÞ−1a.
Second, the algorithm iteratively updates the weights as
wnþ1 ¼wn þ Δwn until the sidelobes do not exceed the
desired level β in the forbidden sector. For a given value of
n∈N, Δwn comes from

min
Δwn

ðwn þ ΔwnÞHðwn þ ΔwnÞ

s:t: ΔwH
n a¼ 0

ΔwH
n vðϕn;kÞ ¼ f n;k k¼ 1;…;Kn ð7Þ

where ϕn;k is the direction of the k-th sidelobe of wn that
exceeds β in the forbidden sector, Kn is the number of
sidelobes that exceed β and f n;k is the value that we assign
to the beam pattern of Δwn in the direction ϕn;k.

The goal of (7) is twofold. On one hand, using the new
objective function and the constraint ΔwH

n a¼ 0, the max-
imization of the array gain of wnþ1 and the constraint
wH

nþ1a¼ 1 are maintained. On the other hand, using
the second constraint with f n;k≔ðβ−jcn;kjÞcn;k=jcn;kj and
defining cn;k as the value of the beam pattern of wn at
ϕn;k, the level of the selected sidelobes that exceed β is
forced to be equal to β. In the case that Kn4N−1, only
the highest N−1 sidelobes are considered, hence prioritiz-
ing the directions that exceed the sidelobe threshold in a
greatest extent. Note that, assuming that convergence
holds, Kn≤N−1 must be verified from some iteration on.
The solution of (7) is Δwn ¼ CnðCH

n CnÞ−1gn−P⊥
Cn
wn, where

Cn ¼ ½a; vðϕn;1Þ;…; vðϕn;Kn
Þ�, gn ¼ ½0; f n;1;…; f n;Kn

�H and P⊥
Cn

is
the projection matrix onto the space orthogonal to the
column space of Cn.

Fig. 4 plots the OPC and the performance curves of the
most representative MRA methods for N¼30. As it is
clearly shown, the OPC outperforms these deterministic
designs, so it sets a reference to visualize how far they are
from the optimal one. In addition, an interesting feature is
observed when the OPC beam patterns are plotted: they
present decreasing sidelobes outside the forbidden sector
and approximately constant sidelobes in the forbidden
sector. This is an intermediate behavior between those of
the SW and the Dolph–Chebychev and coincides with the
fact that it may optimize the studied trade-off.

Fig. 3. Array gain versus attenuation for the DPSS and the Dolph–
Chebychev techniques. N¼40 (lower curves) and N¼70 (upper curves).
The maximum-attenuation design values are ϵd1≈15:3 dB, ϵd2≈31:5 dB,
ϵc1≈17:7 dB and ϵc2≈36 dB. Scenario with φf ¼ 101 and φd ¼ 201.

Fig. 4. Array gain versus attenuation for several MRA deterministic
techniques and the OPC. N¼30. Scenario with φf ¼ 101 and φd ¼ 201.
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5. Conclusion

In this work we have presented a novel performance
analysis of deterministic beamformers applied in a scenario
with interferences coming from low elevations. We have
argued that the well known trade-off between sidelobe level
and mainlobe width is not useful to carry out performance
assessment and design at system level. Therefore, we have
considered the attenuation and the array gain as a parameters
of interest, and we have analyzed the most outstanding
deterministic techniques showing that a trade-off between
both metrics exists. Finally, we have presented a method to
approximately calculate the perfomance that defines the best
possible trade-off and delimit the region of eligible designs.
The corresponding beam patterns strike a balance between
some aspects found in the Spectral Weighting techniques and
others found in the Dolph–Chebychev.

References

[1] H.L. Van Trees, Optimum Array Processing. Detection, Estimation,
and Modulation Theory. Part IV, 1st edition, Wiley-Interscience,
2002.

[2] J. Riba, J. Goldberg, G. Vazquez, Robust beamforming for interference
rejection in mobile communications, IEEE Transactions on Signal
Processing 45 (1997) 271–275.

[3] J.L. Vicario, F. Antreich, M. Barcelo, N. Basta, J. Cebrian, M. Cuntz,
O. Gago, L. Gonzales, V. Heckler, C. Lavin, M. Manosas-Caballu,
J. Picanyol, G. Seco-Granados, M. Sgammini, F. Amarillo, ADIBEAM:
Adaptive digital beamforming for Galileo reference ground stations,
in: Proceedings of ION GNSS, 2010, Portland, OR, pp. 172–184.

[4] M. Souden, J. Benesty, S. Affes, A study of the LCMV and MVDR noise
reduction filters, IEEE Transactions on Signal Processing 58 (2010)
4925–4935.

[5] Y. Bresler, V. Reddy, T. Kailath, Optimum beamforming for coherent
signal and interferences, IEEE Transactions on Acoustics Speech and
Signal Processing 36 (1988) 833–843.

[6] S. Pillai, B. Kwon, Forward/backward spatial smoothing techniques
for coherent signal identification, IEEE Transactions on Acoustics
Speech and Signal Processing 37 (1989) 8–15.

[7] G. Seco-Granados, J.A. Fernandez-Rubio, C. Fernandez-Prades, ML
estimator and hybrid beamformer for multipath and interference
mitigation in GNSS receivers, IEEE Transactions on Signal Processing
53 (2005) 1194–1208.

[8] K.M. Buckley, L. Griffiths, Design of deterministic beamformers for
arbitrarily configured arrays, in: Proceedings of the IEEE ICASSP,
1987, Minneapolis, MN, pp. 1995–1998.

[9] C.-Y. Tseng, L.J. Griffiths, An iterative approach for deterministic
beamformer design, in: Proceedings of the Conference on Commu-
nication Computing and Signal Processing, 1989, Victoria, BC,
Canada, pp. 439–442.

[10] C.-Y. Tseng, L. Griffiths, A simple algorithm to achieve desired
patterns for arbitrary arrays, IEEE Transactions on Signal Processing
40 (1992) 2737–2746.

M. Mañosas-Caballú et al. / Signal Processing 94 (2014) 158–162162

Paper A. Performance of Deterministic Beamformers 39





Paper B

Power-Based Capon Beamforming:
Avoiding the Cancellation Effects
of GNSS Multipath

DOI: 10.1016/j.sigpro.2020.107891

c© 2020 Elsevier. Reprinted with permission from M. Mañosas-
Caballú, A. L. Swindlehurst and G. Seco-Granados, Signal Pro-
cessing 180 (Mar. 2021), num. 107891.

41





Signal Processing 180 (2021) 107891 

Contents lists available at ScienceDirect 

Signal Processing 

journal homepage: www.elsevier.com/locate/sigpro 

Power-based Capon beamforming: Avoiding the cancellation effects of 

GNSS multipath 

Martí Mañosas-Caballú a , ∗, A. Lee Swindlehurst b , Gonzalo Seco-Granados a 

a Dpt. Telecomm. and Syst. Engineering, Universitat Autònoma de Barcelona, Spain 
b Dpt. Electrical Engineering and Comp. Science, University of California at Irvine, United States 

a r t i c l e i n f o 

Article history: 

Received 25 March 2020 

Revised 7 August 2020 

Accepted 5 November 2020 

Available online 10 November 2020 

Keywords: 

Beamforming 

Capon 

Arrays 

Multipath 

Correlated 

Coherent 

GNSS 

Time-delay 

Carrier-phase 

a b s t r a c t 

This paper addresses the problem of GNSS multipath mitigation using antenna arrays. A new data- 

dependent beamforming technique is proposed that is based on the well-known Capon beamformer. This 

technique aims to avoid the typical cancellation phenomenon between signal and correlated multipaths, 

by exploiting the known power of the direct signal at the receiver. To this effect, a measure of the corre- 

lation between the signal and multipaths is obtained in matrix form, and it is then subtracted from the 

spatial correlation matrix of the received signal. This results in a new spatial correlation matrix that is 

used for the final Power-Based Capon beamformer. The behaviour of this technique is justified mathemat- 

ically, and it is supported by several numerical results. These results show that the obtained multipath 

attenuations are generally superior to those obtained by other existing techniques, and also that the noise 

response is very satisfactory. The impact of the proposed technique on the time-delay and carrier-phase 

calculation at the GNSS receiver is also considered. While the obtained carrier-phase observables are rea- 

sonably accurate, the final distortion on the time-delay is exceptionally low for any multipath delay. 

© 2020 Elsevier B.V. All rights reserved. 

1. Introduction 

Global Navigation Satellite Systems (GNSS) enable the calcu- 

lation of a user position by using the signals transmitted by a 

constellation of specific satellites. In order to obtain this position, 

some essential parameters have to be estimated at the user re- 

ceiver. For instance, the time-delay of the received signals is very 

important, and it has a great impact on the receiver accuracy. It 

is used for the calculation of the pseudorange , or apparent dis- 

tance between the user and each available satellite. This distance 

does not typically match with the exact geometric distance due to, 

among other factors, synchronism errors between the receiver and 

satellite clocks, but it leads to a system of equations from which 

the position can be calculated [1] . The carrier-phase of the received 

signals may also be used to obtain a measure of the distance be- 

tween the satellite and receiver, and it is particularly appealing 

because it provides a much more precise measurement than the 

time-delay. However, it also presents some limitations, such as be- 

ing ambiguous by an unknown integer number of wavelengths. 

∗ Corresponding author. 

E-mail addresses: marti.manosas@e-campus.uab.cat (M. Mañosas-Caballú), 

swindle@uci.edu (A.L. Swindlehurst), gonzalo.seco@uab.cat (G. Seco-Granados). 

For GNSS, only the received Line-Of-Sight Signal (LOSS) is ex- 

ploited to obtain useful information about the receiver position. 

Multipath reflections usually bias the time-delay and carrier-phase 

estimates, so that pseudoranges may change by several tens of 

meters, and they also hamper the ambiguity resolution process 

needed for carrier-phase ranging [2] . For this reason, significant 

research and development effort s have been devoted to the miti- 

gation of multipath effects, and many techniques have been pro- 

posed so far. On one hand, there are single-antenna techniques, 

which attempt to discriminate the LOSS from the reflections by 

exploiting their temporal diversity. Examples of such techniques 

are the narrow-correlator [3] , the strobe-correlator [4] and the 

MEDLL [5] , but there are other proposals as well [6–8] . Although 

these approaches improve on the standard positioning accuracy, 

their performance is still insufficient for many precise applica- 

tions. On the other hand, there are multiple-antenna techniques, 

which exploit the spatial diversity, and are able to discriminate 

the reflections when they come from different directions [9] . So 

far, several multiple-antenna studies have been proposed that take 

into account the underlying particularities of a GNSS scenario. 

These include the application of the basic Howells-Applebaum and 

Power-Inversion methods [10] , the use of Deterministic Beamform- 

ing techniques [11] , specific methods based on Maximum Likeli- 

hood (ML) estimation [12] , two-step approaches based on Eigen- 

decomposition [13] , and many other examples [14–16] . A thor- 

https://doi.org/10.1016/j.sigpro.2020.107891 
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ough overview can be found in [17] , and other recent studies are 

[18] and [19] . 

Overall, the best and most well-known multiple-antenna solu- 

tions are based on data-dependent beamforming, where the opti- 

mal beamforming weights depend on the statistics of the incom- 

ing data [9] . They are very appropriate for situations where little 

a priori information about the scenario is available, or when the 

scenario is likely to change with time. When the spatial and/or 

temporal signatures of the LOSS are assumed known, it is com- 

mon to exploit them to improve performance at the output of 

the array [20] . Otherwise, there are also blind beamforming tech- 

niques that only exploit some specific properties of the involved 

signals, such as constant modulus and self-coherence, and hence 

they are robust to errors in the previous assumptions. In any case, 

the data that is used to compute the beamforming weights can 

be obtained either before or after the despreading process, since 

all present and planned navigation systems use Direct-Sequence 

Spread-Spectrum (DS-SS) signals. When mitigating the multipath is 

the main issue, it is recommended to employ the post-despreading 

signals because the despreading makes the multipath contribution 

more noticeable. The weights can then be applied to either the 

pre-despreading or the post-despreading signals. 

Although data-dependent beamforming is very useful in many 

situations, it often fails when very correlated signals are present. 

Hence, it is not useful to mitigate multipath reflections with 

very small delay relative to the LOSS. For this reason, some ro- 

bust beamforming techniques that combat highly correlated sig- 

nals have been proposed, but they still present certain limitations. 

The first remarkable contribution was in 1982, with the work of 

Widrow et al. [21] . Then, Shan et al. [22] introduced the power- 

ful spatial smoothing technique for Direction-Of-Arrival (DOA) es- 

timation, which satisfactorily decorrelates a set of coherent signals 

impinging on an antenna array. However, the application of this 

technique to the beamforming problem involves a regular array ge- 

ometry, such as a uniform linear array or a uniform rectangular 

array, and it also requires using a large amount of sensors. Other 

interesting alternatives were presented by Bresler et al. [23] after- 

wards. Also, a forward/backward extension of the spatial smooth- 

ing technique was presented in [24] , which reduces the number 

of extra sensors needed for decorrelation. A ML estimation pro- 

cedure for the location of coherent sources was presented in [25] , 

and a quadratically constrained approach was implemented in [26] . 

Other important works have also been presented since [27–30] . 

Nonetheless, there is still no method that satisfactorily mitigates 

the effects of the multipath on the pseudoranges for all possible 

relative delays, unless it is at the expense of a loss of the array 

resolution or the computational need to estimate the DOA of each 

multipath. 

Noteworthy characteristic of GNSS is that receivers are contin- 

uously provided with accurate information of the satellites’ posi- 

tions and with their own position estimates. Often, this particu- 

larity is exploited to calculate some useful parameters at the re- 

ceiver for data-dependent beamforming. For instance, the DOA of 

the direct signal. Note that in very adverse multipath scenarios, the 

inaccuracies of the receiver and satellite positions are at most on 

the order of a few hundred meters, and hence they are not im- 

portant in determining the DOA. In fact, many beamforming tech- 

niques use this parameter together with the known geometry of 

the array to determine the spatial signature of the LOSS [ 20 ]. The 

assumption of a known spatial signature relies on the availability 

of array calibration, since some modelling errors always exist that 

must be taken into account. This problem can be found in many 

applications of antenna arrays, and robust calibration methods de- 

veloped for generic applications are also applicable here. 

In a similar manner to the DOA, the theoretical value of the re- 

ceived power of the LOSS can also be calculated at the receiver. 

In this case, the knowledge of the satellite transmit power and a 

proper model for the direct-path loss are fundamental, in addition 

to the distance between the receiver and the satellite that is ob- 

tained from the receiver and satellite positions. The errors in the 

receiver position, even if they are on the order of hundreds of me- 

ters, have no significant impact on the calculation of the distance 

because the satellites are 20 0 0 0 km or further way. Only the de- 

viations due to model mismatches need to be considered, which 

can be further reduced by contrasting them with previous estima- 

tion records and some specific template functions [ 31 ]. Note that 

the knowledge of the LOSS power occurs on top of the more usual 

assumption that the noise power at each element of the array can 

be estimated, and we aim to show that it has a great potential to 

reduce the multipath effects. . 

In this paper, we propose a new data-dependent beamformer 

that exploits the previous GNSS particularities. The proposed tech- 

nique is based on the well-known Capon beamformer [ 32 ], and it 

uses the post-despreading signals to calculate the weights. In par- 

ticular, it attempts to attenuate interference, multipath and noise, 

exploiting the fact that the spatial signature and power of the 

LOSS are known at the receiver. In the next section, the model 

of the problem is presented formally. Then, a novel review of 

the Capon beamformer in the presence of multipaths follows. This 

new look motivates the proposed Power-Based Capon (PBC) beam- 

former, which is detailed in Section 4 . Afterwards, some simula- 

tion results are presented, which demonstrate the behaviour of 

our methodology. Finally, conclusions about the work are drawn 

in Section 6 . 

2. Problem model 

Let us consider that an arbitrary N-element antenna array re- 

ceives the DS-SS signal transmitted by a given GNSS satellite to- 

gether with D < N multipath reflections. After the despreading pro- 

cess, the n th sample of the data received by the array is modeled 

as: 

x [ n ] = a s [ n ] + Bm [ n ] + v [ n ] (1) 

where s [ n ] ∈ C is the LOSS, a ∈ C 

N is its corresponding spatial sig- 

nature, m [ n ] := [ m 1 [ n ] . . . m D [ n ]] 
T is a vector containing all mul- 

tipath contributions m k [ n ] ∈ C for k = 1 , . . . , D, the matrix B := 

[ b 1 . . . b D ] contains at each column the spatial signature of each 

multipath, and v [ n ] ∈ C 

N is the received noise at each element of 

the array, which is assumed to be spatially white and with iden- 

tical noise power at each sensor. In the scenario of interest, the 

multipath reflections can be either correlated or uncorrelated with 

the direct signal. When one or more reflections have zero relative 

delay, we refer to it as the coherent multipath case. As all the in- 

volved signals are assumed to impinge on the array from different 

directions, in this work we assume that a , b 1 , . . . , b D are linearly 

independent vectors. In addition, a is considered known, whereas 

b 1 , . . . , b D are unknown. 

We process x [ n ] through a given beamforming technique, which 

uses some complex weights w ∈ C 

N to generate the signal y [ n ] = 

w 

H x [ n ] at the output of the processor. The purpose of this oper- 

ation is to mitigate the multipath contribution, interference and 

noise, while keeping s [ n ] undistorted. Then, the time-delay and 

carrier-phase of the LOSS can be estimated from y [ n ] , which are 

usually fed back to the despreading stage as illustrated in Fig. 1 . A 

very interesting approach for the beamforming stage is the Capon 

beamformer, which calculates w from the solution to: 

min 

w 

w 

H R xx w subject to w 

H a = 1 (2) 

2 
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Fig. 1. Proposed GNSS multiple-antenna receiver. 

where R xx = E { x [ n ] x [ n ] H } is the spatial correlation matrix of x [ n ] . 

This problem minimizes the output power σ 2 
y = E {| y [ n ] | 2 } using 

the distortionless constraint w 

H a = 1 , aiming to place nulls at the 

directions of the interference and to keep the signal s [ n ] undis- 

torted. Unfortunately, it is well-known that (2) does not work 

properly in the presence of correlated multipaths, since it cancels 

them together with s [ n ] , and hence it eliminates the contribution 

of s [ n ] at the output. 

In this work, we seek a solution to this cancellation phe- 

nomenon of the Capon beamformer. Concretely, we aim to iden- 

tify in R xx the portion of the multipaths that contributes to the 

cancellation, and then counteract it before calculating the Capon 

weights. As a key aspect of the proposed procedure is to exploit 

the fact that the power of the LOSS is known at the receiver, we 

refer to the approach as Power-Based Capon beamforming. 

3. Capon beamforming review 

We begin with the general expression of the spatial correlation 

matrix of x [ n ] : 

R xx = σ 2 
s aa H + ar H m s B 

H + Br m s a 
H + BR m 

B 

H + σ 2 
v I (3) 

where σ 2 
s is the power of the signal s [ n ] , σ 2 

v is the power of the 

noise v [ n ] , r m s = E { m [ n ] s [ n ] ∗} contains the correlation between 

the LOSS and its multipaths, R m 

= E { m [ n ] m [ n ] H } is the correlation 

matrix of the multipaths, and I is the identity matrix. From this 

expression, we can illustrate two different scenarios that explain 

the cancellation phenomenon of the Capon beamformer. They are 

based on the value of r m s , taking into account that the power at 

the output of the beamformer σ 2 
y = w 

H R xx w is minimized and the 

distortionless constraint w 

H a = 1 is verified. 

When the direct signal is uncorrelated with its multipaths, 

r m s = 0 , and the spatial correlation matrix becomes R xx = σ 2 
s aa H + 

BR m 

B 

H + σ 2 
v I . As a result, the power at the output of the beam- 

former can be written as: 

σ 2 
y = σ 2 

s + w 

H BR m 

B 

H w + σ 2 
v ‖ w ‖ 

2 (4) 

Eq. (4) shows that the power at the output of the beamformer is 

the contribution of the power of the LOSS, the multipaths and the 

noise separately. Note that σ 2 
s > 0 , w 

H BR m 

B 

H w ≥ 0 and σ 2 
v ‖ w ‖ 2 > 

0 , so the weights w cannot mix the direct signal with the multi- 

paths and noise at the output to reduce the power σ 2 
y , but instead 

they can only reduce the multipaths and noise individually. 

In contrast, when the direct signal and its multipaths are corre- 

lated, r m s � = 0 . Then, the power at the output is given by: 

σ 2 
y = σ 2 

s + w 

H ar H m s B 

H w + w 

H Br m s a 
H w + w 

H BR m 

B 

H w + σ 2 
v ‖ w ‖ 

2 

(5) 

Eq. (5) shows that the power at the output it is not just formed by 

the contribution of the LOSS, multipaths and noise separately, but 

it also contains the term w 

H ar H m s B 

H w + w 

H Br m s a 
H w , which is due 

to the correlation between the direct signal and multipaths. This 

term is real and can be negative, so the weights w can mix it with 

the contribution of the direct signal and multipaths at the output 

in order to reduce the power σ 2 
y . This is the well-known cancella- 

tion phenomenon of the Capon beamformer, and as we have seen 

it is due to the existence of a non-zero r m s . 

4. Power-based Capon beamforming 

As we have seen in the previous section, the value of r m s in 

(3) determines the behaviour of the Capon beamformer in the 

presence of multipaths, and the cancellation phenomenon only ap- 

pears when r m s � = 0 . Therefore, a reasonable approach to avoid the 

cancellation is to eliminate the contribution of r m s from the cor- 

relation matrix R xx . In order to eliminate this contribution, the 

Power-Based Capon beamformer calculates the terms ar H m s B 

H and 

Br m s a 
H , and subtracts them from R xx . Since a is known and B is 

unknown, we estimate the cross-correlation parameter α0 := Br m s , 

and then calculate the terms a αH 
0 and α0 a 

H . 

4.1. Cross-correlation estimation 

In order to estimate α0 , we first generate a modified correlation 

matrix C xx defined as: 

C xx := R xx − σ 2 
s aa H − σ 2 

v I (6) 

where both the power of the direct signal σ 2 
s and the power of the 

noise σ 2 
v need to be used. This allows us to work with a matrix 

with the following structure: 

C xx = 

[
a B 

][ 0 r H m s 

r m s R m 

][
a H 

B 

H 

]

where the term r m s appears somewhat isolated. Then, if we sub- 

tract the term a αH 
0 

+ α0 a 
H from C xx , we obtain: 

C xx − a αH 
0 − α0 a 

H = 

[
a B 

][0 0 

H 

0 R m 

][
a H 

B 

H 

]

which indicates that the rank of C xx has been decreased. Based on 

this observation, it is then natural to think that α = α0 may min- 

imize the rank of C xx − a αH − αa H . In order to understand when 

this minimization occurs, the following lemma has been devel- 

oped. Note that R{ q } indicates the real part of q . 

Lemma 1. The rank of the matrix C xx − a αH − αa H attains its mini- 

mum if and only if α = α0 − q a − B R m 

p with q ∈ C , p ∈ C 

D such that 

p 

H R m 

p = 2 R{ q } . 
Proof. First assume that α0 − α ∈ span { a , B } . Then ∃ q ∈ C , z ∈ C 

D 

such that α0 − α = q a + Bz . Then C xx − a αH − αa H can be written 

as: 

C xx − a αH − αa H = 

[
a B 

][2 R{ q } z H 

z R m 

][
a H 

B 

H 

]

As a and b 1 , . . . , b D are linearly independent, the rank of C xx −
a αH − αa H is the same as the rank of 

[
2 R{ q } z H 

z R m 

]
, see [33] , 

which is equal to rank ( R m 

) if and only if ∃ p ∈ C 

D such that 

z = R m 

p and 2 R{ q } = z H p . In the case that there does not exist 

such p , the rank is equal to rank (R m 

) + 1 . 

Now assume that α0 − α �∈ span { a , B } . In this case we cannot 

write α0 − α as a linear combination of a , B . Instead, we must say 

that α0 − α is linearly independent of a , B . Then C xx − a αH − αa H 

3 
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can be written as: 

C xx − a αH − αa H = 

[
α0 − α a B 

]
⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

0 1 0 . . . 0 

1 0 0 . . . 0 

0 0 

. . . 
. . . R m 

0 0 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

⎡ 

⎢ ⎣ 

αH 
0 − αH 

a H 

B 

H 

⎤ 

⎥ ⎦ 

As α0 − α, a and b 1 , . . . , b D are linearly independent, the 

rank of the previous matrix is the same as the rank of ⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

0 1 0 . . . 0 

1 0 0 . . . 0 

0 0 

. 

. . 
. 
. . R m 

0 0 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

, which is equal to rank (R m 

) + 2 . 

As a result, we see that the minimum achievable rank is 

rank( R m 

), and that this is attained if and only if α0 − α = q a + Bz 

with z = R m 

p and 2 R{ q } = z H p , or equivalently, when α0 − α = 

q a + B R m 

p with p 

H R m 

p = 2 R{ q } . �

Lemma 1 shows us that, effectively, α = α0 minimizes the rank 

of C xx − a αH − αa H . In addition, it also tells us that an infinite set 

of possible α exist that minimize the rank, and it gives us a char- 

acterisation of them. As a result, we can try to find the solution α0 

by minimizing the rank of C xx − a αH − αa H , but some additional 

information should be used. Along these lines, next we construct 

a parametrisation for α that is based on the fact that the received 

signals are DS-SS, and the corresponding waveforms are known by 

the receiver. In particular, we exploit the fact that a replica of the 

post-despreading signal s [ n ] can be created by the receiver, with 

only some unknown delay τe and phase ϕ e synchronization errors. 

We can assume then that a reference signal c[ n ] = 1 / 
√ 

σ 2 
s s [ n + 

τe ] e 
− jϕ e is available at the receiver. If we correlate it with the re- 

ceived data x [ n ] of (1) , then we can obtain the following correla- 

tion vector: 

r x c := E { x [ n ] c ∗[ n ] } = 

e jϕ e √ 

σ 2 
s 

r s (τe ) a + 

e jϕ e √ 

σ 2 
s 

Br m s (τe ) 

where r s (τe ) = E { s [ n ] s ∗[ n + τe ] } and r m s (τe ) = E { m [ n ] s ∗[ n + τe ] } . 
Then, by tuning the delay and phase of the reference by an amount 

τ and ϕ, we can generate the following correlation vectors: 

r x c (τ, ϕ) = 

e j(ϕ e −ϕ) √ 

σ 2 
s 

r s (τe − τ ) a + 

e j(ϕ e −ϕ) √ 

σ 2 
s 

Br m s (τe − τ ) (7) 

which, when synchronized with τ = τe and ϕ = ϕ e yield: 

r x c (τe , ϕ e ) = 

√ 

σ 2 
s a + 

1 √ 

σ 2 
s 

α0 

Thus, when the received and reference signal are synchronized in 

this way, we can solve for α0 : 

α0 = (r x c (τe , ϕ e ) −
√ 

σ 2 
s a ) 

√ 

σ 2 
s 

Although we obviously do not know the values of delay and phase 

that achieve synchronization, we can change the delay τ and phase 

ϕ deliberately and compute: 

α(τ, ϕ) := (r x c (τ, ϕ) −
√ 

σ 2 
s a ) 

√ 

σ 2 
s (8) 

which gives us a parametrisation for α that verifies α(τe , ϕ e ) = α0 . 

Now, we solve the following 2-dimensional minimization prob- 

lem in order to estimate α0 : 

min 

τ,ϕ 
rank ( C xx − a α(τ, ϕ) H − α(τ, ϕ) a H ) (9) 

The following theorem tells us which are the solutions to (9) . 

Theorem 1. In the non-coherent multipath case, the minimum of 

(9) is attained at the unique point (τ, ϕ) = (τe , ϕ e ) . In the coherent 

multipath case, the minimum is attained at multiple points, and the 

ones with the smallest τ correspond to the pairs (τ, ϕ) with τ = τe 

regardless of the value of ϕ. 

Proof. First assume that rank ( C xx − a α(τ, ϕ) H − α(τ, ϕ) a H ) is 

minimum. Using Lemma 1 , we have that α(τ, ϕ) satisfies: 

α(τ, ϕ) = α0 − q a − B R m 

p 

= Br m s − q a − B R m 

p 

= −q a − B ( R m 

p − r m s ) (10) 

Substituting (7) in (8) , we also have: 

α(τ, ϕ) = 

[ 

r s (τe − τ ) a + 

e j(ϕ e −ϕ) √ 

σ 2 
s 

Br m s (τe − τ ) −
√ 

σ 2 
s a 

] √ 

σ 2 
s 

= (r s (τe − τ ) e j(ϕ e −ϕ) − σ 2 
s ) a + Br m s (τe − τ ) e j(ϕ e −ϕ) (11) 

Then, comparing (10) and (11) , and using that a and b 1 , . . . , b D are 

linearly independent, results in: 

−q a = (r s (τe − τ ) e j(ϕ e −ϕ) − σ 2 
s ) a 

− B ( R m 

p − r m s ) = Br m s (τe − τ ) e j(ϕ e −ϕ) 

which, solving for q, leads to: 

q = σ 2 
s − r s (τe − τ ) e j(ϕ e −ϕ) (12) 

and solving for p leads to: 

R m 

p = r m s − r m s (τe − τ ) e j(ϕ e −ϕ) (13) 

With this information at hand, now we can exploit the fact that 

p 

H R m 

p = 2 R{ q } , as stated by Lemma 1 , and we obtain: 

2 σ 2 
s − 2 r s (τe − τ ) cos (ϕ e − ϕ) (14) 

= ( r H m s − r H m s (τe − τ ) e − j(ϕ e −ϕ) ) R 

+ 
m 

( r m s − r m s (τe − τ ) e j(ϕ e −ϕ) ) 

While we expect R m 

to be generically invertible for the GNSS ap- 

plication, in other applications it may not be full rank, and so to 

be more general we use the pseudoinverse R 

+ 
m 

here. 

Eq. (14) shows us a necessary and sufficient condition for 

the minimization of rank ( C xx − a α(τ, ϕ) H − α(τ, ϕ) a H ) . In prac- 

tice, this condition must be rewritten using the sample averages 

R m 

= (1 /N) M 

H M , r m s (τ ) = (1 /N) M 

H s (τ ) and r s (τ ) = (1 /N) s H s (τ ) 

from a set of N consecutive samples, where M = [ m [1] . . . m [ N]] H 

and s (τ ) = [ s [1 + τ ] . . . s [ N + τ ]] H . With this notation, the condition 

(14) can be transformed to: 

‖ s − s (τe − τ ) e j(ϕ e −ϕ) ‖ 

2 = ‖ P M 

(s − s (τe − τ ) e j(ϕ e −ϕ) ) ‖ 

2 (15) 

where P M 

= M ( M 

H M ) + M 

H is the projection matrix onto the sub- 

space defined by the columns of M . The two possible solutions 

of (15) are s − s (τe − τ ) e j(ϕ e −ϕ) = 0 and s − s (τe − τ ) e j(ϕ e −ϕ) ∈ 

span { M } . Note that the first solution is valid for any possible type 

of multipath, since it does not depend on the matrix M , and it is 

equivalent to s = s (τe − τ ) e j(ϕ e −ϕ) , which gives τ = τe and ϕ = ϕ e . 

In contrast, the second solution is only valid if s ∈ span { M } , or 

equivalently, if one or more multipaths have zero relative delay. 

In this case, we have that s (τe − τ ) e j(ϕ e −ϕ) ∈ span { M } , which gives 

τ = τe + τk for k = 1 , . . . , D regardless of the value of ϕ, if we de- 

note the relative delay of the k th multipath by τk . Among all these 

solutions, the ones with the smallest τ correspond to the pairs 

(τ, ϕ) with τ = τe . �

From Theorem 1 , we know that α0 can be obtained from the 

unique point (τe , ϕ e ) that minimizes (9) in a scenario with non- 

coherent multipath. On the other hand, when one or more mul- 

tipaths are coherent with the direct signal, vectors of the type 

4 
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α(τe , ϕ) : ϕ ∈ [ −π, π ] are obtained from the points that minimize 

(9) with the smallest τ . Taking into account these two possible sit- 

uations, in the following section we discuss the final implementa- 

tion of the Power-Based Capon beamformer. 

4.2. Implementation 

As we have introduced at the beginning of Section 4 , the idea 

behind the Power-Based Capon beamformer is to estimate the 

cross-correlation vector α0 and calculate R xx − a αH 
0 

− α0 a 
H . Then, 

the resulting matrix is treated as the correlation matrix used to 

calculate the Capon weights. Given that the solution to (2) is: 

w cap = 

R xx 
−1 a 

a H R xx 
−1 a 

(16) 

the resulting PBC beamformer is: 

w pbc = 

( R xx − a αH 
0 − α0 a 

H ) −1 a 

a H ( R xx − a αH 
0 

− α0 a H ) −1 a 
(17) 

In the non-coherent multipath case, we have already seen that 

α0 is estimated from the unique solution of (9) . However, in the 

coherent multipath case, any vector α(τe , ϕ) is obtained regard- 

less of the value of ϕ. In order to understand the effect of us- 

ing an arbitrary value of ϕ, observe that the resulting correlation 

matrix R xx − a α(τe , ϕ) H − α(τe , ϕ) a H can be written as the sum of 

σ 2 
s aa H plus another term corresponding to the correlation matrix 

of a s [ n ](1 − e j(ϕ e −ϕ) ) + Bm [ n ] + v [ n ] . As a result, the PBC beam- 

former must cancel s [ n ](1 − e j(ϕ e −ϕ) ) with m [ n ] in order to min- 

imize the output power, that is: 

w 

H 
pbc a s [ n ](1 − e j(ϕ e −ϕ) ) + w 

H 
pbc Bm [ n ] = 0 

Then, when we apply w pbc to the actual scenario of Eq. (1) , the 

resulting signal at the output is: 

y [ n ] = w 

H 
pbc x [ n ] = s [ n ] e j(ϕ e −ϕ) + w 

H 
pbc v [ n ] . (18) 

That is, s [ n ] is distorted by a factor e j(ϕ e −ϕ) , but the multipaths are 

eliminated. This behaviour is clearly better than the behaviour of 

the traditional Capon. Furthermore, if we set ϕ = 0 , then we guar- 

antee that the resulting distortion is always equal to e jϕ e , which 

corresponds to the standard carrier-phase synchronisation error of 

the GNSS receiver. In this way, we do not perform any additional 

correction in the estimated carrier-phase, but we assure that the 

proposed methodology does not worsen the performance of the 

system. Algorithm 1 summarizes the whole process. 

Finally note that, in order to implement the proposed method- 

ology, a cost function that properly approximates the rank needs 

to be chosen to avoid errors caused by the use of numerical rank. 

A typical choice found in the literature is the nuclear norm [34] , 

because it is a convex approximation to the rank and it leads to 

Algorithm 1 PBC Beamforming. 

Given the received signal x [ n ] and local reference c[ n ] 

1) Calculate R xx and r x c (τ, ϕ) 

2) Obtain C xx and α(τ, ϕ) 

3) Solve arg min 

τ,ϕ 
rank ( C xx − a α(τ, ϕ) H − α(τ, ϕ) a H ) 

if solution is not unique then 

take the one with smallest τ and ϕ = 0 

end if 

4) Obtain corresponding α(τ, ϕ) 

5) Compute w pbc using α0 = α(τ, ϕ) 

the optimal solution under some optimality conditions. However, 

simulations show that in this work it is necessary to use a more 

precise heuristic to approximate the rank. Since there are only two 

independent variables τ and ϕ in (9) , which take values in very 

small intervals of R , in practice it makes sense to perform a two- 

dimensional grid search. This opens the doors to use non-convex 

approximations such as the so-called Schatten p-norm. This norm 

can be understood as a generalisation of the nuclear norm, and it 

is defined as: 

‖ Q ‖ p = 

( ∑ 

k 

σ p 

k 
(Q ) 

) 

1 
p 

with 1 ≤ p < ∞ (19) 

where Q ∈ C 

N×N , and σk (Q ) is the k th eigenvalue of Q . Note 

that the Schatten p-norm corresponds to the nuclear norm for 

p = 1 . 

The definition (19) also includes the Frobenius norm ‖ Q ‖ 2 and 

the spectral norm ‖ Q ‖ ∞ 

, and with special interest here, it can be 

extended to p ∈ (0 , 1) . If it is extended, then the Schatten p-norm 

becomes a quasinorm, but we can exploit the fact that ‖ Q ‖ p to the 

power of p tends to rank (Q ) when p → 0 . Indeed, raising ‖ Q ‖ p to 

the power of p does not change the points where the minimum 

is attained. Then, the lower the value of p, the closer to the mini- 

mum rank solution. In practice, however, very low values of p are 

not recommended, since they can increase significantly the contri- 

bution of those singular values that are not exactly zero but cor- 

respond to the null space of Q . As a result, an intermediate value 

must be chosen instead. In the results presented in the following 

section, we have used p = 0 . 2 . 

5. Simulation results 

In this section, we present some numerical examples related 

to the implementation of the proposed PBC beamformer. In order 

to show the effectiveness of the methodology, we have first cal- 

culated the response of the beamformer to multipath and noise, 

and we plot the results together with those of other representa- 

tive methodologies. In addition, we have also calculated the time- 

delay and carrier-phase of the direct signal that are obtained af- 

ter applying these beamforming techniques, and the output er- 

ror is represented. For this purpose, we have used a Delay-Locked 

Loop (DLL) and a Phase-Locked Loop (PLL), but note that any 

other specific technique can be used after beamforming, includ- 

ing one that exploits the temporal diversity of the multipath as in 

[6–8] . 

Throughout all the simulations, we assume that a linear an- 

tenna array receives a Global Positioning System (GPS) signal and 

several multipath reflections, and that C/N 0 = 45 dBHz . The corre- 

sponding post-despreading versions of the signals have been cal- 

culated from a triangle function of duration t c = 1 / 1023 ms , with 

a given delay, amplitude and phase specified in each figure. This 

triangle function has also been used to generate the filtered ad- 

ditive white Gaussian noise. Then, we assume that N p = 31 sam- 

ples are taken at each correlation peak, within an interval ap- 

proximately ±t c , and centered at the time-delay obtained from 

the DLL. The integration time of the GPS receiver was set to 

T int = 20 ms , and the observation time to T = 200 ms . The result 

of this configuration is x [ n ] in (1) , from which the beamformer is 

calculated. 

To begin, we evaluate the response of the proposed PBC beam- 

former to three received multipaths when an 8-element antenna 

array is used. Fig. 2 plots the expected value of the total multi- 

path power at the output of the beamformer. This power is nor- 

malized with respect to the power of the LOSS with the aim of 

5 

Paper B. Power-Based Capon Beamforming 47



M. Mañosas-Caballú, A.L. Swindlehurst and G. Seco-Granados Signal Processing 180 (2021) 107891 

Fig. 2. Multipath response of different beamformers, versus delay factor ξ . 

The relative powers, delays and phases of the multipaths are given by κm = 

[ 0 . 9 0 . 5 0 . 25 ] , τm = [ 1 . 5 2 2 . 5 ] t c and φm = [ −π/ 4 π/ 2 0 ] rad respectively. 

The DOA’s of the multipaths and direct signal are −20 ◦, 80 ◦, 0 ◦ and 30 ◦

respectively. 

emphasizingthe LOSS cancellation with the multipaths. In order 

to get the performance for a broad range of correlations, the de- 

lays of the multipaths are defined by the product of a delay factor 

ξ ∈ [0 , 1] and a vector τm 

= [ 1 . 5 2 2 . 5 ] t c containing each maxi- 

mum multipath delay, and the results are represented as a func- 

tion of ξ . When ξ is zero, all the multipaths are received coher- 

ently, and when ξ = 1 , they are received with delays given by 

τm 

. The results corresponding to the Capon (CAP) beamformer are 

also represented, together with those obtained by additional pre- 

processing: spatial smoothing (SSC) and forward/backward (FBC). 

Finally, the Delay-And-Sum (DAS) beamformer is also evaluated, 

which uses the deterministic weights w das = (1 /N) a in all possible 

scenarios. 

As we can see in Fig. 2 , the PBC beamformer clearly outper- 

forms the presented methods for all values of ξ . When ξ = 0 , the 

exact value of ϕ e cannot be estimated from the two-dimensional 

search given by (9) , and ϕ = 0 is chosen. Thus, the response to 

the multipaths is given by the squared absolute value of 1 −
e j(ϕ e −0) . In contrast, the response of the CAP beamformer equals 

one when the delay factor is zero, since the cancellation phe- 

nomenon takes place. The DAS beamformer performs then bet- 

ter than CAP at this point. On the other hand, when the delay 

factor increases, the PBC beamformer immediately mitigates the 

multipaths, achieving multipath-to-LOSS ratios as low as 10 −2 for 

ξ > 0 . 1 . The response of the CAP beafmormer is also improved, 

but not as much as PBC unless the multipaths are completely un- 

correlated. For its part, SSC and FBC approaches offer enhanced 

performance compared to CAP, but they are still far from PBC 

because they only achieve a small decrease in correlation. Fi- 

nally, note that the response of the DAS beamformer does not 

change significantly as a function of ξ , since it is a deterministic 

beamformer. 

In order to provide some insights into the robustness of the 

proposed technique against possible mismatches between the re- 

ceived power of the LOSS and the corresponding estimated value, 

the response of the PBC has also been calculated with respect to 

errors in this estimation. Concretely, Fig. 3 considers the previ- 

ous scenario and shows the output multipath power as a func- 

tion of e s = ( ̂  σ 2 
s − σ 2 

s ) /σ
2 
s , where ˆ σ 2 

s is used to denote the es- 

Fig. 3. Multipath response of PBC versus LOSS power estimation error e s . Each line 

corresponds to a different value of ξ . The relative powers, delays and phases of 

the multipaths are given by κm = [ 0 . 9 0 . 5 0 . 25 ] , τm = [ 1 . 5 2 2 . 5 ] t c and φm = 

[ −π/ 4 π/ 2 0 ] rad respectively. The DOA’s of the multipaths and direct signal are 

−20 ◦, 80 ◦, 0 ◦ and 30 ◦ respectively. 

timated value of σ 2 
s . Different lines correspond to different val- 

ues of ξ , so that several correlations can be considered. As it 

could be expected, the greater the mismatch, the more multipath 

power is present at the output. However, as Fig. 3 shows, the ob- 

tained multipath-to-LOSS ratios are about 2 · 10 −2 when the esti- 

mation errors are as high as 25% of σ 2 
s , and they do not exceed 

10 −2 unless the errors on the estimation are greater than 10% . 

Then, while precision in power estimation may play an impor- 

tant role in mitigating the multipath effects, the results provided 

here show that errors as high as 10% may be tolerated with little 

consequences. 

Fig. 4 shows the expected value of the noise power at the out- 

put of the beamformer, also normalized with respect to the power 

of the LOSS. In this case, we notice that the PBC beamformer has 

a good response for all values of ξ . For its part, the CAP beam- 

former offers a remarkably higher response than the rest. The rea- 

son is that minimization of the output power implies merging the 

noise with the multipaths, due to the fact that they show some de- 

gree of correlation for short sample records. Additional simulations 

show that this effect can be limited by increasing the time window 

T , since the noise becomes less correlated. For instance, responses 

that do not exceed 10 −2 can be obtained for T > 1 s . This effect 

is somewhat modified by the SSC and FBC approaches. Finally, the 

DAS curve shows a lower bound among all beamformers, which is 

consistent with the fact that it is the beamformer with maximum 

array gain. 

In Fig. 5 , we show the expected value of the time-delay es- 

timation error at the DLL when a 5-element antenna array is 

used. We consider that an early-late tracking loop is configured 

with an early-minus-late power discriminator [35] and a corre- 

lator spacing equal to t c / 4 . Two multipath reflections with τm 

= 

[ 1 . 5 2 . 5 ] t c are received together with the LOSS, and a dashed 

line is additionally plotted that corresponds to PBC when the 

reference and received signals are synchronized with τ = τe and 

ϕ = ϕ e . As we can see, the most remarkable aspect of the plots 

is that the PBC curve does not show any significant variation 

with ξ . In particular, it shows time-delay errors below 3 m for 

any delay factor. Thus, the case ξ = 0 is not critical for the 

DLL if it is used together with the PBC beamformer. In contrast, 
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Fig. 4. Noise response of different beamformers, versus delay factor ξ . The 

relative powers, delays and phases of the multipaths are given by κm = 

[ 0 . 9 0 . 5 0 . 25 ] , τm = [ 1 . 5 2 2 . 5 ] t c and φm = [ −π/ 4 π/ 2 0 ] rad respectively. 

The DOA’s of the multipaths and direct signal are −20 ◦, 80 ◦, 0 ◦ and 30 ◦

respectively. 

Fig. 5. Output error of a DLL when it is used together with different beamform- 

ers, versus delay factor ξ . The relative powers, delays and phases of the multi- 

paths are given by κm = [ 0 . 9 0 . 5 ] , τm = [ 1 . 5 2 . 5 ] t c and φm = [ −π/ 4 π/ 2 ] rad re- 

spectively. The DOA’s of the multipaths and direct signal are −20 ◦, 80 ◦ and 30 ◦

respectively. 

the DAS and CAP techniques show large variations with ξ , and 

they generate errors as high as 145 m . For its part, the shape 

of the DAS curve is a subtle variation of the curve that would 

be obtained without beamforming, which happens because this 

beamformer has a spatial attenuation that does not depend on 

ξ . 

Fig. 6 shows the expected value of the carrier-phase estimation 

error at the PLL considering that it is calculated from the prompt 

correlation output and using the previous configuration. In this 

case, note that the results can be misleading in that the CAP beam- 

former performs reasonably well, because this technique generates 

Fig. 6. Output error of a PLL when it is used together with different beamform- 

ers, versus delay factor ξ . The relative powers, delays and phases of the multi- 

paths are given by κm = [ 0 . 9 0 . 5 ] , τm = [ 1 . 5 2 . 5 ] t c and φm = [ −π/ 4 π/ 2 ] rad re- 

spectively. The DOA’s of the multipaths and direct signal are −20 ◦, 80 ◦ and 30 ◦

respectively. 

very random phase values for small and medium ξ , and hence 

they cannot be treated as reliable. This occurs because the mul- 

tipaths cancel the LOSS, and the noise becomes dominant. For its 

part, the PBC approach does not perform any additional correction 

in the carrier-phase when ξ = 0 , and hence it generates exactly the 

same phase as the DAS approach. The former, however, performs 

better when the delay factor increases, allowing for very precise 

phase estimates when ξ > 0 . 1 . In contrast, the DAS beamformer 

leads to significant errors until the multipaths are received with 

large relative delays, similarly to what would be obtained without 

beamforming. 

Finally, in order to consider the effect of the multipath phase 

relative to the LOSS, Figs. 7 and 8 show the delay and phase 

envelopes of the multipath when a 5-element antenna array is 

used. They have been calculated as the noiseless time-delay and 

carrier-phase estimation errors at the DLL and PLL respectively, 

when just one multipath reflection is received together with the 

LOSS. The beamformers have been evaluated in two different sit- 

uations that depict the worst possible cases depending on the 

value of the relative multipath phase. For a fair comparison, the 

results corresponding to a single-antenna receiver are also rep- 

resented, and they are labeled as traditional . In Fig. 7 , the time- 

delay error is calculated in the two situations where the mul- 

tipath is received either constructively or destructively with the 

LOSS. The plots show that the CAP beamformer may reach time- 

delay errors that are even worse than the traditional ones, while 

the time-delay errors of PBC are approximately zero for any mul- 

tipath delay. For its part, the results of the DAS beamformer are 

better than the traditional ones, but they show a similar behaviour. 

In Fig. 8 , the carrier-phase error is calculated in the two situ- 

ations where the multipath is received orthogonally to the to- 

tal received signal. In this case, both the CAP and PBC beam- 

formers generate very low carrier-phase errors except when ξ = 0 . 

At this point, the CAP beamformer generates an error equal to 

ϕ e , since the residual of the cancellation phenomenon becomes 

significant in the absence of noise. For its part, the DAS beam- 

former is again better than the traditional case, but it has a similar 

behaviour. 
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Fig. 7. Multipath delay envelope: worst output error of a DLL when it is used to- 

gether with different beamformers, versus delay factor ξ . The relative power, delay 

and phase of the multipath is given by κm = 0 . 25 , τm = 1 . 5 t c and φm ∈ { 0 , π} rad 

respectively. The DOA’s of the multipath and direct signal are −20 ◦ and 30 ◦ respec- 

tively. 

Fig. 8. Multipath phase envelope: worst output error of a PLL when it is used 

together with different beamformers, versus delay factor ξ . The relative power, 

delay and phase of the multipath is given by κm = 0 . 25 , τm = 1 . 5 t c and φm ∈ 
{−2 π/ 3 , 2 π/ 3 } rad respectively. The DOA’s of the multipath and direct signal are 

−20 ◦ and 30 ◦ respectively. 

6. Conclusion 

In this work, we have proposed a novel data-dependent beam- 

forming technique that is based on the well-known Capon beam- 

former. This technique aims to avoid the typical cancellation phe- 

nomenon between signal and correlated multipaths, and it exploits 

the fact that the direction-of-arrival and power of the direct sig- 

nal can be known at the receiver. The proposed procedure first 

identifies the portion of multipaths that contributes to the can- 

cellation, and then counteracts it before calculating the traditional 

Capon weights. It involves calculating the spatial correlation matrix 

of the incoming signal, the cross-correlation between the incom- 

ing signal and a reference signal with variable delay and phase, 

and implementing a two-dimensional minimization problem. The 

behaviour of this technique was justified mathematically, and was 

supported by several numerical results. The analysis and simula- 

tions indicate two important scenarios depending on the degree 

of correlation between the signal and multipaths, with the most 

limiting situation occurring in the coherent multipath case. In ei- 

ther case, the multipath attenuations obtained by PBC are generally 

superior to those obtained by other existing techniques, and also, 

the noise response is very satisfactory. Finally, the time-delay and 

carrier-phase observables obtained after the beamforming stage by 

a DLL and a PLL are calculated. We show that, while the obtained 

time-delay error is approximately zero for any multipath delay, the 

carrier-phase observables strongly depend on the type of scenario. 

In the coherent multipath case, the proposed technique does not 

introduce any additional correction in the carrier-phase, and in the 

non-coherent multipath case, the obtained carrier-phase is signifi- 

cantly better than that obtained by other existing techniques. 
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Alternative Implementations of the GNSS
Power-Based Capon Beamformer

Martí Mañosas-Caballú and Gonzalo Seco-Granados , Senior Member, IEEE

Abstract—Power-Based Capon beamforming has recently been
proposed to avoid the well-known cancellation effects between
direct signal and correlated multipaths of the Capon beamformer.
This novel technique exploits the fact that in some applications the
power of the direct signal can be known at the receiver, in addition
to the more usual assumptions of known spatial and temporal sig-
natures. At the implementation stage, however, it involves solving a
given two-dimensional rank minimization problem, which must be
approximated to avoid inherent numerical limitations. In this work,
we present an equivalent minimization problem that overcomes
such limitations, and therefore leads to alternative implementa-
tions that can provide more precise and reliable results. The new
approach is justified mathematically, and also supported by several
simulations results.

Index Terms—Arrays, beamforming, Capon, coherent,
correlated, GNSS, multipath.

I. INTRODUCTION

G LOBAL Navigation Satellite Systems (GNSS) enable the
calculation of a user position by using the signals trans-

mitted by a constellation of specific satellites. For GNSS, only
the received Line-Of-Sight Signal (LOSS) is useful to obtain in-
formation about the user position. Multipath reflections usually
bias the apparent distance between the user and each available
satellite, and they also hamper the ambiguity resolution process
needed for carrier-phase ranging [1]. For this reason, significant
research has been devoted to the mitigation of multipath effects,
and many techniques have been proposed so far. On one hand,
there are single-antenna techniques, that attempt to discriminate
the received signals by exploiting temporal diversity [2]–[8].
On the other hand, there are multiple-antenna techniques, that
attempt to discriminate the received signals by exploiting spatial
diversity [9]–[22].

The most practical multiple-antenna solutions are based
on data-dependent beamforming, where specifically designed
weights are calculated that depend on the statistics of the in-
coming data [23]. These weights are used to spatially filter
the incoming signals by the antenna array, and thus attenu-
ate the interference and noise present. Since all GNSS use
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Direct-Sequence Spread-Spectrum modulations, the data used to
compute the beamforming weights can be obtained either before
or after the despreading process [24]. The current techniques
can be mainly grouped into those that exploit knowledge of the
LOSS spatial signature, as in [25]–[29], into those that exploit
knowledge of the LOSS temporal signature, as in [30]–[33], or
into the blind ones, that only exploit some specific properties
of the signals involved [34]–[40]. Although all these techniques
are very useful in GNSS scenarios, they have serious limitations
when correlated multipaths are present. A great example is
that of Capon [41], which works extraordinarily well in the
presence of uncorrelated interferences, but suffers from direct
signal cancellation in the presence of correlated multipaths.

Recently, a modification of the Capon beamformer has been
proposed exploiting the known power of the direct signal at the
receiver, and it is referred to as Power-Based Capon (PBC) beam-
forming [42]. By estimating some particular cross-correlation
terms and subtracting them from the spatial correlation matrix
of the received signal, this novel technique prevents great part
of the cancellation effects between direct signal and correlated
multipaths. In this work, we review the most important features
of the PBC and propose more practical and better performing
implementations. In Section II, we formally state the problem
to be addressed. In Section III, we derive an equivalent for-
mulation of the PBC that leads to enhanced implementations.
In Section IV, we show numerical examples that support the
theoretical discussions. Finally, we draw conclusions about the
work in Section V.

II. PROBLEM STATEMENT

Let us assume that the n-th sample of the post-despreading
baseband equivalent signal received by an arbitrary L-element
array can be written as follows:

x[n] = as[n] +

D∑

k=1

bkmk[n] + v[n] (1)

where s[n] ∈ C is the LOSS, a ∈ CL is its corresponding
spatial signature, mk[n] ∈ C is the k-th multipath reflection,
bk ∈ CL is its corresponding spatial signature, and v[n] ∈ CL

is the received spatially white noise with identical power at
each sensor. The signals involved in (1) impinge on the array
from different directions, so that a, b1, . . . ,bD are linearly
independent. The vector a is considered to be known, whereas
b1, . . . ,bD are unknown. In the scenario of interest, the mul-
tipath reflections can be either correlated or uncorrelated with
the direct signal, and verify D < L. Specifically, they can be
written as mk[n] = βks[n − τk]e−jϕk ∀ k ∈ {1, . . . , D}, where

1070-9908 © 2021 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
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βk ∈ R, τk ∈ R and ϕk ∈ R are the corresponding amplitude,
delay and phase relative to the LOSS.

At the receiver, a reference signal c[n, τ, ϕ] is also available.
It is a non-synchronized replica of the direct signal s[n], and can
be tuned through a delay τ and phase ϕ:

c[n, τ, ϕ] = s[n + τ − τe]e
j(ϕ−ϕe)

where τe and ϕe are the unknown delay and phase synchro-
nization errors. The spatial cross-correlation vector between
x[n] and c[n, τ, ϕ] can be easily calculated, which is defined
as rxc(τ, ϕ) = E{x[n]c[n, τ, ϕ]∗} and can be written as:

rxc(τ, ϕ) = (a rs(τ − τe) + Brms(τ − τe)) e−j(ϕ−ϕe) (2)

where rs(τ) = E{s[n]s[n + τ ]∗}, rms(τ) = E{m[n]s[n +
τ ]∗}, m[n] = [m1[n] . . . mD[n]]T and B = [b1 . . .bD]. In
addition, the spatial correlation matrix of x[n] can also be
calculated. It is defined as Rxx = E{x[n]x[n]H} and can be
written as:

Rxx = σ2
saa

H + arH
msB

H + Brmsa
H + BRmBH + σ2

vI

where σ2
s is the known power of s[n], σ2

v is the power of v[n],
rms = E{m[n]s[n]∗}, Rm = E{m[n]m[n]H} and I denotes
the identity matrix.

If we evaluate (2) at τ = τe and ϕ = ϕe, then rxc(τ, ϕ) is
equal to the vector aσ2

s + Brms, which in turn can be trans-
formed to Brms because a and σ2

s are known. This procedure
further allows to calculate the cross-correlation terms Brmsa

H

and arH
msB

H , and to subtract them to Rxx. The result is a
new correlation matrix that would correspond to the scenario
where the multipaths are totally uncorrelated with the LOSS.
Then, if the Capon beamformer is calculated using the new
correlation matrix, the typical cancellation effects between the
direct signal and multipaths are avoided. This procedure is
known as Power-Based Capon (PBC) beamforming [42], and
the estimates of τe and ϕe are obtained from the solution to:

min
τ,ϕ

rank (R(τ, ϕ)) (3)

where R(τ, ϕ) is defined as Rxx − σ2
saa

H − σ2
vI −

aα(τ, ϕ)H − α(τ, ϕ)aH , and α(τ, ϕ) = rxc(τ, ϕ) − aσ2
s .

Here, the value of σ2
v must be assumed known.

In practice, the discontinuities of the rank function and the
need to use a threshold for the calculation of the numerical rank
make the minimization problem (3) very difficult to implement.
For this reason, the original PBC uses a generalization of the
Schatten p-norm to approximate the rank:

S(τ, ϕ) = (
∑

k

σp
k(τ, ϕ))

1
p with 0 < p < ∞

where σk(τ, ϕ) is the k-th singular value of R(τ, ϕ). This
cost function is relatively simple to calculate, and does not
present neither the discontinuities of the rank nor its numerical
limitations. However, it only provides the exact values of τe and
ϕe when p → 0, and very low values of p are not numerically
recommended [42]. With the goal of providing more accurate
and reliable results, in the following we develop an equivalent
approach to (3) that leads to new implementations of the PBC.

III. EQUIVALENT APPROACH

A. Theoretical Bases

Let us start by noting that the matrix R(τ, ϕ) can be written
as follows:

[
a B

] [2σ2
s − 2R{rs(τ̄)e−jϕ̄} rH

ms − rH
ms(τ̄)ejϕ̄

rms − rms(τ̄)e−jϕ̄ Rm

][
aH

BH

]

where τ̄ and ϕ̄ are used to denote τ − τe andϕ − ϕe respectively,
and R{} denotes the real part operator. A direct consequence of
this formulation is that R(τ, ϕ) can be considered as the spatial
correlation matrix of an hypothetically received signal x0[n]:

x0[n] = as[n] − as[n + τ̄ ]ejϕ̄ +
D∑

k=1

bkmk[n] (4)

If we evaluate (4) at τ = τe and ϕ = ϕe, then there is no
contribution of a in x0[n], and therefore it is natural that in this
case the rank of R(τ, ϕ) is minimal. Further, when we process
x0[n] with a beamformerw ∈ CL that satisfies the distortionless
constraint wHa = 1, it is expected that the minimum achievable
power at the output of the beamformer is zero. In contrast, if
τ �= τe or ϕ �= ϕe, then there is contribution of a in x0[n], and
some amount of power must be present at the output unless
the direct signal is fully correlated with some multipaths. This
observation suggests that minimizing the rank of R(τ, ϕ) may
provide the same minimizers as:

min
τ,ϕ

Pmin(τ, ϕ) (5)

where Pmin(τ, ϕ) is the minimum achievable power at the output
of a distortionless beamformer with input equal to x0[n], and
thus it is defined as the minimum value of wHR(τ, ϕ)w subject
to wHa = 1. The following lemma has been developed to prove
the equivalence.

Lemma 1: The minima of problems (3) and (5) are attained
at the same values of (τ, ϕ).

Proof: Let us find first an analytical expression of Pmin(τ, ϕ).
If we exploit the known structure of R(τ, ϕ) together with
wHa = 1, then wHR(τ, ϕ)w can be replaced with the follow-
ing function:

P(w) = 2σ2
s − 2R{rs(τ̄)e−jϕ̄} + (rH

ms − rH
ms(τ̄)ejϕ̄)BHw

+ wHB(rms − rms(τ̄)e−jϕ̄) + wHBRmBHw

Thus, using the Lagrange multiplier theorem to find the min-
imum of P(w) subject to wHa = 1, we shall define:

L(w, λ) = P(w) + λ(wHa − 1) + λ∗(aHw − 1)

and solve the system:

∇L(w, λ) = 0 (6)

aHw = 1 (7)

where λ ∈ C is the Lagrange multiplier and ∇ is the complex
gradient operator with respect to wH .

The solution to (6) gives λ = 0 because the columns of B and
a are linearly independent, and also as a result:

BRmBHw = −B(rms − rms(τ̄)e−jϕ̄)

Authorized licensed use limited to: Universitat Autonoma De Barcelona. Downloaded on August 05,2021 at 12:21:39 UTC from IEEE Xplore.  Restrictions apply. 
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which can be reduced to:

RmBHw = −(rms − rms(τ̄)e−jϕ̄)

These last two equations are compatible with (7), and if we
substitute them into P(w), and we rewrite Rm as RmR+

mRm

by means of the pseudoinverse R+
m, we finally obtain that the

minimum achievable power is:

Pmin(τ, ϕ) = 2σ2
s − 2R{rs(τ̄)e−jϕ̄} (8)

− ( rH
ms − rH

ms(τ̄)ejϕ̄ )R+
m ( rms − rms(τ̄)e−jϕ̄ )

Now note that Pmin(τ, ϕ) is positive by definition. Therefore
its minimum over τ and ϕ is attained when Pmin(τ, ϕ) = 0.
This leads to the condition 2σ2

s − 2R{rs(τ̄)e−jϕ̄} = ( rH
ms −

rH
ms(τ̄)ejϕ̄ )R+

m ( rms − rms(τ̄)e−jϕ̄ ), which is the one ob-
tained in [42] starting from the minimization of the rank of
R(τ, ϕ) and extended to complex rs(τ̄). �

Lemma 1 tells us that the PBC beamformer can be imple-
mented from the points (τ, ϕ) that minimize Pmin(τ, ϕ). This
is inherently better than minimizing rank(R(τ, ϕ)), because
Pmin(τ, ϕ) is continuous, and also because small numerical
deviations in R(τ, ϕ) do not change Pmin(τ, ϕ) dramatically.

B. Implementation Aspects

At the receiver, the calculation of Pmin(τ, ϕ) needs to be
performed from an estimate of R(τ, ϕ). Then, the Lagrange
multiplier theorem can be applied to the function wHR(τ, ϕ)w
subject to the constraint wHa = 1, leading to the system:

R(τ, ϕ)w = −μa (9)

aHw = 1 (10)

where μ ∈ C is the associated Lagrange multiplier.
The solution to (9)-(10) is straightforward and well-known

when R(τ, ϕ) is invertible. However, the matrix R(τ, ϕ) may
not be full rank in the scenario of interest, and in fact we know
that it degenerates for some τ and ϕ [42]. When R(τ, ϕ) is
not full rank, two distinct scenarios must be contemplated that
depend on the space spanned by R(τ, ϕ). If a �∈ span{R(τ, ϕ)},
then (9) can only be fulfilled when μ = 0, which gives w ∈
null{R(τ, ϕ)} and leads to Pmin(τ, ϕ) = 0. In contrast, if a ∈
span{R(τ, ϕ)}, then (9) has multiple solutions that together with
(10) lead to Pmin(τ, ϕ) = (aHR(τ, ϕ)+a)−1. This results into
a piecewise definition of Pmin(τ, ϕ) with sub-domains defined
by span{R(τ, ϕ)}. Unfortunately, these sub-domains are very
delicate to calculate numerically.

In order to avoid the need of piecewise definitions, one can
attempt to directly find a point (τ0, ϕ0) where Pmin(τ, ϕ) is
minimum by using the sole function:

F1(τ, ϕ) = (aHR(τ, ϕ)+a)−1 (11)

This function is strictly positive, and must satisfy:

lim
(τ,ϕ)→(τ0,ϕ0)

F1(τ, ϕ) = 0

because (8) implies that Pmin(τ, ϕ) must be continuous due
to the continuity of all its terms, and because (τ0, ϕ0) verifies
a /∈ span{R(τ0, ϕ0)}. As a result, (τ0, ϕ0) can be approached
accurately by minimizing F1(τ, ϕ). What is certain is that a jump

discontinuity exists, since F1(τ0, ϕ0) �= 0. A discontinuity in
F1(τ, ϕ) implies a discontinuity in R(τ, ϕ)+, and this carries
some numerical consequences. In essence, it becomes crucial
to select very carefully a threshold for the singular values of
R(τ, ϕ) that are taken as zero. A threshold that is too large can
cause F1(τ, ϕ) jump close to the discontinuity value F1(τ0, ϕ0)
when (τ, ϕ) is still far from (τ0, ϕ0). In contrast, a threshold
that is too small allows numerical deviations of the null singular
values of R(τ, ϕ) to be translated to F1(τ, ϕ).

A reasonable approach to avoid the need of a threshold in
the computation of (11) is to add a small amount of diagonal
loading ε > 0 to the matrix R(τ, ϕ). In this way, the function
F1(τ, ϕ) is approximated by the continuous function F2(τ, ϕ) =
(aH(R(τ, ϕ) + εI)−1a)−1. Not only the use of an standard
inverse avoids the discontinuity problem, but also the strictly
positive singular values of R(τ, ϕ) + εI prevent the numerical
instability associated with the null singular values. In order to
see how similar F2(τ, ϕ) is to the desired function Pmin(τ, ϕ),
the following lemma has been developed.

Lemma 2: The functionF2(τ, ϕ) → Pmin(τ, ϕ)when ε → 0.
Proof: Let us start by writing F2(τ, ϕ) as:

⎛
⎝

ρ∑

k=1

1

λk + ε
|φH

k a|2 +

L∑

k=ρ+1

1

ε
|φH

k a|2
⎞
⎠

−1

(12)

where λk and φk are the k-th singular value and k-th singular
vector of R(τ, ϕ) respectively, and ρ is the rank of R(τ, ϕ).
The sets {φ1, . . . ,φρ} and {φρ+1, . . . ,φL} form orthonormal
bases of span{R(τ, ϕ)} and null{R(τ, ϕ)} respectively. If a /∈
span{R(τ, ϕ)}, then |φH

k a| �= 0 for some k ∈ {ρ + 1, . . . , L},
and the limit of (12) when ε → 0 is zero. In contrast, if a ∈
span{R(τ, ϕ)}, then |φH

k a| = 0 for all k ∈ {ρ + 1, . . . , L},
and the limit of (12) when ε → 0 is (

∑ρ
k=1

1
λk

|φH
k a|2)−1 =

(aHR(τ, ϕ)+a)−1. �
The asymptotic equivalence shown in Lemma 2 means that

for a sufficiently small ε, the function F2(τ, ϕ) is a good enough
estimate of Pmin(τ, ϕ), so that the minimizers of F2(τ, ϕ) are
also good enough estimates of the minimizers of Pmin(τ, ϕ).
In addition, F2(τ, ϕ) presents a great advantage in terms of
simplicity if the value of ε is set to σ2

v . The noise term that
had to be subtracted from Rxx in the calculation of R(τ, ϕ)
is then reintroduced, eliminating the need to estimate σ2

v . And
since σ2

saa
H can also be added to R(τ, ϕ) without influencing

the minimization problem (5), we can use:

F2(τ, ϕ) = (aHR̄(τ, ϕ)−1a)−1 (13)

where R̄(τ, ϕ) is Rxx − aα(τ, ϕ)H − α(τ, ϕ)aH . Similarly
to [42], the process to calculate the PBC beamforming weights
is then as shown in Algorithm 1.

IV. SIMULATION RESULTS

In this section, we present some numerical examples related
to the implementation of (5). Specifically, we compare the
accuracy of the proposed functions to estimate the delay and
phase that minimize Pmin(τ, ϕ), and also analize the response
of the corresponding PBC beamformers to multipath and noise.

Throughout all the simulations, we assume that a 5-element
array receives a Global Positioning System (GPS) signal and
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Algorithm 1: PBC Beamforming.

Given the signals x[n] and c[n, τ, ϕ]:
1) Calculate Rxx and rxc(τ, ϕ), and then R̄(τ, ϕ)
2) Solve (τ0, ϕ0) = arg min

τ,ϕ
(aHR̄(τ, ϕ)−1a)−1

if solution is not unique then
take the one with smallest τ and ϕ = 0

end if
3) Compute Capon using R̄(τ0, ϕ0) instead of Rxx

two multipath reflections with angles of arrival equal to 30◦,
−20◦ and 80◦ respectively. The post-despreading versions of
the received signals are calculated from a triangle function of
duration Tc = 1/1023 ms. This function is also used as the
shape of the autocorrelation of the Gaussian noise. After each
integration time Tint = 20 ms, 31 samples are taken within an
interval approximately ±Tc, centered at the time-delay obtained
from a standard Delay-Locked Loop. The relative amplitudes
and phases of the multipaths are set to β1 = 0.95, β2 = 0.7 and
ϕ1 = −π/4 rad, ϕ2 = π/2 rad. The relative delays of the mul-
tipaths are defined as τ1 = ξ · 1.5 Tc and τ2 = ξ · 2.5 Tc, where
ξ ∈ [0, 1] is a scaling factor. When ξ is zero, all the multipaths are
received coherently. When ξ = 1, they are received with delays
1.5 Tc and 2.5 Tc. Then, the simulation results are represented
as a function of ξ, allowing a wide range of correlations to be
taken into account. The Carrier-to-Noise-density (C/N0) is set
to 45 dBHz, and the observation time of the GPS receiver to
T = 200 ms.

Fig. 1 and Fig. 2 plot the Root Mean Squared Error (RMSE)
of the estimated delay and phase that minimize the functions
S(τ, ϕ),F1(τ, ϕ) andF2(τ, ϕ), with respect to the desired values
τe and ϕe. Unlike in [42], the value of p in S(τ, ϕ) is set here
to 0.4. In this way, the resulting mean of the estimates worsens
slightly, but the variance improves and so does the RMSE. The
threshold needed for the calculation of the pseudoinverse in
F1(τ, ϕ) is set to 10−4, and the value of ε in F2(τ, ϕ) to σ2

v . Fig. 3
plots the expected value of the Signal-to-Noise-plus-Multipath
Ratio (SNMR) at the output of different beamformers. The
dotted line corresponds to the traditional Capon (CAP), and
each solid line corresponds to a specific implementation of
the PBC, with either S(τ, ϕ), F1(τ, ϕ) or F2(τ, ϕ). Looking
at the plots, Fig. 1 shows that the delays estimated by the
distinct functions differ only by a few nanoseconds. Fig. 2 shows
that the differences obtained in the estimated phase can be as
large as 0.2 rad. Fig. 3 shows that, while CAP suffers seri-
ous cancellation effects for ξ = 0 and only achieves SNMR <
8 dB for the remaining ξ, all PBC implementations start with
SNMR = 1 dB and approach SNMR = 26 dB as ξ grows. Re-
markable enough, F2(τ, ϕ) leads to SNMR > 10 dB for ξ >
0.02.

V. CONCLUSION

This article reviews the most fundamental aspects of a recently
proposed beamforming technique, referred to as Power-Based
Capon. In order to overcome the numerical limitations of the
original formulation, we have approached the problem to be
solved from a different perspective, based on a new cost function

Fig. 1. Root Mean Squared Error of the estimated delay that minimize the
functions S(τ, ϕ), F1(τ, ϕ) and F2(τ, ϕ), versus delay factor ξ.

Fig. 2. Root Mean Squared Error of the estimated phase that minimize the
functions S(τ, ϕ), F1(τ, ϕ) and F2(τ, ϕ), versus delay factor ξ.

Fig. 3. Expected Signal-to-Noise-plus-Multipath Ratio at the output of differ-
ent beamformers, versus delay factor ξ.

that is continuous and less sensitive to numerical deviations in
the estimated correlation matrices. The equivalence between the
new formulation and the original one is proven, and correspond-
ing implementations are proposed. While the results obtained
show that all implementations are valid, they also indicate that
F2(τ, ϕ) in (13) provides the best results.
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ABSTRACT

This paper addresses the problem of multipath mitigation with
GNSS antenna arrays. A beamformer that is able to cancel the
multipath components regardless of their relative delay and direc-
tions of arrival is proposed. The weights are obtained from a set
of spatial correlation matrices that allows us to estimate the multi-
path subspace. These matrices are generated after a FIR filter that
reduces the correlation between the multipath components and the
line-of-sight signal, and it is only used for spatial processing. Some
representative simulation results show the multipath attenuation
provided by the proposed method under different conditions.

Index Terms— Beamforming, GNSS, multipath, correlation.

1. INTRODUCTION

The term Global Navigation Satellite Systems (GNSS) is a generic
expression referring to any system that enables the calculation of
the user position based on signals transmitted by a constellation of
satellites. Due to the operating principle of the GNSS, only the time-
delay (referred to as code-phase) and the carrier-phase of the re-
ceived Line-Of-Sight Signal (LOSS) bears useful information about
the receiver position. Multipath reflections may bias the pseudor-
anges by several tens of meters, and at the same time, they ham-
per the ambiguity resolution process needed for carrier-phase rang-
ing [1]. For this reason, significant research and development efforts
have been devoted to the mitigation of multipath effects, and many
techniques have been proposed so far [2]. However, these single-
antenna techniques discriminate the LOSS from the reflections by
using only temporal diversity, and hence, their performance is still
insufficient for many precise applications.

In contrast, the use of multiple-antenna techniques in GNSS is a
promising alternative. They exploit spatial diversity and hence they
are able to discriminate the received signals when they come from
different directions. The best and most well-known approaches are
based on data-dependent beamforming, where the optimal beam-
forming weights depend on the statistics of the incoming data [3].
However, these methods fail in the presence of signals that are very
correlated with the LOSS, and hence they are not useful to mitigate
the multipath reflections with very small relative delay, i.e. coherent
multipath. Some robust methods for highly correlated signals have
been proposed, e.g. [4–12], but they present certain limitations.

In the field of GNSS, many beamforming techniques have been
proposed so far that take into account the underlying particularities
of a GNSS scenario, e.g. [13–31]. Since all present and planned
navigation systems use a Direct-Sequence Spread-Spectrum (DS-
SS) signal, the information that is used to compute the weights can
be extracted from the signal obtained either before or after the de-
spreading process [30, 32]. When mitigating the multipath is the

main issue, the post-despreading signal is usually used since it con-
tains the most noticeable contribution of the multipath. Although all
robust GNSS methods improve on the performance of conventional
beamforming techniques when coherent multipath is present, there
are still important limitations.

In this work we address the problem of finding a beamformer
that is robust against several GNSS multipath signals regardless of
their relative delays and with arbitrary directions of arrival. In or-
der to do so, we do not compute the weights from either the pre-
despreading signal or the post-despreading signal. Instead, we pro-
pose to compute them from the output of an additional FIR filter that
allows us to estimate the space spanned by the spatial signatures of
the multipath reflections. This filter is only valid for the computa-
tion of the beamforming weights, which are then applied to either
the pre-despreading signal or the post-despreading signal. The key
idea behind the results presented in the paper comes from the model
described in the next section. A description and justification of the
proposed FIR method using this model is presented in Section 3, and
some representative simulation results are found in Section 4.

2. MODELING ASSUMPTIONS

Let us consider that an arbitrary m-element array asynchronously
receives the DS-SS signal transmitted by a given GNSS satellite to-
gether with d < m multipath reflections. The n-th sample of the
signal received by the array is modeled as:

x[n] =

d∑

k=0

∞∑

l=−∞
akαkb[l]c[n− τk − lN ] + u[n] (1)

where ak ∈ Cm is the spatial signature of the k-th component, αk ∈
C is its complex amplitude, and τk ∈ R stands for its time-delay
divided by the sampling period Ts ∈ R. The index k = 0 is reserved
for the LOSS, so τ0 and the phase of α0 are the unknown code-phase
and carrier-phase respectively, and a0 is assumed to be known up to
a scaling factor. The sequence of symbols b[l] forms the navigation
message of the satellite, and it is assumed to be a stationary process.
For its part, c[n] := c(nTs) of length N ∈ N is the sampled version
of the spreading code c(t) of duration T ∈ R, which is composed
of a sequence of P ∈ N chips of duration Tc ∈ R. Note that τk is
not necessarily an integer number, but we use the notation c[n− τk]
to denote the sampled version of c(t − τkTs). Finally, u[n] ∈ Cm
contains the received noise at each element of the array, which is
assumed to be spatially and temporarily white, and with identical
noise power σ2

u at each sensor.
The signal obtained after despreading is a correlated version of

the received signal (1) with a local discrete replica of the code c(t),

1
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and it can be written as:

y[n] =

d∑

k=0

∞∑

l=−∞
akαkb[l]rcc[n− τk − lN ] + ruc[n] (2)

where:

rcc[n] :=

N−1∑

l=0

c [l + n] c [l] ruc[n] :=

N−1∑

l=0

u [l + n] c [l] (3)

are the cross-correlation of c[n] and u[n] with c[n] respectively, and
the output noise term, ruc[n], is no longer temporarily white, but
only spatially white.

Generally, the post-despreading spatial correlation matrix
Ryy[n] = E{y[n]y[n]H} is used to calculate the beamforming
weights, but only one estimate R̂yy is calculated from all available
samples. This is a problem since the information of the LOSS and
multipath are mixed and cannot be distinguished properly. However,
the output signal y[n] may be treated as a cyclostationary process,
and hence Ryy[n] cannot be considered constant but N -periodic.
The MLE estimate of Ryy[n] can be obtained as:

R̂yy[n] =
1

L

L−1∑

l=0

y[n− lN ]y[n− lN ]H (4)

where L out of LN available samples are used.
In this work we calculate all possible correlation matrices in a

period N through (4). Then, their structure is exploited through the
signal model presented in (2) to estimate the subspace spanned by
the multipath spatial signatures a1, . . . ,ad or multipath subspace.
Once this is done, a beamformer that uses this subspace to mitigate
the multipath is presented.

3. GNSS MULTIPATH MITIGATION

In this section we present and justify the proposed beamforming
technique for multipath mitigation.

3.1. Post-despreading Correlation Matrix

For a given set of samples in a period N , let us say n ∈ {lN, lN +
1, . . . , lN + N − 1} for some l ∈ N, the output signal (2) can be
approximately reduced to:

y[n] ≈
d∑

k=0

akb[l]φk,n + en (5)

where τk < N ∀ k is assumed for simplicity, φk,n := αkrcc[n −
τk − lN ] and en := ruc[n]. This approximation just neglects the
contribution of rcc[n− τk − lN ] for those samples located far away
from its peak. The notation φk,n is used to emphasize that the au-
tocorrelation values are rcc[−τk], rcc[1− τk], . . . , rcc[N − 1− τk]
regardless of the value of l.

With this new formulation, Ryy[n] can be written as:

Ryy[n] = PbAφnφ
H
n AH + σ2

eI (6)

where Pb = E{b[l]b[l]∗}, φn = [ φ0,n φ1,n · · · φd,n ]T , A =
[ a0 a1 · · · ad ], I denotes the identity matrix, and σ2

e is the power
of en, which does not depend on n. As a result we have that Ryy[n]
is the sum of a rank 1 positive definite signal matrix Aφnφ

H
n AH

T
y[n]

�0,n

�1,n

⌧0 ⌧1 ⌧2 n

en

Fig. 1. Example of the underlying analog signal y(t) corresponding
to y[n] as the sum of a signal term and a noise term, assuming d = 2.
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Fig. 2. Proposed processing with a new filter h[n] parallel to the
traditional matched filter hM [n] and followed by an estimation stage
of V, which finally produces the weights w to apply to y[n].

and a full-rank positive definite noise matrix σ2
eI. Thus, the eigen-

decompositon of Ryy[n] has the particular property that its eigen-
values are λn,1 > λn,2 = . . . = λn,m = σ2

e and the eigenvector
associated with λn,1 is a scaled version of Aφn.

Now assume that we estimate Ryy[n] for a given sample times
n1, . . . , nS within a period N through (4). Then the eigenvec-
tors v1, . . . ,vS corresponding to the maximum eigenvalues of
Ryy[n1], . . . ,Ryy[nS ] can be obtained via an eigendecomposition.
As they are a scaled version of the vectors Aφn1 , . . . ,AφnS , then
the image space of the matrix V = [v1 · · · vS ] ∈ Cm×S is:

Im [v1 · · · vS ] = Im [Aφn1 · · · AφnS ] = ImAΦ (7)

where Φ = [φn1 · · · φnS ] and Im denotes the image space. Fi-
nally, if the set {φn1 , . . . ,φnS} contains d+1 linearly independent
vectors, then Φ will be full row rank. As a consequence, ImV will
be ImAΦ = ImA, which is the space spanned by all the spatial
signatures. However, if the previous condition is not fulfilled, then
ImAΦ  ImA, and we do not obtain as much information as in
the previous case.

As defined in (5), the coefficients φk,n are mainly the correla-
tion contributions of the received signals after despreading. Hence,
the shape of rcc[n] plays a decisive role in the linear independence
among φn1 , . . . ,φnS . Fig. 1 illustrates this observation and that
samples close to τ0 will produce nearly linearly dependent vectors
if the multipath signals are close enough to the LOSS, i.e. τk − τ0
small enough for some k 6= 0, which results in a rank deficient ma-
trix Φ. A natural question is then if there exists an approach differ-
ent than despreading that provides a different Φ with some structure
that allows us to extract information about the multipath subspace
from V. As despreading can be modeled as a discrete matched filter
with impulse response hM [n] = c∗[−n], using another FIR filter
h[n] seems a reasonable decision. As tracking cannot be properly
achieved without hM [n], then h[n] should be only used to calculate
the multipath subspace and hence, the beamforming weights. Fig. 2
shows the proposed processing scheme in the case of applying w to
y[n], which results in the signal q[n] := wHy[n].

2
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3.2. Inverse FIR Filtering

As Fig. 1 shows, a filter h[n] that gives a narrower response to c[n]
than hM [n] should greatly improve the structure of Φ. The narrow-
est possible response corresponds to:

c[n] ∗ h[n] = δ[n] (8)

where δ[n] is the dirac impulse and ∗ denotes convolution. This ob-
viously gives linearly independent vectors in Φ. However, the zeros
in the spectrum of c[n] produce a very high response in the spectrum
of h[n], which amplifies the input noise too much. Furthermore, a
solution to (8) may not exist.

To avoid the first limitation, we introduce white noise z[n] with
power ε ∈ R+ together with c[n] to the input of the filter to design.
The idea behind this is that, in order for the output to be as close as
possible to δ[n], the filter h[n] should also mitigate the noise z[n]
since it is uncorrelated with c[n]. To address the second limitation,
we find the filter that minimizes the error between the reference δ[n]
and the real output as:

argmin
h

E{‖d− (c + z) ∗ h‖2} (9)

where d ∈ R2N−1, c ∈ CN , z ∈ CN and h ∈ CN are the column
vectors that contain the samples of δ[n], c[n], z[n] and h[n] respec-
tively, and ‖ ‖ is the 2-norm. Note that h[n] is chosen to have the
same length as the matched filter hM [n]. After some manipulations,
the solution to (9) becomes:

h̃ = [Rcc +NεI]−1 hM ε ∈ R+ (10)

where hM ∈ CN corresponds to hM [n] and Rcc ∈ CN×N is de-
fined as Rcc(k, l) = rcc[k − l].

The filter described by (10) has a degree of freedom given by
ε. This parameter allows us to vary the behaviour of the filter de-
pending on the scenario of interest. However, note that h̃ verifies
limε→∞ h̃/‖h̃‖ = hM/‖hM‖, and hence it only attains a scaled
version of hM for very large ε. In order to overcome this limitation
and obtain a more practical filter, we finally propose:

h = [(1− ρ)Rcc + ρI]−1 hM ρ ∈ [0, 1] (11)

which let the designer to obtain hM and the same possible filters
as in (10) up to a scaling factor using ρ = Nε/(1 + Nε). With
this notation we have that ρ = 0 corresponds to ε = 0, and hence
we refer to the solution as the inverse filter or hI . In contrast, ρ = 1
corresponds to ε→∞, and we obtain hM . For ρ ∈ (0, 1) we obtain
an intermediate behavior between hI and hM . The lower ρ is, the
narrower the response to c[n] is, but the lower the Signal-to-Noise
Ratio (SNR) is, which gives us a trade-off between resolution and
SNR. More precisely, the SNR at the output of the filter h, which is
defined as the ratio between the signal power and noise power at one
of the peak samples, can be written as:

SNR = SNRin

(
cH [(1− ρ)Rcc + ρI]−1 c

)2

cH [(1− ρ)Rcc + ρI]−2 c
(12)

where SNRin is the input SNR. Fig. 3 shows the SNR versus ρ for
different values of the sampling frequency fs.
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Fig. 3. SNR versus ρ for fs equal toK samples per chip. The SNRin

is computed assuming CN0 = 45dB-Hz and the corresponding fs.

3.3. Multipath Subspace Estimation and Robust Beamforming

The proposed method for estimating the multipath subspace starts
by obtaining the matrix V from the output of the filter (11) only
for those samples that contain signal contribution, since the other
eigenvectors do not give information about the multipath subspace.
Assuming that (8) holds, each signal contribution is only present in
one sample and the maximum eigenvalue of Ryy[ni] is:

λi,1 =





σ2
e if @ k : ni = τk

σ2
e +mPk

(
cHRc

)2

‖Rc‖2 if ∃ k : ni = τk
(13)

where Pk := |αk|2Pb and R := [(1− ρ)Rcc + ρI]−1.
From (13), a threshold λ1 must be defined to determine whether

a sample contains signal contribution or not. As hI is an approxi-
mate solution of (8), each signal contribution may be present in more
than one sample. Furthermore, in practice some estimation errors
occur when calculating the eigenvalues. These two facts imply that
the property (13) will hold only approximately, and hence λ1 must
not be as restrictive as σ2

e + mPk
(
cHRc

)2
/‖Rc‖2, but instead,

an intermediate value should be chosen between the two possible
values presented in (13). As the values of Pk are unknown, a rea-
sonable choice is to always use a rough estimate of P0 divided by
some factor in order to also take the multipath into account. Those
weak multipaths that do not exceed λ1 will not be detected, but their
impact can be neglected.

Once V is obtained, the LOSS contribution must be removed.
Assuming that we use a sufficiently small sampling period (e.g.
Ts ≤ τk − τ0 ∀ k 6= 0 when ρ = 0), an eigenvector that only
has a contribution from a0 exists, and the remaining ones only have
multipath contributions. As a result, the entire LOSS contribution
can be found by the following search:

argmax
vi

|vHi a0| (14)

Then, removing this vector from V results in a matrix V̄ that spans
the multipath subspace. If the sampling period is not sufficiently
small, equation (14) just allows us to remove a portion of the LOSS
contribution, which worsens the estimation of the multipath sub-
space from V̄. However, the fact that V̄ contains a small contri-
bution of a0 does not necessarily prevent the successful application
of the method, as it will be shown in the numerical results.

3

Paper D. Beamforming via FIR Filtering 67



Once V̄ is estimated, designing the beamforming weights w ∈
Cm that mitigate the multipath is not an issue. We propose a dis-
tortionless beamformer, i.e. wHa0 = 1, that lies in the subspace
orthogonal to Im V̄, i.e. w ⊥ Im V̄. Among all possible solutions,
a very straightforward one is:

w =
P⊥V̄a0

aH0 P⊥
V̄

a0
(15)

where P⊥V̄ = I− V̄(V̄HV̄)−1V̄H .

3.4. Discussion

The SNR at the output of our filter h is notably degraded for ρ < 1,
which renders the output signal useless for time-delay estimation by
current single-antenna techniques. The impact of this low SNR be-
havior on the multipath estimation technique manifests itself in pro-
ducing higher noise eigenvalues for Ryy. However, as R̂yy is used
in practice and the estimation errors increase if the SNR decreases,
increasing the averaging time L becomes indispensable. As a result,
the lower the ρ, the higher the time devoted to multipath estimation
must be, which yields a trade-off between resolution and computing
time. A different way to improve resolution is to increase the sam-
pling frequency fs := 1/Ts, since for ρ = 0 the proposed method
is able to mitigate those multipath reflections with τk − τ0 ≥ Ts.
But Fig. 3 shows that increasing fs gives lower SNR, so a similar
trade-off is also present.

Finally, note that there exist some issues in a real system that
have not been considered in our results and deserve special attention
for future work. First, h will not be perfectly matched to the input,
as the sampling of the input and reference signals are not necessarily
the same. Second, the delay of each signal is not necessarily an
integer number. As a result, when a signal or multipath is received,
the corresponding output contribution may be distributed among two
samples. This means that V̄ can still have a contribution from the
LOSS after using (14), which worsens the performance of w.

4. NUMERICAL RESULTS

This section presents some numerical examples of the proposed mul-
tipath mitigation technique in a scenario with CN0 = 45dB-Hz. We
assumed that a Global Positioning System (GPS) LOSS signal and
two multipaths are received by a 5-element antenna array with de-
lays τ1 and τ2 so that τ1 − τ0 = Tc/4 and τ2 − τ0 = 5Tc/4. The
GPS signal consists of several navigation data bits at a rate of 50bps.
Each bit contains 20 copies of a coarse acquisition (C/A) code of
1023 chips, so T = 1ms and Tc ≈ 1µs, and a rectangular pulse
shaping is assumed for simplicity.

In order to contrast the resolution offered by the matched filter
and the inverse filter, Figure 4 plots the corresponding noiseless out-
puts for a sampling frequency fs = 8.184 MHz. It is very clear
that hI allows us to distinguish the 3 received signals. In contrast,
hM has such low resolution that the contribution of the 3 signals
basically becomes one wide peak.

Figure 5 shows the performance obtained by the weights of
(15) with fs = 4.092 MHz. This value is chosen to prove that
Ts = min{τk − τ0 : k = 1, 2} is small enough for the method
to work satisfactorily. The figure plots the spatial attenuation
|wHa0|2/

(
0.5|wHa1|2 + 0.5|wHa2|2

)
versus the value of ρ.

For low ρ, the filter h gives very narrow peaks but the SNR is so
low that the eigenvalue estimates are very noisy. Then, when ρ is
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versus time t. Scenario with sampling frequency fs = 8.184MHz,
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Fig. 5. Attenuation versus ρ. Scenario with sampling frequency
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increased, h gives wide peaks but the SNR increases and the perfor-
mance improves. This happens until a certain point, where the peaks
are so wide that V̄ has some contribution from a0. Then w ⊥ V̄
also deletes the LOSS and the performance decreases. This explains
why all curves show a maximum for ρ ∈ (0, 1). Finally note that
when the averaging time L increases, the low SNR consequences
are mitigated and hence a lower ρ can be used, so the position of the
maximum is closer to ρ = 0.

5. CONCLUSION

In this work we have proposed a novel technique to estimate the
subspace spanned by the spatial signatures of the GNSS multipath
signals received by an antenna array. In order to do so, a tunable FIR
filter that offers a trade-off between resolution and SNR has been
used. Then, a beamformer that lies on the subspace orthogonal to
the estimated multipath subspace can be obtained. Our simulation
results have shown that the proposed beamformer effectively atten-
uates the multipath signals for several values of the FIR filter design
parameter, and that this parameter can be adjusted in order to obtain
the balance between resolution and SNR that maximizes the multi-
path attenuation.

4
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ABSTRACT
Distributed beamforming has arisen as a significant approach
in multi-user wireless communication systems. It allows sev-
eral transmitters with common information to emulate an an-
tenna array and focus their transmissions towards an intended
destination. However, carrier and timing synchronization
among the transmitters is necessary to ensure that the infor-
mation is aimed in the desired direction. In this work we
present a robust time-slotted round-trip carrier and timing
synchronization protocol that is valid in dynamic environ-
ments in the sense that sensors can disappear from the net-
work without affecting the performance severely. The pro-
tocol is based on the execution of simple rules at each sen-
sor and leaves freedom to choose those signals that provide
better timing synchronization. Numerical results show that
a large fraction of the maximum beamforming gain can be
maintained for death ratios as high as 50%.

1. INTRODUCTION

A fundamental problem in ad-hoc wireless networks such
as wireless sensor networks (WSN) is the use of energy-
efficient communication techniques. Lately, much of the re-
search in this area has focused on cooperative approaches.
The term “cooperative communication” typically refers to
a system where users share and coordinate their resources
in order to improve the quality of their transmissions [1].
The idea is particularly attractive in wireless scenarios due
to both the large variety of channel qualities for different
transmitter-receiver pairs and the limited energy and band-
width resources.

Conventional transmit beamforming is a communication
technique that allows a transmitter with several antennas to
focus its bandpass signal in an intended direction. The ad-
vantages of conventional transmit beamforming are numer-
ous and well-documented in the literature [2]. For instance,
by focusing the transmission towards the intended desti-
nation, less transmit power is needed to achieve a desired
signal-to-noise ratio (SNR) target, which is known as beam-
forming gain. This feature is particularly appealing in wire-
less communication systems with energy constrained nodes
such as sensor networks. However, in this type of systems
nodes are typically too small to allow for the use of conven-
tional antenna arrays.

Recently, the idea of transmit beamforming has been ex-
tended to distributed networks of single-antenna transmitters.
By means of cooperation, transmitters can emulate a con-
ventional beamformer and behave as a “distributed beam-
former”. The idea is that individual sources with common in-
formation transmit with phase and time aligned carriers such

that their bandpass transmissions combine constructively at
the intended destination. Nevertheless, unlike conventional
beamforming, in distributed networks each transmitter has
an independent and imperfect oscillator. For this reason, it is
necessary to synchronize the signals of the transmitters.

In this work we distinguish three types of synchroniza-
tion procedures that complement each other for the pursued
goal: carrier frequency synchronization lets each user work
with the same carrier frequency; carrier phase synchroniza-
tion makes each carrier arrive with the same phase at the des-
tination; finally timing synchronization is necessary in order
to achieve simultaneity of the signals at the receiver. Al-
though there exist several papers that investigate the practical
problem of multi-user carrier synchronization for distributed
beamforming, most of them are still very preliminary be-
cause they either do not solve all types of synchronization or
consider ideal scenarios. Some of these methods are [3–7].

One of the latest techniques can be found in [8], and
it solves the three commented synchronization procedures
while avoids the communication from sensors to destination.
The other methods only focus on achieving frequency and
phase synchronization, what implies that it can exist a mis-
match in the symbols alignment at the receiver and hence an
imperfect addition of the information is likely to occur. The
impact of this phenomenon worsens for high data-rate trans-
missions. For this reason those methods that do not provide
timing synchronization present limitations in many scenar-
ios. In addition, it is also important to bear in mind that
sensors in a WSN can leave the network without previous
warning. An example of this happens when a sensor breaks
down, hence being unable to send any type of notification
prior to its disappearance. To the best of our knowledge, it
does not exist any work that presents a distributed beamform-
ing scheme suitable for this kind of dynamic environments.

In this paper we present a new synchronization protocol
based on the work of [8]. The two main contributions of
the paper are: i) the protocol is robust in dynamic environ-
ments in the sense that sensor disappearances can occur with-
out affecting the performance of the system severely; ii) syn-
chronization procedures are separated in such a manner that
they allow the use of specific signals for high accuracy timing
synchronization. The robustness of the protocol is achieved
thanks to the execution of simple rules at each sensor.

We also analyse the performance of the proposed algo-
rithm in terms of the beamforming gain and its dependency
on estimation errors. We show that a large fraction of the
maximum beamforming gain can be sustained, even when
50% of the existing nodes disappear during the synchroniza-
tion procedure (i.e. when the death ratio is equal to 50%).

1
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2. SYSTEM MODEL

Let us consider a system of N sensors S j for j = 1, . . . ,N
arbitrarily distributed over some region and with a limited
maximum transmit power. The index j represents only a log-
ical position used to apply the different steps of the protocol
described in Section 3.

Consider also a distant base station which acts as a des-
tination (D0) and is not power constrained. The nodes want
to send a common message m(t) modulated on a carrier fre-
quency fc to D0, as shown in Fig. 1. In order to assure cor-
rect transmission of the information from the N sensors to
the base station, a distributed beamforming protocol is ap-
plied. Note that the proposed model is not related to any
specific network topology. In fact, it can represent one link
of a larger network that includes many-to-one transmissions.
For instance, S1, . . . ,SN could be a group of relay nodes used
to transmit from a distant source to the destination.

We suppose the transmitted carrier signal by node S j is:

x j (t) = cos
(
2π f j

(
t− t∗j

)
+φ j

)
t ≥ t∗j (1)

where t refers to the time, f j is the carrier frequency, φ j is
the initial phase and t∗j is the transmission starting instant.

The channel from node Si to node S j (including D0 with
the index 0) is assumed to be flat fading and invariant with
impulse response hi, j during the transmission of a message.
Therefore, the channel can be characterized by an attenuation
αi, j, a propagation delay τi, j, and a phase φi, j on the top of the
one caused by the propagation delay. In this situation the sig-
nals will combine constructively at the destination whenever
the carriers are fully synchronized. Thus we can simplify
the problem by omitting each baseband signal and consider-
ing only the corresponding carrier. Finally, we also assume
channel reciprocity such that hi, j = h j,i.

With these assumptions, the received signal at destination
D0 produced by the transmission of the signal (1) is:

y j,0 (t) = α j,0 cos
(

2π f jt +φ eq
j,0

)
+n0(t) (2)

where φ eq
j,0 = φ j + φ j,0− 2π f jt∗j − 2π f jτ j,0 is the equivalent

phase of the signal at time t = 0 and n0(t) denotes the additive
white Gaussian noise (AWGN). Note that the expression of
(2) is only valid for t ≥ t∗j + τ j,0. This formulation will help
us to explain our new round-trip protocol in section 3.

Next we describe the key aspects that make distributed
beamforming more challenging than the conventional case.
First of all we remark that each source keeps its local time
using its own local oscillator, which implies the following:
• The nodes do not possess a common time scale due to the

use of imperfect oscillators.
• The nodes do not possess a common time reference due

to the use of independent oscillators.
Because of this, none of the nodes in the system know the

“true” time and then they do not know the “true” frequency
or phase of their local oscillator either. This means that nodes
cannot generate absolute phase or frequency estimates with
respect to the “true” time. We model this phenomenon by
relating the “true” time t and the j-th sensor time t( j) through
a multiplicative factor ε j and an offset δ j:

t( j) = ε j · t +δ j (3)

SN

Sj

S2

S1

D0

h1,0

h2,0

hj,0

hN,0

Figure 1: System model for a network of N sensors and a
base station D0.

In addition to the aforementioned two points, positions of
the nodes are completely unknown either absolutely or rel-
atively, which renders the delays τ j,0 between each sensor
node and the base station unknown. The lack of a common
time scale makes only coherence (i.e. carrier phase align-
ment) difficult and can be solved by means of frequency syn-
chronization. However, the uncertainty of the positions and
the lack of a common time reference make it difficult to ob-
tain both simultaneity and coherence at the destination. This
can be solved through phase and timing synchronization.

Finally note that the coherent transmission cannot last
an unlimited period of time due to synchronization errors.
The beamforming protocol will need to resynchronize pe-
riodically in order to avoid unacceptable phase drift during
beamforming. As a consequence, we distinguish two sepa-
rate procedures: the beamforming stage Tbeam and the syn-
chronization stage Tsyn.

3. ROBUST ROUND-TRIP SYNCHRONIZATION
PROTOCOL

In this section we present the proposed robust time-slotted
round-trip carrier synchronization protocol. The main goal
of the protocol is to achieve frequency, phase and timing
synchronization even if several sensors disappear at any time
without previous warning.

3.1 Protocol overview
Our key proposal lies in splitting the whole problem in three
independent requirements at the destination and provide a
specific solution to each of them. This let us make synchro-
nization procedures simple and somehow independent.

The first requirement is that all carriers arrive simultane-
ously at destination. The second requirement is that all carri-
ers arrive with the same initial phase at destination (phase of
(2) at t = t∗j + τ j,0). Finally, the third requirement is that all
carriers arrive with the same frequency at destination. Note
that the fulfilment of the first two requirements implies that
carriers arrive at destination coherently at the start of the
beamforming. On the other hand, the third requirement lets
each user maintain coherence over time.

The synchronization protocol begins with a calibration
step in which the destination broadcasts at tc a sinusoidal tone
x0 (t) of duration Tc and frequency fc to all sensors:

x0 (t) = cos(2π fc (t− tc)+φc) t ∈ [tc, tc +Tc)

Then, each sensor locally estimates the phase and frequency
of the received tone as detailed in subsections 3.3 and 3.4.

2
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Afterwards a total of 2N − 1 consecutive timeslots TSk
for k = 0, . . . ,2N−2 are used for the key part of the synchro-
nization protocol, each of them starting at time tk. Finally,
an additional time Tbeam is dedicated to beamforming. The
activity in each timeslot is summarized here:
1. TS0: the destination broadcasts a temporal reference sig-

nal r0 (t) of duration T0 to all sensors.
2. TSk for k = 1, . . . ,N−1: Sk broadcasts a temporal refer-

ence signal rk (t) of duration Tk to all sensors. The trans-
mitted signal is sent just after the reception of the signal
corresponding to the timeslot TSk−1. We denote this set
of slots as up-cycle.

3. TSk for k = N, . . . ,2N− 2: S2N−k broadcasts a temporal
reference signal r2N−k (t) of duration T2N−k to all sensors.
The transmitted signal is sent just after the reception of
the signal corresponding to the timeslot TSk−1. We de-
note this set of slots as down-cycle.

4. TS2N−1 = Tbeam: all sensors transmit to the destination
as a distributed beamformer. This interval starts at t2N−1,
just after node S1 receives the temporal reference signal
from S2, at the end of the down-cycle.
In addition to these basic rules, each node has to count

the time that elapses since the reception of each temporal
reference signal. When this time exceeds the value of (2Tp)m
for some m ∈ N, each node must deduce that m consecutive
nodes have disappeared. Here Tp is an upper bound on the
propagation delay between any two nodes of the network,
and it should be known by all sensors. The value of 2Tp
guarantees that there is enough time for a sensor to receive
the temporal reference signal that is sent at a given timeslot
TSk since the reception of the temporal reference signal that
is sent at TSk−1.

Thanks to the simple exchange of reference signals, each
sensor can readily deduce which nodes have disappeared by
means of a counter and update its network view. Specifically
a given sensor S j is supposed to update the total number of
nodes to N−m and its position to j−m when m consecutive
nodes with a logical position below j die. When m nodes
with a logical position above the given sensor die, only the
variable N should be updated. The node following the last
dead one is the responsible for sending the next temporal ref-
erence signal. This simple procedure prevents the nodes from
being blocked by waiting for the reception of signals from
missing sensors. In the following we describe in more detail
how each type of synchronization is achieved in our protocol.

3.2 Timing synchronization
Our timing synchronization proposal makes use of the whole
set of 2N − 1 first timeslots. The rules are focused on let-
ting each user know the precise moment it has to send the
information towards the destination for achieving simultane-
ity during Tbeam. In a general form each user S j will send
(at time t∗j ) after waiting a delay of τ j seconds since the end
of the emission of its temporal reference signal during the
down-cycle:

t∗j = t2N− j +Tj + τ j ∀ j ∈ {1, . . . ,N} (4)

Although the first node is not supposed to send any temporal
reference signal in the down-cycle, it also has to send towards
destination according to (4), at time t∗1 = t2N−1 +T1 + τ1.

The key point here is the way each sensor deduces its
own delay τ j. Similar to [8], the calculation of τ j results

Sj

S2

S1

D0

τ1,2
τ0,1

τ0,j

τj−1,j

τ2,3

Sj

S2

S1

τ2,1

τj,j−1

τ3,2

D0

τ1,0

τj,0

Figure 2: Path delays used for the deduction of τ j.

from forcing that each signal x j (t) for j = 2, . . . ,N arrives at
destination simultaneously with x1 (t). A solution would be
to use a value of τ j equal to the difference between the arrival
times at D0 of both signals x j (t) and x1 (t) when considering
τ j = 0 in (4). After assuming reciprocity at each channel, it is
easy to proof that this difference time can be estimated from
the elapsed time between the end of the observation times at
S j of the signal coming from S j−1 during the up-cycle and
the signal coming from D0:

τ j =
(
t j−1 + τ j−1, j +Tj−1

)
−
(
t0 + τ0, j +T0

)
(5)

Fig. 2 depicts this idea. First, it shows the delays used
by sensor S j to calculate τ j, and second the delays that S j
actually wants to emulate in order to achieve simultaneity.

However, in order to take into account possible disap-
pearances supplementary rules must be applied. A node hav-
ing m consecutive deaths below its logical position during the
up-cycle, has an additional error in the calculus of τ j corre-
sponding to the performed waiting (2Tp)m of the first alive
sensor, which we denote by Sd . This waiting becomes an er-
ror because it is not performed again during the down-cycle.

In order to counteract this error, we propose that each
affected node subtracts the known quantity (2Tp)m. Note
that the generated time of a given sensor S j will be affected
by ε j due to its imperfect clock (see (3)). Hence with this
rule each node will produce τ j instead of (5) and use it in (4):

τ j = τ j−
(2Tp)m

ε j

where the error in the correction is:

e j = (2Tp)m
(

1
εd
− 1

ε j

)
(6)

In case that m deaths occur during the down-cycle, there
is no way to correct τ j, and it is appropriate that those nodes
that are positioned below the dead ones cancel beamforming.

Algorithm 1 shows the commented rules in an algorith-
mic form. We emphasize that it corresponds to a reduced ver-
sion of our implemented code and that a realistic algorithm
must consider that nodes may face some critical situations.

3.3 Frequency synchronization
Let us consider that the sinusoidal tone received at sensor S j
in the absence of noise produced by the emission of x0 (t)
during the calibration step can be written as:

y0, j (t) = α0, j cos
(
2π fc

(
t− tc− τ0, j

)
+φc +φ0, j

)
(7)

which is only valid for t ∈
[
tc + τ0, j, tc + τ0, j +Tc

)
. As in

(2), α0, j and φ0, j account for the channel effects, including
multipath.

3
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Algorithm 1 Network updating for timing synchronization
if m deaths below then

if up-cycle then

N← N−m, j← j−m, τ j = τ j− (2Tp)m
ε j

else {down-cycle}
N← N−m, j← j−m

end if
else if m deaths above then

if up-cycle then
N← N−m

else {down-cycle}
N← N−m, cancel beamforming

end if
end if

Then we propose that each sensor generates its local esti-
mate f̂c j of the frequency fc from the received signal y0, j (t),
and uses this estimation as the carrier frequency f j of the sig-
nal (1) that has to be sent to the base station. Note that the
frequency reading will be slightly modified by the time scale
of each sensor, but the error will be counteracted by the same
time scale when f j is generated during Tbeam.

3.4 Phase synchronization
In order to perform phase synchronization we must achieve
that φ eq

j,0 = φ eq
i,0 ∀ j, i ∈ {1, . . . ,N}. Assuming that simultane-

ity is fulfilled at the destination, it is verified that t∗j + τ j,0 =

t∗i + τi,0 ∀ j, i ∈ {1, . . . ,N}. Hence, the previous condition
reduces to:

φ j +φ j,0 = φi +φi,0 ∀ j, i ∈ {1, . . . ,N} (8)

which is equivalent to what is explained at the beginning of
section 3: force all carriers to arrive with the same initial
phase at destination. Note that we have assumed in (8) that
f j = fi ∀ j, i∈ {1, . . . ,N}, which is reasonable as sensors will
be frequency synchronized before sending towards D0.

From (8) the only degrees of freedom are the initial
phases of the transmitting carrier signals: φ j for j = 1, . . . ,N.
Thus the optimal solution is that each sensor S j uses a value
for its initial carrier phase equal to −φ j,0 when transmitting
towards the destination. In the following we show how each
sensor can get a good alternative to this value from the cali-
bration step.

Denoting the initial phase of y0, j (t) as ϕ0, j, that corre-
sponds to the phase of (7) at time t = tc + τ0, j, we see that:

ϕ0, j = φc +φ0, j

Assuming reciprocity in all channels we can apply φ j,0 =
φ0, j ∀ j ∈ {1, . . . ,N}, from where we deduce that −ϕ0, j is a
good choice for the initial phase φ j. For this reason we pro-
pose that each user S j performs an estimate ϕ̂0, j of the initial
phase of y0, j (t) and use it as−φ j. Note that this estimate will
be generated from the same data as the frequency estimate.

3.5 Discussion
Unlike the current existing works, this protocol avoids the
realization of a high number of frequency and phase estima-
tions. However a considerable number of time-delay esti-
mations is needed, whose errors affect the simultaneity and

hence can penalize the resulting beamforming. In order to
overcome this limitation, reference signals should allow high
accuracy delay estimation, such as Ultra-Wideband signals
[9]. Note that, unlike in [8], we have not imposed any con-
straint on the nature of the reference signals, which leaves
freedom to choose those signals that provide better simul-
taneity at destination, and this facilitates the use of future
high data-rate transmissions.

We want to stand out that if r0 (t) and the calibration sig-
nal x0 (t) could be sent together, then the calibration proce-
dure could be done in the timeslot TS0, which would reduce
the synchronization time. Note that it is not vital to calibrate
before each timing synchronization stage, though.

Regarding to the negative consequences of the sensors
disappearances, we remark that the worst cases correspond
to situations where deaths occur during the down-cycle, be-
cause it would imply that some alive sensors cancel beam-
forming until the end of the next synchronization stage. For-
tunately, the probability that a sensor is alive during the up-
cycle and dies during the down-cycle is very low given the
short duration of these cycles compared to the beamforming
time Tbeam. For this reason we only need to consider the con-
sequences of sensor disappearances during the up-cycle.

A good measure of the overhead is the ratio R between
the wasted time due to deaths, i.e. (2Tp)m, and the total syn-
chronization time. Assuming that the total synchronization
time when no deaths occur follows an uniform distribution
between 0 and (2N−1)Tp, the expected value of R for large
networks (N→+∞) is:

lim
N→+∞

E{R}= r log
(

r+1
r

)
r ∈ (0,1]

where r is the death ratio. For r = 0, R equals 0. This asymp-
totic value approximates E{R} very accurately (the error in
the approximation is less than 0.01 for N ≥ 15).

4. SIMULATION RESULTS

This section presents numerical examples of the robust time-
slotted round-trip carrier synchronization protocol. We as-
sumed that x0 (t) is sent at a frequency of 900 MHz and has
a duration of Tc = 5µs, where Tc can be large because the
base station is not power constrained and the calibration step
needs not be carried out very often. We also considered that
all signals are received at a SNR of 20 dB.

Monte Carlo simulations with 5000 iterations were ex-
ecuted for all the examples, and at each iteration different
estimations of the frequency, phase and time-delay were per-
formed. The errors in the phase, frequency and time-delay
estimates were modelled as Gaussian, with zero mean and
standard deviation given by the corresponding Cramér-Rao
bound. For those cases where we considered sensor disap-
pearances, we selected different nodes to die at each iteration
by following an uniform distribution. The error in the correc-
tion of τ j was computed as in (6) and each sensor oscillator
deviation factor ε j was modelled as a Gaussian random vari-
able with unitary mean and standard deviation σε = 10−6,
which corresponds to a clock with 1 ppm precision.

The example of Fig. 3 shows the probability that the
beamforming gain is greater than αN versus the elapsed time
since the start of Tbeam, where α ∈ [0,1] and N is the maxi-
mum achievable gain. All time-delay estimations include er-
rors with standard deviation στ = 1ps. In order to show the

4
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Figure 3: Probability that the beamforming gain (Gb) is
greater than a fraction of the number of alive sensors (N =
10) versus elapsed time. The label “D” corresponds to deaths
with r = 0.5. The label “ND” corresponds to no deaths.

robustness of our protocol we simulated cases where 50% of
the sensors disappear during the up-cycle (r = 0.5). Higher
ratios were considered and the results did not deteriorate up
to 70%. We see how the carrier phases are efficiently aligned
at the destination up to 600µs, where a 60% quality beam-
forming no longer can be achieved with high probability.

We want to stand out that simulations of Fig. 3 were done
for the same number of alive sensors in order to do a fair
comparison. It means that the cases with deaths correspond
to an scenario with N alive sensors when initially there were
2N. On the other hand, the cases with no deaths correspond
to an scenario with N sensors and no deaths.

The second example shows the performance of the proto-
col versus the delay estimation quality στ . Concretely, Fig. 4
plots the achieved beamforming gain after 100µs for differ-
ent number of sensors. The results for r = 0 and r = 0.5 were
indistinguishable, so we only represent the first case. We can
see that errors with στ < 50ps are not deleterious for this
protocol. For higher values, the imperfect simultaneity re-
duces the beamforming gain at the start of the beamforming
stage, hence decreasing the beamforming time. In the case
that reference signals let στ = 1ps, errors can be neglected.

We remark that we also corroborated the behaviour of
our algorithm using an event-based implementation of the
protocol in MATLAB R©, and results were satisfactory.

5. CONCLUSION

In this paper, we have proposed a robust time-slotted round-
trip carrier and timing synchronization protocol for dis-
tributed beamforming in WSNs. We have described how the
protocol prevents the nodes from being blocked and how it
avoids cancelling beamforming when some sensors disap-
pear. It has been shown that our proposal is based on a simple
exchange of reference signals and a calibration signal.

We have analysed the performance of the protocol and
its dependency on time-delay estimation errors. Our numeri-
cal results have shown that a good beamforming time can be
achieved, even for cases where nodes disappear with death
ratios as high as 50%. The effect of the quality of the delay
estimations on the final beamforming time has shown that it
is necessary to obtain accuracies as good as 50ps. However
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Figure 4: Expected beamforming gain versus delay estima-
tion standard deviation στ for several number of sensors N.

we leave freedom to choose those signals that provide better
simultaneity at destination, which also makes possible the
use of future high data-rate systems.
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A method and a portable rescue device for locating avalanche victims 

  

Field of the Art 

The present invention generally relates, in a first aspect, to a method for locating 

avalanche victims, based on measurements of electromagnetic signals emitted from a 5 

transmitter carried by a victim, and more particularly to a method comprising performing 

a final approach step that exploits the spatial diversity provided by an array of magnetic 

vector sensors. 

A second aspect of the invention relates to a portable rescue device for locating 

avalanche victims adapted to implement the method of the first aspect of the invention. 10 

 

Prior State of the Art 

A fundamental problem in the rescue of avalanche victims is the little time that an 

injured person may remain alive when buried by snow after being struck by an 

avalanche. Several studies agree that the chance of survival drops sharply after 15 15 

minutes of being buried. That is why the rescues organized by outside groups are not 

effective in saving the lives of the injured, and therefore the rescue has to be done by 

those in the group who have not been buried by the avalanche, what is known as self-

rescue.  

Given the time it takes to dig up an avalanche victim, the location of a victim has 20 

to be resolved in a maximum of only 5 minutes. For this reason, one of the main 

objectives in designing victim localization devices is that the search method 

implemented by the device is as efficient as possible in terms of speed of localization. 

Another important objective is to reduce as much as possible the complexity of its use, 

so that factors such as panic, fatigue, adverse conditions or inexperience, cannot 25 

prevent the rapid location of the victim.  

Currently these self-rescue devices are known as Avalanche Victim Detector 

(AVD) or Avalanche Transceiver (AT), and consist of an electromagnetic transmitter-

receiver equipped with three (or less) orthogonal coils acting like antennas, and are 

governed by the rules laid down in the standard ETSI EN 300 718. By default, the 30 

device operates in transmit mode, radiating a magnetic vector field B(t)=( Bx(t), By(t), 

Bz(t) ) through one of the coils that can be modelled as the field generated by a 

magnetic dipole. The device uses a modulation A1A (carrier on/off) at the frequency 

450KHz.  

In case of an avalanche, the group members who have not been buried activate 35 

the receive mode of the device, and start to search from the receiver measures at the 
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three coils. These three mutually orthogonal coils behave like a single antenna capable 

of obtaining the three vector components of B(t), that is, they behave like a single 

magnetic vector sensor. Since the vector B(t) is tangent to the field line of the emitted 

field, simply by following the direction of B(t) as its measure is being updated is enough 

to trace a path that coincides with said field line, which leads to the emitter. If there are L 5 

victims, then L-1 received signals are blocked to follow only the field line of one of them. 

By performing this protocol in an iterative manner the different victims are being 

encountered.  

Two drawbacks affect this search method directly increasing the search time. 

First, the followed path is not straight. This makes the ride a little longer, and it does not 10 

allow the user to get an idea of the area where the victim can be until it is very close, 

because the directions change, although slightly, unpredictably for the user. Second, the 

direction of B(t) can vary greatly near the receiver, which can make the rescuer be 

easily confused, especially without proper training and a familiarization with the device. 

This second current limitation makes the known search method for the last few meters 15 

not to be based on the tracking of the field lines, but on power measurements only, 

which is known as fine search. As the fine search is still quite inaccurate, it leads to a 

time-consuming subsequent step known as pinpointing that consists on probing 

systematically starting from the estimated location until the victim is located. Left view of 

Fig. 1 illustrates the trajectories followed by a rescue user according to this conventional 20 

method, and will be described in more detail posteriorly. 

There are several patent documents disclosing different rescue portable rescue 

devices and associated search methods, based on the detection of RF signals emitted 

by a transmitter of the avalanche victim, some of which emit a magnetic field pattern, 

acting as a magnetic dipole. Some of said patent documents based on the detection of 25 

said magnetic field patterns are cited next and their relevant background is briefly 

described. 

US7116272B2 discloses a system and method for locating an avalanche victim 

based on the RF reception of the transmitted field as emitted by a distress beacon 

carried by the victim, during a search and rescue operation. It provides point to point 30 

directional data as to the direction of the RF field source based on flux field 

characteristics, and also an estimated distance between the searcher's receiver and the 

victim's transmitter field source using path loss slope and/or triangulation, where the 

estimation of distance is based upon field signal strength transmitted by the victim's 

transmitter avalanche or field strength changes in a certain direction with regard to the 35 

field lines and/or over a certain distance. Neither a direct estimation/calculation of the 
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magnetic dipole source position is disclosed in US7116272B2 nor the use of an array of 

magnetic vector sensors. 

US6246863B1 discloses another rescue device for locating persons buried by 

avalanches also based on signal strength, which operates in either a transmit mode or a 

receive mode, and has a case and a harness constructed from belts for securing the 5 

case to the individual, where the rescue device switches on or off and changes its 

operating mode, between a transmission mode and a receiving mode, based on the 

locking or unlocking of the belts to the case. The device includes a display which 

provides graphic information to expedite searching, including graphical information 

related to when a coarse search or a pin-point search should be conducted, when the 10 

stage of a multistage amplifier should be changed, when the rescue device needs to be 

reoriented to obtain maximum signal strength, the signal strength as a bar graph and an 

estimated distance to the buried transmitter. Neither an array of magnetic vector sensors 

for providing spatial diversity nor a direct calculation of the transmitter position is 

disclosed in US6246863B1. 15 

US2005151662 discloses an avalanche transceiver comprising a receiver 

including three mutually orthogonal receiving antennas each capable of receiving a radio 

signal at a predetermined frequency which are somewhat mutually orthogonal, and a 

processor that is capable of: selecting one or more of the said antennas, controlling the 

sensitivity of an antenna, and digitally processing received signals to measure signal 20 

strength and/or relative polarity for providing indications of the received flux field 

regarding proximity, horizontal alignment and vertical alignment. The provision of such 

three antennas is for always receiving the emitted signal in close proximity to a burial 

regardless of the orientation of the buried transmitter. Neither an array of magnetic 

vector sensors for providing spatial diversity nor a direct estimation/calculation of the 25 

transmitter position is disclosed in US2005151662.  

US6167249 and US6484021 both disclose a rescue transceiver apparatus for 

transmitting a signal to and receiving a signal from another rescue transceiver apparatus 

is provided. The apparatus comprises a housing and a radio signal transmitter for the 

transmission of a radio signal in a transmitting mode with a first predetermined 30 

frequency with the radio signal transmitter being mounted within the housing. The 

receiver comprises first and second antennae arranged substantially perpendicular to 

each other, and a virtual third antenna being derived from phase information generated 

by the first antenna and the second antenna. The first antenna, the second antenna, and 

the third virtual third antenna provide three-dimensional vector analysis by the receiver 35 

of a predetermined frequency received from the radio transmitter. Neither an array of 
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magnetic vector sensors for providing spatial diversity nor a direct calculation of the 

transmitter position is disclosed in US6167249 nor in US6484021. 

 

Description of the Invention 

It is an object of the present invention to provide an alternative to the prior state 5 

of the art, which the purpose of achieving a faster and easier rescue of an avalanche 

victim than those provided by the devices and methods of the state of the art. 

 To that end, the present invention relates, in a first aspect, to a method for 

locating avalanche victims, comprising performing sequentially the next steps, in a 

known manner: 10 

a) an initial step comprising, a user carrying a portable electromagnetic signal 

receiver, performing an electromagnetic signal search by moving around a first area, 

away from the victim, in order to detect, by its reception with the portable 

electromagnetic signal receiver, an electromagnetic signal (generally the magnetic field 

included therein) emitted by a portable electromagnetic signal transmitter carried by an 15 

avalanche victim and acting as a magnetic dipole; 

b) a first tracking step, started after said electromagnetic signal has been 

detected and comprising measuring, with said portable electromagnetic signal receiver, 

the magnetic field emitted by said portable electromagnetic signal transmitter, and 

moving, said user carrying said portable electromagnetic signal receiver, following a 20 

curve path coincident with the magnetic field line of said emitted magnetic field 

approaching to the victim through a second area closer thereto; and 

c) a second tracking step performed after said first tracking step, comprising 

moving the user carrying the portable electromagnetic signal receiver through a third 

area, even closer to the victim, for finally locating the victim. 25 

Contrary to the known methods, the method of the first aspect of the invention 

comprises, in a characteristic manner, providing and using, as said portable 

electromagnetic signal receiver, a portable electromagnetic signal receiver with an array 

of magnetic vector sensors arranged for receiving said electromagnetic signal with 

spatial diversity, and said step c) comprises, based on the measurement of said 30 

magnetic field performed with part or preferably all of said magnetic vector sensors, 

determining the location of said portable electromagnetic signal transmitter by estimating 

the spatial position of said magnetic dipole from output signals provided by said 

magnetic vector sensors of said array, exploiting their spatial diversity through one or 

more array signal processing techniques.  35 
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The method comprises arranging said magnetic vector sensors of said array 

physically separated one from another by a minimum distance to provide said spatial 

diversity when they are at or below a predetermined distance from the portable 

electromagnetic signal transmitter.  

The method of the first aspect of the invention comprises performing said step a) 5 

by using the output signal of one of said magnetic vector sensors, and if no signal is 

detected with only said magnetic vector sensor (or detected poorly), performing a 

detection by adding to each other the output signals provided by, preferably, each of the 

magnetic vector sensors when receiving said electromagnetic signal emitted by the 

portable electromagnetic signal transmitter, thus achieving a signal-to-noise ratio much 10 

higher than the one achieved in the state of the art methods which perform said step a) 

with only one output signal, therefore reducing the time taken for performing step a), in 

comparison with the conventional search methods. For this step a), only detecting the 

electromagnetic signal is of interest. Moreover, in most cases there exists a long 

distance to the avalanche victim and hence the spatial diversity provided by the 15 

magnetic vector sensors is not high. As a result, spatial diversity is not exploited in step 

a). 

For another embodiment, step a) is performed, from the start to the end thereof, 

by performing said detection using array processing different than addition with the 

output signals provided by each of the magnetic vector sensors (or at least by two or 20 

more of them). 

The method of the first aspect of the invention comprises performing said step b) 

based on the measurement of said magnetic field performed with at least one of the 

magnetic vector sensors and/or based on the measurement of said magnetic field 

performed by adding to each other the output signals provided by each of said magnetic 25 

vector sensors when measuring said magnetic field. 

Particularly, for an embodiment, the method comprises starting performing step 

b) based on the measurement of the magnetic field performed by adding to each other 

the output signals provided by each of the magnetic vector sensors when measuring the 

magnetic field and, once the output signal of one of the magnetic vector sensors so 30 

allows it, continuing performing step b) based on the measurement of the magnetic field 

performed with only said one of said magnetic vector sensors. 

For an embodiment, the method of the first aspect of the invention comprises 

automatically stopping step b) and starting step c) upon considering, based on their 

analysis, that the output signals of said magnetic vector sensors provide a degree of 35 

spatial diversity above a certain threshold and/or that the magnetic field lines information 
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calculated by said portable electromagnetic signal receiver does not allow performing 

the first tracking step with a certain amount of reliability.  

The trajectory followed by the user at step c) can be a straight line (if possible 

due to geographical obstacles), hence providing a quicker approach to the victim than 

the curve trajectory of step b). Therefore, the sooner said spatial diversity is considered 5 

as allowing to start step c), the sooner step b) is stopped and step c) is started, thus 

reducing the time the user is arriving to the avalanche victim. Although the method of the 

first aspect of the invention has been described as including said step b), ideally it could 

work doing without it, i.e. passing directly from step a) to step c) if, when the 

electromagnetic signal has been received at step a) by the magnetic vector sensors, the 10 

spatial diversity provided thereby already allows the start of step c) that could happen, 

for example, if the victim is near the rescue user, or if the separation between the 

magnetic vector sensors is very high). 

 The trigger for activating step c) is preferably implemented automatically, based 

on the analysis of one or several parameters of the output signals of the magnetic vector 15 

sensors, such as their magnetic powers and directions.  

A second aspect of the invention relates to a portable rescue device for locating 

avalanche victims, comprising: 

- electromagnetic receiving means for receiving an electromagnetic signal 

emitted by a portable electromagnetic signal transmitter carried by an avalanche victim 20 

and acting as a magnetic dipole, and measuring the magnetic vector field emitted by 

said portable electromagnetic signal transmitter, and 

- processing means connected to said electromagnetic receiving means for 

receiving and analysing electrical output signals provided thereby and providing to a 

user of the portable rescue device, through indication means thereof, indications 25 

regarding the result of said reception and analysis to allow him to perform said moving 

of the user through said first, second and third areas towards the victim of steps a), b) 

and c) of the method of the first aspect of the invention. 

Depending on the embodiment, said indication means comprise at least one of a 

display (for displaying graphical information including, for example, a three-dimensional 30 

map of the search and rescue areas and the updating estimated locations of the victim) 

and acoustic means (for emitting acoustic signals differing in, for example frequency, 

volume or pitch, for indicating the different situations of the search). 

Contrary to the known portable rescue devices for locating avalanche victims, in 

the one of the second aspect of the invention, in a characteristic manner, its receiving 35 

means comprise an array of magnetic vector sensors arranged for receiving said 
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electromagnetic signal with spatial diversity, and said processing means implement the 

method of the first aspect of the invention for performing at least said estimation of the 

spatial position of said magnetic dipole exploiting the spatial diversity of the output 

signals of the magnetic vector sensors.  

For a preferred embodiment, each of said magnetic vector sensors is capable of 5 

performing a three-axes magnetic vector measurement. 

 Depending on the embodiment, each of said magnetic vector sensors is a 

magnetoresistive sensor, such as an Anisotropic Magnetorresistive Sensor (ARM), or an 

antenna comprising three orthogonally arranged magnetic coils. 

Said magnetic vector sensors of said array are physically separated one from 10 

another by a minimum distance to provide said spatial diversity when they are at or 

below a predetermined distance from the portable electromagnetic signal transmitter. 

The higher said minimum distance is the further from the avalanche victim the 

exploitation of spatial diversity of the output signals of the magnetic vector sensors can 

be used, thus reducing the time for locating the victim. 15 

Depending on the embodiment, said array include magnetic sensors arranged 

occupying at least one line (linear array), one plane (planar array), or any other general 

geometry such a surface (conformal array). 

Optionally, for an embodiment, the portable rescue device of the second aspect 

of the invention comprises adjusting means for adjusting different operating parameters 20 

of the device regarding the implementation of each of steps a), b) and c), such as 

predetermined and adjustable threshold values for automatically triggering the start of 

step c). 

For an embodiment, the portable rescue device of the second aspect of the 

invention comprises a main casing housing at least said processing means and part of 25 

said receiving means, and a support onto which said magnetic vector sensors are 

attached, such that they adopt the physical separation with each other which provides 

said spatial diversity. 

Said elongated support is, for an embodiment, at least one deployable and/or 

extensible arm connected to said main casing and onto which at least part of said 30 

magnetic vector sensors are attached such that they adopt the physical separation with 

each other which provides said spatial diversity when said at least one arm is at the 

deployed and/or extended position. 

For another embodiment, said elongated support is a flexible band to be worn by 

said user in an extended position, such as diagonally crossing his chest. 35 
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The portable rescue device of the second aspect of the invention further 

comprises, for a preferred embodiment, electromagnetic transmission means and 

selection means, the latter for alternately: 

- activating said electromagnetic receiving means for receiving said 

electromagnetic signal emitted by a portable electromagnetic signal transmitter carried 5 

by an avalanche victim, for allowing the user of the portable rescue device act as an 

avalanche victim locator by activating the device in a receiving mode; or 

- activating said electromagnetic transmission means for transmitting said 

electromagnetic signal, for allowing the user of the portable rescue device act as a 

potential avalanche victim to be located by activating the device in a transmitting mode. 10 

In other words, for the above indicated embodiment, a plurality of portable rescue 

devices according to the second aspect of the invention can be used by a group of users 

which, before an avalanche, activate its transmitting mode (as they are potential 

avalanche victims), and after an avalanche has occurred, those users which are not 

victims of said avalanche activate their portable rescue devices in their receiving modes 15 

in order to locate the victim or victims of said avalanche which are carrying respective 

portable rescue devices still activated in their transmitting modes. 

 The method and the rescue device of the present invention allow the estimation 

of the positions of multiple avalanche victims simultaneously.  

Particularly, for an embodiment of the method of the first aspect of the invention, 20 

step c) comprises simultaneously estimating the spatial positions of multiple magnetic 

dipoles, associated to multiple avalanche victims, from output signals provided by the 

magnetic vector sensors of the array, exploiting their spatial diversity through one or 

more array signal processing techniques. 

 25 

Brief Description of the Drawings 

The previous and other advantages and features will be better understood from 

the following detailed description of embodiments, with reference to the attached 

drawings, which must be considered in an illustrative and non-limiting manner, in which: 

Fig. 1 shows the trajectories followed by a rescue user to locate an avalanche 30 

victim, according to a conventional method (left view) and according to the method of 

the first aspect of the invention (right view); 

Fig. 2 shows the architecture of the portable rescue device of the second aspect 

of the invention for another embodiment, being carried by a user, where the sensors of 

the array of magnetic vector sensors are attached to a band worn by the user;  35 
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Fig. 3 schematically shows the portable rescue device of the second aspect of 

the invention, including its internal elements, for an embodiment for which most of the 

sensors of the array of magnetic vector sensors are attached to two deployable arms; 

and 

Fig. 4 shows a processing scheme of the receiving means of the portable rescue 5 

device of the second aspect of the invention. 

Detailed Description of Several Embodiments 

Left view of Fig. 1 shows the trajectories followed by a rescue user to locate an 

avalanche victim, according to a conventional method, and includes the next stages, 

indicated in Fig. 1, left view as 1, 2, 3 and 4: 10 

Stage 1 – Signal search: With the current sensitivity of the antenna used, the 

conventional device is able to detect signal at about 50 meters approximately. Until the 

signal is not detected a search for said signal is performed by the user walking through 

the searching area according to the meandered path depicted in Fig. 1 left view, to pick 

up the trail, i.e. to detect the signal. This stage is inevitable but undesirable because it 15 

wastes time. In order to reduce the lasting of this stage and hence not wasting time, the 

sensitivity of the receiver must be as high as possible. 

Stage 2 – Coarse search: Once the signal has been detected, the magnetic field 

vector is calculated and its direction is followed by the rescuer. The rescuer must walk in 

the two directions of the field line to see if the field power decreases or increases, and 20 

choose the direction where the field increases, otherwise he moves away from the 

victim. As the path is not straight, but curved, it causes wasting some time. 

Stage 3 – Fine search: This stage starts when following the field lines of the 

magnetic field is no longer reliable, and consists in searching for the maximum power 

above the surface crossways and in straight lines, and mark the point with crossed 25 

poles. This stage is time-consuming and inaccurate. 

Stage 4 – Pinpointing: The rescuer pinpoints the ground with a probe starting 

from the marked crossed poles in order to accurately locate the victim. Time is wasted 

for this manual stage. 

 30 

For comparison with said conventional search method, right view of Fig. 1 shows 

the trajectories followed by a rescue user to locate an avalanche victim according to the 

method of the first aspect of the invention, which includes the next stages, indicated in 

Fig. 1, right view as 1, 2 and 3: 
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Stage 1 (referred above as step a)) – Signal search: The outputs of the M 

magnetic vector sensors of the array are directly added up due to the low spatial 

diversity, which improves the signal-to-noise ratio by a factor M. Thus the sensitivity is 

improved, and therefore the signal is detected earlier than in the conventional method. 

As a result, the meandered path that the rescuer must follow is shorter than the one of 5 

left view of Fig. 1, and the time wasted in this stage is thus reduced. The comparison 

with the conventional method has been done assuming that each of the magnetic vector 

sensors of the array has the same sensitivity as the coil used in the conventional search 

method. 

Stage 2 (referred above as step b)) – Coarse search: Being away from the 10 

victim, spatial diversity is still not good enough and it is preferable to use the output of 

the M magnetic vector sensors just to calculate the magnetic field vector therefrom and 

follow its direction. This stage is only applied until the rescue user is close enough to the 

victim so that there exists enough spatial diversity. An adequate value for this distance is 

about 10 meters with the current technology and the standard being used. In the 15 

conventional method, in contrast, this stage has to be applied until the rescue user is 

about 2 meters away of the victim. 

Stage 3 (referred above as step c)) – Fine search: Once the user is close enough 

to exploit spatial diversity, the position of the magnetic dipole (i.e. of the transmitter) is 

calculated and the rescuer follows a straight path to find it. It is faster than following a 20 

curve and there is no need of a probing stage.  

The change between phase 2 and 3 of the proposed method is transparent to the 

user and is performed automatically by the portable rescue device. This is a very 

important advantage because it simplifies the location in essentially two phases, the 

signal search (1) and to follow a given direction by, for example, a display (2 and 3). 25 

 

Fig. 2 depicts the device of the second aspect of the invention, for an 

embodiment for which it contains a loop (or more if desired) which is used as a 

transmitting antenna A of the transmitter Tx, and an array of M magnetic sensors S1-S5 

arranged in a specific and known manner for reception and connected to the receiver 30 

Rx. Each of these sensors S1-S5 is capable of calculating the field vector received 

thereby. Thus, three mutually orthogonal coils would correspond to a single sensor. 

Another interesting option for its size and weight are magnetoresistive sensors, such as 

Anisotropic Magnetoresistive (AMR) sensors.  

With this new architecture, spatial diversity existing in the M measures B1(t), ..., 35 

BM(t) of the field B(t) (see fig. 4) in the same receiver can be exploited and estimate the 
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position p for the magnetic dipole generating the measured magnetic field. The positions 

p1,...,pL (see fig. 4) of L victims can also be estimated simultaneously.  

Fig. 2 only illustrates an example of a possible architecture of the portable rescue 

device D of the second aspect of the invention, for an embodiment where its receiving 

means Rx include a linear array of five magnetic vector sensors S1-S5. In this case, 5 

optionally and to obtain a higher spatial diversity, the portable rescue device of the 

second aspect of the invention has two side extendable arms Ta, Tb where part of the 

magnetic vector sensors of the array are placed, particularly sensors S1, S2, S4 and S5. 

The sensor S3 is attached to the main casing H which houses the rest of elements of 

the device, including the processing means connected to the transmitter Tx and to the 10 

receiver Rx, in order to process the output signals coming therefrom. The block 

indicated as UP is used for illustrating, not only the processing means, but also control 

means for controlling the operation of the transmitter Tx and of the receiver Rx, and 

selection means for selecting if operating the device in the transmitting or in the 

receiving mode. 15 

These arms Ta, Tb, which in Fig. 2 are shown deployed (their rest positions 

indicated by means of dotted lines in the side edges of main casing H), can be, for an 

embodiment, extendable (for example telescopically) to provide even more spatial 

diversity. Also, two more arms can be added to obtain an array on a two-dimensional 

surface, or even eight arms can be used for a three-dimensional array geometry. 20 

However, an armless device is also a right solution, for a less preferred embodiment, in 

which case the linear array could be distributed along one side of the main casing H, 

and a rectangular array could be distributed along all four sides of the main casing H. 

Fig. 3 shows another embodiment, where the portable rescue device D 

comprises, attached to the main casing H, a flexible band T to be worn by the user (in 25 

the illustrated embodiment diagonally across his chest) such that the magnetic vector 

sensors of the linear array, in this case four sensors S1-S4, keep separated so as to 

provide the mentioned spatial diversity. 

Fig. 4 shows the processing scheme of the receiver Rx. It will vary slightly 

depending on the type of magnetic vector sensor used in the array. In case the sensors 30 

measure the instantaneous field B1(t), B2(t), …, BM(t), a down-conversion stage (I/Q 

decomposition) has to be performed together with a processing from the baseband 

signals b1(t), b2(t), …, bM(t), by means of the processing means UP, as shown in Fig. 4. 

In this case, the baseband signals b1(t), b2(t), …, bM(t) are complex. Although Fig. 4 only 

shows the I/Q decomposition of B1x(t), for the rest of components of B1(t) ( B1y(t), B1z(t) ) 35 

and also of B2(t) and B3(t), a respective I/Q decomposition is also performed.  
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In case the magnetic sensors calculate the envelope of the received field, or 

even directly the received power, such as some magnetic sensors integrated into a 

digital chip, the processing is directly applied to the measured signal, because it is 

already a baseband signal. In this case the baseband signal is a real signal. 

A person skilled in the art could introduce changes and modifications in the 5 

embodiments described without departing from the scope of the invention as it is defined 

in the attached claims. 
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Claims 

1.- A method for locating avalanche victims, comprising performing sequentially 

the next steps: 

a) an initial step comprising, a user carrying a portable electromagnetic signal 

receiver (Rx), performing an electromagnetic signal search by moving around a first 5 

area, away from the victim, in order to detect, by its reception with the portable 

electromagnetic signal receiver (Rx), an electromagnetic signal emitted by a portable 

electromagnetic signal transmitter carried by an avalanche victim and acting as a 

magnetic dipole; 

b) a first tracking step, started after said electromagnetic signal has been 10 

detected and comprising measuring, with said portable electromagnetic signal receiver 

(Rx), the magnetic field emitted by said portable electromagnetic signal transmitter, and 

moving, said user carrying said portable electromagnetic signal receiver (Rx), following 

a curve path coincident with the magnetic field line of said emitted magnetic field 

approaching to the victim through a second area closer thereto; and 15 

c) a second tracking step performed after said first tracking step, comprising 

moving the user carrying the portable electromagnetic signal receiver (Rx) through a 

third area, even closer to the victim, for finally locating the victim;  

wherein the method is characterised in that it comprises providing and using, as said 

portable electromagnetic signal receiver (Rx), a portable electromagnetic signal receiver 20 

with an array of magnetic vector sensors (S1-SM) arranged for receiving said 

electromagnetic signal with spatial diversity, and in that said step c) comprises 

determining the location of said portable electromagnetic signal transmitter by estimating 

the spatial position of said magnetic dipole from output signals provided by said 

magnetic vector sensors (S1-SM) of said array, exploiting their spatial diversity through 25 

at least one array signal processing technique.  

 2.- The method of claim 1, comprising performing, at said step c), a three-axes 

magnetic vector measurement with each of said magnetic vector sensors (S1-SM). 

3.- The method of claim 1 or 2, comprising arranging said magnetic vector 

sensors (S1-SM) of said array physically separated one from another by a minimum 30 

distance to provide said spatial diversity when they are at or below a predetermined 

distance from the portable electromagnetic signal transmitter. 

 4.- The method of any of the previous claims, comprising performing said step a) 

by using the output signal of one of said magnetic vector sensors (S1-SM) and if no 

signal is detected with only said magnetic vector sensor, or detected poorly, performing 35 
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a detection using array processing with the output signals provided by each of said 

magnetic vector sensors (S1-SM) when receiving said electromagnetic signal emitted by 

the portable electromagnetic signal transmitter.  

5.- The method of any of the previous claims, comprising performing said step b) 

based on the measurement of said magnetic field performed with at least one of said 5 

magnetic vector sensors (S1-SM) and/or based on the measurement of said magnetic 

field performed by adding to each other the output signals provided by each of said 

magnetic vector sensors (S1-SM) when measuring said magnetic field. 

6.- The method of claim 5, comprising starting performing said step b) based on 

the measurement of said magnetic field performed by adding to each other the output 10 

signals provided by each of said magnetic vector sensors (S1-SM) when measuring said 

magnetic field and, once the output signal of one of said magnetic vector sensors (S1-

SM) so allows it, continuing performing step b) based on the measurement of the 

magnetic field performed with said one of said magnetic vector sensors (S1-SM). 

7.- The method of any of the previous claims, comprising automatically stopping 15 

said step b) and starting said step c) upon considering, based on their analysis, that the 

output signals of said magnetic vector sensors (S1-SM) provide a degree of spatial 

diversity above a certain threshold and/or that the magnetic field lines information 

calculated by said portable electromagnetic signal receiver (Rx) does not allow 

performing the first tracking step with a certain amount of reliability. 20 

8.- The method of any of the previous claims, wherein said step c) comprises 

simultaneously estimating the spatial positions of multiple magnetic dipoles, associated 

to multiple avalanche victims, from output signals provided by the magnetic vector 

sensors (S1-SM) of the array, exploiting their spatial diversity through said at least one 

array signal processing technique. 25 

9.- A portable rescue device for locating avalanche victims, comprising: 

- electromagnetic receiving means (Rx) for receiving an electromagnetic signal 

emitted by a portable electromagnetic signal transmitter carried by an avalanche victim 

and acting as a magnetic dipole, and measuring the magnetic vector field emitted by 

said portable electromagnetic signal transmitter, and 30 

- processing means (UP) connected to said electromagnetic receiving means 

(Rx) for receiving and analysing electrical output signals provided thereby and providing 

to a user of the portable rescue device (D), through indication means thereof, indications 

regarding the result of said reception and analysis to allow him to perform said moving 

of the user through said first, second and third areas towards the victim of steps a), b) 35 

and c) of the method of any of the previous claims; 
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wherein the portable rescue device is characterised in that said receiving means (Rx) 

comprise an array of magnetic vector sensors (S1-SM) arranged for receiving said 

electromagnetic signal with spatial diversity, and in that said processing means (UP) 

implement the method of any of the previous claims for performing at least said 

estimation of the spatial position of said magnetic dipole exploiting the spatial diversity of 5 

the output signals of the magnetic vector sensors (S1-SM). 

 10.- The portable rescue device of claim 9, wherein each of said magnetic vector 

sensors (S1-SM) is capable of performing a three-axes magnetic vector measurement 

and is a magnetoresistive sensor or an antenna comprising three orthogonally arranged 

magnetic coils. 10 

11.- The portable rescue device of any of claims 9 to 10, wherein said magnetic 

vector sensors (S1-SM) of said array are physically separated one from another by a 

minimum distance to provide said spatial diversity when they are at or below a 

predetermined distance from the portable electromagnetic signal transmitter. 

12.- The portable rescue device of claim 11, wherein said array of magnetic 15 

vector sensors (S1-SM) include magnetic vector sensors arranged occupying at least 

one line or at least one plane. 

13.- The portable rescue device of claim 12, comprising a main casing (H) 

housing at least said processing means (UP) and part of said receiving means (Rx), and 

a support (T; Ta-Tb) onto which at least part of said magnetic vector sensors (S1-SM) 20 

are attached, such that they adopt the physical separation with each other which 

provides said spatial diversity. 

14.- The portable rescue device of claim 13, wherein said support is an 

elongated support which is one of: 

- at least one deployable and/or extensible arm (Ta-Tb) connected to said main 25 

casing (H) and onto which said magnetic vector sensors (S1-SM) are attached such that 

they adopt the physical separation with each other which provides said spatial diversity 

when said at least one deployable and/or extensible arm (Ta-Tb) is at the deployed 

and/or extended position; or 

- a flexible band (T) to be worn by said user in an extended position. 30 

15.- The portable rescue device of any of claims 9 to 14, further comprising 

electromagnetic transmission means (Tx) and selection means, the latter for alternately: 

- activating said electromagnetic receiving means (Rx) for receiving said 

electromagnetic signal emitted by a portable electromagnetic signal transmitter carried 

by an avalanche victim, for allowing the user of the portable rescue device (D) act as an 35 

avalanche victim locator; or 
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- activating said electromagnetic transmission means (Tx) for transmitting said 

electromagnetic signal, for allowing the user of the portable rescue device (D) act as a 

potential avalanche victim to be located.  
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Abstract 

 

A method and a portable rescue device for locating avalanche victims 

 

The method comprises performing: 

a) searching, with a portable electromagnetic signal receiver (Rx), an 

electromagnetic signal emitted by a portable electromagnetic signal transmitter (Tx); 

b) a first tracking step for measuring and following the magnetic field of the 

electromagnetic signal emitted by the portable electromagnetic signal transmitter; and 

c) a second tracking step comprising determining the location of the portable 

electromagnetic signal transmitter by estimating the spatial position thereof from output 

signals provided by a plurality of magnetic vector sensors (S1-SM) of the portable 

electromagnetic signal receiver (Rx), arranged forming an array, by exploiting their 

spatial diversity. 

 

The portable rescue device is adapted to implement the method of the invention. 
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