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Memòria presentada per optar al grau de doctor per la

Universitat de Barcelona.

Programa de doctorat en F́ısica

NONLOCAL LAGRANGIAN FORMALISM

Autor

Carlos Heredia Pimienta

Director

Prof. Josep Llosa Carrasco

Tutor

Prof. Joan Soto Riera





Preface

The more physics advances, the more mathematical tools we need. This (usually intensive) interac-
tion between these two fields gives rise to the famous subject known as mathematical physics. Standing
on the edge between them is a highly complex task. We must always satisfy two requirements that
are usually not easy to overlap. On the one hand, we must present the main results as generally and
rigorously as possible. On the other hand, we must not explain them in such a way that could cause
rejection by physicists, who certainly need them. The question is: did we succeed in these require-
ments? Only the readers can answer it. We hope they enjoy reading this manuscript as much as we
have enjoyed writing it.

We know –so far– that matter can be fractionated to a minimum unit, quarks. A legitimate
question is whether the same is true for spacetime, i.e., is there a minimal unit of it? It seems that
the answer has to be so because, when we speak only about space, we certainly see that point objects
cannot exist in reality. They are only a mathematical artifice to simplify our calculations. Therefore,
something similar must happen with time; it should have a minimum unit as well. In our opinion, this
idea suggests that the point concept should be switched to the region concept, which is nonlocality ’s
physical idea.

One of the promising and challenging goals of theoretical physics for this century is the unification
of gravity and quantum physics. These two seemingly wholly unrelated fields –one governing the
macroscopic scale and the other the microscopic scale– coexist in a particular region of spacetime,
black holes. These exotic objects are heavy and immense but also contain quantum properties. We
might say they are a clear example of the need for a quantum gravity theory with a fair degree of
certainty.

Nonlocality is an exotic emerging feature in quantum gravity models. Inspired by the non-presence
of singularities in these models, this characteristic has also been transferred to classical gravity as a
proposal to solve singularity problems. However, nonlocality appears not only in classical and quantum
gravity but also in other fields, such as dispersive media and Fokker-Wheeler-Feymann electrodynamics.
The method commonly used to explore such models is based on the generalization of Ostrogradsky
formalism. The main idea of this generalization is to treat rth-order Lagrangians with r → ∞. This
approach can be heuristic unless the convergence of the series involved is proved or the “convergence”
for r →∞ is adequately defined. For this reason, we propose an alternative to this method based on
functional methods, which are lighter to handle as they involve integrals instead of series.

Abstract

This thesis aims to study nonlocal Lagrangians with a finite and an infinite number of degrees of
freedom. We obtain an extension of Noether’s theorem and Noether’s identities for such Lagrangians.
We then set up a Hamiltonian formalism for them. Furthermore, we show that rth-order Lagrangians
can be treated as a particular case, and the expected results are recovered. Finally, the method
developed is applied to different examples: nonlocal harmonic oscillator, p-adic particle, p-adic open
string field, and electrodynamics of dispersive media.
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Summary of each chapter

For that purpose, we have divided this thesis into six chapters. In chapter 1, we introduce the
central theme of it. We define the term nonlocal and its motivations in current physical models
Furthermore, we explain the importance of Noether’s theorem, and the Lagrangian and Hamiltonian
formulations.

Chapter 2 reviews the most relevant concepts of Lagrangian and Hamiltonian formalisms for first-
and rth-order theories. We start with the concepts of configuration space, generalized coordinates,
cotangent space, and differential forms. We revisit the notion of the least action principle for regular
Lagrangians –that depend explicitly on time– and derive the Euler-Lagrange equations. We then prove
Noether’s theorem and Noether’s identities. In particular, we examine the boundary term appearing
in Noether’s theorem and its connection with the definition of the Legendre transformation. In this
way, we construct the Hamiltonian formalism as it is usually done in textbooks and more modernly
based on symplectic geometry. Finally, we review all the above for rth-order Lagrangians and discuss
the consequences for the Euler-Lagrange equations, the initial conditions, the Legendre transform, and
the Noether symmetry when r →∞.

Chapter 3 adapts the results of chapter 2 to Lagrangian fields, considering all the peculiarities of
field theories concerning mechanics. We start directly with rth-order Lagrangian fields. We revisit
the principle of least action and derive the Euler-Ostrogradsky equations. Next, we prove Noether’s
theorems and identities. We focus on the Poincaré symmetry for the first theorem and derive the
canonical energy-momentum tensor and the angular current. Moreover, since the canonical energy-
momentum tensor does not necessarily have to be symmetric because of the spin current, we introduce
the Belinfante-Rosenfeld symmetrization technique to construct a symmetric energy-momentum tensor.
In the following, we state Noether’s second theorem for gauge systems, which is not usually very
familiar, and, finally, we develop the Hamiltonian formalism for such Lagrangians.

Chapter 4 is the cornerstone of this thesis. We first establish the principle of least action for a
nonlocal Lagrangian with a finite number of degrees of freedom, which may depend explicitly on time,
and derive the nonlocal Euler-Lagrange equations. As a rule, they are integrodifferential equations.
Becase we do not have general theorems of existence and uniqueness for these equations, it makes no
sense to take them as laws ruling the system’s time evolution from a set of initial data. Instead, we
take them as constraints selecting the class of dynamical trajectories as a submanifold of the broader
class of kinematical trajectories. We especially emphasize what is meant by the time evolution of a
given trajectory, and we relate it to the standard notion of evolution in local mechanics.

It happens that any Lagrangian is the total derivative of a nonlocal function. However, this fact
does not imply that the Euler-Lagrange equations vanish identically. We give a particular example.
Furthermore, we find what an extra condition the nonlocal function must satisfy so that the nonlocal
Euler-Lagrange equations vanish identically.

We then prove an extension of Noether’s theorem and Noether’s identities for nonlocal Lagrangians.
This extension –inspired by the local case– allows us to use a conserved quantity to infer a suitable
definition for the Legendre transformation and thus set up a Hamiltonian formalism for them. We
observe that we cannot proceed like in the standard method in which the Legendre transformation
is a change of coordinates –replacing velocities with momenta– in the initial data space. Moreover,
due to the lack of theorems of existence and uniqueness for the nonlocal Euler-Lagrange equations, we
neither know what the dynamic space is like nor have a specific coordinate system for it. Instead, we
introduce a trivial Hamiltonian formalism on the cotangent space on the infinite-dimensional manifold
of kinematic trajectories and then translate it into a Hamiltonian formalism on the space of dynamic
trajectories. The instrument to do so is the pullback of the injection, which mapps the cotangent space
into the dynamic space.

There are two ways of translating the Hamiltonian formalism from a larger phase space to a
submanifold. One is based on the Dirac theory of constraints. This method implies computing the
Poisson brackets between constraints, identifying the second-class constraints, inverting their matrix,
and finally taking the associated Dirac brackets as the effective Poisson brackets for functions defined
on the reduced space. Although the whole thing is conceptually simple for a finite-dimensional phase
space and a finite number of constraints, it is not so when both the number of dimensions and the
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constraints are infinite. The other method is based on symplectic mechanics. The Hamiltonian and
the symplectic form on the reduced space are derived by pulling them back from the larger phase
space. This second procedure has the advantage of reaching further without needing to find a system
of coordinates for the dynamic space, which is the most challenging part of the problem.

Chapter 5 presents the functional form of nonlocal Lagrangian fields, which explicitly depend on
the spacetime point. We then raise the nonlocal principle of least action and derive the nonlocal Euler-
Lagrange field equations. As in nonlocal mechanics, it happens that any Lagrangian field is the total
four-divergence of a nonlocal current, but this fact does not imply that the nonlocal Euler-Lagrange
equations vanish identically. We find what extra conditions the nonlocal current must satisfy for the
nonlocal Euler-Lagrange equations to vanish identically. We prove the first and second Noether’s theo-
rem. We then concretize to Poincaré invariant field theories and derive both the energy-momentum and
angular momentum tensors. Finally, we set up a Hamiltonian formalism for the nonlocal Lagrangian
field theory and derive a precise expression for the Hamiltonian and the symplectic form.

Chapter 6 is devoted to the applications of chapters 4 and 5. We present five examples, which are
divided into two groups. The first group is for examples of nonlocal mechanics. The first example shows
that rth-order regular Lagrangians are a particular case of the nonlocal formulation. In the second
and third examples, we obtain the Hamiltonian and the symplectic form of the nonlocal harmonic
oscillator and the p-adic particle. However, the latter example only in a perturbative way. The second
group is for examples of nonlocal fields. The first example is the p-adic open string, in which the
hamiltonian and symplectic form are obtained perturbatively. Furthermore, we derive the components
of the energy-momentum tensor in a closed form. The second example is the electromagnetic field in
dispersive media. We obtain the energy-momentum tensor of a wave packet solution.
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Chapter 1
Introduction

One of the most fundamental characteristics of human beings is the desire to know and understand

what surrounds us. Over the years, fundamental questions such as How could we describe the motion

of this object? or What would the trajectory of this object be? have been a significant focus of inter-

est. Joseph-Louis Lagrange, Leonhard Paul Euler, William Rowan Hamilton –eminent physicists and

mathematicians of the 18th-19th century, among others– were involved in answering these questions.

Thanks to their hard work and dedication, we have reached a point of great understanding of this

topic known as Mechanics.

Due to the emergence of one of the most interesting, fascinating, mesmerizing theories of the modern

era of physics, Quantum Physics, the terms Classical and Quantum was added to distinguish those

theories in which the quantum world is involved. Throughout this thesis, we shall concentrate on the

branch of Classical Mechanics and stand on the shoulders of these great giants to do our bit on this

topic.

The presentation of theories involving classical mechanics is based on one fundamental feature:

locality. In our context, we shall define a local theory as a theory in which a finite number of deriva-

tives describes the dynamics. There is no doubt that such theories have helped us to describe (with

outstanding accuracy) the reality that surrounds us. Without them, we would never have advanced

to the point of compression where we are right now. However, the modern physics of this century

suggests that this attribute should be relaxed.

Gravitational theories are the hot spots where this feature is questioned [1–4]. The scientific

community agrees that understanding gravity is one of the significant challenges of this century, and

many physicists and mathematicians are trying to explain a phenomenon as typical in our lives as

gravitational attraction. Einstein’s theory of gravity (also known as General Relativity) pioneered

giving answers and generating unexpected results, such as black holes and gravitational waves. Even

though it is the most successful theory of gravity, unsolved problems still make us think it is only an

effective theory, which works exceptionally well at low energies but breaks down at high energies (or

UV regime). This theory contains singularities –places where the curvature of spacetime is infinite,

i.e., in the Big Bang and black holes– that make it incomplete to describe gravity correctly, and it is

believed that locality may be the cause.

Gravitational theories are not the only place where this feature is questioned. A brief reading



2

of the literature already shows the extensive diversity where it is relaxed: string theory [5], and non-

commutative theories [6], among others. It seems that modern physics needs the concept of nonlocality.

1.1 What is a nonlocal theory?

As far as this thesis is concerned, we shall define a nonlocal theory as a theory involving integrodiffer-

ential operators or an infinite number of derivatives.

An example of a nonlocal theory is String Theory. Its nonlocality is displayed in its interactions,

characterized by its infinite derivative structure. From a more physical point of view, the interactions

are not point-wise but are given in a specific finite region [7]. A similar idea occurs in the case of

effective models of string theory, such as p-adic strings [8, 9].

Other examples are nonlocal gravity models [10]. They are inspired by string theory’s UV finiteness

and are being proposed to solve both cosmological and black hole singularities [11, 12]. An essential

improvement in the UV regime was to add infinite derivatives (through the D’Alembert-Beltrami

operator �) to the Lagrangian without introducing new degrees of freedom [13]. These nonlocal gravity

models are called Infinite Derivative Theories of Gravity, and their results are pretty promising; for

instance, they can show the regularisation of the gravitational potential 1/r of pointlike sources at the

linearised level [14], as well as other sorts of sources [15–22]. Likewise, other nonlocal gravity models

are also being used to explain the cosmic expansion of the Universe [3]. It was shown that the 1/�

operator applied on the R-curvature scalar results in an accelerated expansion of the Universe without

relying on a contribution from dark energy [1].

Another example of the nonlocal theory could be the one describing dispersive media. For an

isotropic non-dispersive linear medium, the constitutive equations are D = εE , and H = µ−1 B ,

where ε and µ are the dielectric and magnetic constants, respectively. Furthermore, E and H are the

electric and magnetic fields, D is the electric displacement, and B is the magnetic induction. In natural

(dispersive) media, ε and µ are not constant and generally depend on frequency and wavelength; it is,

then, when we speak of dispersive media [23–25]. This fact causes the above-mentioned constituent

equations to be transformed into integral equations, D = (2π)−2(ε ∗ E) and H = (2π)−2(µ−1 ∗ B) ,

suggesting that the theory describing this type of medium must be nonlocal [26].

1.2 Searching for symmetries

A reader who does not come from a physics background may wonder: Why do physicists search for

symmetries? To answer this question, we must first clarify what we mean by symmetry. We shall

define symmetry as an operation on a (physical or mathematical) object that leaves such an object

unchanged. An intuitive example would be, for instance, the rotation of a circle. The circle remains

invariant, whatever the rotation angle is applied to it.

There are two types of symmetries: discrete and continuous. An example of discrete symmetry is

the rotation of a square. The square is invariant (only) under ninety-degree rotations. On the other

hand, an example of continuous symmetry is the example given above, the rotation of a circle. As
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we have explained, the circle remains unchanged under any rotation angle. Continuous symmetries

can be subdivided into: global and local. We shall define a global symmetry as one in which finite

sets of parameters can parametrize the transformation. An example of this type of symmetry is

the Poincaré symmetry, where the transformation parameters are the rotation angles, boosts, and

spacetime translations. On the other hand, we shall define a local symmetry as one in which arbitrary

functions of the coordinates parametrize the transformation. An example of this type of symmetry is

gauge transformations.

The famous and brilliant mathematician Emily Noether undoubtedly comes to mind when we think

of symmetries. She showed (formally) that every global symmetry has a conserved quantity and that

every local symmetry constrains the dynamic evolution of the system [27]. Her theorems are currently

known as Noether’s first and second theorem and are considered some of the most beautiful, simple,

and powerful theorems in mathematical physics. Therefore, one of the main reasons for searching for

symmetries is to understand (through Noether’s theorems) more fundamentally nature’s laws.

Consider now that nonlocal theories might describe the phenomena of nature. The next question

quickly arises: Could we use Noether’s theorems for such theories? Unfortunately, we cannot because

these two theorems were developed for local rth-order theories but not for nonlocal ones. For this

reason, we undoubtedly see the necessity of extending these theorems due to the requirements of

modern physics.

1.3 Why Lagrangian and Hamiltonian formulations?

In classical mechanics, there are three formalisms to describe dynamics: Newtonian formalism, La-

grangian formalism, and Hamiltonian formalism.

In the Newtonian formalism, the law that describes the dynamics of objects (and constitutes the

basis of all classical mechanics) is Newton’s second law, F = mẍ. This equation tells us that the

object’s acceleration ẍ depends on a constant m (known as the object’s mass) and the net force F

resulting from the forces exerted on it. This formalism is a potent tool to describe the dynamics of

simple systems; however, it becomes tough to handle when working with complicated ones.

The motivation for developing the Lagrangian formalism is to represent concisely and helpfully

highly complex systems and discover essential properties that would otherwise go unnoticed. Al-

though both formalisms are physically equivalent, the Newtonian formulation is based on Cartesian

coordinates, whereas the Lagrangian formulation is independent of the coordinate system. Further-

more, it focuses on energies rather than forces and assumes that there is a fundamental principe of

nature: the principle of least action. This principle tells us (in simple words) that, over all the possible

trajectories that an object can take from point A to point B, the trajectory chosen will be the most

optimal one. This fact is (somehow) mesmerizing as nature is telling us that it works in the most

efficient way. Furthemore, the equations of motion can be derived from this principle and are known

as the Euler-Lagrange equations, which are second-order differential equations in the simplest case.

The Hamiltonian formulation allows us to reduce their order to two pairs of first-order equations

(again, in the simplest case). It describes the same physics as Newtonian mechanics but has a particular
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advantage. It recognizes conserved quantities more optimally. If a quantity is conserved, i.e., it does

not change over time, it is no longer necessary to see how it evolves, simplifying our analysis. Finally,

the Hamiltonian formulation has become necessary in physics over the years because of quantum

mechanics. This formalism is the first step toward quantization; therefore, it is essential to have it

well-posed to transition from classical to quantum systems [28].

As far as this manuscript is concerned, we shall only focus on Lagrangian and Hamiltonian for-

malisms. Both formalisms were formulated with operators involving only a finite number of derivatives,

not nonlocal ones. However, in the 1990s and 2000s, a Hamiltonian formalism for nonlocal Lagrangians

was proposed [29,30] and was known as the (1+1)-dimensional Hamiltonian formalism [31]. The main

idea of this formalism is to rewrite the nonlocal Lagrangian into a local-in-time one by using an extra

dimension and thus be able to formulate the Hamiltonian formalism in this equivalent theory. Later,

this formalism was applied in [32–34], among other cases. Unfortunately, as Ferialdi et al. [35] correctly

pointed out, this approach is lacking in considering nonlocal Lagrangians that explicitly depend on

time. This thesis improves the previously proposed nonlocal (Lagrangian and Hamiltonian) formalisms.



Chapter 2
Local Lagrangian Mechanics

In this chapter, we shall review and summarise the most relevant results of the Lagrangian formalism,

Noether’s theorem, and the Hamiltonian formalism for systems with a finite number of degrees of

freedom. For this purpose, we shall rely on [28,36–40].

2.1 The configuration space and generalized coordinates

We shall refer to a dynamic system as an object –or ensemble of objects– whose shape can be neglected

when describing its motion. Furthermore, we shall define the degrees of freedom as the independent

number of coordinates that uniquely determine the dynamic system’s position. These independent

coordinates (q1, q2, . . . , qs) are known as generalized coordinates, and the set of possible positions

constitutes the so-called configuration space Q. For the sake of simplicity of notation, we shall refer to

q as the s-tuple of all generalized coordinates (q1, q2, . . . , qs).

We shall consider “the system’s motion” as the curve (or trajectory)

q : t 7→ q(t) , with q(t0) := q0 , (2.1)

that the system follows through the configuration space and the time variable as its curve parameter.

Given a function f(q) on Q, the derivative following the curve q(t)

df(q(t))

dt

∣∣∣∣
q0

:= vq0f (2.2)

defines the tangent vector vq0 at point q0 –figure (2.1)–. From the chain rule, it quickly follows that

vq0 =

s∑
i=1

q̇i0
∂

∂qi

∣∣∣∣
q0

, with q̇i0 :=
dqi(t)

dt

∣∣∣∣
t0

, (2.3)

where q̇i0 are the well-known generalized velocities and compose the components of the tangent vector
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Figure 2.1: Visual representation of tangent space Tq0Q.

vq0 . Note that by changing the generalized coordinates to q′i = q′i(qj), the corresponding generalized

velocities transform with the Jacobian, just as a vector does

q̇i′ =
∂qi′

∂qj
q̇j . (2.4)

As above, we shall refer to q̇0 as the s-tuple of all generalized velocities (q̇10 , . . . , q̇
s
0).

All the tangent vectors at q0 constitute the so-called tangent space Tq0Q and their disjoint union,⋃̇
qj∈QTqjQ , the tangent bundle of Q, denoted by TQ. The 2s components (q, q̇) give rise to the local

coordinate system on TQ1.

In addition, we shall define a vector field as an application X : Q→ TQ where each point qj ∈ Q
is assigned a tangent vector Xqj ∈ TqjQ. The components of X (in some coordinates) are smooth

functions that transform by employing the Jacobian matrix of the change of coordinates. For each

coordinate system, the vector field ∂
∂qi is associated.

2.2 The cotangent space and differential forms

A linear form –also known as 1-form– at q0 is a linear application αq0 : Tq0Q→ R in which, for each

vector vq0 , a real value (αq0 ,vq0) ∈ R is assigned. The set of 1-forms is the dual of the tangent space

Tq0Q, known as the cotangent space and denoted by T ∗q0Q. The dual basis of the coordinate basis
∂
∂qi

∣∣∣
q0
, i = 1 . . . s , is constituted by the 1-forms dq0q

j , j = 1 . . . s , such that

(
dq0q

j ,vq0
)

= vj , with vq0 =

s∑
i=1

vi
∂

∂qi

∣∣∣∣
q0

, (2.5)

where the relation (
dq0q

j ,
∂

∂qi

∣∣∣∣
q0

)
= δji (2.6)

is understood. In the same way as above, the disjoint union of the cotangent spaces,
⋃̇
qj∈QT

∗
qjQ , is

the so-called cotangent bundle and is denoted by T ∗Q.

1We suggest reading chapter 3 of [40] for those readers interested in a more formal introduction to smooth manifolds.
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A differential 1-form is a linear 1-form field α : Q → T ∗Q , in which each q0 ∈ Q is assigned a

cotangent 1-form αq0 ∈ T ∗q0Q. At given coordinates, it has the expression

α =

s∑
i=1

pi(q) dqi , (2.7)

where pi(q) are smooth functions and transform under a change of coordinates through the inverse

Jacobian matrix

pi(q)
∂qi

∂q′j
= pj(q

′) . (2.8)

Furthermore, for each coordinate system, the differential 1-forms dqi , i = 1, . . . , s are characterized

by
(

dqi, ∂
∂qi

)
= δji , and the 2s components (q1, . . . , qs, p1, . . . , ps) constitute a collection of local

coordinates for T ∗Q.

For what lies ahead2, it is necessary to introduce some specific mathematical tools [28, 41]. We

shall define the k-differential form ω ∈ ΛkQ as

ω =
∑

i1<...<ik

s∑
i1,...,ik=1

ωi1i2...ik(qj) dqi1 ∧ dqi2 ∧ . . . ∧ dqik , (2.9)

where ∧ denotes the exterior product, and the components ωi1i2...ik(qj) are fully antisymmetric and

transform as

ωi1i2...ik(qj)
∂qi1

∂q′l1
. . .

∂qik

∂q′lk
= ω′l1l2...lk(q′j) . (2.10)

We shall introduce the exterior derivative as a mapping from k-forms to (k+ 1)-forms, d : ΛkQ→
Λk+1Q. In coordinates, if ω ∈ ΛkQ, dω is

dω =
∑

i1<...<ik

s∑
i1,...,ik,l=1

∂lωi1i2...ik dql ∧ dqi1 ∧ dqi2 ∧ . . . ∧ dqik ∈ Λk+1Q . (2.11)

Notice that the exterior derivative satisfies the property d(dω) = d2ω = 0 for any k-form ω.

To conclude this section, given a vector field X = X l∂/∂ql and a differential k-form ω ∈ ΛkQ, the

inner product is defined as

iXω =
∑

i2<...<ik

s∑
i2,...,ik,l=1

X l ωli2...ik(qj) dqi2 ∧ . . . ∧ dqik ∈ Λk−1Q . (2.12)

2.3 The principle of least action

The most general way to present the motion’s law of particle systems is by employing the principle of

least action (also known as the Hamilton principle). It states that, among all possible (kinematically

admissible) trajectories connecting two points q(t0) := q0 and q(t1) = q1 in Q, the dynamic trajectory

2Section 2.5.1: symplectic Hamiltonian formalism.
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q(t) is the one that makes the curvilinear integral

S([q]) =

∫ t1

t0

dt L(q, q̇, t) (2.13)

stationary. The function L is the Lagrangian and is defined in an extended3 space TQ×R. Moreover,

it is of class C2(TQ × R;R), i.e., its derivatives are continuous up to the second order. On the other

hand, S([q]) is a real functional DQ→ R defined on the space of curves

DQ =
{
q ∈ C2([t0, t1], Q) , q(t0) = q0 and q(t1) = q1

}
, (2.14)

which is an infinite-dimensional Banach space [42] with the norm

‖q‖∞ = sup
t0≤t≤t1

{
|qi(t)|, |q̇j(t)|

}
, (2.15)

where sup denotes the supremum. This real functional is the so-called action integral. The elements

of DQ that make action integral stationary are those for which its variation δS vanishes.

The principle of least action equivalently reads

δS([q]) =

∫ t1

t0

dt

(
∂L

∂q
δq +

∂L

∂q̇
δq̇

)
= 0 (2.16)

for all variations δq that vanish at the extremes. The variations δq and δq̇ are not independent; for

that reason, we integrate the second term by parts. Consequently, we get

δS([q]) =
∂L

∂q̇
δq

∣∣∣∣t1
t0

+

∫ t1

t0

dt δq

(
∂L

∂q
− d

dt

∂L

∂q̇

)
= 0 . (2.17)

As δq(t0) = δq(t1) = 0, the first term disappears, and only the integral remains. Because it must

cancel for all δq, we find the following necessary condition for the action integral to be stationary

E(q, q̇, q̈, t) :=
∂L

∂q
− d

dt

∂L

∂q̇
= 0 . (2.18)

Indeed, the time derivative operator d/dt is referred to as the time evolution generator D on T (TQ×R)

D :=
d

dt
=

∂

∂t
+ q̇

∂

∂q
+ q̈

∂

∂q̇
. (2.19)

Considering all the s degrees of freedom explicitly and expanding the time derivative, we get s second-

order differential equations

s∑
j=1

∂2L

∂q̇i∂q̇j
q̈j =

∂L

∂qi
− ∂2L

∂t∂q̇i
−

s∑
j=1

∂2L

∂q̇i∂qj
q̇j , i = 1, 2, . . . , s , (2.20)

3The word “extended” refers to the fact that we are considering explicitly time-dependent Lagrangians.
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known as the Euler-Lagrange equations.

A Lagrangian is regular if the determinant of the Hessian matrix is∣∣∣∣ ∂2L

∂q̇i∂q̇j

∣∣∣∣ 6= 0 . (2.21)

Under this condition, we can always isolate the acceleration q̈ as a function of the generalized coordi-

nates, velocity, and time,

q̈j = f j(q, q̇, t) , (2.22)

constituting a system whose solutions are determined by 2s + 1 arbitrary constants. The theorems

of existence and uniqueness [43, 44] establish that if f j(q, q̇, t) satisfies certain continuity and differ-

entiability conditions, for every point (q0, q̇0, t0) of the domain of L, there is a single solution of the

Euler-Lagrange equations

qj = ϕj(t, q0, q̇0, t0) such that qj0 = ϕj(t0; q0, q̇0, t0), q̇j0 =
dϕj(t0; q0, q̇0, t0)

dt
. (2.23)

They allow us to establish a one-to-one correspondence between the space constituted by the curves

satisfying the Euler-Lagrange equations, called the4 extended dynamic space D′,

D′ := { (q, t) ∈ C∞(R,Rs)× R | E(q, q̇, q̈, t) = 0 } , (2.24)

and the initial data space TQ× R. This space D′ is a manifold of dimensions 2s+ 1.

Nevertheless, the principle of least action is not well suited for initial points. Bear in mind that it is

suited for the contour data where the generalized coordinates qj are fixed at the extremes without spec-

ifying the generalized velocities q̇j anywhere. Therefore, we must remember that the initial conditions

(qj0, q̇
j
0, t0) , which are provided to solve the ordinary differential equation (2.20), must be compatible

with the chosen boundary conditions (qj0, t0, q
j
1, t1). As far as this manuscript is concerned, we shall

assume this is the case since it is the most common for regular Lagrangians or second-differential equa-

tions such as (2.20). See [45] for an example where the choice of the contour problem is not equivalent

to the initial value formulation.

Those Lagrangians for which the Hessian determinant (2.21) vanishes are called singular. Through

equation (2.20), it might be seen that the accelerations q̈j will not be uniquely determined by the

positions and velocities, leading to the fact that the existence and uniqueness theorems of ordinary

differential equations cannot be used in this context. The study of this issue gives rise to an extensive

Lagrangian formalism branch known as the so-called Dirac-Bergmann constrained systems [46–48].

However, we shall not discuss this subject in this manuscript and only focus on regular ones.

It is essential to emphasize that the Lagrangian L(q, q̇, t) is not the only one that leads to the

4We add the word “extended” to distinguish the case where the submanifold is constituted by all curves satisfying
the non-explicit-time-dependent Euler-Lagrange equations.
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equations of motion (2.20); the following Lagrangian does too

L′(q, q̇, t) = L(q, q̇, t) +
dF (q, t)

dt
, (2.25)

where F (q, t) is a derivable function from any of its variables. This transformation is a symmetry in

the principle of least action called the Noether symmetry. It will play a significant role in the next

section.

2.4 The Noether theorem

The Noether theorem is a formal proof that every symmetry has a conserved quantity. It was proved

for higher-order Lagrangians [27]; however, in this section, we shall only illustrate it for first-order

Lagrangians for simplicity.

The theorem begins with an assumption: The time transformation is infinitesimal

t′ = t+ δt(t) (2.26)

and leads to the following generalized coordinate transformation

q′(t) = q(t) + δq(t) . (2.27)

The Lagrangian shall transform in such a way that the value of the action integral (2.13) is invariant

under such infinitesimal transformations, namely,

L′(q′, q̇′, t′) =

∣∣∣∣ ∂t∂t′
∣∣∣∣L(q, q̇, t) ≈

(
1− δ̇t

)
L(q, q̇, t) . (2.28)

Therefore, if the time interval [t′0, t
′
1] is the transformed interval of [t0, t1] according to (2.26), we have

that ∫ t′1

t′0

dt′ L′(q′(t′), q̇′(t′), t′) =

∫ t1

t0

dt L(q(t), q̇(t), t). (2.29)

From equation (2.29), it follows that

∫ t′1

t′0

dt L′(q′(t), q̇′(t), t)−
∫ t1

t0

dt L(q(t), q̇(t), t) = 0, (2.30)

where the dummy variable t′ has been replaced with t in the first integral. Given the time infinitesimal

transformation (2.26) and equation (2.28), the first integral can be approximated to the leading order

as ∫ t1+δt1

t0+δt0

dt L′(q′, q̇′, t) =

∫ t1

t0

dt

{
L′(q′, q̇′, t) +

d

dt
[L(q, q̇, t)δt]

}
, (2.31)

where δt(t0) = δt0 and δt(t1) = δt1 are understood. Consequently, the difference between the integrals

of equation (2.30) is
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∫ t1

t0

dt

{
[L′(q′, q̇′, t)− L(q, q̇, t)] +

d

dt
[L(q, q̇, t)δt]

}
= 0 . (2.32)

Since we are working with infinitesimal approximations, we shall naturally assume that the Lagrangian

L′ transforms as

L′(q′, q̇′, t) = L(q′, q̇′, t) + δL(q′, q̇′, t) . (2.33)

By considering the generalized coordinates transformation (2.26), the last equation becomes

L′(q′, q̇′, t)− L(q, q̇, t) =
∂L(q, q̇, t)

∂q
δq +

∂L(q, q̇, t)

∂q̇
δq̇ + δL(q, q̇, t) (2.34)

to the leading order. Thus, integrating by parts, we get

L′(q′, q̇′, t)− L(q, q̇, t) =
∂L(q, q̇, t)

∂q
δq +

d

dt

[
∂L(q, q̇, t)

∂q̇
δq

]
− d

dt

[
∂L(q, q̇, t)

∂q̇

]
δq + δL(q, q̇, t) . (2.35)

Regarding the last expression, equation (2.32) is∫ t1

t0

dt

{
δL+

[
∂L

∂q
− d

dt

∂L

∂q̇

]
δq +

d

dt

[
Lδt+

∂L

∂q̇
δq

]}
= 0 . (2.36)

Note that the second term is equation (2.18), E(q, q̇, q̈, t). Furthermore, assuming that our Lagrangian

presents a Noether symmetry, we have that δL(q, q̇, t) := dF (q, t)/dt. Hence, equation (2.36) finally

becomes ∫ t1

t0

dt

{
E δq +

d

dt

[
Lδt+ F +

∂L

∂q̇
δq

]}
= 0 . (2.37)

Since the time interval choice [t0, t1] is entirely arbitrary, the integrand must be identically 0 for every

interval we take, therefore,

E δq +
dJ

dt
≡ 0 , (2.38)

where the function J is defined as

J := Lδt+ F +
∂L

∂q̇
δq (2.39)

and is known as the Noether constant of motion (conserved quantity or first integral) [36]. As seen

from equation (2.38), if the trajectories satisfy the Euler-Lagrange equations (namely, (q, t) ∈ D′), the

function J is a conserved quantity
dJ

dt
= 0 . (2.40)

The last equation gives rise to the theorem’s conclusion. It states that, given a transformation

(symmetry) that leaves the value of the integral action (2.29) unchanged, a conserved quantity is

associated with it.



12

2.4.1 The energy function

One of the most fundamental concepts in physics is energy conservation. As shown below, Noether’s

theorem indicates that energy conservation occurs due to time translation invariance.

Assume that the Lagrangian of our system does not explicitly depend on time, L(q, q̇). Time

translation is the transformation

δt = t′ − t = ε , and q′(t′) = q(t) , (2.41)

where ε is a constant. Using equations (2.41) and (2.28), the relation between the transformed La-

grangian L′ and L becomes

L′(q′, q̇′) = L(q, q̇) . (2.42)

This fact immediately yields F = 0. Furthermore, the infinitesimal variation of the generalized coor-

dinates becomes

q′(t′) = q(t) = q(t′ − ε) ≈ q(t′)− εq̇(t′) (2.43)

up to higher-order terms, and renaming the dummy variable t′ to t,

δq(t) = q′(t)− q(t) = −εq̇(t) . (2.44)

Plugging now the infinitesimal transformations (2.41) and (2.44) into (2.39), we get the so-called

energy function E := −J/ε

E(q, q̇) =
∂L(q, q̇)

∂q̇
q̇ − L(q, q̇) , (2.45)

which is preserved due to (2.40).

2.5 Hamiltonian formalism

So far, we have assumed that Euler-Lagrange’s equations (2.20) rule the evolution of the mechanical

system. As discussed, being a system of second-order differential equations, we need to specify either

2s initial conditions to determine the system’s state fully.

Hamiltonian formalism is an alternative approach. It is (fundamentally) based on describing the

particle’s dynamics through a system of first-order differential equations. As the 2s conditions to deter-

mine the system’s state must be preserved, we need 2s independent first-order equations described by

2s independent variables. As is well known, these independent variables are the generalized coordinates

qi and the generalized momenta pi, which are introduced by the Legendre transformation

pi(q, q̇, t) :=
∂L(q, q̇, t)

∂q̇i
, i = 1, . . . , s . (2.46)

The new variables, called canonical variables, are (q, p) and coordinate the well-known phase space Γ.

The extension for the case where the system is non-autonomous and time appears explicitly (q, p, t)



13

will be named the extended phase space Γ′.

Let us see how the Lagrangian formulation transforms due to (2.46). The total differential of the

Lagrangian L(q, q̇, t) is

dL =

N∑
i=0

∂L

∂qi
dqi +

N∑
i=0

∂L

∂q̇i
dq̇i +

∂L

∂t
dt . (2.47)

Employing the Euler-Lagrange equations (2.18), we can observe that ṗi = ∂L/∂qi. Therefore, equation

(2.47) can be written as

dL =

N∑
i=0

ṗidq
i +

N∑
i=0

pidq̇
i +

∂L

∂t
dt . (2.48)

Integrating by parts the second term on the right-hand side, we arrive at

dH = −
N∑
i=0

ṗidq
i +

N∑
i=0

q̇idpi −
∂L

∂t
dt , (2.49)

where we have introduced the Hamiltonian function

H(q, p, t) :=

N∑
i=0

piq̇
i − L(q, q̇, t) , (2.50)

and q̇i = q̇i(q, p, t) due to (2.46). We can quickly infer from equation (2.49) that

ṗi = −∂H
∂qi

, q̇i =
∂H

∂pi
. (2.51)

These are known as the Hamilton equations, which describe the system’s dynamics on the phase space,

and they constitute a system of 2s first-order differential equations, as anticipated above. Suppose

now we calculate the total time derivative of the Hamiltonian H(q, p, t)

dH

dt
=

N∑
i=0

∂H

∂qi
q̇i +

N∑
i=0

∂H

∂pi
ṗi +

∂H

∂t
. (2.52)

and use Hamilton’s equations (2.51) and (2.49), then

dH

dt
=
∂H

∂t
= −∂L

∂t
. (2.53)

In particular, if the Lagrangian does not depend explicitly on time, we conclude that the Hamiltonian

is preserved over time; namely, it is a constant of motion. Now, observe that equation (2.50) is simply

equation (2.45) combined with the Legendre transformation (2.46). Therefore, if our system does not

explicitly depend on time, the Hamiltonian is nothing more than the energy function expressed as a

function of the generalized coordinates and momenta.

Another significant observation is that the Noether theorem (more precisely, the boundary terms)

suggests the definition of the Legendre transformation, namely, the third term on the right-hand side
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of (2.39). This point will be crucial when defining the Legendre transformation for nonlocal systems.

2.5.1 Symplectic Hamiltonian formalism

Hamiltonian formalism can be set in a more geometric language, namely, symplectic mechanics. A

symplectic form on a manifoldM is a differential 2-form ω =
∑s
i,j=1 ωijdx

i ∧ dxj ∈ Λ2M such that it

is closed

dω = 0 or, in coordinates, ∂lωij + ∂iωjl + ∂jωli = 0 (2.54)

and non-degenerate

iXω = 0 ⇒ X = 0 or, in coordinates, detωij 6= 0 . (2.55)

Under the change of coordinates, the ωij components behave as a 2-covariant antisymmetric tensor.

Likewise, from the second condition, it is evident that the number of dimensions ofMmust be even [49].

Thus, we can pair the coordinates as (x1, y1, x
2, y2, . . . , x

s, ys). Indeed, it can be shown –Darboux’s

theorem [28,41]– that, locally, one can find coordinate systems in which the 2-form is

ω =

s∑
i=1

dyi ∧ dxi . (2.56)

Such coordinates are called canonical coordinates.

We shall say that a vector field X is Hamiltonian (concerning ω) when there exists a function

f ∈ Λ0M such that

iXω = −df . (2.57)

In canonical coordinates, this means that

− df =

s∑
j=1

{
X (yj) dxj −X

(
xj
)

dyj
}
, (2.58)

where

X (yj) := − ∂f

∂xj
, X

(
xj
)

:=
∂f

∂yj
. (2.59)

Note the clear parallelism with equation (2.51). Indeed, a field X is locally Hamiltonian when its flow

leaves ω invariant, namely,

LXω = 0 , (2.60)

where L denotes the Lie derivative. Using Cartan’s formula [41], we have that

0 = LXω = iX ◦ dω + d ◦ iXω = d(iXω) , (2.61)

which implies that iXω ∈ Λ1M is closed. By Poincaré’s lemma [41], it is also locally exact and, at any

point, there exists a function f such that iXω = −df .
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The relation (2.57) allows us to establish a biunivocal correspondence between functions f on M
and the Hamiltonian vector field, i.e.,

f → Xf , iXf
ω = −df . (2.62)

Note that this last equality –equation (2.62)– is a differential system that can be solved in Xf because

ω is non-degenerate. In other words, in (non-canonical) coordinates, the above relation is written

s∑
i=1

Xi
fωij = ∂jf and hence X l

f =

s∑
j=1

ωlj∂jf , (2.63)

where ωlj is the inverse matrix of ωjk. In the same way, it allows us to define a dual –contravariant–

structure of the symplectic form, i.e., the Poisson bracket of two functions, f and g, on M

{f, g} := −ω (Xf ,Xg) = −
s∑

i,j=1

ωijX
i
fX

j
g

= −
s∑

i,j,l,k=1

ωij ω
il ∂lf ω

jk ∂kg =

s∑
l,k=1

ωlk∂lf∂kg . (2.64)

All these ideas can be transferred to the phase space T ∗Q of dimension 2s. It has a naturally

(canonical) associated symplectic form which, in the coordinates (qj , pj) presented in Section 2.2, is

expressed by

ω =

s∑
j=1

dpj ∧ dqj ∈ Λ2(T ∗Q) . (2.65)

Notice that it is closed and non-degenerate.

Let H(q, p) be a Hamiltonian function independent of t, and XH be the tangent field to the

Hamiltonian flow, i.e., defined by the Hamilton equations (2.51),

XH =

s∑
i=1

(
∂H

∂pi

∂

qi
− ∂H

∂qi
∂

∂pi

)
, (2.66)

then

iXH
ω = −

s∑
i=1

(
∂H

∂pi
dpi +

∂H

∂qj
dqj
)

= −dH . (2.67)

On the other hand, if a Hamiltonian function depends on t, the relevant manifold is the extended

phase space Γ′ = Γ× R and the generating field of the time evolution is

XH :=
∂

∂t
+

s∑
i=1

(
∂H

∂pi

∂

qi
− ∂H

∂qi
∂

∂pi

)
. (2.68)

Consequently, instead of the 2-form ω =
∑s
i=1 dpj ∧ dqj , which is symplectic over each manifold
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T ∗Q× {t} at constant t, we shall use the contact form

Ω = ω − dH ∧ dt . (2.69)

Furthermore, the Hamiltonian equations (2.51) become

iXH
Ω = 0 . (2.70)

Particularising the Poisson brackets (2.64) in canonical coordinates, we have that

{f, g} =

s∑
i=1

(
∂f

∂qi
∂g

∂pi
− ∂f

∂pi

∂g

∂qi

)
(2.71)

and, for the particular case of f := qi and g := pi, the so-called canonical Poisson brackets

{
qi, pj

}
= δij , and

{
qi, qj

}
= {pi, pj} = 0 . (2.72)

It is worth noting that the Hamiltonian vector field (2.68) can be written employing the Poisson bracket

XH =
∂

∂t
+ {·, H} , (2.73)

giving rise to an equivalent form of writing the Hamiltonian equations

q̇j = XH(qj) =
{
qj , H

}
, and ṗj = XH(pj) = {pj , H} . (2.74)

From the last expression, we can understand that any element that commutes with the Hamiltonian

(i.e., the Poisson bracket with the Hamiltonian is equal to 0) is a constant of the motion. So, we

intuitively notice that the Poisson bracket allows us to measure how the elements vary along the

particle’s motion.

The Legendre transformation establishes a biunivocal correspondence (for the non-singular case)

between the extended dynamical space D′ = TQ× R and the extended phase space Γ′ = T ∗Q× R:

j : D′ −→ Γ′

(q, q̇, t) 7−→ (q, p, t)

}
, with pj(q, q̇, t) :=

∂L(q, q̇, t)

∂q̇j
. (2.75)

The vector field D (2.19) generates the time evolution tangent toD′. As for the Jacobian application

jT ,

jT (D) := D ◦ j (2.76)

transforms the time evolution generator D into the Hamiltonian vector field XH tangent to the sub-

manifold of Γ′, that is,

jT (D) = XH . (2.77)
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Indeed, jT (D) is a tangent vector field with local components

jT (D) qi = D qi = q̇i ,

jT (D) pi = D

[
∂L(q, q̇, t)

∂q̇i

]
=
∂L

∂qi
. (2.78)

Then, using (2.74), we get

jT (D) qi = XH (qi) , and jT (D) pi = XH (pi) , (2.79)

which shows (2.77).

2.6 Ostrogradsky formalism

The previous sections have been developed assuming a first-order Lagrangian for simplicity. However,

they can be extended by considering a Lagrangian that depends on higher-order derivatives. This

extension is known as the Ostrogradsky formalism [50, 51]. In order to simplify the notation and not

make it cumbersome to follow, we shall only write explicitly down the degrees of freedom when we

deem it necessary.

2.6.1 The Euler-Ostrogradsky equations

Consider an rth-order Lagrangian on an (r × s)-dimensional tangent bundle T rQ × R. The action

integral between t0 and t1 is

S([q]) :=

∫ t1

t0

dt L(q, q̇, . . . , q(r), t) . (2.80)

Applying the principle of least action (2.16) with the boundary conditions δq(n)(t0) = δq(n)(t1) =

0, n = {0, 1, . . . , r − 1} and integrating by parts successively, we get

δS([q]) =

∫ t1

t0

dt

{[
r∑

n=0

(
− d

dt

)n
∂L

∂q(n)

]
δq +

d

dt

[
r−1∑
n=0

pnδq
(n)

]}
= 0 , (2.81)

where

pn :=

r∑
k=n+1

(
− d

dt

)k−n−1 [
∂L

∂q(k)

]
. (2.82)

For this case, the time derivative operator d/dt is referred to as the rth-order time evolution generator

D on T (T rQ× R)

D :=
d

dt
=

∂

∂t
+

r∑
m=0

q(m+1) ∂

∂q(m)
. (2.83)

The second term in integral (2.81) is a total derivative, which vanishes at t0 and t1 due to the chosen

boundary conditions. Then, since δq(t) is completely arbitrary except for the boundary conditions,

the integrand must be zero 0, giving rise to the so-called Euler-Ostrogradsky equations
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E(q, . . . , q(2r), t) :=

r∑
n=0

(
− d

dt

)n [
∂L

∂q(n)

]
= 0 . (2.84)

By considering all degrees of freedom explicitly, these differential equations constitute a system of

2 rth-order s-differential equations such that, provided that the Hessian is regular,∣∣∣∣ ∂2L

∂qi,(r)∂qj,(r)

∣∣∣∣ 6= 0, i, j = {1, . . . , s} , (2.85)

they can be solved in the generalized coordinate derivatives qj,(2r) and the remaining derivatives up to

the order 2r − 1

qj,(2r) = f j(q, q̇, . . . , q(2r−1), t) . (2.86)

As long as we provide 2r × s + 1 initial conditions (q0, q̇0, . . . q
(2r−1)
0 , t0), the solution of this differ-

ential equation always exists and is unique by the theorems of existence and uniqueness of ordinary

differential systems. The class of these solutions can be coordinated by the 2r × s + 1 initial data

(q0, q̇0, . . . q
(2r−1)
0 , t0).

2.6.2 Total derivative for higher-order Lagrangians

For the first-order Lagrangian case, we can always add a total derivative of the form (2.25) without

modifying the equations of motion. Assuming that an rth-order Lagrangian can be written as a total

derivative

L(q, q̇, . . . , q(r), t) =
dW (q, q̇, . . . , q(r−1), t)

dt
, (2.87)

the Euler-Ostrogradski equations (2.84) vanish identically

∂L

∂q
− d

dt

(
∂L

∂q̇

)
+ . . .+ (−1)r

dr

dtr

(
∂L

∂q(r)

)
≡ 0 . (2.88)

Indeed, from definition (2.83) and the fact that[
∂

∂q(n)
,

d

dt

]
W = W(n−1), with W(n) :=

∂W

∂q(n)
, (2.89)

where [A,B] = AB −BA is the anticommutator, we observe that the following relation is satisfied

∂L

∂q(n)
=

[
∂

∂q(n)
,

d

dt

]
W +

d

dt

(
∂W

∂q(n)

)
= W(n−1) +

dW(n)

dt
. (2.90)

Plugging (2.90) into (2.88), we arrive at

dW(0)

dt
−
[

dW(0)

dt
+

d2W(1)

dt2

]
+

[
d2W(1)

d2t
+

d3W(2)

dt3

]
+ . . .+ (−1)r

[
drW(r−1)

dtr
+

dr+1W(r)

dtr+1

]
. (2.91)

Notice that all the terms cancel in pairs except the last one, dr+1W(r)/dt
r+1, which also vanishes
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because of W(r) = 0. Therefore, the equations of motion are identically zero.

An alternative proof is based on the principle of least action for higher-order Lagrangians. Intro-

ducing (2.87) into (2.80), we find

S =
[
W (q, q̇, . . . , q(r−1), t)

]t1
t0
. (2.92)

For this action, the principle of least action with δq(n)(t0) = δq(n)(t1) = 0 (for n = 0, . . . , r − 1) reads

δS =
[
δW (q, q̇, . . . , q(r−1), t)

]t1
t0
≡ 0, (2.93)

which is trivial for any trajectory fulfilling the boundary conditions.

Therefore, since we are free to add a total derivative without modifying the equations of motion, we

also conclude that the definition of Noether symmetry can still be applied to higher-order Lagrangians.

2.6.3 The Noether theorem for higher-order Lagrangians

With all that has been developed so far, the extension of the Noether theorem is practically straightfor-

ward. All the steps prior to equation (2.34) are not affected by considering higher-order Lagrangians;

therefore, we can reuse them by replacing the first-order Lagrangian with the higher-order one. Then,

equation (2.34) becomes

L′(q′, . . . , q(r)′, t)− L(q, . . . , q(r), t) =
∂L

∂q
δq + . . .+

∂L

∂q(r)
δq(r) + δL . (2.94)

Next, by computing the difference of the square brackets of equation (2.32) and integrating by parts

successively, we get, up to the leading order,

[
L′(q′, . . . , q(r)′, t)− L(q, . . . , q(r), t)

]
= δL+ E δq +

d

dt

[
r−1∑
n=0

pnδq
(n)

]
, (2.95)

where pn is defined in (2.82) and E(q, . . . , q(2r), t) are the Euler-Ostrogradsky equations (2.84). Re-

garding the last expression, equation (2.32) becomes

∫ t1

t0

dt

{
δL+ E δq +

d

dt

[
Lδt+

r−1∑
n=0

pnδq
(n)

]}
= 0 . (2.96)

If the infinitesimal transformation is a Noether symmetry, it carries an associated conserved quantity

δL = dW/dt. Hence, equation (2.36) is finally

∫ t1

t0

dt

{
E δq +

d

dt

[
Lδt+W +

r−1∑
n=0

pnδq
(n)

]}
= 0 . (2.97)

Since the choice of the time interval [t1, t2] is entirely arbitrary, the integrant must be identical to 0
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for every interval we take; therefore, we get the extension of identity (2.38) for higher-order Lagrangians

E δq +
dJ

dt
≡ 0 , (2.98)

where

J := Lδt+W +

r−1∑
n=0

pnδq
(n) (2.99)

is the Noether constant of motion for them.

As seen in Section 2.4.1, invariance under time translations rises energy conservation. In the

same way, we shall assume that the rth-order Lagrangian does not depend explicitly on time, L =

L(q, . . . , q(r)), and is also invariant under such a transformation, so W = 0. By taking (2.41), cal-

culating the nth-order derivative of (2.44), δq(n) = −ε q(n+1), and plugging them into (2.99), the

energy function E := −J/ε becomes

E =

r−1∑
n=0

pn q
(n+1) − L , (2.100)

which is conserved (once the equations of motion are applied) due to (2.98).

2.6.4 Hamiltonian formalism for higher-order Lagrangians

As discussed in Section 2.5, Noether’s theorem (more precisely, the boundary terms) provided us with

the definition of the Legendre transformation to build the Hamiltonian formalism. We shall use this

analogy and define it for higher-Lagrangian employing those elements which are proportional to δq(n).

Thus, considering equation (2.99), we define the Legendre-Ostrogradsky transformation as

pn :=

r∑
k=n+1

(
− d

dt

)k−n−1
∂L

∂q(k)
, n = {0, . . . , r − 1} . (2.101)

These pn are known as Ostrogradsky momenta. Observe that, by using the definition (2.101) for the

case n = r − 1, we get

pr−1 =
∂L(q, . . . q(r), t)

∂q(r)
. (2.102)

We can isolate q(r) (as long as the Hessian is regular) as a function of the remaining derivatives

q(r) = q(r)(q, q̇, . . . , q(r−1), pr−1, t) . (2.103)

Proceeding in the same way for the following order, n = r − 2, we find that

pr−2 = − ∂2L

∂q(r)∂q(r)
q(r+1) + f(q, . . . , q(r), t) , (2.104)

which depends on derivatives up to order r + 1 and allows us to isolate
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q(r+1) = q(r+1)(q, q̇, . . . , q(r−1), pr−1, pr−2, t) . (2.105)

For the following orders, proceed in the same way.

The Legendre transformation uniquely connects D′ = T rQ × R with the extended phase space

Γ′ = T ∗(T r−1Q)× R by

j : (q, q̇, . . . , q(2r−1), t) ∈ D′ −→ (q, q̇, . . . , q(r−1), p0, . . . , pr−1, t) ∈ Γ′ , (2.106)

where pn with n = 0, . . . , r − 1 are defined by (2.101).

Employing the definition of the Legendre transformation (2.101), we can naturally extend5 the

Hamiltonian function and the geometric structures, such as the symplectic form or the Hamiltonian

vector field, simply “swapping” the momentum p for the Ostrogradsky momenta pn. Thus, using the

energy function (2.100) as a reference, we shall define the rth-order Ostrogradsky Hamiltonian on Γ′ as

H(q, q̇, . . . , q(r−1), p0, . . . , pr−1, t) :=

r−1∑
n=0

pnq
(n+1) − L

= p0q̇ + p1q̈ + . . .+ pr−1q
(r)(q, q̇, . . . , q(r−1), pr−1, t)

− L(q, q̇, . . . , q(r−1), q(r)(q, q̇, . . . , q(r−1), pr−1, t), t) , (2.107)

where we have replaced the term q(r) with equation (2.103). Furthermore, the rth-order canonical Pois-

son brackets become {
q(n), pk

}
= δnk ,

{
q(n), q(k)

}
= 0, {pn, pk} = 0 (2.108)

characterized by

{f, g} =

r−1∑
n=0

(
∂f

∂q(n)
∂g

∂pn
− ∂f

∂pn

∂g

∂q(n)

)
. (2.109)

Finally, the Hamilton equations are

dq(n)

dt
= XH

(
q(n)

)
= q(n+1) ,

dpn
dt

= XH (pn) = −pn−1 +
∂L

∂q(n)
, (2.110)

where p−1 ≡ 0 is understood, and XH is the rth-order Hamiltonian vector field

XH = ∂t +

r−1∑
n=0

(
∂H

∂pn

∂

∂q(n)
− ∂H

∂q(n)
∂

∂pn

)
. (2.111)

As done above, they could also be expressed by the Poisson brackets (2.109), q(n+1) = {q(n), H} and

ṗn = {pn, H}.
The Ostrogradsky Hamiltonian (2.107) depends linearly on the momenta p0, ...pr−2. Since they may

5If the reader is intrigued by a more formal introduction to these geometric structures for higher-order cotangent
bundles, we suggest [52] and references therein.



22

be negative, the Hamiltonian has not a definite sign. Therefore, it could be the case that the system’s

energy might be negative since, as noticed in Section 2.5, the Hamiltonian might be related to the

energy function as long as it does not depend on time. In literature [5,51,53,54], this fact is interpreted

as if the solutions (or trajectories) were not stable and is named the Ostrogradsky instability. However,

in [55] is argued (and even exemplified) that the fact that the energy is not bounded from below does

not imply that the system is unstable. The only claim we can make is that the energy (or, equivalently,

for this case, the Hamiltonian) cannot be considered a Lyapunov function [56–58]. Positive energy is

a sufficient condition for stability; however, it does not imply that the system is unstable if it is not

fulfilled6. We shall illustrate this fact for nonlocal theories in one of our examples –Section 6.2.1–.

As seen above, the application j (2.106) puts in biunivocal correspondence the solutions of the Os-

trogradsky equations and the solutions of the Hamilton equations; strictly speaking, the time evolution

generators D on D′ can be connected with the Hamiltonian vector field XH through the Jacobian map

jT , i.e., jT (D) = XH . Indeed, proceeding in the same way as (2.77), we find that the components of

the tangent vector field jT (D) are

jT (D)
[
q(n)

]
= D

[
q(n)

]
= q(n+1) (2.112)

and

jT (D) [pn] = D

[
r∑

k=n+1

(−D)
k−n−1 ∂L

∂q(k)

]
= −

r∑
k=n+1

(−D)
k−n

[
∂L

∂q(k)

]
+

∂L

∂q(n)
− ∂L

∂q(n)

= −
r∑

k=n

(−D)
k−n

[
∂L

∂q(k)

]
+

∂L

∂q(n)
= −pn−1 +

∂L

∂q(n)
. (2.113)

Then, using (2.110), we get

jT (D)
[
q(n)

]
= XH

[
q(n)

]
and jT (D) [pn] = XH [pn] . (2.114)

As in Section 2.5.1, the Hamiltonian formalism can be put into a geometrical form using the contact

form

Ω′ = Ω− dH ∧ dt, where Ω :=

r−1∑
n=0

dpn ∧ dq(n) . (2.115)

Keeping in mind that the time evolution generator is (2.111), we get that the Hamilton equation can

be written as

iXH
Ω = 0 . (2.116)

The infinite-order Lagrangian framework is the generalization of Ostrogradsky formalism, based

6In the Lagrange theorem on the stability criterion of the equilibrium position, the positive energy function is used
to ensure that the system is stable. However, the Lyapunov theorem (a generalization of Lagrange’s theorem) shows
that there could be a function (that is not necessarily the energy function) that indicates the stability of our equilibrium
point. Indeed, these functions used in the theorem are known as Lyapunov’s functions. The significant problem (and
from a mathematical point of view, as far as we know, is still open) is that there is no systematic way to find these
functions, which makes it challenging to analyze the stability of our system [58].
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on merely putting ∞ instead of r. This way of proceeding can lead to particular crossroads. One of

them is the Euler-Ostrogradsky equations (2.84). Note that they are no longer differential equations,

properly speaking. Since there is no higher term, we cannot solve the derivative of a particular order,

q(n), as a function of the lower-order ones, q(k) for k < n, and n, k ∈ N. Therefore, they are no

longer the dynamic equations that give us information about how our system evolves. A similar case

happens with the Legendre-Ostrogradsky transformation (2.101). It is unclear how to invert such a

transformation since it is unknown which derivative of q should be substituted by the momenta.

Another problem with this generalization is identifying the elements (initial conditions) that co-

ordinatize the extended dynamic space D′. Extrapolating what we know about the initial data, we

would conclude (by analogy) that we need an infinite number of initial data to determine the solution.

Since we do not have existence and uniqueness theorems for such systems, the framework of “initial

data evolving over time” is lost.

Another implication of this generalization is the Noether symmetry. By adding an infinite-order total

derivative, one might think the equations of motion –analogous to case (2.87)– will remain invariant.

However, it is not true. For instance, consider case (2.87) but with an infinite-order boundary term

W = W (q, . . . , q(r−1), . . . , t). Therefore, the Euler-Ostrogradsky equations (2.88) are

dW(0)

dt
−
[

dW(0)

dt
+

d2W(1)

dt2

]
+

[
d2W(1)

d2t
+

d3W(2)

dt3

]
+ . . .+ (−1)r

[
drW(r−1)

dtr
+

dr+1W(r)

dtr+1

]
+ . . . . (2.117)

Although the terms still cancel in pairs, the succession of partial sums is

dW

dt
, 0,

d2W1

dt2
, 0,

d3W2

dt3
, 0, . . . , 0,

dnWn−1

dtn
, 0, . . . (2.118)

and the vanishing of the addition depends on whether the “infinite” number of terms added is even

or odd. Hence, as the sum depends on the order of addition, the series is not summable. This fact

leads us to conclude that the equations of motion might be modified by adding an infinite-order total

derivative. Consequently, we are forced to look for additional conditions to hold Noether’s symmetry.

Perhaps, this casuistic may shed some light on the problem of defining the functional space since it

will restrict the class of functions we can consider.

Finally, the use of infinite series without specifying a prescription of how to sum them is another

unpleasant feature, as just seen. This generalization might only be heuristic unless the convergence of

the series is proved. However, as this proof can be remarkably complex, we propose following the line

of research of [30, 59] and dealing with nonlocal Lagrangians using functional methods without going

through Ostrogradsky formalism.
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Chapter 3
Local Lagrangian Fields

In the previous chapter, we focused on systems with a finite number of degrees of freedom. For this

one, we shall extend the previous results for systems with an infinite number of degrees of freedom, also

called fields. Likewise, we shall work directly with the Ostrogradsky formalism to make it as general as

possible. We shall rely on [38, 47, 60–62]. Before starting, it is indispensable to mention that we shall

use the Einstein summation convention throughout this chapter. Summation over repeated indices is

always understood unless the contrary is indicated.

3.1 The principle of least action

In a local field theory, the rth-order Lagrangian L on T rQ × R is defined as a spatial integral of a

Lagrangian density, denoted by L, which is a function of one or more fields φ (or field components φA,

A ∈ N) and their partial derivatives φ|b1...br ,

L(φA, . . . φA|4...(r)...4 , t) :=

∫
Rd

dxL(φA, . . . φA|b1...br
,x, t), (3.1)

where d denotes the spatial dimensions, and the “stroke” means “partial derivative” with respect to

the manifold coordinates.

The action integral is defined as

S([φ]) =

∫
V

dxL(φA, . . . φA|b1...br
, x) (3.2)

for all (d + 1)-dimensional volume V, where we have denoted xa = (x, t). We shall take d = 3 for

concreteness; however, the following also holds for any number of spatial dimensions.

The principle of least action reads δS = 0, where

δS([φ]) =

∫
V

dx

(
∂L
∂φA

δφA + . . .+
∂L

∂φA|b1...br

δφA|b1...br

)
, (3.3)
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for all variations δφA|b1...bn
with n = {0, 1, . . . , r − 1} that vanish at the boundary ∂V. Since δφA and

the derivatives are not independent, we integrate successively by parts and get

δS([φ]) =

∫
V

dx

{(
r∑

n=0

(−1)n∂b1...bn

[
∂L

∂φA|b1...bn

])
δφA + ∂b

[
r−1∑
n=0

Πc1...cnb
A δφA|c1...cn

]}
(3.4)

with

Πc1...cnb
A :=

r∑
k=n+1

(−1)k−n−1∂a1...ak−n−1

 ∂L
∂φA|a1...ak−n−1c1...cnb

 , (3.5)

where ∂a1...ak−n−1
denotes ∂a1∂a2 . . . ∂ak−n−1

. Note that the second term in (3.4) is a four-divergence.

Using Gauss’ theorem, it becomes a surface integral on ∂V, which vanishes because δφA|c1...cn

∣∣∣
∂V

= 0.

As the volume V has been arbitrarily chosen, the remaining term must vanish identically. Consequently,

we get the Euler-Ostrogradsky equations for fields

EA(φB , . . . , φB|b1...b2r
, x) :=

r∑
n=0

(−1)n∂b1...bn

[
∂L

∂φA|b1...bn

]
= 0 . (3.6)

In particular, for r = 1, we have the Euler-Lagrange field equations as expected

EA(φB , φB|b1b2
, x) :=

∂L
∂φA

− ∂b

[
∂L
∂φA|b

]
= 0 . (3.7)

Equation (3.6) is a partial differential equation (PDE) system of order 2r. According to the Cauchy-

Kowalewski theorem [63], given a non-characteristic hypersurface Σ in R4 with normal vector nb and

2r functions, uj , j = 0 . . . 2r − 1 , on Σ, there exists a solution φA(x) of the PDE (3.6) such that

nb1 . . . nbjφ|b1...bj (x) = uj(x) , j = 0 . . . 2r − 1 , ∀x ∈ Σ . (3.8)

In case that Σ is the hyperplane t = x4 = 0 , then nb = (0, 0, 0, 1) , and the Cauchy-Kowalevski theorem

is the basis for interpreting the Cauchy data uj(x) , j = 0 . . . 2r − 1 as “the state of the field” at

t = 0, which evolves in time steered by the field equations (3.6). Furthermore, and similarly to what

the theorems of existence and uniqueness do for systems with a finite number of degrees of freedom,

the Cauchy-Kowalevski theorem allows parametrizing each solution (φ, x) ∈ D′ with a well-defined

–although an infinite– set of “parameters”, namely, the Cauchy data.

The infinitesimal generators of spacetime translations are the vector fields Da , a = 1 . . . 4, which

are tangent to the curves (φA, . . . φA|b1...br
, x) . Therefore, for a function F , we have that

DaF (φA, . . . φA|b1...br
, x) :=

∂F
(
φA(x+ ε), . . . , φA(x+ ε)|b1...br , x+ ε

)
∂εa


εa=0

, (3.9)

which, including the chain rule, can be written as
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Da = ∂a +

r∑
m=0

φA|a b1...bm
∂

∂φA|b1...bm

. (3.10)

In particular, D4 is the time evolution generator.

3.2 Four-divergence for fields

Let us focus on transformations that leave the equations of motion invariant, i.e., Noether symmetry

transformations. Provided that the Lagrangian density is a four-divergence

L(φA, . . . φA|b1...br
, x) = ∂bW

b(φA, . . . φA|b1...br−1
, x) , (3.11)

the Euler-Ostrogradsky field equations EA(φB , . . . , φB|b1...b2r
, x) ≡ 0. Indeed, by plugging (3.11) into

(3.2), the action integral becomes

S([φA]) =

∫
∂V

dΣbW
b(φA, . . . φA|b1...br−1

, x) . (3.12)

Consequently, the principle of least action reads

δS([φA]) = 0, for all δφA|b1...bj

∣∣∣
∂V

= 0 , j = 0, . . . , r − 1 , (3.13)

or, equivalently,∫
∂V

dΣb δW
b(φA, . . . φA|b1...br−1

, x) = 0 for all δφA|b1...bj

∣∣∣
∂V

= 0 , j = 0, . . . , r − 1 , (3.14)

which is satisfied trivially for any (φA, . . . φA|b1...br
, x).

3.3 The Noether theorem

Consider an infinitesimal transformation of the coordinates

x′a = xa + δxa , (3.15)

which induces the following transformation of the fields

φ′A = φA + δφA . (3.16)

The Lagrangian density shall be transformed so that the action integral (3.2) remains unchanged, i.e.,

L′(φ′A(x′), . . . φ′A|b1...br
(x′), x′) =

∣∣∣∣ ∂x∂x′
∣∣∣∣L(φA(x), . . . φA|b1...br

(x), x) . (3.17)

Thus, if V ′ is the transformed four-volume element of V according to (3.15), we have that
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∫
V

dxL(φA(x), . . . φA|b1...br
(x), x) =

∫
V′

dx′ L′(φ′A(x′), . . . φ′A|b1...br
(x′), x′) . (3.18)

By subtracting both sides of (3.18) and replacing the dummy variable x′ with x, we get∫
V

dxL(φA(x), . . . φA|b1...br
(x), x)−

∫
V′

dxL′(φ′A(x), . . . φ′A|b1...br
(x), x) = 0 . (3.19)

As shown in figure (3.1), the volumes V and V ′ share a common part V0 and only differ by an

Figure 3.1: The spacetime domain V variation.

infinitesimal amount at the boundary ∂V0. The volume element on the boundary is dx = dΣaδx
a, so

equation (3.19) can be expressed as∫
V

dx
[
L(φA(x), . . . φA|b1...br

(x), x)− L′(φ′A(x), . . . φ′A|b1...br
(x), x)

]
+

∫
∂V

dΣa L(φA(x), . . . φA|b1...br
(x), x) δxa = 0 ,

(3.20)

where equation (3.17) has been used, and the second-order infinitesimals were neglected.

We shall say that the transformation (3.15-3.16) is a Noether symmetry transformation if

L′ = L+ ∂bW
b where W b(x) = W b(φA(x), . . . φA|b1...br−1

(x), x) . (3.21)

In such a case, equation (3.20) becomes∫
V

dx
{
L(φA, . . . φA|b1...br

, x)− L(φ′A, . . . φ′A|b1...br
, x)

+ ∂b

[
W b(φA, . . . φA|b1...br−1

, x) + L(φA(x), . . . φA|b1...br
(x), x) δxb

]}
= 0 ,

(3.22)

where Gauss’ theorem has been used. Computing the difference, we arrive –after successive integrations

by parts– at ∫
V

dx

{
EA δφA + ∂b

[
r−1∑
n=0

Πc1...cnb
A δφA|c1...cn

+W b + L δxb
]}

= 0 , (3.23)

where Πc1...cnb are given by (3.5) and EA are the Euler-Ostrogradsky equations (3.6). Finally, since
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the choice of volume V has been completely arbitrary, the expression under the integral sign must be

identically 0, which leads to the following identity

EA δφA + ∂bJ
b ≡ 0 , (3.24)

where

Jb :=

r−1∑
n=0

Πc1...cnb
A δφA|c1...cn

+W b + L δxb . (3.25)

The first term of (3.24) is identically zero if the field equations are satisfied, which leads to the fact

that the four-divergence is locally conserved,

∂bJ
b = 0 . (3.26)

3.3.1 The energy- and angular momentum currents

Infinitesimal Poincaré transformations act on coordinates (3.15) as

δxa = εa + ωabx
b , ωab + ωba = 0 , (3.27)

where εa and ωab are constants, ωab = ηacω
c
b and ηac = diag(1, 1, 1,−1) is the Minkowski matrix to

raise and lower indices. Likewise, the field φA transforms as a tensor object

φ′A(x′) = φA(x) + M̃A
Bφ

B(x) , (3.28)

where the constant matrix M̃A
B = ωabMA

B[ab] depends on the tensor type of the field. Thus,

δφA(x) = ωabMA
B[ab]φ

B(x)− φA|c(x)
(
εc + ωcbx

b
)
, (3.29)

where (3.27) and (3.15) have been included. For derivatives of any order, we have

δφA|c1...cn
= ωab

[
MA
B[ab]φ

B
|c1...cn

− ηbc1φA|ac2...cn − . . .− ηbcnφ
A
|ac1...cn−1

]
− φA|bc1...cn δx

b . (3.30)

Then, plugging (3.30) and (3.27) into (3.25), and assuming that the Lagrangian density is Poincaré in-

variant –so, W b = 0–, we find that the conserved current (3.25) can be written as

Jb = −εaT b
a −

1

2
ωacJ b

ac , (3.31)

where

T b
a :=

r−1∑
n=0

Πc1...cnb
A φA|ac1...cn

− L δba (3.32)

is the canonical energy-momentum tensor,
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J b
ac := 2 T b

[a xc] + S b
ac (3.33)

is the angular momentum tensor,

1

2
S b
ac :=

r−1∑
n=0

Πc1...cnb
[
−MA

B[ac]φ
B
|c1...cn

+ η[cc1φ
A
|a]c2...cn

+ . . .+ η[ccnφ
A
|a]c1...cn−1

]
(3.34)

is the spin current, and finally 2 T b
[a xc] is the orbital angular momentum tensor. Using the symmetry

of the cross-derivatives and Πc1...cnb concerning all indices, we have that the latter expression can be

simplified as

1

2
Sacb = −MA[ac]

B

r−1∑
n=0

Πc1...cnb
A φB|c1...cn

+

r−1∑
n=1

nΠ
bc1...cn−1[c
A φA|a]

c1...cn−1
. (3.35)

As the ten parameters εa and ωac are independent, the local conservation of the current Jb implies

that the currents T b
a and J b

ac are separately conserved, that is,

∂bT b
a = 0 and ∂bS b

ac + 2 T[ac] = 0 . (3.36)

As a rule, the canonical energy-momentum tensor T b
a is not symmetric. As a consequence of the

second equation (3.36), it is symmetric if, and only if, the divergence of the spin current vanishes.

Indeed, it happens for scalar fields ruled by first-order Lagrangians. However, there is a spin current

even for them in the case of higher-order ones.

In all cases, an energy-momentum tensor Θab, the Belinfante-Rosenfeld energy-momentum tensor

[64–67],

Θab = T ab + ∂cWcba (3.37)

with

Wcba :=
1

2

(
Scba + Scab − Sbac

)
, (3.38)

can be found so that it is symmetric and, in some sense, is equivalent to the canonical energy-momentum

tensor. We say “equivalent” because: (a) the total energy-momentum contained in a hyperplane t

(constant) is the same for both tensors∫
R3

dx Θ 4
a (x, t) =

∫
R3

dx T 4
a (x, t) , (3.39)

(b) the four-divergences are equal, ∂bΘ
b
a = ∂bT b

a = 0 , which implies that the current Θ b
a is also

conserved, and (c) the new orbital angular momentum current 2x[cΘ
b
a] and the new spin current

Σ b
ac = J b

ac − 2x[cΘ
b
a] are also separately conserved.

Let us examine the expression of the energy function. The T 4
4 (φA, . . . φA|b1...br

, x) component of the

canonical energy-momentum tensor1 is the energy density, so the total energy of the system is

1The Belinfante-Rosenfeld tensor can also be used. In one of the examples (p-adic strings), we will explicitly calculate
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E(t) :=

∫
R3

dx

{
r−1∑
n=0

Πc1...cn4
A φ̇A|c1...cn

− L

}
, (3.40)

where φ̇A = φA|4 , and it is conserved, provided that the fields decay fast enough at |x| → ∞.

Noether’s theorem is extended for infinite-order Lagrangians by simply taking r →∞. This proce-

dure gives rise to non-compact results (infinite series), making it challenging to handle. However, these

infinite series corresponding to the energy-momentum and spin tensors can be surprisingly summed,

as detailed in [59,68].

3.3.2 The second Noether theorem: gauge symmetries

Consider now that the rth-order Lagrangian density has symmetries of the type [47,62]

δφA = RAa ε
a +RAba εa|b , (3.41)

where εa are arbitrary smooth functions of compact support corresponding to infinitesimal parameters

of the symmetry, and RAa and RAba are functions of the fields and their derivatives. These symmetries

are called gauge transformations.

For the sake of simplicity, we consider δxb = 0 and assume that the rth-order Lagrangian is invariant

under such a transformation. Therefore, W b = 0. Because εa are compact support functions, the

integral of Jb on the boundary ∂V shall vanish because, according to (3.27), δφA|∂V is 0. Consequently,

equation (3.23) becomes∫
V

dx EA δφA =

∫
V

dx
{
EARAa − ∂b

[
EARAba

]}
εa = 0 . (3.42)

Due to the arbitrariness of εa, we have what is known as the second Noether theorem2

EARAa − ∂b
[
EARAba

]
≡ 0 , (3.43)

which are relations between field equations.

both and show that the symmetrization process does not modify the total energy.
2This result can be easily generalised to a more general gauge symmetry; for instance, δφA = RA

a ε
a + RAb

a εa|b
+

RAbc
a εa|bc

+ . . ..
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3.4 Hamiltonian formalism

In the following, we shall build the Hamiltonian formalism for the rth-order Lagrangian fields. To do

so, we shall rely on the table

Mechanics Fields

qi(t) φA(x, t)

qi,(n)(t) φA|4...(n)...4
(x, t)∑

i

∫
R3

dx
∑
A

∂

∂qi(t)

δ

δφA(x, t)

(3.44)

that summarises all the transformations we have to make to translate from mechanics to fields; every-

thing described in Section 2.6.4 also applies to fields3. Furthermore, note that: (a) the finite number

i = 1, . . . , s of degrees of freedom of mechanics is substituted by continuous infinity degrees of freedom,

indexed by x ∈ R3 and the field component A, and (b) the partial derivative for qj is replaced by the

functional derivative concerning φA(x).

Based on Sections 2.6.4 and 2.5, we shall define the Legendre-Ostrogradsky transformation as

pA/n(x, t) :=

r∑
k=n+1

(
− d

dt

)k−n−1 [
δL(t)

δφA|4...(k)...,4(x, t)

]
, n = {0, . . . , r − 1} , (3.45)

where pA/n(x, t) are known as the Ostrogradsky momenta for fields [60]. As the Lagrangian L is derived

from a Lagrangian density L, for n = r − 1, we have

pA/r−1(x, t) =
δL(t)

δφA|4...(r)...4(x, t)
=

[
∂L

∂φA|4...(r)...4

]
(x,t)

. (3.46)

By assuming that the Lagrangian density is regular, we can isolate φA|4...(r)...4 as a function of the

remaining derivatives and the momentum pA/r−1, i.e.,

φA|4...(r)...4 = φA|4...(r)...4(φA, . . . , φA|b1...br−1
, φ̃A|b1...br

, pA/r−1, x) , (3.47)

where φ̃A|b1...br
denotes all the rth-order partial derivatives4 except φA|4...(r)...4 . Technically, the Legendre-

Ostrogradsky transformation relates, in a biunivocal way (for the regular case), the extended dynamical

space D′ and the extended phase space Γ′ by

j : (φA, . . . , φA|b1...b2r−1
, x) −→ (φA, . . . , φA|b1...br−1

, φ̃A|b1...br
, pA/0, . . . , pA/r−1, x) . (3.48)

3One could define the Legendre-Ostrogradsky transformation by inferring the energy function (3.40). However, this
way of proceeding and the one we are considering differ in boundary terms.

4Indeed, if we consider the set X = {4, 3, 2, 1}, which represents each of the partial derivative, we can show that the

number of elements φ̃A|b1...br
is
(4+r−1

r

)
− 1.
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We shall define the Ostrogradsky Hamiltonian function H on Γ′ as

H :=

∫
R3

dxH(φA, . . . , φA|b1...br−1
, φ̃A|b1...br

, pA/0, . . . , pA/r−1, x) , (3.49)

where H is the Ostrogradsky Hamiltonian density

H :=

r−1∑
n=0

pA/nφ
A
|4...(n+1)...4

− L(φA, . . . , φA|b1...br
, x) , (3.50)

and the element φA|4...(r)...4 is given by equation (3.47).

Likewise, given two functionals f and g of the fields φA and the conjugate momenta pA at time t,

the Poisson brackets are defined as

{f, g}(t) =

∫
R3

dx

r−1∑
n=0

(
δf(t)

δφA|4...(n)...4
(x, t)

δg(t)

δpA/n(x, t)
− δf(t)

δpA/n(x, t)

δg(t)

δφA|4...(n)...4
(x, t)

)
, (3.51)

with the corresponding elementary Poisson brackets{
φA|4...(s)...4(z, t), pB/k(y, t)

}
= δAB δs k δ(z− y), (3.52){

φA|4...(s)...4(z, t), φA|4...(k)...4(y, t)
}

= 0, (3.53){
pA/s(z, t), pB/k(y, t)

}
= 0 . (3.54)

Finally, the Hamilton equations are

XH

[
φA|4...(s)...4(x, t)

]
= φA|4...(s+1)...4

(x, t) ,

XH

[
pA/s(x, t)

]
= −pA/s−1(x, t) +

∫
R3

dy
δL(φA, . . . , φA|b1...br

,y, t)

δφA|4...(s)...4(x, t)
, (3.55)

where XH is the Hamiltonian vector field, XH = ∂t+{·, H}, with the Poisson brackets (3.51). As seen

in the previous chapter, they can be written in a more compact form through the contact 2-form

Ω′ = Ω− dH ∧ dt , (3.56)

where Ω is the symplectic form defined as

Ω(t) =

r−1∑
n=0

∫
R3

dx dpA/n(x, t) ∧ dφA|4...(n)...4
(x, t) . (3.57)

Therefore, the Hamilton equations (3.55) become

iXH
Ω′ = 0 . (3.58)
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To conclude this section, as studied in mechanics –Section 2.6.4–, the time evolution generator D4

–equation (3.10)– in D′ is connected with the Hamiltonian vector field XH . For the case of fields, it is

also true, i.e., jT (D4) = XH . Indeed, the components of the tangent vector field jT (D4) are

jT (D4)
[
φA|4...(s)...4(x, t)

]
= D4

[
φA|4...(s)...4(x, t)

]
= φA|4...(s+1)...4

(x, t) , (3.59)

and

jT (D4)
[
pA/s(x, t)

]
= D4

[
r∑

k=s+1

(
− d

dt

)k−s−1 [
δL(t)

δφA|4...(k)...,4(x, t)

]]

= −
r∑
k=s

(
− d

dt

)k−s [
δL(t)

δφA|4...(k)...,4(x, t)

]
+

δL(t)

δφA|4...(s)...4(x, t)

= −pA/s−1(x, t) +

∫
R3

dy
δL(φA, . . . , φA|b1...br

,y, t)

δφA|4...(s)...4(x, t)
. (3.60)

Thus, using (3.55), we get jT (D4)
[
φA|4...(s)...4

]
= XH

[
φA|4...(s)...4

]
and jT (D4)

[
pA/s

]
= XH

[
pA/s

]
.



Chapter 4
Nonlocal Lagrangian Mechanics

The previous chapters focused on the Lagrangian and Hamiltonian formalisms for classical mechanics

and fields. Both have been expected to fulfill a fundamental property: locality. The trajectory or field

and its corresponding derivatives depend on a single point. However, in the following sections, we shall

relax this property and consider that both exhibit nonlocality.

There are two types of nonlocality: the one described by operators with infinite derivatives and the

one described by integrodifferential operators. As far as this manuscript is concerned, we shall only

focus on the second type, i.e., by those described, for example, as

I[q](t) =

∫
R

dσG(σ)q(σ + t) , (4.1)

where G(σ) is the kernel of the integrodifferential operator I. Note that by assuming the analyticity

of the curve q, we can expand it into a formal Taylor series, q(σ + t) =
∑∞
n=0

σn

n! q
(n)(t), giving rise to

I[q](t) =
∞∑
n=0

cn q
(n)(t) , where cn :=

∫
R

dσG(σ)
σn

n!
. (4.2)

This fact allows us to establish a one-to-one correspondence between the “infinite-order” Ostrogradsky

formalism and the type of nonlocality we are considering. In contrast to Ostrogradsky’s formalism,

our way of proceeding is based on functional methods and, as it involves integrals instead of series, is

much lighter to handle.

This particular chapter is based on [69]; however, we shall incorporate some improvements made

later in [70]. Furthermore, throughout the chapter, we shall highlight the differences between local

Lagrangian and Hamiltonian formalisms –Chapter 2– and nonlocal ones.
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4.1 The principle of least action

Consider a dynamic system ruled by the following nonlocal action integral

S([qi]) =

∫
R

dt L
(
[qi], t

)
. (4.3)

We shall say that it is nonlocal because the Lagrangian1 L may depend on all the values qi(σ) , i =

1 . . . s , at times σ other than t. The class of all (possible) kinematic trajectories is the function space

K = C∞(R,Rs), which we shall call kinematic space. We must resort to the extended kinematic space,

K′ = K × R, for time-dependent nonlocal Lagrangians.

The nonlocal Lagrangian is a real-valued functional defined on K′:

([qi], t) ∈ K′ −→ L([qi], t) ∈ R . (4.4)

It is worth stressing that [q] means the functional dependence on the whole qi(σ) , σ ∈ R , not only on

qi(t) and a finite number of derivatives at t, as in the local case. Therefore, the curve q(σ) contains

all the necessary information about time evolution in K′.
It is possible to establish a one-to-one correspondence between the “infinite-order” Ostrogradsky

formalism and the nonlocal one based on formal Taylor’s series (FTS)

({
qi,(r)(t)

}
r∈N

, t

)
←→ ([qi], t) with qi(σ + t) =

∞∑
k=0

σk

k!
qi,(k)(t) . (4.5)

FTS have only a heuristic value. We label it as “formal” because we will proceed without caring about

its summability or the range of its convergence domain.

We shall define –see figure (4.1)– the time evolution operator Tt according to

([qi], 0)
Tt−→ ([Ttq

i], t) , where Ttq
i(σ) = qi(σ + t) . (4.6)

Notice that the additive property Tτ1 ◦Tτ2 = Tτ1+τ2 is satisfied. The correspondence (4.5) is preserved

by the time evolution operator Tt or, in mathematical terms, the following diagram is commutative

({
q
i,(r)
0

}
r∈N

, 0

)
OO
FTS

��

oo Tt //
({
qi,(r)(t)

}
r∈N , t

)
OO

FTS

��
([qi], 0) oo

Tt // ([Ttqi], t) .

(4.7)

The nonlocal action integral (4.3) should be better understood as

S(q) :=

∫
R

dt L (Ttq, t) , (4.8)

1An example of such a Lagrangian would be one containing an integrodifferential operator as (4.1).
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Figure 4.1: Time evolution of the Ttq(σ) = q(σ + t) curve. It is worth noting the difference with the
local case. Remember that the initial conditions (points) for the local case are what evolves. However,
note that, for nonlocal theories, what evolves are not points but the whole curve.

where we have written L(Ttq
i, t) instead of L([Ttq

i], t) and q instead of qi to make the notation lighter

without misunderstanding risk. Because the Lagrangian L depends on all the values q(σ), we need an

unbounded integration domain since the variation should be set at the interval boundaries and outside.

This fact may cause it to diverge. For this reason, we propose an alternative and more consistent

formulation based on introducing the one-parameter family of finite nonlocal action integrals

S(q,R) =

∫
|t|≤R

dt L(Ttq, t) , ∀R ∈ R+ . (4.9)

Therefore, the principle of least action reads

lim
R→∞

δS(q,R) ≡ lim
R→∞

∫
|t|≤R

dt

∫
R

dσ
δL(Ttq, t)

δq(σ)
δq(σ)

=

∫
dσ δq(σ)

∫
R

dt
δL(Ttq, t)

δq(σ)
= 0 , (4.10)

which is well-defined as long as the limit exists ∀ δq(σ) with compact support. Furthermore, we have

assumed that the variation behaves correctly so that the integrals and the limit can be permuted.

Then, the Euler-Lagrange equations are

ψ(q, σ) = 0 , where ψ(q, σ) :=

∫
R

dt λ(q, t, σ) (4.11)

with

λ(q, t, σ) :=
δL (Ttq, t)

δq(σ)
. (4.12)
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4.1.1 Local case embedded in nonlocal one

Let us see how a standard first-order Lagrangian LL(q(t), q̇(t), t) fits in the formalism developed so far.

The local action integral is
∫ t1
t0

dt LL(q(t), q̇(t), t), which has the form (4.9) provided that we take

L(Ttq, t) := LL(q(t), q̇(t), t) . (4.13)

Therefore, it follows that

λ(q, t, σ) =

(
∂LL
∂q

)
(q,q̇,t)

δ(σ − t)−
(
∂LL
∂q̇

)
(q,q̇,t)

δ̇(σ − t) , (4.14)

where q(t) =
∫
R dσ q(σ) δ(σ − t) and q̇(t) = −

∫
R dσ q(σ) δ̇(σ − t) were used and(

∂LL
∂q

)
(q,q̇,t)

:=
∂LL(q(t), q̇(t), t)

∂q
(4.15)

is understood, and so on. Substituting (4.14) in (4.11), we finally arrive at

ψ(q, σ) ≡ ∂LL (q(σ), q̇(σ), σ)

∂q
− d

dσ

(
∂LL (q(σ), q̇(σ), σ)

∂q̇

)
, (4.16)

which are the Euler-Lagrange equations for a local Lagrangian.

4.1.2 Two ways of coordinating the extended kinematic space

We might coordinate a point z ∈ K′ in –see figure (4.2)– two different ways:

(a) K′ −→ K× R (b) K′ −→ K× R
z 7−→ (q̃, t) z 7−→ (q, t)

(4.17)

where q = Ttq̃ , namely, q(0) = q̃(t).

The time evolution expression in each of these coordinate systems is

(a) (q̃, t)
Tτ−→ (q̃, t+ τ) and (b) (q, t)

Tτ−→ (Tτq, t+ τ) . (4.18)

Notice that (a) embodies a sort of “Heisenberg view”, whereas (b) is more like a “Schrödinger view”.

Hereon, we shall refer to (a) as static coordinates and (b) as moving coordinates.

A close examination of the derivation of the Euler-Lagrange equations (4.11) reveals that they were

obtained in the context of the static coordinates; namely, they are limited to trajectories (Ttq̃, t) ∈ K′

starting at (q̃, 0). Therefore, they should instead read

ψ(q̃, σ) = 0 , with ψ(q̃, σ) :=

∫
R

dτ λ(q̃, τ, σ) and λ(q̃, τ, σ) :=
δL (Tτ q̃, τ)

δq̃(σ)
. (4.19)

In order to have an expression more suitable for moving coordinates, we use that (Tτq, t + τ) =
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Figure 4.2: Two ways of coordinating K′.

(Tt+τ q̃, t+ τ). Therefore, equation (4.19) becomes

Ψ(q, t, σ) = 0 , with Ψ(q, t, σ) :=

∫
R

dτ ′
δL (Tτ ′q, t+ τ ′)

δq(σ)
≡ ψ(q̃, t+ σ) , (4.20)

where τ = t+ τ ′ . It is evident that

ψ(q̃, σ) = Ψ(q, 0, σ) . (4.21)

The action of the time evolution generator D on a function F on K′ has a different expression,

depending on the coordinates; namely, if F (q, t) and F̃ (q̃, t) denote the expressions of a function in

each coordinate system, then

DF̃ (q̃, t) = ∂tF̃ (q̃, t) and DF (q, t) =

[
∂F (Tεq, t+ ε)

∂ε

]
ε=0

. (4.22)

Particularly, if F (q, t) is a smooth function belonging to C∞(R) , and we write F (q, t)(σ) := F (q, t, σ),

then

DF̃ (q̃, t, σ) = ∂tF̃ (q̃, t, σ) and DF (q, t, σ) =

[
∂F (Tεq, t+ ε, σ)

∂ε

]
ε=0

. (4.23)

Thus, the expressions for D in static and moving coordinates are

D = ∂t and D := ∂t +

∫
dσ q̇(σ)

δ

δq(σ)
, (4.24)

respectively.

4.1.3 The Euler-Lagrange equations vs constraints

All kinematic trajectories (q, t) ∈ K′ do not fulfill equations (4.20) but only those that belong to

the extended dynamic space D′, i.e., the class of all dynamic trajectories. Therefore, D′ defines a

submanifold of K′.
As discussed in Section 2.3, in the local first-order case, the Euler-Lagrange equations turn out to
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be a second-order ordinary differential system that can be solved in the accelerations q̈ as functions

of coordinates, velocities, and time2. The theorems of existence and uniqueness imply that, given the

coordinates and velocities at an initial time (q0, q̇0, t0), there is a unique solution

q(σ) = ϕ(q0, q̇0, t0;σ) such that q0 = ϕ(q0, q̇0, t0; 0) , q̇0 = ∂σϕ(q0, q̇0, t0; 0) . (4.25)

This fact is usually read as though the Euler-Lagrange equations govern the system’s evolution. Every

trajectory in the extended dynamic space D′ may be labeled with those 2s+1 coordinates and identified

with the initial data space.

The case of a nonlocal Lagrangian is not as simple [71–73] because equations (4.11) are usually

integrodifferential equations and, as a rule, there are no general theorems of existence and uniqueness

supporting the above interpretation in terms of evolution from an initial data set. Furthermore, the

extended dynamic space D′ may have an infinite number of dimensions.

This fact leads us to propose an alternative view and take the Euler-Lagrange equations (4.11) as

the constraints that define D′ as a submanifold of K′ in implicit form; that is, ψ(q̃, σ) acts as an infinite

number of constraints, one for each σ ∈ R.

Indeed, this picture also holds for the standard local case, but the theorems of existence and

uniqueness imply that the shape of the dynamic trajectories is (4.25), namely, the explicit parametric

equations of the submanifold D′. Therefore, these theorems determine the number of essential param-

eters to individualize a dynamic solution, i.e., they provide the dynamic space coordinates with the

initial positions and velocities.

We shall write the constraints in moving coordinates as

Ψ (q, t)(σ) = 0 , Ψ (q, t)(σ) := Ψ (q, t, σ) (4.26)

The notation is meant to suggest that Ψ maps the extended kinematic space onto a space of smooth

functions of the real variable σ, and the trajectories in D′ are those (q, t) such that they make Ψ null.

By its very construction, the constraints (4.26) are stable under time evolution, or, what is equiv-

alent, the vector D is tangent to the dynamic space D′. Indeed, from (4.20), we have that

Ψ (Tεq, t+ ε, σ) =

∫
dτ

δL (Tτ+εq, t+ ε+ τ)

δTεq(σ)

=

∫
dτ ′

δL (Tτ ′q, t+ τ ′)

δq(σ + ε)
= Ψ (q, t, σ + ε) , (4.27)

where τ ′ := τ + ε . Thus, if Ψ(q, t, σ) = 0 ∀σ, then Ψ (Tεq, t+ ε, σ) = 0 as well; therefore,

DΨ(q, t, σ) =

[
∂Ψ (Tεq, t+ ε, σ)

∂ε

]
ε=0

= 0 . (4.28)

2Similarly, the Euler-Lagrange equations for a regular local order n Lagrangian are an ordinary differential system of
order 2n.
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Notice that, in static coordinates, the constraints ψ(q̃, σ) satisfy trivially

Dψ(q̃, σ) = ∂tψ(q̃, σ) = 0 . (4.29)

4.1.4 Nonlocal total derivative

In the previous chapters, we have seen that the Noether symmetry plays an important role in Noether’s

theorem. Therefore, let us see what happens when we add a nonlocal total derivative to a nonlocal

Lagrangian. Recall –Section 2.6.4– that, for the case of infinite derivatives, we observed that the series

is not summable and could lead to changes in the equations of motion.

First, let us show that, for any nonlocal Lagrangian, one can find a functional W (Ttq̃, t) such as

L(Ttq̃, t) =
dW (Ttq̃, t)

dt
. (4.30)

Indeed, a particular solution of this equation is

W (Ttq̃, t) =

∫
R

dσ [θ(σ)− θ(σ − t)]L(Ttq̃, t) , (4.31)

where θ(x) denotes the Heaviside step function. Notice that it is nonlocal and always exits.

Now, consider the following nonlocal quadratic Lagrangian

L(Ttq̃, t) = ˙̃q(t) (G ∗ q̃)(t) , (4.32)

where G(x) is a given function –more precisely, the kernel of the integral operator– that vanishes for

|τ | → ∞, and (G ∗ −)(t) denotes the convolutional operator3. The nonlocal action integral is

S(q̃, R) =

∫
|t|≤R

dt

∫
R

dτ ˙̃q(t) q̃(τ)G(t− τ) , (4.33)

whose equations of motion (4.11) are

ψ(q̃, σ) ≡ (Ġ+ ∗ q̃)(σ) = 0 , (4.34)

with G+(x) := G(x) +G(−x). Because of (4.34), only the even part of the kernel matters; therefore,

we get that

Ġ(t− τ) = Ġ(τ − t) or G(t− τ) = −G(τ − t) . (4.35)

Combining (4.32) and (4.31), we find

W (Ttq̃, t) = q̃(t) (G ∗ q̃)(t) −
∫
R2

dρ dσ [θ(ρ)− θ(ρ− t)] Ġ(ρ− σ) q̃(ρ) q̃(σ) . (4.36)

3Note that this nonlocal Lagrangian is consistent with our notation: L(Ttq̃, t) = ˙̃q(t)
∫
R dσG(σ) q̃(t − σ) =

Tt ˙̃q(0)
∫
R dσG(σ)Ttq̃(−σ) .
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To check whether the Euler-Lagrange equations for the nonlocal Lagrangian (4.32) vanish identi-

cally, we first derive
δL(Ttq̃, t)

δq̃(σ)
= δ̇(t− σ) (G ∗ q̃)(t) + ˙̃q(t)G(t− σ) , (4.37)

then

ψ(q̃, σ) = −(Ġ ∗ q̃)(σ) +

∫
R

dt ˙̃q(t)G(t− σ) =

∫
R

dt ˙̃q(t) [G(t− σ)−G(σ − t)] (4.38)

that only vanishes identically if G(x) is even, which is not the case. Thus, unless the nonlocal action

vanishes identically, the Euler-Lagrange equations (4.38) are not identically zero.

Let us find a sufficient condition so that the equations of motion vanish identically. As stated above,

the nonlocal Lagrangian can always be written in the form (4.32), and the nonlocal action integral and

its variation, respectively, become

S(q̃, R) =

∫
|t|≤R

dt
dW (Ttq̃, t)

dt
= W (TRq̃, R)−W (T−Rq̃,−R), (4.39)

and

δS(q̃, R) = δW (TRq̃, R)− δW (T−Rq̃,−R) (4.40)

so that the Euler-Lagrange equations are

ψ(q̃, σ) := lim
R→∞

[
δW (TRq̃, R)

δq̃(σ)
− δW (T−Rq̃,−R)

δq̃(σ)

]
≡ 0 . (4.41)

Therefore,

lim
R→±∞

δW (TRq̃, R)

δq̃(σ)
= 0 (4.42)

is a sufficient condition for the Euler-Lagrange equations to vanish identically. This condition is met

in the standard case of local W (Ttq̃, t), as discussed in Section 2.3.

4.2 The Noether theorem

The proof of the Noether theorem for a local Lagrangian, which might contain derivatives up to rth

order, involves some integrations by parts to remove the derivatives of δq(t) of orders higher than r−1.

As a consequence, the variation of the action contains some boundary terms that, in the end, give rise

to a conserved quantity. In a nonlocal Lagrangian, there is no such highest-order derivative, and the

latter scheme does not make sense. Therefore, we shall use a trick that will bring out the equivalent

of these boundary terms without resorting to the integration by parts.

Consider the infinitesimal transformations

t′(t) = t+ δt(t) , and q̃′(t) = q̃(t) + δq̃(t) . (4.43)

The nonlocal Lagrangian shall transform so that it leaves the nonlocal action integral (4.9) invariant,

that is,
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L′(Tt′ q̃
′, t′) =

∣∣∣∣ dt

dt′

∣∣∣∣L(Ttq̃, t) ≈ (1− δṫ)L(Ttq̃, t) . (4.44)

Thus, if [t0, t1] is a time interval and [t′0, t
′
1] is the transformed one according to (4.43), we get that

∫ t′1

t′0

dt′ L′(Tt′ q̃
′, t′) =

∫ t1

t0

dt L(Ttq̃, t) , (4.45)

apart from second-order infinitesimals. As S′(q̃′, t′0, t
′
1) = S(q̃, t0, t1), it follows

∫ t′1

t′0

dt L′(Ttq̃
′, t)−

∫ t1

t0

dt L(Ttq̃, t) = 0 , (4.46)

where we have replaced the dummy variable t′ with t in the first integral. Given the infinitesimal

transformations (4.43) and taking into account equation (4.44), the first integral can be approximated

to the leading order as

∫ t′1

t′0

dt L′(Ttq̃
′, t) =

∫ t1

t0

dt

{
L′(Ttq̃

′, t) +
d

dt
[L(Ttq̃, t)δt]

}
. (4.47)

Hence, equation (4.46) becomes∫ t1

t0

dt

{
L′(Ttq̃

′, t)− L(Ttq̃, t) +
d

dt
[L(Ttq̃, t)δt]

}
= 0 . (4.48)

As in the local case, we say that transformation (4.43) is a Noether symmetry if

L′(Ttq̃
′, t) = L(Ttq̃

′, t) +
d

dt
W (Ttq̃

′, t) , (4.49)

where the functional W satisfies the asymptotic condition (4.42). This way, we can ensure that the

equations of motion remain invariant under such a transformation. Consequently, using the infinitesi-

mal transformations (4.43) and equation (4.49), we find that equation (4.48) up to the leading order

is ∫ t1

t0

dt

{∫
R

dσλ(q̃, t, σ) δq̃(σ) +
d

dt
[L(Ttq̃, t)δt+W (Ttq̃, t)]

}
= 0 , (4.50)

which, adding and subtracting (4.11), becomes∫ t1

t0

dt

{
ψ(q̃, t)δq̃(t) +

d

dt
[L(Ttq̃, t)δt+W (Ttq̃, t)]

+

∫
R

dσλ(q̃, t, σ)δq̃(σ)−
∫
R

dσλ(q̃, σ, t)δq̃(t)

}
= 0 . (4.51)

Now, the trick. After suitable changes of the variable σ in the last two integrals, we arrive at∫ t1

t0

dt

{
ψ(q̃, t)δq̃(t) +

d

dt
[L(Ttq̃, t)δt+W (Ttq̃, t)]



44

+

∫
R

dξ [λ(q̃, t, t+ ξ) δq̃(t+ ξ)− λ(q̃, t− ξ, t) δq̃(t)]
}

= 0 . (4.52)

We can write the integrand in the last term on the right-hand side as

λ(q̃, t, t+ ξ) δq̃(t+ ξ)− λ(q̃, t− ξ, t) δq̃(t) =

=

∫ 1

0

dη
∂

∂η
[λ(q̃, t+ (η − 1)ξ, t+ ηξ) δq̃(t+ ηξ)]

= ξ

∫ 1

0

dη
∂

∂t
[λ(q̃, t+ (η − 1)ξ, t+ ηξ) δq̃(t+ ηξ)] . (4.53)

Provided that the nonlocal Lagrangian is a well-behaved functional since q(t) is a smooth function, the

theorems of differentiation under the integral sign are applied [74]. Thus, the integral and the partial

derivative commute. Substituting the latter expression into (4.52), we obtain∫ t1

t0

dt

{
ψ(q̃, t)δq̃(t) +

d

dt
[L(Ttq̃, t)δt+W (Ttq̃, t) + U(Ttq̃, t)]

}
, (4.54)

with

U(Ttq̃, t) :=

∫
R

dξ ξ

∫ 1

0

dη λ(q̃, t+ (η − 1)ξ, t+ ηξ) δq̃(t+ ηξ) . (4.55)

By replacing now ηξ = ρ, the latter can be written as

U(Ttq̃, t) =

∫
R

dξ

∫ ξ

0

λ(q̃, t+ ρ− ξ, t+ ρ) δq̃(t+ ρ) dρ , (4.56)

which, after inverting the order of the integrals, leads to

U(Ttq̃, t) =

∫
R

dρ δq̃(t+ ρ)

∫
R

dξ [θ(ρ) θ(ξ − ρ)− θ(−ρ) θ(ρ− ξ)] λ(q̃, t+ ρ− ξ, t+ ρ) , (4.57)

or

U(Ttq̃, t) =

∫
R

dρ δq̃(t+ ρ)

∫
R

dξ [θ(ξ − ρ)− θ(−ρ)] λ(q̃, t+ ρ− ξ, t+ ρ) , (4.58)

where θ(x) is the Heaviside step function. Replacing ζ := ρ− ξ, it becomes

U(Ttq̃, t) =

∫
R

dρ δq̃(t+ ρ)P (q̃, t, ρ) , (4.59)

with

P (q̃, t, ρ) :=

∫
R

dζ [θ(ρ)− θ(ζ)]
δL(Tt+ζ q̃, t+ ζ)

δq̃(t+ ρ)
. (4.60)

The resemblance of U(Ttq̃, t) with the “boundary terms” one encounters in Noether’s theorem for local

Lagrangians is obvious.

Finally, since the choice of the interval [t0, t1] has been completely arbitrary, we have that the

integrant must be identically zero, giving rise to
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N(q̃, t) := ψ(q̃, t) δq̃(t) +
d

dt
[L (Ttq̃, t) δt(t) +W (Ttq̃, t) + U(Ttq̃, t)] ≡ 0 , (4.61)

which is an extension of identity (2.98) to nonlocal Lagrangians that may explicitly depend on t. For

dynamic trajectories, i.e., solutions of the Euler-Lagrange equations, this identity implies that

d

dt
J(Ttq̃, t) = 0 . (4.62)

where

J(Ttq̃, t) := L (Ttq̃, t) δt(t) +W (Ttq̃, t) + U(Ttq̃, t) . (4.63)

These last results can be expressed in moving coordinates making the change q = Ttq̃, that is,

d

dt
J(q, t) = 0 , with J(q, t) = L (q, t) δt(t) +W (q, t) + U(q, t), (4.64)

and U(q, t) =
∫
R dρ δq(ρ)P (q, t, ρ) with

P (q, t, ρ) =

∫
R

dζ [θ(ρ)− θ(ζ)]
δL(Tζq, t+ ζ)

δq(ρ)
. (4.65)

4.2.1 The energy function

If the nonlocal Lagrangian does not explicitly depend on t, it is invariant under time translations;

therefore, W (Ttq̃) = 0, and the above results can be applied to the infinitesimal transformations (2.41)

and (2.44). Hence, the energy function –in moving coordinates– becomes

E(q) := −ε−1J(q) = −L (q) +

∫
R

dρ q̇(ρ)P (q, ρ) (4.66)

with

P (q, ρ) :=

∫
R

dζ [θ(ρ)− θ(ζ)]
δL(Tζq)

δq(ρ)
(4.67)

that is preserved due to (4.64).

Let us now particularize the latter for a first-order Lagrangian LL(q, q̇). Substituting (4.14) into

definition (4.60), we have that

P (q, ρ) =

∫
R

dζ [θ(ρ)− θ(ζ)]

[(
∂LL
∂q

)
(q,q̇,ζ)

δ(ζ − ρ) +

(
∂LL
∂q̇

)
(q,q̇,ζ)

δ̇(ζ − ρ)

]

= δ(ρ)
∂LL(q0, q̇0)

∂q̇0
= δ(ρ)

∂LL(q̃, ˙̃q)

∂ ˙̃q
, (4.68)

where we have included that q0 = q(0) = q̃(t) and q̇0 = q̇(0) = ˙̃q(t). The functional dependence of

P (q, ρ) on q(σ) is reduced to the initial coordinate and velocity, which are the parameters of q(σ) in

D:

P (q, ρ) = p(q0, q̇0) δ(ρ) with p(q0, q̇0) :=
∂LL(q0, q̇0)

∂q̇0
. (4.69)
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Finally, substituting (4.68) into (4.63) yields

J(q, t) := LL(q0, q̇0) δt(t) +
∂LL(q0, q̇0)

∂q̇0
δq0 , (4.70)

where we have used that L(q) = LL(q0, q̇0). The functional J(q, t) is a constant of motion (once the

Euler-Lagrange equations are applied) and only depends on the trajectory q(σ) through its initial

values (q0, q̇0). Now, plugging the infinitesimal transformations (2.41) and (2.44) into (4.70), we reach

the desired energy function for a first-order Lagrangian

E(q0, q̇0) :=
∂LL(q0, q̇0)

∂q̇0
q̇0 − LL(q0, q̇0) . (4.71)

4.3 Hamiltonian formalism

Our next aim is to set up a nonlocal Hamiltonian formalism for the Euler-Lagrange equations (4.11).

The standard procedure for first-order local Lagrangians consists of introducing the canonical momenta

and, by inverting the Legendre transformation, replacing one-half of the variables, namely the velocities,

with the momenta as coordinates in D′. With these new coordinates, the extended dynamic space

becomes the exended phase space.

This procedure is not feasible in the nonlocal case because: (a) we still have no coordinates for

D′ –it might depend on the integrodifferential equations–, and (b) the fact that D′ likely has an

infinite number of dimensions. However, it is worth noticing that, in the local first-order case, the

canonical momentum for the Legendre transformation is the prefactor of δq(t) in the conserved quantity

(2.45). Therefore, we shall use this fact to make an “educated guess” and, thus, define the Legendre

transformation for nonlocal Lagrangians.

4.3.1 The Legendre transformation

We first introduce the nonlocal Hamiltonian on the extended phase space Γ′ = K2 ×R made of points

(q, π, t) in moving coordinates, where q, π ∈ K are smooth functions, as follows

H(q, π, t) =

∫
R

dσ π(σ) q̇(σ)− L(q, t) , (4.72)

which is equipped with the following Poisson bracket

{F,G} =

∫
R

dσ

(
δF

δq(σ)

δG

δπ(σ)
− δF

δπ(σ)

δG

δq(σ)

)
. (4.73)

The Hamilton equations are

XHq(σ) =
δH

δπ(σ)
= q̇(σ) (4.74)
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XHπ(σ) = − δH

δq(σ)
= π̇(σ) +

δL(q, t)

δq(σ)
, (4.75)

where XH is the Hamiltonian vector field

XH = ∂t +

∫
R

dσ

(
q̇(σ)

δ

δq(σ)
+

[
π̇(σ) +

δL(q, t)

δq(σ)

]
δ

δπ(σ)

)
. (4.76)

As seen previously in Section 2.5.1, Hamilton’s equations can be written in a more compact form using

the contact differential 2-form

Ω′ = Ω− δH ∧ δt , where Ω =

∫
R

dσ δπ(σ) ∧ δq(σ) , (4.77)

is the symplectic form (and we have written“δ” to distinguish between the differential on the manifold

Γ′ and the “d” occurring in the notation for integrals that we have adopted here). The Hamilton

equations (4.74-4.75) are then equivalent to

iXH
Ω′ = 0 . (4.78)

So far, this Hamiltonian system in the extended phase space Γ′ has almost nothing to do with the

Euler-Lagrange equations (4.11) nor the time evolution generator D in the space D′ . However, we can

connect both through the injection

(q, t) ∈ D′ j−→ (q, π, t) ∈ Γ′ , where π(σ) := P (q, t, σ) , (4.79)

and P (q, t, σ) is the prefactor of δq(σ) in the Noether conserved quantity (4.65), that is,

P (q, t, σ) =

∫
R

dζ [θ(σ)− θ(ζ)]
δL(Tζq, t+ ζ)

δq(σ)
. (4.80)

j defines a one-to-one map from D′ into its range, j(D′) ⊂ Γ′, i.e., the submanifold implicitly

defined by the constraints

Ψ (q, t, σ) = 0 and Υ (q, π, t, σ) := π(σ)− P (q, t, σ) = 0 ∀σ ∈ R , (4.81)

and the Jacobian map jT maps the infinitesimal time evolution generator D in D′ into XH , the

Hamiltonian flow generator in Γ′ . Indeed, we have that

(
jTD

)
q(σ) = Dq(σ) =

[
Tεq(σ)

∂ε

]
ε=0

= q̇(σ) = XHq(σ) . (4.82)

Furthermore,

(
jTD

)
π(σ) = DP (q, t, σ) =

[
∂P (Tεq, t+ ε, σ)

∂ε

]
ε=0
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=
∂

∂ε

[∫
R

dζ [θ(σ)− θ(ζ)]
δL(Tε+ζq, t+ ε+ ζ)

δq(σ + ε)

]
ε=0

. (4.83)

Substituting ζ ′ = ζ + ε, we obtain

DP (q, t, σ) =
∂

∂ε

[∫
R

dζ ′ [θ(σ)− θ(ζ ′ − ε)] δL(Tζ′q, t+ ζ ′)

δq(σ + ε)

]
ε=0

=
δL(q, t)

δq(σ)
+

∫
R

dζ ′ [θ(σ)− θ(ζ ′)] ∂σ
[
δL(Tζ′q, t+ ζ ′)

δq(σ)

]
=
δL(q, t)

δq(σ)
+ ∂σ

[∫
R

dζ ′ [θ(σ)− θ(ζ ′)] δL(Tζ′q, t+ ζ ′)

δq(σ)

]
− δ(σ)Ψ(q, t, σ) , (4.84)

where we have used that θ̇(ζ) = δ(ζ) and equation (4.20). Therefore, we find that

DP (q, t, σ) =
δL(q, t)

δq(σ)
+ ∂σP (q, t, σ)− δ(σ) Ψ(q, t, σ) , (4.85)

where equation (4.65) was used. As the point (q, t) ∈ D′, the last term on the right vanishes by the

constraints (4.81), and we finally obtain

(
jTD

)
π(σ) =

δL(q, t)

δq(σ)
+ ∂σP (q, t, σ) = XHπ(σ) . (4.86)

As a corollary, XH = jTD is tangent to the submanifold j(D′), and therefore, the constraints

(4.81) are stable by the Hamiltonian flow.

To translate the Hamiltonian formalism in Γ′ into a Hamiltonian formalism in the extended dynamic

space D′, we use the fact that the pullback j∗ maps the contact form (4.77) onto the differential 2-form

ω′ = j∗Ω′ =

∫
R

dσ δP (q, t, σ) ∧ δq(σ)− δh ∧ δt , ω′ ∈ Λ2(D′) , (4.87)

where h = H ◦ j . As jTD = XH , the pullback of equation (4.78) then reads

iDω
′ = 0 . (4.88)

The reduced Hamiltonian h(q, t) and the contact form ω′ on D′ can be derived from equations

(4.72), (4.77), and (4.80), and they are respectively

h(q, t) =

∫
R2

dζ dσ [θ(σ)− θ(ζ)] q̇(σ)
δL(Tζq, t+ ζ)

δq(σ)
− L(q, t) , (4.89)

and ω′(q, t) = ω(q, t)− δh(q, t) ∧ δt, where

ω(q, t) =
1

2

∫
R3

dζ dσ dρ [θ(σ)− θ(ζ)]
δ2L(Tζq, t+ ζ)

δq(σ)δq(ρ)
δq(ρ) ∧ δq(σ) , (4.90)
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is the (pre)symplectic form4, that is, it is a closed differential 2-form, but it is not clear whether it is

non-degenerate.

We have not reached our goal yet. Due to the constraints Ψ(q, t, σ) = 0 that characterize the

dynamic space as a submanifold of the kinematic space K′, q and t are not independent coordinates in

D′ . Consequently, a final step consists of providing coordinates to D′ and showing that ω(q, t) ∈ Λ2(D′)
is non-degenerate. Therefore, we need to obtain the explicit parametric form of the submanifold D′

instead of the implicit form provided by the Euler-Lagrange equations. This fact is easy for regular local

Lagrangians (that depend on derivatives up to the rth order) because the Euler-Lagrange equations

are an ordinary differential system of order 2r, and the theorems of existence and uniqueness provide

the required parametric form. However, in the general case, deriving the explicit equations of D′ from

the implicit equations is a complex task that depends on each case.

4We have included the skew-symmetry of δq(ρ) ∧ δq(σ) to derive the latter expression.
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Chapter 5
Nonlocal Lagrangian Fields

This chapter focuses on studying the nonlocal Lagrangian and Hamiltonian formalisms with an infi-

nite number of degrees of freedom. We shall adapt the latter results to nonlocal Lagrangian fields,

considering all the peculiarities of field theories concerning mechanics. This chapter is based on [70,75].

5.1 The principle of least action

Consider the nonlocal action integral

S =

∫
R4

dxL([φA], x) , (5.1)

where the nonlocal Lagrangian density L depends on all the values φA(z), A = 1 . . .m , of the field

variables at points z other than x. We shall take x ∈ R4 for concreteness; however, the following also

holds for any number of dimensions.

As in mechanics, the class of all possible fields constitutes the kinematic space K, whether or not

they meet the field equations. This space is the subspace of all smooth functions C∞(R4;Rm) such

that L([φA], x) is locally summable. For nonlocal Lagrangians depending explicitly on the point xb,

we have to resort to the extended kinematic space K′ = K × R4.

The nonlocal Lagrangian density is a real-valued functional

([φA], xb) ∈ K′ −→ L([φA], xb) ∈ R , (5.2)

and the function φA(z) contains all information about the evolution in K′.
There is a one-to-one correspondence between the “infinite-order” Ostrogradsky formalism and the

nonlocal one based on the formal Taylor series (FTS)({
φA|b1,...,br

(x)
}
, x
)
←→

(
[φA], x

)
with φA(z + x) =

∑
|α|≤r

zα

α!
φA|α(x) , (5.3)
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where the multi-index notation has been included, namely, |α| = α1 + . . . + α4, zα = zα1
1 . . . zα4

4 ,

α! = α1! . . . α4! and,

φA|α :=
∂|α|φA

∂xα1
1 . . . ∂xα4

4

. (5.4)

Given x ∈ R4, we shall define the spacetime translation operator Tx as

([φA], 0)
Tx−→ ([Txφ

A], x) , with Txφ
A(z) = φA(z + x) , (5.5)

which has the obvious additive property Tx1
◦ Tx2

= Tx1+x2
and preserves the correspondence (5.3);

namely, the following diagram

({
φA|b1,...,br

(0)
}
, 0
)

OO
FTS

��

oo Tx //
({
φA|b1,...,br

(x)
}
, x
)

OO
FTS

��
([φA], 0) oo

Tx // ([TxφA], x)

(5.6)

is commutative. Therefore, we shall refer to the subset {([TxφA], x), x ∈ R4} ⊂ K′ as the field

trajectory starting at ([φA], 0) .

The nonlocal action integral (5.1) should be better understood as the functional on K′

S(φ) :=

∫
R4

dxL (Txφ, x) , (5.7)

where the functional dependence is understood –L
(
Txφ

A, x
)

instead of L
(
[Txφ

A], x
)
–, although the

square bracket does not emphasize it. Moreover, we also omit the superindices in the field variables

and the point coordinates unless the context makes it necessary for simplicity.

It may be divergent because we need an unbounded integration domain because the nonlocal

Lagrangian density L depends on all the values φ(z) . For this reason, we shall introduce an alternative

and more consistent formulation based on the one-parameter family of finite nonlocal action integrals

S(φ,R) =

∫
|x|≤R

dxL(Txφ, x) , ∀R ∈ R+ , (5.8)

where |x| =
√∑4

j=1(xj)2 is the Euclidean length. Then, the principle of least action reads

lim
R→∞

δS(φ,R) ≡ lim
R→∞

∫
|x|≤R

dx

∫
R4

dz
δL (Txφ, x)

δφ(z)
δφ(z) = 0 , (5.9)

for all variations δφ(z) with compact support. Consequently, the Euler-Lagrange field equations are

ψ(φ, z) = 0 , with ψ(φ, z) :=

∫
R4

dxλ(φ, x, z) and λ(φ, x, z) :=
δL (Txφ, x)

δφ(z)
. (5.10)

The dynamic fields are those φ fulfilling this equation.
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5.1.1 Local case embedded in nonlocal one

Let us see how a local Lagrangian density LL(φ, . . . φ|b1...br , x), which depends on the field derivatives

up to the rth order, fits in the formalism developed so far. The action integral

S(φ) =

∫
V

dxLL(φ, . . . φ|b1...br , x) (5.11)

has the form (5.8) provided that we take

L(Txφ, x) := LL(φ(x), . . . , φ|b1...br (x), x) . (5.12)

Whence, it follows from (5.10) that

λ(φ, x, z) =
δL (Txφ, x)

δφ(z)
=

r∑
j=0

(
∂LL

∂φ|c1...cj

)
(φ(x),...,φ|b1...br

(x),x)

(−1)jδ|c1...cj (z − x) , (5.13)

where we have included that

φ|c1...cj (x) = (−1)j
∫
R4

dz φ(z) δ|c1...cj (z − x) . (5.14)

Substituting (5.13) in (5.10), we finally arrive at

ψ(φ, z) ≡
r∑
j=0

(−1)j
∂j

∂zc1 . . . ∂zcj

(
∂LL

∂φ|c1...cj

)
(φ(z),...,φ|b1...br

(z),z)

= 0 , (5.15)

which are the Euler-Ostrogradsky equations (3.6).

5.1.2 Two ways of coordinating the extended kinematic space for fields

Following a similar procedure as in Section 4.1.2, we might coordinate the point a ∈ K′ in two ways:

either through (a) the static coordinates or through (b) the moving coordinates,

(a) K′ −→ K× R4 (b) K′ −→ K× R4

a 7−→ (φ̃, x) a 7−→ (φ, x) ,
(5.16)

where φ = Txφ̃, namely, φ(0) = φ̃(x). The spacetime translation operator acts in these coordinate

systems as

(a) (φ̃, x)
Ty−→ (φ̃, x+ y) and (b) (φ, x)

Ty−→ (Tyφ, x+ y) . (5.17)

The Euler-Lagrange equations (5.10) derived in the previous section were obtained in the context

of the static coordinates; namely, they are limited to trajectories (Txφ̃, x) ∈ K′ starting at (φ̃, 0). Thus,
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they should read as

ψ(φ̃, z) = 0 , with ψ(φ̃, z) :=

∫
R4

dy λ(φ̃, y, z) and λ(φ̃, y, z) :=
δL(Tyφ̃, y)

δφ̃(z)
. (5.18)

To transform equation (5.18) into moving coordinates, we use that (Tyφ, x + y) = (Tx+yφ̃, x + y),

and hence it becomes

Ψ(φ, x, z) = 0 , with Ψ(φ, x, z) :=

∫
R4

dy′
δL(Ty′φ, x+ y′)

δφ(z)
= ψ(φ̃, x+ z) , (5.19)

where y′ = y + x was used. Obviously, the following property is satisfied

ψ(φ̃, z) = Ψ(φ, 0, z) . (5.20)

The infinitesimal generators of spacetime translations Da, a = 1, . . . , 4, act differently depending

on the coordinates used, i.e., if F (φ, x) and F̃ (φ̃, x) denote functions expressed in each of the coordinate

systems, then

DaF̃ (φ̃, x) = ∂aF̃ (φ̃, x) and DaF (φ, x) =

[
∂F (Tx+εφ, x+ ε)

∂εa

]
ε=0

. (5.21)

Particularly, if F (φ, x) is a smooth function in C∞(R4), and we write F (φ, x)(z) := F (φ, x, z), then

DaF̃ (φ̃, x, z) = ∂aF̃ (φ̃, x, z) and DaF (φ, x, z) =

[
∂F (Tx+εφ, x+ ε, z)

∂εa

]
ε=0

. (5.22)

They are vector fields on K′ that, including the chain rule, can be written in static and moving

coordinates, respectively, as

Da = ∂a and Da = ∂a +

∫
R4

dσ φ|a(σ)
δ

δφ(σ)
, (5.23)

where D4 is the time evolution generator.

5.1.3 Euler-Lagrange equations vs constraints

Equation (5.19) is not met by any (φ, x) ∈ K′ . Therefore, the Euler-Lagrange equations act as an

implicit equation defining the dynamic space D′, i.e., the class of all dynamic fields, as a submanifold

of K′ .
Similarly, as discussed in the case of nonlocal mechanics –Section 4.1.3–, the nonlocal field equation

(5.19) is a partial integrodifferential system rather than a partial differential system, and, as a rule,

we do not have an equivalent to the Cauchy-Kowalevski theorem to turn to. For this reason, we take

(5.19) as an implicit equation or constraint defining D′ as a submanifold of K′ . We write it as

Ψ(φ, x, z) := Ψ(φ, x)(z) = 0 ∀z ∈ R4 . (5.24)
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This notation indicates that Ψ maps K′ on the space of smooth functions of z ∈ R4. The dynamic

fields are those (φ, x) that make Ψ null.

The constraints (5.24) are stable under spacetime translations, and therefore the generators Da

are tangent to the submanifold D′ ⊂ K′ . Indeed, including (5.24) and (4.24), we have that

DaΨ(φ, x, z) = Da

[∫
R4

dy
δL(Tyφ, x+ y)

δφ(z)

]
=

∂

∂εa

[∫
R4

dy
δL(Ty+εφ, x+ y + ε)

δφ(z + ε)

]
ε=0

=
∂

∂εa

[∫
R4

dy′
δL(Ty′φ, x+ y′)

δφ(z + ε)

]
ε=0

=
∂Ψ(φ, x, z + ε)

∂εa

∣∣∣∣
ε=0

, (5.25)

where the replacement y′ = y + ε has been made. Hence, if Ψ(φ, x, z) = 0 ∀z, then Ψ(φ, x, z + ε) = 0

as well; therefore

DaΨ(φ, x, z) = 0 . (5.26)

In static coordinates,

Daψ(φ̃, z) = 0 (5.27)

is trivially satisfied.

5.1.4 Nonlocal four-divergence for fields

As discussed in Section 4.1.3, a well-known feature of local theories is that, when the Lagrangian

density is a four-divergence,

LL(x) = ∂bW
b(x) , (5.28)

the Euler-Lagrange equations vanish identically –Noether symmetry–. The nonlocal case is more nu-

anced than the local one since equation (5.28) always has a solution (in fact, infinitely many). Indeed,

the general solution is

W b(x) = δb4

∫
R

dτ [θ(τ)− θ(τ − t)] LL(x, τ) + ∂cΩ
bc(x) , (5.29)

where x = (x, t) and Ωbc + Ωcb = 0 . However, as the solution W b(x) is not necessarily local, it does

not imply that the Euler-Lagrange equations for any nonlocal Lagrangian density are identically null.

Let us now search for a sufficient condition on W b(Txφ̃, x) for the Lagrangian ∂bW
b(Txφ̃, x) to

produce null field equations. The family of nonlocal actions (5.8) for such a Lagrangian density is

S(φ̃, R) =

∫
|x|≤R

dy ∂bW
b(Txφ̃, x) =

∫
|x|=R

dΣb(x)W b(Txφ̃, x) , (5.30)

where Gauss’ theorem has been applied, and dΣb(x) is the volume element on the hypersphere |x| = R.

Consequently, the principle of least action (5.9) yields the field equations

ψ(φ̃, z) := lim
R→∞

δS(φ̃, R)

δφ̃(z)
≡ lim
R→∞

∫
|x|=R

dΣb(x)
δW b(Txφ̃, x)

δφ̃(z)
, (5.31)
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and, as dΣb(x) scales as |x|3, they are identically null provided that

lim
|x|→∞

{
|x|3 δW

b(Txφ̃, x)

δφ̃(z)

}
≡ 0 , (5.32)

where the symbol ≡ means that the equalities hold for any φ̃. This condition is met if W b(Txφ̃, x) is

local, i.e., it depends only on a finite number of derivatives of φ at x.

5.2 The Noether theorem

To include non-scalar fields, we shall restore the superindex A in the field variable. Consider the

infinitesimal transformations

x′a(x) = xa + δxa(x) , φ̃′A(x) = φ̃A(x) + δφ̃A(x) . (5.33)

The nonlocal Lagrangian density transforms so that the action integral over any four-volume is pre-

served S′(V ′) = S(V), namely,

L′(Tx′ φ̃′A, x′) = L(Txφ̃
A, x)

∣∣∣∣ ∂x∂x′
∣∣∣∣ . (5.34)

Therefore, if V ′ is the transformation of the spacetime volume V according to (5.33), we get∫
V′

dx′ L′(Tx′ φ̃′A, x′) =

∫
V

dxL(Txφ̃
A, x) , (5.35)

and, consequently, ∫
V′

dxL′(Txφ̃′A, x)−
∫
V

dxL(Txφ̃
A, x) = 0 , (5.36)

where we have replaced the dummy variable x′ with x . As considered in the local case –see fig.(3.1)–,

let us assume that the volumes V ′ and V share a large region and only differ in an infinitesimal layer

close to the boundary ∂V. If dΣa is the hypersurface element on the boundary, then the volume

element close to the boundary is dx = dΣb δx
b. Hence, by neglecting second-order infinitesimals,

equation (5.36) becomes∫
V

dx
[
L′(Txφ̃′A, x)− L(Txφ̃

A, x)
]

+

∫
∂V
L(Txφ̃

A, x) δxb dΣb = 0 . (5.37)

For a Noether symmetry, we have that

L′(Txφ̃′A, x)− L(Txφ̃
A, x) = L(Txφ̃

′A, x)− L(Txφ̃
A, x) + ∂bW

b(Txφ̃
′A, x)

= ∂bW
b(Txφ̃

A, x) +

∫
R4

dy λA(φ̃, x, y) δφ̃A(y) , (5.38)

where W b(Txφ̃
A, x) is a first-order infinitesimal fulfilling the asymptotic condition (5.32), λA(φ̃, x, y) is
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defined in (5.10), ∂b is the partial derivative for xb, and second-order infinitesimals have been neglected.

Introducing the variable z = y−x in (5.38), substituting it in (5.37), and applying Gauss’ theorem,

we obtain that∫
V

dx

{
∂b

[
L(Txφ̃

A, x) δxb +W b(Txφ̃
A, x)

]
+

∫
R4

dz λA(φ̃, x, z + x) δφ̃A(z + x)

}
= 0 . (5.39)

Furthermore, including (5.10), we can write

−
∫
V

dxψA(φ̃, x) δφ̃A(x) =

∫
V

dx
{
∂b

[
L(Txφ̃

A, x) δxb
]

+

∫
R4

dz
[
λA(φ̃, x, z + x) δφ̃A(z + x)− λA(φ̃, x− z, x) δφ̃A(x)

]}
. (5.40)

Now, the trick for fields. We use the identity

λA(φ̃, x, z + x) δφ̃A(z + x)− λA(φ̃, x− z, x) δφ̃A(x) =

=

∫ 1

0

ds
d

ds

{
λA(φ̃, x+ [s− 1]z, x+ sz) δφ̃A(x+ sz)

}
=

∫ 1

0

ds zb
∂

∂xb

{
λA(φ̃, x+ [s− 1]z, x+ sz) δφ̃A(x+ sz)

}
(5.41)

that, combined with (5.40), leads to∫
V

dx

{
ψA(φ̃, x) δφ̃A(x) +

∂

∂xb

[
L(Txφ̃, x) δxb +W b(Txφ̃, x) + Πb(Txφ̃, x)

]}
= 0 , (5.42)

where Πb(Txφ̃, x) is

Πb(Txφ̃, x) :=

∫
R4

dz zb
∫ 1

0

ds λA(φ̃, x+ [s− 1]z, x+ sz) δφ̃A(x+ sz) . (5.43)

As equation (5.42) holds for any spacetime volume V, it follows that

N(φ̃, x) := ∂bJ
b(Txφ̃, x) + ψA(φ̃, x) δφ̃A(x) ≡ 0 , (5.44)

where

Jb(Txφ̃, x) : = L(Txφ̃, x) δxb +W b(Txφ̃, x)

+

∫
R4

dz zb
∫ 1

0

ds λA(φ̃, x+ [s− 1]z, x+ sz) δφ̃A(x+ sz) . (5.45)

Equation (5.44) is an identity and holds for any kinematic field φ̃. For dynamic fields, this identity

implies that the current Jb(Txφ̃, x) is locally conserved

∂bJ
b = 0 . (5.46)



58

5.2.1 The energy- and angular momentum currents

Let us particularise the conserved current (5.45) for a Poincaré symmetry. By substituting (3.27) and

(3.29) into (5.45) and assuming that the nonlocal Lagrangian density is Poincaré invariant — therefore,

W b = 0—, we find that the conserved current can be written as

Jb(Txφ̃, x) = −εa T b
a (Txφ̃, x)− 1

2
ωacJ b

ac (Txφ̃, x) , (5.47)

where

T b
a := −L(Txφ̃, x) δba +

∫
R4

dz zb
∫ 1

0

ds λA(φ̃, x+ [s− 1]z, x+ sz) φ̃A|a(x+ sz) , (5.48)

and

J b
ac := 2x[cT b

a] + S b
ac (5.49)

with

S b
ac (Txφ̃, x) := 2

∫
R4

dz zb
∫ 1

0

ds λA(φ̃, x+ [s− 1]z, x+ sz)

×
[
s z[cφ̃

A
|a](x+ sz)−MA

B[ac]φ̃
B(x+ sz)

]
(5.50)

are the canonical energy-momentum tensor, the angular momentum tensor, the orbital angular mo-

mentum tensor, and the spin current, respectively.

Since the ten parameters εa and ωac are independent, the local conservation of the current Jb(Txφ̃, x)

implies that the currents T b
a (Txφ̃, x) and J b

ac (Txφ̃, x) are separately conserved, that is,

∂bT b
a (Txφ̃, x) = 0 and ∂bJ b

ac (Txφ̃, x) = 0 , (5.51)

or

∂bT b
a = 0 and ∂bS b

ac + 2 T[ac] = 0 . (5.52)

Note that in the same way as in the local case –Section 4.2.1–, employing the Belinfante symmetrization

technique, we can build the Belinfante-Rosenfeld energy-momentum tensor that is somehow equivalent

to the canonical one.

5.2.1.1 The energy density

The component T 4
4 (Txφ̃, x) of the canonical energy-momentum tensor is the energy density1. There-

fore, using xa = (x, t) , the energy function for a dynamic field is

E(Ttφ̃, t) :=

∫
R3

dx T 4
4 (Txφ̃, x) . (5.53)

It is well-known [76] that if the field decays fast enough at spatial infinity, the continuity equation

(5.46) implies that the total energy and momentum do not depend on t. In the particular case of the

1It also applies to Belinfante-Rosenfeld’s energy-momentum tensor.
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energy function, this fact implies that

E(Ttφ̃, t) = E(φ̃, 0) =: E(φ̃) . (5.54)

In a general case, we have

E(Ttφ̃, t) :=− L(Ttφ̃, t) +

∫
R6

dx dz

∫
R

dζ

∫ 1

0

ds ζ
˙̃
φA(x + s z, t+ s ζ)

× λA(φ̃,x + (s− 1) z, t+ (s− 1)ζ,x + s z, t+ s ζ) , (5.55)

where L(Ttφ̃, t) :=
∫
R3 dxL(Txφ̃, x), za = (z, ζ) and

˙̃
φA = φ̃A|4 . After transforming the variables

u = x + s z and ρ = t+ s ζ, the integral on the right-hand side becomes∫
R6

du dz

∫
R

dζ

∫ t+ζ

t

dρ λA(φ̃,u− z, ρ− ζ,u, ρ)
˙̃
φA(u, ρ)

=

∫
R6

du dz

∫
R

dζ

∫ t+ζ

t

dρ λA(φ̃,u− z, ρ− ζ,u, ρ)
˙̃
φA(u, ρ)

=

∫
R6

du dz

∫
R2

dζdρ [θ(t+ ζ − ρ)− θ(t− ρ)]λA(φ̃,u− z, ρ− ζ,u, ρ)
˙̃
φA(u, ρ)

=

∫
R4

du
˙̃
φ(u)

∫
R4

dy
[
θ(t− y4)− θ(t− u4)

]
λA(φ̃, y, u) , (5.56)

where we have taken ua = (u, ρ) and ya = (y, σ),with y := u − z and σ := ρ − ζ. On replacing

t− u4 = −v4 and t− y4 = −w4, the last expression becomes∫
R4

du
˙̃
φ(u)

∫
R4

dy
[
θ(t− y4)− θ(t− u4)

]
λA(φ̃, y, u)

=

∫
R4

du dv4
˙̃
φ(u, t+ v4)

∫
R4

dy dw4
[
θ(v4)− θ(w4)

]
λA(φ̃,y, t+ w4,u, t+ v4) . (5.57)

Then, going back to (5.55), we arrive at

E(Ttφ̃, t) = −L(Ttφ̃, t) +

∫
R4

du
˙̃
φA(u, t+ u4)PA(φ̃, t, u) , (5.58)

where PA(φ, t, u) is

PA(φ̃, t, u) :=

∫
R4

dy
[
θ(u4)− θ(y4)

]
λA(φ̃,y, t+ y4,u, t+ u4) . (5.59)

Note that the result (5.58) can be expressed in moving coordinates –φA = Ttφ̃
A–, i.e.,

E(φ, t) := −L(φ, t) +

∫
R4

du φ̇A(u, u4)PA(T−tφ, t, u) , (5.60)
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where2

PA(T−tφ, t, u) :=

∫
R4

dy
[
θ(u4)− θ(y4)

] δL(Tyφ,y, t+ y4)

δφA(u)
. (5.61)

Therefore, the total energy in moving coordinates can be written as E(φ, t) =
∫
R3 dx E(Txφ, x),

where the energy density is

E(Txφ, x) := −L(Txφ, x) +

∫
R

du4 φ̇A(x, u4)PA(T−tφ, t,x, u
4) . (5.62)

5.2.2 The second Noether theorem: gauge transformations

In the gauge transformation case, the infinitesimal transformations (5.33) may depend on some arbi-

trary functions εα(x), α = 1 . . . N , in a nonlocal manner3,

δφ̃A(x) =

∫
R4

dy RAα (x, y) εα(y) . (5.63)

Therefore, the term ψA(φ̃, x) δφ̃A(x) in (5.44) becomes

ψA(x) δφ̃A(x) =

∫
R4

dz ψA(x)RAα (x, x+ z) εα(x+ z) , (5.64)

where we have taken y = x+ z and written ψA(x) instead of ψA(φ̃, x) to avoid an overloaded notation.

Then, using the identity

ψA(x)RAα (x, x+ z) εα(x+ z)− ψA(x− z)RAα (x− z, x) εα(x) =∫ 1

0

ds zb∂b
[
ψA(x+ [s− 1]z)RAα (x+ [s− 1]z, x+ sz) εα(x+ sz)

]
, (5.65)

equation (5.64) becomes

ψA(x) δφ̃A(x) = εα(x)N(x) + ∂bK
b(x) , (5.66)

with

Nα(x) :=

∫
R4

dy ψA(y)RAα (y, x) (5.67)

and

Kb(x) :=

∫
R4

dz

∫ 1

0

ds zb ψA(x+ [s− 1]z)RAα (x+ [s− 1]z, x+ sz) εα(x+ sz) , (5.68)

which, on introducing the variable y = x+ sz , becomes

Kb(x) :=

∫
R4

dy εα(y)

∫ 1

0

ds

sn+1
(yb − xb)ψA(ξ)RAα (ξ, y) , (5.69)

2It is worth mentioning that this result can be found more directly by using the transformations defined in Table
(3.44), which makes us verify the consistency of the results.

3For the sake of simplicity, we shall only consider the case δxb = 0.
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with ξ =
s− 1

s
y +

1

s
x. Now, substituting (5.66) into the identity (5.44), we obtain the second Noether

theorem for nonlocal Lagrangian fields4

εα(x)Nα(x) + ∂b[K
b(x) + Jb(x)] + δL(x) = 0 . (5.70)

Aiming to encompass more general transformations than only Noether symmetries, we have used the

identity (5.44) with δL(x) instead of the total divergence ∂bW
b(x). Thus, the variation of the nonlocal

Lagrangian also depends on the parameters εα(y) as

δL(x) :=

∫
R4

dy εα(y) lα(x, y) . (5.71)

Furthermore, using (5.63) and including that δxb = 0 , the current (5.45) can be written

Jb(x) :=

∫
R4

dy εα(y)

∫ 1

0

ds

sn+1

∫
R4

du (ub − xb)λA(ξ̃, u)RAα (u, y) , (5.72)

where the variable u = x+ sz has been used and ξ̃ =
s− 1

s
u+

1

s
x .

5.3 Hamiltonian formalism

We shall now set up a nonlocal Hamiltonian formalism for the Euler-Lagrange equations (5.10). The

procedure is similar to the one designed in Section 4.3 for nonlocal mechanics. For this reason, we

shall rely on table (3.44) to extend from mechanics to fields.

5.3.1 The Legendre transformation

We introduce the extended phase space Γ′ = K2 × R, which consists of the elements (φ, π, t). The

nonlocal Hamiltonian function in moving coordinates is defined as

H(φ, π, t) =

∫
R3

dxH(Txφ, Txπ,x, t) , (5.73)

where H(Txφ, Txπ,x, t) is the nonlocal Hamiltonian density

H(Txφ, Txπ,x, t) =

∫
R

dσ πA(x, σ) φ̇A(x, σ)− L(Txφ,x, t) , (5.74)

L(Txφ,x, t) is a Lagrangian density, φ = (φ1 . . . φm), π = (π1 . . . πm) ∈ K are smooth functions.

Furthermore, the Poisson bracket is

{F,G}(t) =

∫
R4

dx dσ

(
δF (t)

δφA(x, σ)

δG(t)

δπA(x, σ)
− δF (t)

δπA(x, σ)

δG(t)

δφA(x, σ)

)
, (5.75)

4This point is of interest in topics like the non-commutative U(1) theory [32]. In this particular case, the gauge
transformation does not leave the field equations invariant, as would correspond to a Noether symmetry, but transforms
them into equivalent ones, i.e., leaves the space D′ invariant [75].



62

and the Hamilton equations are

XHφ
A(x, σ) =

δH

δπA(x, σ)
= φ̇A(x, σ) (5.76)

XHπA(x, σ) = − δH

δφA(x, σ)
= π̇A(x, σ) +

∫
R3

dz
δL(Tzφ, z, t)

δφA(x, σ)
, (5.77)

where XH is the Hamiltonian vector field, XH = ∂t + {−, H}, that acts as follows:

(φA, πB , t) −→
(
Tτφ

A, TτπB , t+ τ
)
, τ b = τ δb4 . (5.78)

Hamilton’s equations can be written in a compact form through the contact 2-form

Ω′ = Ω− δH ∧ δt , where Ω =

∫
R4

dx dσ δπA(x, σ) ∧ δφA(x, σ) (5.79)

is the (pre)symplectic form. Note (again) that we have written “δ” for the differential on the manifold

Γ′ to distinguish it from the “d” used in the notation for integrals we have adopted here. Then,

Hamilton’s equations (5.76-5.77) become

iXH
Ω′ = 0 . (5.80)

So far, this Hamiltonian system in the extended phase space Γ′ has little to do with the Lagrangian

system (5.24) or the time evolution generator D4 in D′ . However, they can be connected by the

injection map

(φ, t) ∈ D′ j−→ (φ, π, t) ∈ Γ′ , where πA(x, σ) := PA(φ, t,x, σ) , (5.81)

and PA(φ, t,x, σ) is

PA(φ, t,x, σ) =

∫
R4

dz dζ [θ(σ)− θ(ζ)]
δL(TzTζφ, z, t+ ζ)

δφA(x, σ)
. (5.82)

j defines a one-to-one map from D′ into its range, j(D′) ⊂ Γ′, i.e., the submanifold is implicitly

defined by the constraints

ΨA (φ, x, z) = 0 and ΥA (φ, π, t,x, σ) := πA(x, σ)− PA(φ, t,x, σ) = 0 . (5.83)

The Jacobian map jT maps the infinitesimal time evolution generator D4 in D′ with XH , i.e., the

Hamiltonian flow generator in Γ′. Indeed, we have that

(
jTD4

)
φA(x, σ) = D4φ

A(x, σ) = φ̇A(x, σ) = XHφ
A(x, σ) . (5.84)

Furthermore, (
jTD4

)
πA(x, σ) = D4PA(φ, t,x, σ) = [∂εPA(Tεφ, t+ ε,x, σ)]ε=0 (5.85)
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and, using (5.82) and (5.77), we obtain

(
jTD4

)
πA(x, σ) = ∂ε

[∫
R3

dz

∫
R

dζ [θ(σ)− θ(ζ)]
δL(TzTζ+εφ, z, t+ ζ + ε)

δφA(x, σ + ε)

]
ε=0

=

[
∂ε

∫
R3

dz

∫
R

dζ ′ [θ(σ)− θ(ζ ′ − ε)] δL(TzTζ′φ, z, ζ
′ + t)

δφA(x, σ + ε)

]
ε=0

=

∫
R3

dz

∫
R

dζ ′
{
δ(ζ ′)

δL(TzTζ′φ, z, t+ ζ ′)

δφ(x, σ)
+ [θ(σ)− θ(ζ ′)] ∂σ

[
δL(TzTζ′φ, z, t+ ζ ′)

δφ(x, σ)

]}
= ∂σPA(φ, t,x, σ) +

∫
R3

dz
δL(Tzφ, z, t)

δφA(x, σ)
= XHπA(x, σ) , (5.86)

where we have taken ζ ′ = ζ + ε and have used the second term on the right-hand side of the last but

one line vanishes because of the field equations (5.24).

Consequently, XH = jTD4 is tangent to the submanifold j(D′), and therefore the constraints (5.83)

are stable by the Hamiltonian flow.

To translate the Hamiltonian formalism in Γ′ into a Hamiltonian formalism in the extended dynamic

space D′, we use that the pullback j∗ maps the contact form (5.79) onto the differential 2-form

ω′ = j∗Ω′ =

∫
R4

dx dσ δPA(φ, t,x, σ) ∧ δφA(x, σ)− δh ∧ δt , ω′ ∈ Λ2(D′) , (5.87)

where h = H ◦ j. Then, since jTD4 = XH , the pullback of equation (5.80) implies that

iD4
ω′ = 0 . (5.88)

The reduced Hamiltonian h(φ, t) and the contact form ω′ on D′ are derived using equations (5.73)

and (5.82), and they are

h(φ, t) =

∫
R8

dx dσ dζ dz [θ(σ)− θ(ζ)] φ̇A(x, σ)
δL(TzTζφ, z, t+ ζ)

δφA(x, σ)
− L(φ, t) , (5.89)

where L(φ, t) =
∫
R3 dxL(Txφ,x, t), and ω′(φ, t) = −δh(φ, t) ∧ δt+ ω(φ, t), and

ω(φ, t) =
1

2

∫
R12

dx dσ dz dζ dw dρ [θ(σ)− θ(ζ)]
δ2L(TzTζφ, z, t+ ζ)

δφA(x, σ)δφB(w, ρ)
δφB(w, ρ) ∧ δφA(x, σ) , (5.90)

is the (pre)symplectic form.

As in the previous chapter, we have not reached our goal yet. Because the constraints that charac-

terize the dynamic space as a submanifold of the kinematic space K′ are ΨA(φ, x, z) = 0, φA and xa are

not independent coordinates in D′ . Therefore, the remaining final step consists of coordinatizing D′.
As in the case of nonlocal mechanics, we need to obtain the explicit parametric form of the submanifold

D′ instead of the implicit form provided by the Euler-Lagrange field equations. This fact is easy for

regular local Lagrangian fields that depend on derivatives up to the rth order since Euler-Lagrange’s

field equations are a partial differential system of order 2r, and the Cauchy-Kowalewski theorem pro-

vides the sought parametric form. However, as a rule, deriving the explicit equations of D′ from the
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implicit equations is a complex task that depends on each specific case.



Chapter 6
Applications

6.1 Regular local Lagrangians

Let us consider a regular local Lagrangian LL(q̃, ˙̃q, t) = LL(Ttq̃0, Tt ˙̃q0, t) = LL(q0, q̇0, t). We shall apply

the previous section’s results to determine the canonical momenta and the Hamiltonian in the dynamic

space D′ .

As seen in Section 2.3, D′ is coordinated by (q, q̇, t). In order to calculate the momenta (4.80) in

moving coordinates, we first compute the functional derivative δL(Tζq, t + ζ)/δq(σ), where we take

L(Tζq, t+ ζ) := LL(Tζq0, Tζ q̇0, t+ ζ). Indeed, it yields

δL(Tζq, t+ ζ)

δq(σ)
= δ(ζ − σ)

(
∂LL
∂q

)
(q(ζ),q̇(ζ),t+ζ)

+ δ̇(ζ − σ)

(
∂LL
∂q̇

)
(q(ζ),q̇(ζ),t+ζ)

. (6.1)

Next, by plugging the latter into (4.80), we get that the momenta are

P (q0, q̇0, t, σ) = δ(σ) p(q0, q̇0, t) with p(q0, q̇0, t) :=
∂LL(q0, q̇0, t)

∂q̇0
. (6.2)

Therefore, the Hamiltonian (4.89) in the dynamic space D′ is

h(q0, q̇, t) = p(q0, q̇0, t) q̇0 − LL(q0, q̇0, t) , (6.3)

and the contact form (4.87) is

ω′ = δp ∧ δq0 − δh ∧ δt ∈ Λ2(D′) . (6.4)

The Hamilton equations iDω
′ = 0 are then analogous to

Dq0 = q̇0 and Dp =
∂LL(q0, q̇0, t)

∂q0
, (6.5)
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where D is the time evolution generator (2.19). Notice that they are equivalent to the Euler-Lagrange

equations in moving coordinates

∂LL(q0, q̇0, t)

∂q0
−D

(
∂LL(q0, q̇0, t)

∂q̇0

)
= 0 . (6.6)

It is important to remark that, if one wishes, one could translate the above results into static

coordinates q0 = Ttq̃0 = q̃(t), leading to the usual way of presenting these results in mechanics

textbooks [38].

We could proceed similarly with a regular rth-order Lagrangian LL(q̃, ˙̃q, . . . , q̃(r), t) to obtain the

Ostrogradsky momenta (2.101) in moving coordinates. Indeed, for this case, we get that the momenta

are

P (q, t, σ) =

∫
R

dζ g(σ, ζ)

r∑
i=1

δ(i)(ζ − σ)

(
∂LL
∂q(i)

)
(q(ζ),...,q(r)(ζ),t+ζ)

, (6.7)

where g(σ, ζ) := [θ(σ)− θ(ζ)]. Now, using the properties of the Dirac delta distribution and the

rth-derivative Leibniz General Rule formula, we arrive at

P (q, t, σ) =

r∑
i=1

∫
R

dζ(−1)i
i∑

k=1

(
i

k

)
g(k)(σ, ζ)

di−k

dζi−k

[
∂LL
∂q(i)

]
δ(ζ − σ) , (6.8)

where g(k)(σ, ζ) := dk

dζk
g(σ, ζ). Redefining the summations with i = j + 1 and k = l + 1 and using

θ̇(x) = δ(x), we get

P (q, t, σ) =

r−1∑
j=0

∫
R

dζ(−1)j
j∑
l=0

(
j + 1

l + 1

)
δ(l)(ζ)

dj−l

dζj−l

[
∂LL
∂q(j+1)

]
δ(ζ − σ) . (6.9)

Employing the “Hockey-stick identity,” we can show that the following relation for the binomial coef-

ficient holds (
j + 1

l + 1

)
=

j−l∑
k=0

(
j − k
l

)
. (6.10)

Therefore, we can write the second summation as

j∑
l=0

(
j + 1

l + 1

)
δ(l)(ζ)

dj−l

dζj−l

[
∂LL
∂q(j+1)

]
=

j∑
l=0

j−l∑
k=0

(
j − k
l

)
δ(l)(ζ)

dj−l

dζj−l

[
∂LL
∂q(j+1)

]

=

j∑
k=0

j−k∑
l=0

(
j − k
l

)
δ(l)(ζ)

dj−l

dζj−l

[
∂LL
∂q(j+1)

]
=

j∑
k=0

dj−k

dζj−k

[
δ(ζ)

dk

dζk

[
∂LL
∂q(j+1)

]]
. (6.11)

All together,

P (q, t, σ) =

r−1∑
j=0

j∑
k=0

(−1)j−k
[
− d

dζ

]k (
∂LL
∂q(j+1)

)∣∣∣∣∣
ζ=0

δ(j−k)(σ) , (6.12)

where we have used (again) the Dirac delta distribution properties. Redefining the summations with
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s = j + 1 and m = s− k − 1, we get

P (q, t, σ) =

r−1∑
m=0

pm (−1)m δ(m)(σ) , (6.13)

where pm are the Ostrogradsky momenta (2.101) in moving coordinates.

6.2 Nonlocal Lagrangian mechanics

6.2.1 Nonlocal harmonic oscillator

Consider the nonlocal action integral

S =

∫
|t|≤R

dt

[
1

2
˙̃q2(t)− ω2

2
q̃2(t) +

g

4
q̃(t)

∫
R

dζ K(ζ) q̃(t− ζ)

]
(6.14)

with K(ζ) = e−|ζ| and g ∈ R. Comparing it with expression (4.9), we have that

L (Ttq̃) =
1

2
˙̃q2(t)− ω2

2
q̃2(t) +

g

4
q̃(t)

∫
R

dζ K(ζ) q̃(t− ζ)

=
1

2
Tt ˙̃q20 −

ω2

2
Ttq̃

2
0 +

g

4
Ttq̃0

∫
R

dζ K(ζ)Ttq̃(−ζ) . (6.15)

Hence, definition (4.12) yields

λ(q̃, t, σ) = ˙̃q(t) δ̇(t− σ) +
[g

4
(K ∗ q̃)(t) − ω2 q̃(t)

]
δ(t− σ) +

g

4
q̃(t)K(t− σ) , (6.16)

where (K ∗ q̃)(t) is the convolution. Consequently, the Euler-Lagrange equations (4.11) are

ψ(q̃, σ) = −¨̃q(σ)− ω2q̃(σ) +
g

2
(K ∗ q̃)(σ) = 0 , (6.17)

which are nonlocal due to the convolution product.

We must now set up the dynamic submanifold D′ given by the constraints (6.17) in the parametric

form:

¨̃q(σ) + ω2q̃(σ)− g

2
(K ∗ q̃)(σ) = 0 . (6.18)

On differentiating twice with respect to σ and including that

d2e−|σ|

dσ2
= e−|σ| − 2 δ(σ) , (6.19)

the constraints become

q̃(iv) + (ω2 − 1) ¨̃q + (g − ω2)q̃ = 0 . (6.20)

Notice that any solution of the nonlocal equation (6.18) is also a solution of the local differential



68

Figure 6.1: Regions in the parameter space (g, ω2)

equation (6.20), while the converse is not necessarily true. The general solution of (6.20) is

q̃(σ) =

4∑
j=1

Aj eσ rj , (6.21)

where rj are the roots of the characteristic equation r4 + (ω2 − 1)r2 + g − ω2 = 0 ; that is,

r±± = ± r± , r± =

√
1− ω2

2
±
√

∆ , with ∆ =
(ω2 + 1)2

4
− g . (6.22)

For such a function q̃(σ) to be a solution of (6.18), the convolution (K ∗ q̃) must exist, which implies

that
∫∞
−∞ dτ e−|τ |+τ rj < +∞ , that is, |Re(rj)| < 1 . Therefore, the general solution of (6.18) is then

q̃(σ) =

4∑
j=1

Aj eσ rj , for those rj such that |Re(rj)| < 1 . (6.23)

This equation is the parametric equation of the dynamic submanifold D′, and the coordinates are Aj .

Since the nonlocal Lagrangian does not explicitly depend on time, we note that the equations of

motion in moving coordinates are equivalent to the equations of motion in static coordinates:

Ψ(q, t, σ) = −q̈(σ)− ω2q(σ) +
g

2
(K ∗ q)(σ) = 0 . (6.24)

Therefore, the solution structure (6.23) is the same for moving coordinates, namely,

q(σ) =

4∑
j=1

Bj eσ rj , for those rj such that |Re(rj)| < 1 . (6.25)

It is worth noting that q(0) =
∑
j B

j = q̃(t) =
∑
j A

jerjt; therefore, it implies that the relation

between Aj and Bj is: Bj = Ajerjt. Thus, to keep in mind that Bj depends implicitly on time t, let

us write Bj(t).

In Figure 6.1, the parameter space is divided into several regions according to the number and

roots rj , which are listed in the following table:
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Region real rj imaginary rj |Re(rj)| < 1

0 ω2 ≤ 2
√
g + 4− 5 0 0 0

1 g ≤ 0 2 2 2

2 ω2 ≥ g > 0 2 2 4

3 2
√
g − 1 ≤ ω2 < min{g, 1} 4 0 4

4 max{1, 2
√
g − 1} < ω2 < g 0 4 4

5 2
√
g + 4− 5 < ω2 < 2

√
g − 1 0 0 4

Discussing the stability of the solutions of (6.20) is a relatively easy task because it is a linear

equation with constant coefficients. The solutions are stable if the characteristic roots are simple and

their real part is non-positive [77, 78]. As the characteristic equation only contains even powers of r,

its roots come in pairs with different signs. Hence, the solutions are stable if all characteristic roots

are simple and imaginary, namely, whenever the parameters (g, ω2) lie in regions 1 or 4 in Figure 6.11.

The latter contradicts the widespread belief that nonlocal Lagrangians, and also local higher-order

Lagrangians, suffer from Ostrogradsky instability [51]: as energy (the Hamiltonian) is not bounded

from below, the system is unstable. In our view, this inference results from flawed reasoning that takes

a sufficient condition of stability, namely, “energy is bounded from below”, as a necessary condition.

We shall illustrate this fact later in this Section.

On the other hand, the canonical momenta (4.80) are

P (q, t, σ) = δ(σ) q̇(σ) +
g

4
θ(σ)(K ∗ q)(σ) −

g

4

∫ ∞
0

dζ K(ζ − σ) q(ζ) , (6.26)

which, by substituting (6.25) into (6.26), we then obtain that, when σ < 0,

P (q, t, σ) =

4∑
j=1

Bj(t)

(
rj δ(σ) +

g

4

eσ

rj − 1

)
, (6.27)

and, when σ > 0,

P (q, t, σ) =

4∑
j=1

Bj(t)

(
rj δ(σ) +

g

4

e−σ

rj + 1

)
. (6.28)

Thus, the canonical momentum is then

P (q, t, σ) =

4∑
j=1

Bj(t)

(
rj δ(σ) +

g

4

e−|σ|

rj + sign(σ)

)
. (6.29)

1In region 1, we have two real characteristic roots with |Re(rj)| > 1, so they do not contribute to the solution of
(6.18). They do not affect stability.
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6.2.1.1 The reduced Hamiltonian formalism when dimD′ = 5

Since the nonlocal Lagrangian does not explicitly depend on time, let us note that δL(Tζq, t+ζ)/δq(σ) =

δL(Tζq)/δq(σ) = λ(q, ζ, σ), and ω′ = ω. Therefore, we can directly substitute (6.16) into (4.90) to

obtain that the contact form is

ω′ =

4∑
j,k=1

(
rj +

g(rk − rj)
2(r2k − 1)(r2j − 1)

)
δBj(t) ∧ δB

k
(t) , (6.30)

which can be easily factored as

ω′ =

 4∑
j=1

rj δB
j
(t)

 ∧( 4∑
k=1

δBk(t)

)
+ g

 4∑
j=1

δBj(t)

1− r2j

 ∧( 4∑
k=1

rk δB
k
(t)

1− r2k

)
. (6.31)

Similarly, the reduced Hamiltonian is derived by combining (6.29) and (4.89), and it is

h =
1

2
q̇20 +

ω2

2
q20 −

g

2

∑
j,k

Bj(t)B
k
(t)

1 + rjrk − r2j − r2k
(1− r2j )(1− r2k)

. (6.32)

The coordinates Bj are related to q0 , q̇0 , . . . ,
...
q 0 through equation (6.21), which implies that∑

j

rnj B
j
(t) = q

(n)
0 , n = 0, . . . , 3 . (6.33)

Solving the latter for Bj(t) and substituting the result into (6.31), we obtain that the (pre)symplectic

form is

ω = δq̇0 ∧ δq0 +
1

g
δ
[
ω2q0 + q̈0

]
∧ δ
[
ω2q̇0 +

...
q 0

]
, (6.34)

which is non-degenerate and, therefore, symplectic. Furthermore, two pairs of canonical coordinates

are apparent

q0 , p0 := q̇0 , π0 :=
1
√
g

(ω2 q0 + q̈0), ξ0 :=
1
√
g

(ω2 q̇0 +
...
q 0) . (6.35)

In terms of them, the symplectic form becomes

ω = δp0 ∧ δq0 + δπ0 ∧ δξ0 . (6.36)

The symplectic form has an associated Poisson bracket, and the non-vanishing elementary Poisson

brackets are

{q0, p0} = {ξ0, π0} = 1 . (6.37)

Similarly, the reduced Hamiltonian (6.32) in term of (6.35) is

h(p0, q0, ξ0, π0) =
1

2
p20 +

ω2

2
q20 −

√
g q0 π0 +

1

2
π2
0 −

1

2
ξ20 , (6.38)
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and it can be easily checked that the Hamilton equations are equivalent to the fourth-order equation

(6.20). It can also be checked that the coordinate change

q0 = q̂0 , p0 = p̂0 +
g

2
q̂1 ,

√
g π0 = p̂1 +

g

2
q̂0 , ξ0 =

√
g q̂1 (6.39)

transforms the Hamiltonian (6.38) and the symplectic form (6.36) into the Hamiltonian system derived

in [79] for the same nonlocal oscillator.

As commented above, if the parameters (ω2, g) lie in subregion 4 in Figure 6.1, then the system is

stable: a small perturbation in the initial data may cause the perturbed solution to oscillate slightly

around the non-perturbed solution. At the same time, the oscillation neither blows up nor fades

away asymptotically. However, the energy –an integral of motion– is not bounded from below. As

commented above, this does not imply that the system is unstable. Indeed, the property that “energy

is bounded from below” is a sufficient, but not necessary, condition for stability.

6.2.1.2 The reduced Hamiltonian formalism when dimD′ = 3

When the parameters fall in region 1 in Figure 6.1, dimD′ = 2+1. Only two characteristic roots ± r−
contribute to the solution (6.23) of equation (6.20). By a similar procedure as in Section 6.2.1.1, we

can derive the contact form

ω′ = δp0 ∧ δq0 , with p0 := M q̇0 , (6.40)

and the Hamiltonian

h(p0, q0) =
p20

2M
+
K

2
q20 with M := 1− g

x2−
and K := ω2 − g 2x− − 1

x2−
, (6.41)

i.e., an oscillator with frequency

ω̃2 =
ω2x2− − g(2x− − 1)

x2− − g
, and x− =

1 + ω2

2
+

√
(1 + ω2)2

4
− g . (6.42)

The latter corresponds to the perturbative sector’s Hamiltonian (43-45) in [79].

6.2.2 p-adic particle

We now consider the p-adic open string Lagrangian [71,79,80] neglecting the space dependence

L = −1

2
q̃(t) e−r∂

2
t q̃(t) +

1

p+ 1
q̃p+1(t) , r =

1

2
log p , (6.43)

where p is a prime integer. The linear operator e−∂
2
t q̃(t) can be treated either as an infinite formal

Taylor series that includes the coordinate derivatives at any order or as the following convolution [81]
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e−∂
2
t q̃(t) ≡ (G ∗ q̃)(t) =

∫
R

dt′G(t′) q̃(t− t′) , where G(t) =
1

2
√
πr

e−
t2

4r . (6.44)

As far as our formalism is concerned, we shall take the second option. We shall treat the operator

e−∂
2
t through the convolution. Therefore, the nonlocal action integral (4.9) for the above Lagrangian

can be written as

S(q̃, R) =

∫
|t|≤R

dt

∫
R

dt′
[
−1

2
G(t′) q̃(t) q̃(t− t′) +

1

p+ 1
q̃p+1(t) δ(t− t′)

]
, (6.45)

where the nonlocal Lagrangian is

L (Ttq̃) = −1

2
q̃(t) (G ∗ q̃)(t) +

1

p+ 1
q̃p+1(t)

= −1

2
Ttq̃(0)

∫
R

dt′G(t′)Ttq̃(−t′) +
1

p+ 1
Ttq̃

p+1(0) . (6.46)

Furthermore, the functional derivative (4.12) is

λ(q̃, t, σ) = δ(t− σ)

[
−1

2
(G ∗ q̃)(t) + q̃p(t)

]
− 1

2
q̃(t)G(t− σ) , (6.47)

and consequently, the Euler-Lagrange equations (4.11) easily follow and have the form of a convolution

equation:

(G ∗ q̃)(t) = q̃p(t) . (6.48)

According to Vladimirov and Volovich [81], the only solutions in the space of tempered distributions

[82] are

q̃o(t) =

{
±1, 0 , if p odd

1, 0 , if p even .
(6.49)

If we relax the condition of the solutions being a tempered distribution, the convolution equation

admits other solutions. We shall focus on perturbative ones around q0(t), namely,

q̃(t) = q̃o(t) + κ ỹ(t) , (6.50)

where κ� 1 is the expansion parameter. Substituting the latter in (6.48) and using Newton’s formula

for q̃p(t), we obtain

G ∗ ỹ − p q̃p−1o ỹ = κF , with F :=

p−2∑
n=0

(
p

n+ 2

)
q̃p−n−2o κn ỹn+2 . (6.51)

For the sake of simplicity, we will focus on the case p = 2, which implies that q̃o(t) = 1 and F = ỹ2.

Thus, writing ỹ =
∑∞
n=0 κ

nỹn and expanding equation (6.51) as a power series of κ leads to
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G ∗ ỹn − 2 ỹn =
∑

m+k=n−1

ỹk ỹm , n ≥ 0 , (6.52)

which provides an iteration sequence that can be solved order by order: at each level, the equation to be

solved is linear and contains a non-homogeneous term that depends on the lower order solutions. The

general solution is the result of adding a particular solution to the general solution of the homogeneous

equation.

At the lowest order n = 0, it reads

G ∗ ỹo − 2 ỹo = 0 (6.53)

and admits exponential solutions ỹo(t) = eiαt, where the exponent factor α is a root of the spectral

equation

f(α) := e−rα
2

− 2 = 0 , (6.54)

and the parameter r comes from the kernel G defined in (6.44). The general solution of (6.53) is then

ỹo(t) =
∑
α∈S

Cα e
iαt , where S = {α ∈ C | f(α) = 0} . (6.55)

Substituting the latter in the following order (n = 1) of equation (6.52), we obtain that

G ∗ ỹ1 − 2 ỹ1 =
∑
β,γ∈S

CγCβ e
i(γ+β)t . (6.56)

Its Fourier transform is f(α) ỹ1(α) =
√

2π
∑
β,γ∈S CγCβ δ(α− β − γ); hence, we arrive at

ỹ1(t) =
∑
β,γ∈S

CγCβ
1

f(β + γ)
ei(β+γ)t (6.57)

inverting the Fourier transform. It is worth remarking that the right-hand side is finite because, as it

can be easily proved, if β, γ ∈ S , then β + γ /∈ S . Furthermore, it can be easily inferred that yn(t) is

a polynomial of degree n+ 1 in the variables Cα .

Since the nonlocal Lagrangian is not explicitly time-dependent, the equations of motion in moving

and static coordinates are equivalent; therefore, the structure of the solution in moving coordinates

shall be the same. Thus, bearing in mind q(σ) = q̃(σ + t), we find that the perturbative solution in

moving coordinates is

q(σ) = qo(σ) + κ yo(σ) + κ2 y1(σ) +O(κ3) , (6.58)

where

yo(σ) =
∑
α∈S

Yα e
iασ , with S = {α ∈ C | f(α) = 0} (6.59)
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and

y1(σ) =
∑
β,γ∈S

YγYβ
1

f(β + γ)
ei(β+γ)σ , with Yα = Cαe

iαt . (6.60)

6.2.2.1 The symplectic form

We now compute (4.90) to obtain the contact form

ω =
1

2

∫
R

dsG(s)

∫ s

0

dσ δq(σ) ∧ δq(σ − s) , (6.61)

where we have used s := σ − ζ. Thus, by combining (6.58), (6.59), and (6.60), we get that

δq(σ) = κ
∑
α

δYα

eiασ + 2κ
∑
β

Yβ
ei(α+β)σ

f(α+ β)

+O(κ3) . (6.62)

Using this expression, the integral on the right-hand side of (6.61) yields

∫ s

0

dσ δq(σ) ∧ δq(σ − s) = κ2

∑
α

s eiαs δYα ∧ δY−α −
∑

α+γ 6=0

i
(
eiαs − e−iγs

)
α+ γ

δYα ∧ δYγ

−2κ
∑
α,γ,β

(
i
(
ei(α+β)s − e−iγs

)
f(α+ β)

+
i
(
eiαs − e−i(γ+β)s

)
f(β + γ)

)
Yβ δYα ∧ δYγ
α+ β + γ

+O(κ4) , (6.63)

where we have included the fact that

∫ s

0

dσ eiνσ−iµs =


−i
ν

(
ei(ν−µ)s − e−iµs

)
ν 6= 0

s e−iµs ν = 0

(6.64)

and, if α, β, γ ∈ S , then α+ β /∈ S , and α+ β + γ 6= 0. Then, substituting (6.63) into (6.61), we can

write

ω = κ2
∑
α

ωα δYα ∧ δY−α + κ2
∑

α+γ 6=0

ω[αγ] δYα ∧ δYγ + κ3
∑
α,γ,β

ω[αγ]β Yβ δYα ∧ δYγ +O(κ4) (6.65)

with

ωα =
1

2

∫
R

dsG(s) s eiαs = 2 i α r

ωαγ =
−i

2(α+ γ)

∫
R

dsG(s)
(
eiαs − e−iγs

)
=
−i(e−rα2 − e−rγ2

)

2(α+ γ)
= 0

ωαγβ =
−i

α+ γ + β

∫
R

dsG(s)

(
ei(α+β)s − e−iγs

f(α+ β)
+
eiαs − e−i(γ+β)s

f(γ + β)

)
=

−i
α+ γ + β

(
e−r(α+β)

2 − e−rγ2

f(α+ β)
+
e−rα

2 − e−r(γ+β)2

f(γ + β)

)
= 0 , (6.66)
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where the fact that f(α) = f(γ) = f(β) = 0 has been included. Finally, we arrive at

ω = 4 i r κ2
∑
α∈S+

α δYα ∧ δY−α +O(κ4) , (6.67)

where S+ = {α ∈ C | f(α) = 0, Re(α) > 0, or Re(α) = 0, and Im(α) > 0}. It is apparent that ω is

non-degenerate, hence symplectic. Furthermore, Yα, Y−α are multiples of a pair of canonical conjugated

coordinates so the elementary non-vanishing Poisson brackets are

{Yα, Y−α} =
i

4κ2rα
. (6.68)

6.2.2.2 The Hamiltonian

In order to obtain the Hamiltonian, we proceed similarly. By substituting (6.47) into (4.89), we get

h(q) = h1(q)− L(q) , with h1(q) =
1

2

∫
R

dsG(s)

∫ s

0

dσ q(σ)q̇(σ − s) , (6.69)

and

L(q) = −1

2
q(0) (G ∗ q)(0) +

1

3
q3(0) . (6.70)

Including equations (6.58), (6.59), and (6.60), the second integral on the right-hand side becomes

∫ s

0

dσ q(σ)q̇(σ − s) =

∫ s

0

dσ

[
1 + κ

∑
α

Yαe
iασ

]
κ

×

[∑
γ

Yγ i γ e
iγ(σ−s) + κ

∑
γ,µ

YγYµ
ei(γ+µ)(σ−s)

f(γ + µ)
i(γ + µ)

]
+O(κ3) , (6.71)

which can be integrated using (6.64), and yields

∫ s

0

dσ q(σ)q̇(σ − s) = κ
∑
α

Yα
(
1− e−iαs

)
+ κ2

[∑
α

YαY−α
(
−iα s eiαs

)
+

+
∑

α+γ 6=0

YαYγ

(
γ eiαs

α+ γ
+

1

f(α+ γ)

) (
1− e−i(α+γ)s

)+O(κ3) . (6.72)

Substituting the latter into (6.63), we can write

h1 = κ
∑
α

hα Yα + κ2

 ∑
α+γ 6=0

h(αγ) YαYγ +
∑
α

kα YαY−α

+O(κ3) (6.73)

with

hα =
1

2

∫
R

dsG(s)
(
1− e−iαs

)
=

1

2

(
1− e−rα

2
)

= −1

2
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kα = −1

2

∫
R

dsG(s) i α s eiαs = 2 r α2

hαγ =

∫
R

dsG(s)

(
γ eiαs

2(α+ γ)
+

1

2 f(α+ γ)

)
·
(

1− e−i(α+γ)s
)

=
γ
(
e−rα

2 − e−rγ2
)

2(α+ γ)
+

1

2 f(α+ γ)

(
1− e−r(α+γ)

2
)

= −1 + f(α+ γ)

2 f(α+ γ)
, (6.74)

where the fact that f(α) = f(γ) = 0 has been included. We finally obtain

h1 = −κ
2

∑
α

Yα + κ2

∑
α

2 r α2 YαY−α −
∑

α+γ 6=0

1 + f(α+ γ)

2 f(α+ γ)
YαYγ

+O(κ3) . (6.75)

Proceeding similarly with equation (6.70), we arrive at

L(q) = −1

6
− κ

2

∑
α

Yα − κ2
∑
α,γ

YαYγ
1 + f(α+ γ)

2f(α+ γ)
+O(κ3) , (6.76)

and, therefore, the reduced Hamiltonian is

h =
1

6
+ 4 r κ2

∑
α∈S+

α2 YαY−α +O(κ3) , (6.77)

which agrees with [79]. The Hamilton equations following this Hamiltonian with the Poisson brackets

(6.68) are

XhYα = {Yα, h} =
∂h

∂Y−α
{Yα, Y−α} = i α Yα . (6.78)

6.3 Nonlocal Lagrangian fields

6.3.1 p-adic open string field

We consider the Lagrangian density for the p-adic open string

L = −1

2
ψ e−r�ψ +

1

p+ 1
ψp+1 with r =

1

2
ln(p) (6.79)

where � is the d’Alembert operator � = ηαβ∂α∂β , ηαβ is the inverse Minkowski metric with the

signature (+,+,+,−), and p is a prime number.

As for the kinematic space, ψ(x) is a smooth function C∞(R3+1) such that the operation

e−r�ψ(x) :=

∞∑
n=0

(−r)n

n!
�nψ(x) (6.80)

is “well-defined”. Since it is a part of the Lagrangian density (6.79), we need the series in e−r�ψ(x)

to converge in some appropriate functional space. The consequences of this requirement have been
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thoroughly analyzed in [83] and led to the conclusion that:

a) Each function ψ(x) in the kinematic space is the result of a convolution

ψ(x) := (E ∗ φ)(x) , where E(x, t) := G3(x) δ(t) , (6.81)

for some smooth function φ(x, t) that grows slowly at |x| → ∞ , that is, ∀α = (α1, . . . αn) , αj = 1 . . . 4 ,

they exist

Cα(t) > 0 , mα(t) ∈ Z+ | |∂α1...αnφ(x, t)| ≤ Cα(t)
(
1 + |x|2

)mα(t)
. (6.82)

No restriction on the behavior of φ(x, t) at large |t| is imposed.

b) The operator e−r� acts as

e−r�ψ(x) := (T ∗ φ)(x) , where T (x, t) := δ(x) G1(t) . (6.83)

The functions G1(x) and G3(x) are defined by2

Gn(x) =
1

(2
√
πr)n

e−
|x|2
4r , x ∈ Rn , n = 1 or 3 . (6.84)

Including all this analysis, in terms of the new kinematic variables φ(x) , the nonlocal Lagrangian

(6.79) becomes in static coordinates

L(Txφ̃) = −1

2
(E ∗ φ̃)(x) (T ∗ φ̃)(x) +

1

p+ 1

[
(E ∗ φ̃)(x)

]p+1

. (6.85)

For the nonlocal Lagrangian density (6.85), the functional derivative (5.10) is

λ(φ̃, x, z) = E(x− z)
{
−1

2
(T ∗ φ̃)(x) +

[
(E ∗ φ̃)(x)

]p}
− 1

2
T (x− z)(E ∗ φ̃)(x) (6.86)

where za := (z, ξ). Consequently, the Euler-Lagrange equations (5.10) quickly follow and have the

form of the convolution equation

E ∗
[
T ∗ φ̃− (E ∗ φ̃)p

]
= 0 , (6.87)

which amounts to –see Appendix A.1 for details–3

(T ∗ φ̃)(x) − (E ∗ φ̃)p(x) = 0 . (6.88)

A possible solution of (6.88) is

φ̃o(x) =

{
±1, 0 if p is odd

1, 0 if p is even .
(6.89)

2They are the heat kernels in one-dimension and three-dimension space where r plays the role of the evolution
parameter of the heat equation. See, for instance, [84].

3Considering the spatially homogeneous case, φ̃(x) := φ̃(t), the field equations are the same as for the p-adic particle
case.
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The field equation (6.88) admits other solutions [85]; however, we shall focus on the perturbative ones

around φo(x) 6= 0, namely,

φ̃(x) = φ̃o(x) + κ Φ̃(x) , (6.90)

where κ � 1 is the expansion parameter. For the sake of simplicity, we choose p = 2, which is even,

and, therefore, φ̃o(x) = 1. Thus, by substituting Φ̃(x) =
∑∞
n=0 κ

nΦ̃n(x) in the field equation (6.88),

we get

T ∗ Φ̃n − 2 E ∗ Φ̃n =
∑

l+m=n−1

(E ∗ Φ̃l)(E ∗ Φ̃m) . (6.91)

At the lowest order, n = 0, it reads

T ∗ Φ̃0 − 2 E ∗ Φ̃0 = 0 . (6.92)

The latter is an integral equation that might be solved using the Fourier transform, but this would

restrict the search to summable functions that vanish at infinity, both spatial and temporal. From

a physical point of view, this makes sense for spatial dependence; however, this restriction does not

seem appropriate as far as time dependence is concerned. For this reason, we propose that the general

solution is a superposition of “monochromatic” solutions such as Φ̃0(z) = C(z) eiαξ, where C(z) is a

summable function. Therefore, by using that

G1(ξ) ∗ eiαξ = e−rα
2+iαξ (6.93)

and plugging Φ̃o(z) into (6.92), we get

eiαξ
(
e−rα

2

C(z)− 2 (G3 ∗ C)(z)

)
= 0 , (6.94)

whose spatial Fourier transform yields

C(k) eiαξ
(
e−rα

2

− 2 e−r|k|
2
)

= 0 . (6.95)

Whereas C(k) = 0 leads to the trivial solution, non-trivial solutions are connected with the spectral

equation

e−rα
2

− 2 e−r|k|
2

= 0 , (6.96)

whose solution is the set of complex numbers

N =

{
αν(k) = s

√
|k|2 − 2

(
1 +

iπl

r

)
, k ∈ R3 , ν = (s, l) , s = ± , l ∈ Z

}
. (6.97)

We shall write

ν′ = (−s, l) , ν̃ = (s,−l) , −ν = (−s,−l) , (6.98)

then
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αν̃(k) = αν(k) , αν′(k) = −αν(k) , (6.99)

where ᾱ denotes the complex conjugate of α. Thus, the general solution of (6.92) is

Φ̃0(z) =
1

(2π)3

∫
R3

dk
∑
ν

Cν(k)ei[αν(k)ξ+k·z] (6.100)

and, as Φ̃0(z) has to be real,

C−ν(−k) = Cν(k) . (6.101)

Notice that, as α(k) is complex, the integral might diverge at |k| → ∞; however, this is not the case,

as shown in Appendix A.2 .

At the next perturbative order, n = 1, equation (6.91) yields

T ∗ Φ̃1 − 2 E ∗ Φ̃1 = (E ∗ Φ̃0)2 . (6.102)

Using (6.93), the right-hand side of this equation can be written as

(E ∗ Φ̃0)2(z) =

∫
R6

dkdp

(2π)6

∑
ν,µ

Cν(k)Cµ(p) e−r(|k|
2+|p|2)+i(k+p)·z ei[αν(k)+αµ(p)]ξ . (6.103)

Again, a particular solution (6.102) can be obtained as a superposition of “monochromatic” solu-

tions like Φ̃1(k,p) ei(k+p)·z ei[αν(k)+αµ(p)]ξ. Following the same steps as above, we arrive at

Φ̃1(z) =

∫
R6

dkdp

(2π)6

∑
ν,µ

Cν(k)Cµ(p)

fνµ(k,p)
ei [αν(k)+αµ(p)]ξ+i (k+p)·z , (6.104)

where

fνµ(k,p) := 2
[
2e−2rαν(k)αµ(p) − e−2rk·p

]
, (6.105)

and we have used that αν(k) is a solution of the spectral equation (6.96). Therefore, the general

perturbative solution up to the second order in static coordinates is

φ̃(z) = 1+κ

∫
R3

dk

(2π)3

∑
ν

Cν(k)ei[αν(k)ξ+k·z]

{
1 + κ

∫
R3

dp

(2π)3

∑
µ

Cµ(p)

fνµ(k,p)
ei [αµ(p)ξ+p·z]

}
. (6.106)

As in the p-adic particle case, since the Lagrangian density does not explicitly depend on the

spacetime coordinates xa, the Euler-Lagrange equations in moving coordinates are equivalent to the

static ones, so the solution structure is equivalent. Therefore, if we take into account that φ(z) =

φ̃(x+ z) , we can arrive at

φ(z) = 1+κ

∫
R3

dk

(2π)3

∑
ν

Aν(k)ei[αν(k)ξ+k·z]

{
1 + κ

∫
R3

dp

(2π)3

∑
µ

Aµ(p)

fνµ(k,p)
ei [αµ(p)ξ+p·z]

}
, (6.107)
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where Aµ(k) := Cµ(k) ei[αν(k)t+k·x] is the relation that keeps the transformation of the solution between

moving and static coordinates.

6.3.1.1 The symplectic form

We find that the momenta (5.82) are

P (φ, t, y) = −1

2

∫
R

dξ [θ(τ)− θ(ξ)]G1(ξ − τ) (E ∗ φ)(y,ξ) , (6.108)

and, therefore, the contact form (5.90) becomes

ω = −1

2

∫
R4

dy dsG1(s)

∫ s

0

dτ (E ∗ δφ)(y,τ−s) ∧ δφ(y, τ) , (6.109)

where we have introduced the change s = ξ − τ . Taking now equation (6.107), we obtain that, after a

bit of algebra4, the contact form is

ω = i

∫
R3

dk
∑
l∈Z

δBl(k) ∧ δB†l (k) +O(κ4) , (6.110)

where the new variables

Bl(k) :=
2κ e−r|k|

2

(2π)3/2

√
r αl(k)A(+,l)(k) and B†l (k) := B−l(k) (6.111)

have been introduced. It is apparent that: (a) ω is non-degenerate, hence symplectic, and (b) the

modes Bl(k) and B†j (k) are a system of canonical coordinates whose elementary Poisson brackets are

{Bl(k), B†j (k
′)} = i δlj δ(k− k′) +O(κ4) , {Bl(k), Bj(k

′)} = {B†l (k), B†j (k
′)} = O(κ4) . (6.112)

6.3.1.2 The Hamiltonian

Substituting the momenta (6.108) in equation (5.89), we obtain that the Hamiltonian is

h(φ) = −L(φ) +
1

2

∫
R3

dy

∫
R

dsG1(s)

∫ s

0

dξ φ̇(y, ξ − s) (E ∗ φ)(y,ξ) (6.113)

where we have defined s = ξ − τ and L(φ) :=
∫
R3 dxL(Txφ,y, 0) with L given by (6.85).

Again, taking the perturbative expansion of φ(z) up to κ2 terms, we obtain that the Hamiltonian

is5

h =
Vy
6

+

∫
R3

dk
∑
l∈Z

αl(k)Bl(k)B†l (k) +O(κ3) , (6.114)

where Vy =
∫
R3 dy is an infinite contribution to the Hamiltonian, which is associated with the (di-

4As the calculations are very similar to the p-adic particle, we shall not make them explicit. If the reader is interested
in the detail of the derivation, see Appendix A.3 of [70].

5As above, see Appendix A.4 of [70] for details.
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vergent) vacuum energy. This problem may be highly complex to treat when gravity is present [86].

However, as gravity is absent, we can drop it [61]. Moreover, the Hamiltonian is treated as the gener-

ator of the dynamics of our system. Therefore, this term will not affect Hamilton’s equations because

it is merely a constant. Hence, the Hamilton equations for this Hamiltonian with the Poisson brackets

(6.112) are

XhBj(k) = i αj(k)Bj(k) and XhB
†
j (k) = −i αj(k)B†j (k) . (6.115)

6.3.1.3 The energy-momentum tensor

In [71], an expression of the energy-momentum tensor for the homogeneous infinite-order p-adic La-

grangian is obtained in a non-closed form (i.e., expressed as an infinite series). Since our formalism

allows us to calculate both the canonical energy-momentum tensor T ab and the Belinfante-Rosenfeld

energy-momentum tensor Θab in a closed form (i.e. with the infinite series summed), we shall now

particularise these expressions for the perturbative p-adic open string case. Before calculating these

tensors, we must take into account these two observations:

a) The nonlocal Lagrangian density (6.79) is Poincaré invariant if the ψ̃ field transforms as a

scalar, i.e., ψ̃′(x′) = ψ̃(x). However, note that the φ field cannot be a Poincaré scalar because its

definition (6.81) is not. Therefore, we will require that the ψ̃ field transforms as a scalar to obtain the

transformation rule of φ̃ that leaves the nonlocal Lagrangian density (6.85) Poincaré invariant (i.e.,

with W b = 0). Indeed, this transformation is –see Appendix A.5 for details–

δφ̃(x) = −
(
εc + ωcbxb

)
∂cφ̃(x) + ωab

[
2r δ4[aδ

i
b] ∂i

˙̃
φ(x)

]
. (6.116)

As one can observe, the last term causes the φ̃ field not to be a Poincaré scalar. Indeed, this term shall

contribute to the spin part. Fortunately, due to this additional term’s structure, we do not need to

recalculate Section 5.2.1 since the structure of (6.116) is equivalent to (3.29). We only need to change

the ωabMA
B[ab]φ

b term by the last term of (6.116).

b) Both the canonical and the Belinfante-Rosenfeld energy-momentum tensor are conserved at any

solution of (6.88); therefore, we have to consider the p-adic Lagrangian density and λ(φ̃, x, z) with the

Euler-Lagrange (EL) equations applied to obtain them, that is,

Ξ(Txφ̃) := L(EL)(Txφ̃) = −1

6

[
(E ∗ φ̃)(x)

]3
(6.117)

and

Υ(x, z) := λ(EL)(φ̃, x, z) =
1

2

[
E(x− z)(T ∗ φ̃)(x) − T (x− z)(E ∗ φ̃)(x)

]
. (6.118)

Thus, bearing in mind the second observation and using (6.117) and (6.118), the canonical energy-

momentum tensor in closed form is

T b
a (Txφ̃, x) = −Ξ(Txφ̃) δba +

∫ 1

0

ds

∫
R4

dz Υ(x+ [s− 1]z, x+ sz) zb φ̃|a(x+ sz) . (6.119)

Now, using (6.118) and bearing in mind both the first and second observations, the spin current (5.50)
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is

S b
ac (Txφ̃, x) = 2

∫
R4

dz zb
∫ 1

0

dsΥ(x+ [s− 1]z, x+ sz)

×
[
s z[cφ̃|a](x+ sz) + 2 r δ4[cδ

i
a]

˙̃
φ|i(x+ sz)

]
. (6.120)

With the last expression (6.120), we find that Wcba(Txφ̃, x) is

Wcba =

∫
R4

dz

∫ 1

0

dsΥ(x+ [s− 1]z, x+ sz)
[
s (zazb δcg − zazc δbg) φ̃|g(x+ sz)

+2 r
(
z(aηb)4ηcf − z(aηb)fη4c − zcη4[aηb]f

)
˙̃
φ|f (x+ sz)

]
, (6.121)

where we have used the fact that η4[cηa]i
˙̃
φ|i(x+sz) = η4[cηa]f

˙̃
φ|f (x+sz) because of the antisymmetry.

Finally, deriving concerning xc equation (6.121) and using the property zcA|c(x+ sz) = d
dsA(x+ sz)

and integration by parts, we obtain

∂cW
cba = −

∫
R4

dz
{
za Υ(x, x+ z)φ̃|b(x+ z) + 2 r η4[a

(
Υ(x, x+ z)

˙̃
φ|b](x+ z)−Υ(x− z, x)

˙̃
φ|b](x)

)
−
∫ 1

0

ds
[
s zazb∂c[Υ(x+ [s− 1]z, x+ sz)φ̃|c(x+ sz)] + zaΥ(x+ [s− 1]z, x+ sz)φ̃|b(x+ sz) (6.122)

+2 r z(a
(
ηb)4 ∂f [Υ(x+ [s− 1]z, x+ sz)

˙̃
φ|f (x+ sz)]− ∂4[Υ(x+ [s− 1]z, x+ sz)

˙̃
φ|b)(x+ sz)]

)]}
.

Therefore, putting (6.119) and (6.122) together, we obtain the Belinfante-Rosenfeld tensor in closed

form

Θab(Txφ̃, x) = −Ξ(Txφ̃)δab −
∫
R4

dz
{

Υ(x, x+ z)zaφ̃|b(x+ z) + 2 r η4[a
(

Υ(x, x+ z)
˙̃
φ|b](x+ z)

−Υ(x− z, x) φ̇|b](y)
)
−
∫ 1

0

ds
[
s zazb ∂c[Υ(x+ [s− 1]z, x+ sz)φ̃|c(x+ sz)]

+2 Υ(x+ [s− 1]z, x+ sz) z(aφ̃|b)(x+ sz) + 2 r z(a
(
ηb)4 ∂f [Υ(x+ [s− 1]z, x+ sz)

˙̃
φ|f (x+ sz)]

−∂4[Υ(x+ [s− 1]z, x+ sz)
˙̃
φ|b)(x+ sz)]

)]}
. (6.123)

It is worth mentioning that the Belinfante-Rosenfeld tensor depends on the solution that the theory

might present. For this reason, we use the perturbative solution (6.106) to obtain its components

explicitly.

The first element to be calculated is the (4, 4)-component, which indicates the energy density of

the system associated with the perturbative solution. Therefore, the energy density is

Θ 4
4 (Txφ̃, x) = −Ξ(Txφ̃) +

∫ 1

0

ds

∫
R4

dz z4
{

Υ(x+ [s− 1]z, x+ sz)
˙̃
φ(x+ sz)

−s zi ∂i
[
Υ(x+ [s− 1]z, x+ sz)

˙̃
φ(x+ sz)

]
− ∂i

[
s z4 Υ(x+ [s− 1]z, x+ sz)

˙̃
φ|i(x+ sz)

−2 rΥ(x+ [s− 1]z, x+ sz)
˙̃
φ|i(x+ sz)

]}
, (6.124)



83

and, including

Υ(x+ [s− 1]z, x+ sz) =
1

2

[
δ(ξ)G3(z)(T ∗ φ̃)(x+[s−1]z) − δ(z)G1(ξ)(E ∗ φ̃)(x+[s−1]z)

]
, (6.125)

it simplifies as

Θ 4
4 (Txφ̃, x) =− Ξ(Txφ̃)− 1

2

∫ 1

0

ds

∫
R

dξ ξ G1(ξ)
{

(E ∗ φ̃)(x,t+[s−1] ξ)
˙̃
φ(x, t+ s ξ)

−∂i
[
(E ∗ φ̃)(x,t+[s−1]ξ)

(
s ξ φ̃|i(x, t+ s ξ)− 2 r

˙̃
φ|i(x, t+ s ξ)

)]}
. (6.126)

Taking (6.106) and computing the integrals, it becomes –after a tedious computation–

Θ 4
4 (x) =

1

6
+ κ

1

Θ 4
4 (x) + κ2

2

Θ 4
4 (x) +O(κ3) , (6.127)

where

1

Θ 4
4 (x) :=

1

2

∫
R3

dk

(2π)3

∑
ν

Cν(k) ei(αν(k)t+k·x)

×
[
1− e−r|k|

2

− |k|2

2αν(k)2

(
e−r|k|

2

+ r αν(k)2 − 1

2

)]
(6.128)

and

2

Θ 4
4 (x) :=

1

2

∫
R6

dk dp

(2π)6

∑
ν,µ

Cν(k)Cµ(p) ei([αν(k)+αµ(p)]t+[k+p]·x)

[
1− e−r(k+p)2

fνµ(k,p)

− (k + p)2

fνµ(k,p)[αν(k) + αµ(p)]2

(
e−r[αν(k)+αµ(p)]

2

+ 2r [αν(k) + αµ(p)]2 − 1
)

+
k · (k + p) e−2r|p|

2

2 [αν(k) + αµ(p)]2

(
e−r(|k|

2−|p|2) + 2r αν(k)[αν(k) + αµ(p)]− 1
)

+
αν(k) e−r|p|

2

[αν(k) + αµ(p)]

(
e−rαµ(p)

2

− e−rαν(k)
2
)]

. (6.129)

From the last two expressions, it is easy to prove that if we calculate the total energy of the system at

t = 0, it coincides with the Hamiltonian (6.114) since∫
R3

dx
1

Θ 4
4 (x, 0) = 0, (6.130)

and

E − Vx
6

= h− Vx
6

=

∫
R3

dx
2

Θ 4
4 (x, 0) =

∫
R3

dk
∑
l∈Z

αl(k)Bl(k)B†l (k) . (6.131)

where Vx =
∫
R3 dx is the vacuum energy. It is necessary to highlight this result. Note that the system’s

total energy (or the Hamiltonian for this case) is not affected by choice of tensor. As we have just

shown, either through the canonical or the Belinfante-Rosenfeld energy-momentum tensor, the result
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remains the same, as might be expected, since the system’s total energy is not modified.

The second element is the (i, j)-component, which indicates the system’s pressure. Thus, the

pressure is

Θij(Txφ̃, x) = −Ξ(Txφ̃)δij −
∫
R4

dz

{
Υ(x, x+ z)ziφ̃|j(y + z)−

∫ 1

0

ds
[
s zizj

×∂c[Υ(x+ [s− 1]z, x+ sz)φ̃|c(x+ sz)] + 2 Υ(x+ [s− 1]z, x+ sz) z(iφ̃|j)(x+ sz)

+2 r z(i∂4[Υ(x+ [s− 1]z, x+ sz)
˙̃
φ|j)(x+ sz)]

]}
(6.132)

that, including (6.125), simplifies as

Θij(Txφ̃, x) = −Ξ(Txφ̃)δij − 1

2
(T ∗ φ̃)(x)

∫
R3

dzG3(z) ziφ̃|j(x + z, t)

+
1

2

∫ 1

0

ds

∫
R3

dzG3(z)
{
s zi zj∂c

[
(T ∗ φ̃)(x+(s−1) z,t) φ̃

|c(x + s z, t)
]

(6.133)

+2 (T ∗ φ̃)(x+(s−1) z,t) z
(iφ̃|j)(x + s z, t) + 2 r z(i∂4

[
(T ∗ φ̃)(x+(s−1) z,t)

˙̃
φj)(x + s z, t)

]}
.

By taking (6.106), the last expression becomes

Θij(x) =
δij

6
+ κ

1

Θ ij(x) +O(κ2) , (6.134)

where

1

Θ ij(x) =
1

2

∫
R3

dk

(2π)3

∑
ν

Cν(k) ei(αν(k)t+k·x)
[ (
δij + 2 r ki kj

)
e−r|k|

2

+2
ki kj

|k|2

{(
e−r|k|

2

− 1
) (

1− r αν(k)2
)

+
|k|2 − αν(k)2

|k|2
(

1−
[
1 + r |k|2

]
e−r|k|

2
)}]

. (6.135)

Again, it is important to highlight this result. Note that the tensor is symmetric in (i, j)-indices due to

the Belinfante-Ronsenfeld symmetrization technique, as expected. Therefore, this fact ensures that we

can use this tensor in theories that need to be symmetric, for instance, General Relativity. Likewise,

if we calculate the pressure exerted on a spherical surface A of radius R at t = 0, we get

Σi :=

∫
A

Θij(x, 0) d2Aj = κ
1

Σ i +O(κ2) , (6.136)

where

1

Σ i := 4π i

∫
R3

dk

(2π)3

∑
ν

Cν(k)
k̂i

|k|2
[sin(R |k|)− |k|R cos(R |k|)]

[
1

2

(
1 + 2 r |k|2

)
e−r|k|

2

+
(
e−r|k|

2

− 1
) (

1− r αν(k)2
)

+
|k|2 − αν(k)2

|k|2
(

1−
[
1 + r |k|2

]
e−r|k|

2
)]

, (6.137)

and k̂i is the unitary vector of ki. One might think that the pressure is imaginary because of the i
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factor in front; however, it can be proved that using equations (6.99) and (6.101), it is indeed a real

value, as expected.

By analogy with the electromagnetic case, the last two remaining elements are the elements of the

Poynting vector

Θi4(Txφ̃, x) =

∫
R4

dz

{
Υ(x, x+ z) zi

˙̃
φ(x+ z) +

∫ 1

0

ds
[
s z4 zi∂c

[
Υ(x+ [s− 1]z, x+ sz)φ̃|c(x+ sz)

]
+2 Υ(x+ [s− 1]z, x+ sz)z(4 φ̃|i)(x+ sz)− 2 r z(i∂j

[
Υ(x+ [s− 1]z, x+ sz)

˙̃
φ|j)(x+ sz)

]]}
(6.138)

and

Θ4i(Txφ̃, x) =

∫
R4

dz
{
−Υ(x, x+ z) z4 φ̃|i(x+ z) + 2 r

[
Υ(x, x+ z)φ̇|i(x+ z)−Υ(x− z, x)

˙̃
φ|i(x)

]
+

∫ 1

0

ds
[
s z4 zi∂c

[
Υ(x+ [s− 1]z, x+ sz)φ̃|c(x+ sz)

]
+ 2 Υ(x+ [s− 1]z, x+ sz)z(4 φ̃|i)(x+ sz)

−2 r z(i∂j

[
Υ(x+ [s− 1]z, x+ sz)

˙̃
φ|j)(x+ sz)

]]}
, (6.139)

respectively. Including (6.125) and

Υ(x, x+ z) =
1

2

[
δ(ξ)G3(z) (T ∗ φ̃)(x) − δ(z)G1(ξ) (E ∗ φ̃)(x)

]
Υ(x− z, x) =

1

2

[
δ(ξ)G3(z) (T ∗ φ̃)(x−z) − δ(z)G1(ξ) (E ∗ φ̃)(x−z)

]
, (6.140)

they become

Θi4(Txφ̃, x) =
1

2
(T ∗ φ̃)(x)

∫
R3

dz zi G3(z)
˙̃
φ(x + z, t)

− 1

2

∫ 1

0

ds

[∫
R

dξ ξ G1(ξ)(E ∗ φ̃)(x,t+(s−1)ξ) φ̃
|i(x, τ + s ξ)

+

∫
R3

dz zi G3(z)(T ∗ φ̃)(x+(s−1)x,t)
˙̃
φ(x + s z, τ)

+2 r

∫
R3

dzG3(z) z(i ∂j

[
(T ∗ φ̃)(x+(s−1) z,t)

˙̃
φ|j)(x + sx, τ)

]]
(6.141)

and

Θ4i(Txφ̃, x) =(E ∗ φ)(x)

∫
R

dξ G1(ξ)

[
1

2
ξ φ̃|i(x, t+ ξ)− r ˙̃

φ|i(x, t+ ξ)

]
+ r

˙̃
φ|i(y)

[∫
R

dξ G1(ξ)(E ∗ φ̃)(x,t−ξ) −
∫
R3

dzG3(z)(T ∗ φ̃)(x−z,t)

]
+ r (T ∗ φ̃)(x)

∫
R3

dzG3(z)
˙̃
φ|i(x + z, t)

− 1

2

∫ 1

0

ds

[∫
R

dξ ξ G1(ξ)(E ∗ φ̃)(x,t+(s−1)ξ) φ̃
|i(x, t+ s ξ)
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+

∫
R3

dz zi G3(z)(T ∗ φ̃)(x+(s−1) z,t)
˙̃
φ(x + s z, t)

+2 r

∫
R3

dzG3(z) z(i ∂j

[
(T ∗ φ̃)(x+(s−1) z,t)

˙̃
φ|j)(x + sx, t)

]]
. (6.142)

As above, taking (6.106), we finally obtain –after a tedious computation–

Θ4i(x) = Θi4(x) = κ
1

Θ i4(x) + κ2
2

Θ i4(x) +O(κ3) , (6.143)

where

1

Θ i4(x) =
κ

2

∫
R3

dk

(2π)3

∑
ν

Cν(k) ei(αν(k)t+k·x) ki

×
[
αν(k)

|k|2
(

1− e−r|k|
2
)

+
1

αν(k)

(
1− 2 e−r|k|

2
)
− 2 r αν(k)

]
(6.144)

and

2

Θ i4(x) =
1

2

∫
R6

dk dp

(2π)6

∑
ν,µ

Cν(k)Cµ(p) ei([αν(k)+αµ(p)]t+[k+p]·x)

×

[
ki

(
e−r|p|

2

αν(k) + αµ(k)

[
e−rαµ(k)

2

− e−rαν(k)
2
]
− 4 r αν(k) e−r(|k|

2+|p|2)

)
(6.145)

+
(k + p)i(αν(k) + αµ(p))

fνµ(k,p)

(
2 r
[
1− 2 e−r|k+p|2

]
+

1− e−r(αν(k)+αµ(p))2

(αν(k) + αµ(p))2
+
e−r|k+p|2 − 1

|k + p|2

)]
.

Now, if we integrate the whole volume at t = 0, we obtain the i-components of linear momentum P i,

P i :=

∫
R3

dx Θi4(x, 0) = −2 r κ2
∫
R3

dk

(2π)3

∑
µ 6=ν′,ν

Cν(k)Cµ(−k) ki αν(k) e−2 r |k|
2

+O(κ3) . (6.146)

With equations (6.99) and (6.101), it can be proved that the last expression is real, as expected.

Therefore, everything holds.

6.3.2 The energy-momentum tensor for a dispersive medium

Let us postulate that the following nonlocal action integral describes a homogeneous isotropic dispersive

medium6

S(Ã) =
1

4

∫
|x|≤R

dx F̃ab(x)
(
Mabcd ∗ F̃cd

)
(x)

, (6.147)

where F̃ab(x) = Ãb|a(x)−Ãa|b(x) , and Mabcd(x) is known as the dielectric tensor and has the following

structure:

Mabcd(x) = (2π)−2
[
m(x) η̂a[cη̂d]b + 2ε(x)u[aη̂b][cud]

]
. (6.148)

6For the reader who is more interested in the motivation of postulating this action integral to describe a dispersive
media, we suggest reading [26].
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The functions m(x) and ε(x) are the Fourier transforms of µ−1(ω,k) and ε(ω,k) , namely, the dielectric

and magnetic functions; moreover, η̂ab := ηab + uaub is the projector onto the hyperplane orthogonal

to ub, where this ub is the proper velocity for the laboratory frame; namely, a four-vector ub = (γ u, γ)

with γ = (1− v2)−1/2 and the standard three-velocity v.

In addition, Mabcd(x) a skewsymmetric tensor in both pairs of indices

Mabcd(x) = −M bacd(x) = −Mabdc(x) and Mabcd(−x) = M cdab(x) , (6.149)

which, particularized to the specific form (6.148), amounts to require that m and ε are even functions,

m(−x) = m(x) and ε(−x) = ε(x) . (6.150)

See that the nonlocal action (6.147) also includes the local (namely, the non-dispersive) case since

Mabcd(x− y) = Mabcd
o δ4(x− y), where Mabcd

o is a constant tensor.

The nonlocal Lagrangian density for dispersive media is then

L(TxÃ) =
1

4
F̃ab(x)

(
Mabcd ∗ F̃cd

)
(x)

, (6.151)

which is nonlocal because L depends on the field derivatives Ãb|a and, due to the convolution, it also

depends on the values Ãb|a at any other point. The functional derivative (5.10) is

λb(Ã, x, z) :=
1

2
δ|a(x− z) H̃ab(x) + Ãe|a(x)Maecb

|c(x− z) , (6.152)

where

H̃ab(x) := 2
(
Mabcd ∗ Ãd|c

)
(x)

=
(
Mabcd ∗ F̃cd

)
(x)

(6.153)

has been included and is known as the displacement tensor. Consequently, the Euler-Lagrange equa-

tions (5.10) become

∂aH̃
ab(x) = 0 . (6.154)

6.3.2.1 The canonical energy-momentum tensor and the spin current

Let us find the canonical energy-momentum tensor and the spin current for the case we are considering.

Using (6.152) and the symmetry condition (6.149), the integrand of (5.48) becomes

λb(Ã, x+ [s− 1]z, x+ sz) Ãb|a(x+ sz) =

− 1

2

{
δ|a(z) H̃ab(x+ [s− 1]z) + F̃ae(x+ [s− 1]z)M cbae

|c(z)
}
Ãb|a(x+ sz) . (6.155)

Therefore, the canonical energy-momentum tensor (5.48) is

T ab = −L(TxÃ) ηab +
1

2
H̃bc(x) Ã |a

c (x)
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− 1

2

∫
R4

dz zb
∫ 1

0

ds F̃fe(x+ [s− 1]z)Mdnfe
|d(z) Ã

|a
n (x+ sz) . (6.156)

As the field Ãa transforms as a covariant vector Ã′a(x′) = Ãa(x)−ωbaÃb(x), it implies that equation

(3.29) is δÃa(x) = −ωbaÃb(x)− Ãa|cδxc, which we can identify the term MA
B[ab] of equation (3.29) as

MA
B[ab] = δA[aηb]B . (6.157)

Thus, plugging (6.157) into (5.50), we find that the spin current is

S b
ac = H̃b

[c(x)Ãa](x) +

∫
R4

dz zb
∫ 1

0

ds F̃fe(x+ [s− 1]z)Mdnfe
|d(z)

×
{
ηn[aÃc](x+ sz) + sz[aÃn|c](x+ sz)

}
. (6.158)

It is easy to check that for the local case (i.e., for the non-dispersive case) Mdnfe(x) ∝ δ(x),

equations (6.156) and (6.158) become

T b
a = −L δba + H̃bc Ãc|a and S b

ac = 2H̃b
[cÃa] , (6.159)

as expected.

6.3.2.2 The Belinfante-Rosenfeld energy-momentum tensor

In the case of our nonlocal Lagrangian density (6.151), the canonical energy-momentum tensor (6.156)

is not symmetric; however, let us use the Belinfante-Rosenfeld symmetrization technique to construct

the Belinfante-Rosenfeld energy-momentum tensor Θba.

First, let us substitute (6.158) in (3.38); it leads to

Wcab =
1

2
H̃ca(x)Ãb(x) +

1

2

∫
R4

dz

∫ 1

0

ds F̃fe(x+ [s− 1]z)Mdnfe
|d(z)

×
{

2s zbz[cÃ
a]
|n(x+ sz) +

(
δ[cn η

a]mzb + δ[cn η
b]mza − δ[an ηb]mzc

)
Ãm(x+ sz)

}
. (6.160)

When calculating ∂cWcab, the combination zc∂c shall occur in several instances as

zc∂cP (x+ sz, z) =
∂

∂s
P (x+ sz, z) , (6.161)

where P (x+ sz, z) is a product of F̃fe(x+ [s− 1]z) times either Ãm(x+ sz) or its derivative. This fact

allows us to compute some integrals on s as∫ 1

0

ds zc∂cP (x+ sz, z) = P (x, x+ z)− P (x− z, x)∫ 1

0

ds s zc∂cP (x+ sz, z) = P (x, x+ z)−
∫ 1

0

ds P (x+ sz, z) . (6.162)
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Hence, from (6.160) and after a bit of algebra, it follows that

∂cWcab =
1

2
H̃ca(x)Ãb|c(x) +

1

2
F̃fe(x)

∫
R4

dzMdnfe
|d(z)

[
zb Ã |an (x+ z) + δ[bn Ã

a](x+ z)
]

+
1

2

∫
R4

dz

∫ 1

0

dsMdnfe
|d(z)

{
δ[cn

(
ηa]mzb + ηb]mza

)
∂c

[
F̃fe(x+ [s− 1]z) Ãm(x+ sz)

]
−zbF̃fe(x+ [s− 1]z) Ã |a

n (x+ sz)− szbza∂c
[
F̃fe(x+ [s− 1]z) Ã |c

n (x+ sz)
]}

. (6.163)

Substituting in (3.37) leads to

Θba =
1

2
H̃ca(x)F̃ b

c (x)− 1

4
ηabF̃ed(x)H̃ed(x)

+
1

2
F̃fe

[(
Mfed[b ∗ F̃ a]d

)
(x)

+
(
Mfed(b;a) ∗ Ãd

)
(x)

+
1

2

([
ybMfedn

]
∗ F̃ |a

dn

)
(x)

]
− 1

2

∫
R4

dzMndfe(z)
∂

∂zd

∫ 1

0

ds z(a
{
F̃fe(x+ [s− 1]z)

[
Ã |b)n (x+ sz) + F̃ b)n(x+ sz)

]
− F̃fe|n(x+ [s− 1]z)Ãb)(x+ sz) + δb)n

[
F̃fe(x+ [s− 1]z)Ãc(x+ sz)

]
|c

+szb)
[
F̃fe(x+ [s− 1]z)Ã |c

n (x+ sz)
]
|c

}
. (6.164)

To check that the result is consistent, for the local case (non-dispersive media), we obtain that Θba is

Θba = H̃acF̃ bc −
1

4
ηba H̃mnF̃mn , (6.165)

which is indeed the Minkowski energy-momentum tensor [87].

Of course, it is not symmetric and does not have to be. Recall that the Belinfante-Rosenfeld tensor

Θba is symmetric if the angular momentum current J b
ca is conserved [66], which would follow from the

Noether theorem and the Lorentz invariance of the Lagrangian. However, notice that the Lagrangian

(6.151) is not Lorentz invariant because the dielectric tensor Mabcd privileges the time vector ua, which

breaks boost invariance. Therefore, the nonlocal Lagrangian density (6.151) is only invariant under the

Lorentz subgroup that preserves ua. It can be easily checked that the part of Θba that is orthogonal

to ub is indeed symmetric.

6.3.2.3 Gauge dependence and conservation

Since both expressions depend linearly on the electromagnetic potential, they are gauge-dependent.

The potential Ãb can be eliminated by employing the inverse of the definition F̃ed = Ãd|e − Ãe|d; by

the Poincaré lemma [88], the inverse is indeed

Ãb(x) =

∫ 1

0

dτ τ xc F̃cb(τx) + ∂bf(x) , (6.166)

where f(x) is an arbitrary function that is related to gauge transformations. Thus, due to the linear

dependence, both energy-momentum tensors split into one part that only depends on F̃cb and is gauge-
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independent and another one that depends linearly on ∂bf , i.e., a gauge-dependent contribution. It

can be proved that the gauge parts are conserved; hence, we can take the gauge-independent parts as

the definitions of the energy-momentum tensors.

Let us now check whether these tensors are locally conserved or not. To begin with, we have that by

construction ∂bΘ
ab = ∂bT ab. Therefore, proving the conservation of the canonical energy-momentum

tensor is sufficient. Thus, from (6.156), we have that

∂bT ab = −1

4
F̃cd(x)H̃cd|a(x)

− 1

2

∫
R4

dzMdnfe
|d(z)

∫ 1

0

ds zb ∂b

[
F̃fe(x+ [s− 1]z)Ã |a

n (x+ sz)
]
, (6.167)

where we have used the field equations (6.154). Including now the identity

zb ∂b

[
F̃fe(x+ [s− 1]z)Ã |a

n (x+ sz)
]

=
∂

∂s

[
F̃fe(x+ [s− 1]z)Ã |a

n (x+ sz)
]
, (6.168)

we can perform the integral and arrive at

∂bT ab = −1

4
F̃cd(x)H̃cd|a(x)− 1

2

∫
R4

dzMdnfe
|d(z)

[
F̃fe(x)Ã |a

n (x+ z)− F̃fe(x− z)Ã |a
n (x)

]
= −1

4
F̃cd(x)H̃cd|a(x)− 1

2

∫
R4

dzMdnfe
|d(z) F̃fe(x)Ã |a

n (x+ z) +
1

2
H̃dn
|d(x)Ã |a

n (x) . (6.169)

The last term vanishes due to the field equations, and by integrating by parts and using the dn-

skewsymmetry, we have that

∂bT ab = −1

4
F̃cd(x)H̃cd|a(x) +

1

4
F̃fe(x)

∫
R4

dzMdnfe(−z) F̃ |a
dn (x− z) , (6.170)

that is,

∂bT ab = −1

2
F̃fe(x)

(
Mfedn
− ∗ F̃ |a

dn

)
(x)

, (6.171)

where M cdef
− (z) = 1

2 [M cdef (z)−Mefcd(−z)]. In case the field equations (6.154) can be derived from

a Lagrangian, then the symmetry relation (6.149) implies that Mfedn
− vanishes and both energy-

momentum tensors, (6.156) and (6.164), are locally conserved.

6.3.2.4 Real dispersive media: absorption and causality

Recall that the symmetry relation (6.149) implies that the dielectric and magnetic functions are even.

Hence, their Fourier transforms ε and µ are real-valued; therefore, is so the refractive index n. However,

causality implies that the real and imaginary parts of the functions ε and µ must fulfill either the

Kramers-Krönig relations [67] (in the optical approximation, i.e., ε and µ only depend on the angular

frequency ω) or the Leontovich relations [89, 90] in the general case. Consequently, if ε and µ were

real-valuated, they should be constant and the medium would be non-dispersive.

For a real dispersive medium, ε and µ are not constant; therefore, the symmetry relation (6.149) is
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not fulfilled, and the right-hand side of (6.171) does not vanish. However, including (6.148), we have

Mfedn
− = (2π)−2

[
m− η̂

f [dη̂n]e + 2ε− u
[f η̂e][dun]

]
, (6.172)

with m−(y) = m̃(y)−m̃(−y)
2 and similarly for ε−(y). By using

F̃ab(x) = 2u[aẼb](x) + ˆ̃Fab(x) , ˆ̃Fab(x) = εabcdu
cB̃d(x) , uaẼa(x) = udB̃

d(x) = 0 , (6.173)

where εabcd is the skewsymmetric Levi-Civita symbol in 4 dimensions, Ẽa is the electric field, and B̃a

is the magnetic induction, we can divide the electric and magnetic parts and write (6.171) as

∂bT ab = (2π)−2
[
Ẽd(x)

(
ε− ∗ Ẽd|a

)
(x)
− B̃d(x)

(
m− ∗ B̃d|a

)
(x)

]
. (6.174)

Now, as the Fourier transforms of m−(x) and ε−(x) are connected with m(k) and Im ε(k), i.e., the

absorptive parts of the magnetic and dielectric functions, we have that the failure of local conservation

of energy-momentum in a real medium is due to absorption.

6.3.2.5 Plane wave solutions

These are particular solutions of the Maxwell equations

F̃cd(x) = fcde
ikbx

b

, with fcd + fdc = 0 (6.175)

that, substituted in the field equation (6.154), yields

Mabcd(k) fcdkb = 0 (6.176)

where Mabcd(k) is the Fourier transform of Mabcd(x). Now, as F̃cd can be derived from an electro-

magnetic potential Ãb, it must fulfill the first pair of Maxwell equations, which for plane waves reads

kbfcd + kcfdb + kdfbc = 0 and whose general solution is

fcd = fckd − fdkc , (6.177)

where fc is the wave polarization vector and is determined apart from the addition of a multiple of

kc . Substituting this into equation (6.176), we arrive at

Mabcd(k) kb kd fc = 0 , (6.178)

which is a linear homogeneous system and admits non-trivial solutions for the polarization vector if,

and only if,

det
[
Mabcd(k) kb kd

]
= 0 . (6.179)

We shall assume that the dielectric tensor Mabcd has the form (6.148); hence its Fourier transform
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is

Mabcd(k) = m(k) η̂a[cη̂d]b + 2ε(k)u[aη̂b][cud] . (6.180)

If the medium is spatially isotropic, the functions ε(k) and m(k) = µ−1(k) depend on the wave vector

kb through the scalars ω = −kbub and q2 := kbkb + ω2 , where we have taken

ka = ωua + q q̂a , with q̂aq̂a = 1 , q̂aua = 0 . (6.181)

As the polarization is determined up to the addition of a multiple of kc, we can choose it so that

f c = ψ q̂c + f c⊥ with f c⊥u
c = f c⊥q̂c = 0 . (6.182)

Substituting this in equation (6.178), we arrive at

(
q2 − ω2n2

)
f⊥a = 0 , ψ = 0 , (6.183)

where n(q, ω) =
√
εµ is the refractive index. Hence, there are non-trivial solutions if, and only if,

q2 − ω2n2 = 0 and fbk
b = fbu

b = 0 . (6.184)

Maxwell equations thus imply that: a) the waves are polarized transversely to the plane spanned

by kb and ub, and b) the velocity phase satisfies the dispersion relation q = ω n(q, ω).

6.3.2.6 The general solution of field equations

The initial data problem for a nonlocal partial differential system like the Maxwell equations (6.154)

is not as simple as the Cauchy problem for a first-order one. We shall now see that the nature of the

initial data problem for (6.154) depends on whether the number of real roots of the dispersion relations

(6.184) is finite.

As Maxwell equations (6.154) are linear and involve a convolution, the Fourier transform is an

excellent tool to solve them. We write

F̃cd(x) = (2π)−2
∫

dk fcd(k) eikax
a

(6.185)

that, substituted in Maxwell equations, yields

fcd = fckd − fdkc and Mabcd(k) kb kd fc = 0 . (6.186)

As discussed above, this result means that fc vanishes unless the dispersion relation (6.184) is fulfilled,

i.e.,

fcd(k) = f+cd(k) δ [q − ω n(q, ω)] + f−cd(k) δ [q + ω n(q, ω)] (6.187)

or
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fcd(k) =
∑
α

fαcd(q) δ [ω − ωα(q)] +
∑
β

fβcd(q) δ [ω − ωβ(q)] , (6.188)

where ωα (resp. ωβ) are the positive (resp. negative) real roots of the dispersion relation (6.184). The

arbitrary coefficients fαcd(q) and fβcd(q) depend on the initial data. Indeed, the nth-time derivative of

(6.185) at xa = (x, 0) yields

∂nt F̃cd(0,x) = (2π)−2
∫

dq eiq·x

∑
α

fαcd(q) (−iωα)n +
∑
β

fβcd(q) (−iωβ)n

 , (6.189)

where (6.188) has been used to perform the integration on ω, whence it follows that

∑
α

fαcd(q)ωnα +
∑
β

fβcd(q)ωnβ =
in

2π

∫
dx e−iq·x ∂nt F̃cd(0,x) . (6.190)

Since we have as many unknowns fαcd and fβcd as the number of real roots of the dispersion relation

(6.184), the number of initials (t = 0) time derivatives of F̃cd(t,x) that are needed at least to determine

a solution is the real root numbers. If it is N <∞ , then the giving of Ãd(x, 0) and its time derivatives

up to the order N−1 determines the solution of the system; otherwise, the initial data problem requires

further study.

6.3.2.7 The energy-momentum tensor for a wave packet

Aiming to compare the energy-momentum tensor obtained here with other proposals advanced in

the literature, for instance, [23–25], we shall particularize the Belinfante-Rosenfeld tensor expression

(6.164) to the wave packet

F̃cd(x) = Re
(
F̃ cd(x) eikax

a
)

= |F̃ cd(x)| cos (kax
a + ϕ) , ka = qa + ωua . (6.191)

F̃ cd(x) denotes a “slowly” varying complex amplitude (compared with the rapidly oscillating carrier

eikcx
c

), |F̃ cd(x)| is the modulus of each component, and ϕ is the phase. Furthermore, we shall restrict

to the optical approximation, that is, ε and µ only depend on the frequency ω = −uaka; therefore, we

shall take

Mabcd(x) = (2π)−1/2δ3(x)mabcd(t) , (6.192)

where mabcd = m(t) η̂a[cη̂d]b + 2ε(t)u[aη̂b][cud], t = −xaua , and xa = xa − t ua is the spatial part of

xa . Using this, the displacement tensor (6.153) yields

H̃ca(x) = Re
(
H̃
ca

(x) eikbx
b
)

with H̃
ca

(x) ≈ mcaed(t)F̃ ed(x) , (6.193)

where ≈ means that the “slow variation” approximation has been included to evaluate the convolution,

that is,
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(2π)−1/2
∫
R

dtmcaed(t)F̃ ed(x
b − tub) eikbx

b+iωt ≈ mcaed(t)F̃ ed(x) eikbx
b

. (6.194)

By employing (6.193), the Maxwell equations become

DcH̃
ca ≈ 0 and DbF̃ cd +DcF̃ db +DdF̃ bc = 0 , (6.195)

where Db = ∂b+ ikb . For slowly varying amplitudes, they reduce to the Maxwell equations for a plane

wave, and we can write (see Section 6.3.2.5)

F̃ cd ≈ −
1

ω

(
Ẽckd − Ẽdkc

)
and mcaedkcẼekd ≈ 0 , (6.196)

where Ẽc = F̃ cdu
d is the electric field, and mcaed(ω) is the Fourier transform of mcaed(t) . Similarly,

as in Section 6.3.2.5, the second equation implies that

Ẽck
c = 0 and q2 = ω2ε(ω)µ(ω) . (6.197)

Moreover, from (6.191) and (6.196), it follows that the electromagnetic potential is

Ãb(x) = Re
(
Ãb(x) eikcx

c
)

with Ãc ≈ −
i

ω
Ẽc + αkc , (6.198)

where α(x) is an arbitrary gauge function. If we now substitute the wave packet (6.191) in the

Belinfante-Rosenfeld tensor expression (6.164), we find that:

a) The evaluation of the convolution products in the first line yields

Medh[b ∗ F̃ a]h ≈ Re
(
medh[b(ω)F̃

a]

he
ikcx

c
)
,

Medh(b;a) ∗ Ãh ≈ Re
(
medh(b(ω)Da)Ãhe

ikcx
c
)
, and(

ybMedhf
)
∗ F̃ |a

hf ≈ Re
(
−iDaF̃hf∂ωm

edhf (ω)
)
. (6.199)

Thus, every term in the first line of (6.164) has the form

Φ Ψ = Re
(

Φeikcx
c
)
Re
(

Ψeikcx
c
)

=
1

2
Re
(

Φ Ψe2ikcx
c

+ Φ Ψ∗
)

(6.200)

and consists of a slowly varying part plus a rapidly oscillating one. Taking the average for the carrier

period, we obtain

〈Φ Ψ〉 =
1

2
Re (Φ Ψ∗) . (6.201)

b) To evaluate the integral in the second and third lines in (6.164), we realize that each term

contains a group of the kind of (6.200) and a Fourier integral of mhfed(t) . We shall use the slow

variation approximation and take the mean over a carrier period.
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A tedious calculation leads to

〈Θba〉 ≈ 1

4
Re

[
2H̃

ca
F̃
∗ b
c − H̃

c[a
F̃
∗ b]
c − 1

2
H̃
cd
F̃
∗
cd η

ab + F̃
∗
edm

edh[bF̃
a]

h

+imedh(akb)
(
F̃
∗
edÃh − F̃ edÃ

∗
h

)
− 1

2
uakbF̃ ed ∂ωm

edhf F̃
∗
hf

]
, (6.202)

which, using the relations (6.196-6.198), can be simplified to

〈Θba〉 ≈ 1

2
Re

[
H̃
ca
F̃
∗ b
c −

1

4
H̃
cd
F̃
∗
cd η

ab − 1

4
uakbF̃ ed ∂ωm

edhf F̃
∗
hf

]
. (6.203)

From the latter, we easily obtain that the energy density in the medium rest frame (ua = δa4 ) is

U = 〈Θ44〉 ≈ 1

4
Re
[
(ε+ ω∂ωε)Ẽ · Ẽ

∗
+ (m− ω∂ωm)B̃ · B̃∗

]
, (6.204)

where Ẽ · Ẽ∗ = ẼaẼ
∗ a , or

U ≈ 1

4
Re

[
d(εω)

dω
Ẽ · Ẽ∗ +

µ∗

µ

d(µω)

dω
H̃ · H̃∗

]
(6.205)

where H̃ is the magnetic field that is related via the magnetic induction H̃ = (2π)−2(m ∗ B̃). This

procedure reproduces previous results in the literature –see [23–25].

The momentum density in the medium rest frame is Gi = 〈Θi4〉, and, in an obvious vector notation,

we obtain from (6.203) that

G ≈ 1

2
Re

[
ε Ẽ× B̃

∗
+

1

2

(
∂ωε Ẽ · Ẽ∗ − ∂ωm B̃ · B̃∗

)
q

]
. (6.206)

Now, from the Maxwell equations (6.196), it follows that

Ẽ× B̃
∗

=
Ẽ · Ẽ∗

ω
q and B̃ · B̃∗ = εµ Ẽ · Ẽ∗ , (6.207)

which substituted above yields

G ≈ 1

4
Re

[
1

ωµ

d(εµω2)

dω
Ẽ× B̃

∗
]
. (6.208)

The Poynting vector is

Si = 〈Θ4i〉 ≈ 1

2
Re
[
Ẽ
∗ × H̃

∗]
, (6.209)

and the Maxwell stress tensor is

T ij = −〈Θij〉 ≈ 1

2
Re

[
Ẽ
∗ i
D̃
j

+ H̃
i
B̃
∗ j − 1

2

(
D̃ · Ẽ∗ + H̃ · B̃∗

)
δij
]
, (6.210)

where D̃j or D̃ is the electric displacement that is related to the electric field via D̃ = (2π)−2(ε ∗ Ẽ).
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Chapter 7
Conclusions

We have studied dynamical systems and field theories governed by a nonlocal Lagrangian. Their treat-

ment differs from the local Lagrangian approach usually considered in mechanics textbooks, especially

concerning time evolution and the initial data space.

In the local (first-order) mechanics case, the Euler-Lagrange equations form an ordinary differential

system and, due to the existence and uniqueness theorems: (a) the initial data space has a finite number

of dimensions –twice as many as degrees of freedom (plus one if they depend explicitly on time)–, (b)

the instantaneous coordinates and velocities (qi0, q̇
i
0, t0) give the system’s state, and (c) it evolves

according to the solution of the Euler-Lagrange equations for these initial data. For the local field

case, the field equations form a partial differential system with a well-posed initial value problem, and

the Cauchy-Kowalevski theorem provides a solution determined by the field itself and its first-time

derivative on a non-characteristic hypersurface.

In contrast, both for mechanics and fields, the Euler-Lagrange equations in the nonlocal case are

integrodifferential, in the simplest case in convolutional form. No general existence and uniqueness

theorems exist concerning the solution for such a system. Consequently, the picture of a “state of the

system” that evolves in time according to the Euler-Lagrange equations breaks down. Each system

requires specific treatment to determine a set of parameters characterizing each dynamic solution, and

this number of parameters may be infinite.

In our approach, we have opted for: (1) taking the Euler-Lagrange equations as constraints that

select the dynamic trajectories, D′, as a subclass among all kinematic trajectories, K′, and (2) the

time evolution as the trivial correspondence q(t) → q(t + σ), i.e., the trajectory evolves in time by

advancing its initial point an amount σ towards the future. For the field case, it follows the same idea.

The spacetime translation is considered the trivial correspondence φ(x) → φ(x + y) , i.e., moving the

“initial” spacetime point an amount ya.

We then posed the principle of least action and derived the nonlocal Euler-Lagrange equations. It

has the peculiarity that because the nonlocality makes all the values of the trajectory or field intervene

in the action integral S, the support of the integral action has to be overall R or R4, respectively. This

fact could lead to the integral action S being infinite. Therefore, the trajectory or field variations are
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required to be of bounded support to avoid this issue.

In addition, we have studied the Noether symmetry for nonlocal Lagrangians. As is well known,

when a local Lagrangian can be written as a total derivative, the equations of motion vanish identically.

However, when we have a nonlocal Lagrangian, although we can always write it as a total derivative

of a nonlocal function, it is observed that the equations of motion do not vanish identically. For

this reason, we have studied what sufficient condition the total derivative must meet for the Noether

symmetry to be fulfilled. We have concluded that a sufficient condition is (4.42) for mechanics and

(5.32) for fields.

Both for mechanics and fields, we have proved an extension of Noether’s theorem for nonlocal

Lagrangians. In particular, for the mechanics case, once we get the closed form of the boundary term,

we make an educated guess of the canonical momenta definition, which is used to set up the Hamiltonian

formalism for such Lagrangians. This fact could not be based on a Legendre transformation in the

usual manner because the latter consists of replacing half of the coordinates in the initial data space,

namely the velocities, with the same number of conjugated momenta. In contrast, in the nonlocal case,

the initial data space is infinite-dimensional, and half of infinity is still infinity. Infinite dimensions

cannot be handled with the same tools as finite ones.

We start by considering an almost trivial Hamiltonian formalism on the kinematic phase space

Γ′. The Hamiltonian flow preserves a submanifold that is diffeomorphic to the extended dynamic

space D′. This enables us to pull the Hamiltonian formalism in the larger space Γ′ back onto D′.
We opt for the symplectic formalism instead of Dirac’s method for constrained Hamiltonian systems

since it is better suited for pullback techniques. This way, we derive the formulae for the Hamiltonian

and the (pre)symplectic form, provided we can find an appropriate coordinatization of the dynamic

space. Furthermore, we try to see that the (pre)symplectic form is non-degenerate when we introduce

the constraints of D′, i.e., when we specify the trajectory in terms of the “coordinates” of D′. This

procedure must be explicitly done for each case. To extend the Hamiltonian formalism from mechanics

to fields, we have used the same procedure as the local case; we have relied on the transformations we

have reflected in the table (3.44).

Whereas in the local case, the Euler-Lagrange equations are an ordinary differential system, the

theorems of existence and uniqueness allow to coordinate the dynamic space without needing the

general solution in an explicit form. For nonlocal systems, we do not have such theorems as a rule, and

to apply our method thoroughly –discerning whether the presymplectic form is indeed non-degenerate–,

one needs to know the explicit general solution of the classical problem. Therefore the method proposed

here is not suitable for solving the nonlocal Euler-Lagrange equations, in contrast to what happens

in the local case. Nevertheless, it provides a way to set up a Hamiltonian formalism for nonlocal

Lagrangians, which, up to now, is a necessary step towards quantization.

We have then applied our results to a regular first-order and rth-order Lagrangian, the nonlocal

harmonic oscillator, p-adic particle, p-adic open string, and electrodynamics of dispersive media.

For the nonlocal harmonic oscillator example, we have solved its nonlocal equation of motion. It

has a peculiarity; it can be transformed into a local one, allowing us to obtain the general solution.

Furthermore, we have studied for which conditions this solution is stable, and we concluded that sta-
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bility only exists if all characteristic roots are simple and imaginary, namely, whenever the parameters

(g, ω2) lie in regions 1 or 4 in Figure 6.1. In addition, we have calculated the symplectic form and the

Hamiltonian. In particular, the Hamiltonian has no definite sign, so it is not bounded from below.

However, our system is still stable, contradicting the widespread belief that nonlocal and local higher-

order Lagrangians also suffer from Ostrogradsky instability. In our view, this conception results from

inadequate reasoning that takes a sufficient condition of stability, namely “energy is bounded from

below,” as a necessary condition.

As for the p-adic particle and open string, we have focused on the perturbative solutions allowed by

these models to obtain both the Hamiltonian and the symplectic form. Furthermore, for the p-adic open

string, the canonical momentum energy tensor and the Belinfante-Rosenfeld tensor were calculated in

closed form, and the components of the Belinfante-Rosenfeld tensor were explicitly computed for a

perturbative solution.

Other methods previously studied the p-adic examples. These methods transform the nonlocal

Lagrangian into an infinite-order Lagrangian by replacing the whole trajectories in the nonlocal La-

grangian with a formal Taylor series (that includes all the derivatives of the coordinates) and then deal

with it as a rth-order Lagrangian with r =∞. The value of those methods can only be heuristic unless

the convergence of the series is proved or the “convergence” for r → ∞ is adequately defined. Fur-

thermore, these methods are cumbersome in that they often imply handling infinite series with many

subindices, square rank ∞ matrices, formal inverses, regularizations, etc. In contrast, our approach

is based on functional methods and, as it involves integrals instead of series, is much easier to handle

and more rigorous from a mathematical point of view, and the results are the same.

Regarding the electromagnetic field in dispersive media, we have obtained an explicit expression for

the canonical energy-momentum tensor, which depends quadratically and nonlocally on the Faraday

tensor and its first-order derivatives. In the non-dispersive (local case) limit, this tensor does not

coincide with the Minkowski energy-momentum tensor; the difference is the four-divergence of an

antisymmetric tensor. Therefore, we have derived this correction by applying the Belinfante-Rosenfeld

technique and obtained the Belifante-Rosenfeld energy-momentum tensor, which in the non-dispersive

limit does reduce to Minkowski tensor. The Belinfante-Rosenfeld is generally not symmetric –nor is the

Minkowski tensor– because the angular momentum current is not conserved. After all, the Lagrangian

is not Lorentz invariant, as expected, because the proper reference system of the medium is privileged.

It must be said that our Lagrangian model has the disadvantage that its scope is restricted to

non-absorptive media. Indeed, the nonlocal action (6.147) implies the symmetry conditions (6.149)

and (6.150), so it follows that ε(ω, k) is real for real ω and k. It must be recalled that the absorptive

behavior of a medium is connected with the imaginary part of its dielectric function ε . Moreover, if

this imaginary part vanishes, it follows from Kramers-Krönig relations that ε and µ must be constant.

Therefore, if the Lagrangian model does not violate causality, it must be non-dispersive, i.e., local.

Giving up the Lagrangian model and basing the description of the causal non-dispersive medium

on Maxwell equations, we have been still able to propose (6.156) and (6.164) as two possible defini-

tions for energy-momentum currents, respectively, the canonical and the Belinfante-Rosenfeld tensors.

Evaluating their four-divergences provided that the field equations (6.154) hold, we have then found
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that they are not locally conserved, and this fact is due to the absorptive components of the dielectric

and magnetic functions, i.e., Im(ε) and Im(µ).

We have then particularised our Belinfante-Rosenfeld energy-momentum tensor to the electromag-

netic field of slowly varying amplitude over a rapidly oscillating carrier wave. Furthermore, we have

considered the medium in the optical approximation, that is, ε and µ only depend on the frequency ω.

Taking the average over one period of the carrier and using the slow motion approximation, we have

evaluated the energy and momentum densities, the Poynting vector, and the Maxwell stress tensor

in the rest reference frame. Energy density is the only of these quantities that are given in some

textbooks, and our result agrees with them [23–25].

7.1 Outlook

Although the results are promising, there are still some points that are worth studying. The first point

is clear. Note that all the examples we have applied our formalism are based on Lagrangians that do

not explicitly depend on time. Therefore, it would be exciting to study the case of nonlocal Lagrangians

that depend explicitly on time [91] and see what results (or information) can be extracted from them.

Recall that this formalism contemplates it, so the great difficulty will come from coordinating the

extended dynamical space for such cases.

The second point to study is also evident. Note that we have focused on applications of Noether’s

first theorem. In none of the examples have we applied the second one. It would be interesting to study

a model for which it can be applied, for example, the non-commutative spacetime theory U(1) [32].

On this point, we can advance that the results we have obtained in section 5.2.2 by applying Noether’s

second theorem [75] agree with the results obtained in [32].

Finally, the third point to explore further would be the possible covariance of the proposed Hamil-

tonian formalism. Note that the extension of Noether’s theorem is completely covariant; it is at the

point of defining the momenta, where the covariance is broken. It would be interesting to follow the

line of [60] and propose an extension of the De Donder-Weyl theory for nonlocal Lagrangians.
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Appendix: p-adic open string field

In the following, we shall detail some of the steps of the example “p-adic open string field.” We shall

assume that the reader is familiar with the theory of generalized functions (distributions); if not, we

suggest [82,92,93].

A.1 Equation (6.88) derived from (6.87)

Equation (6.87) amounts to

E ∗X = 0 , where X := T ∗ φ− (E ∗ φ)
p
. (A.1)

For any fixed value of t, φ(x, t) belongs to the class of slowly growing smooth functions θM (R3),

i.e., it grows more slowly than any power of |x| at spatial infinity. This class is a subset of the space of

tempered distributions S ′(R3); therefore, (T ∗ φ)(x,t) , (E ∗ φ)(x,t) and X(x, t) also belong to the same

class for any fixed value of t [82].

We shall now prove that E ∗ X = 0 implies X = 0. Indeed, for any fixed t, X(t)(x) := X(x, t) is

a tempered distribution. Furthermore, as G3 ∈ S(R3) – Schwartz space –, the convolution theorem

holds [82] and

G3 ∗X(t) ∈ θM (R3) and F (G3 ∗X) = F (G3) F
(
X(t)

)
∈ S ′(R3) , (A.2)

where F means the Fourier transform in S ′(R3) . Therefore, E ∗ X = 0 implies G3 ∗ X(t) = 0 , whose

Fourier transform yields

e−rk
2

F
(
X(t)

)
= 0 , (A.3)

that is, ∀ϕ(k) ∈ S(R3) , (F
(
X(t)

)
, e−rk

2

ϕ(k)) = 0 . This fact does not yet imply that F
(
X(t)

)
=

0 because not all ψ ∈ S(R3) can be written as e−rk
2

ϕ(k) . However, since S ′ ⊂ D′ –tempered

distributions are distributions– and as, for any ρ(k) ∈ D(R3), then erk
2

ρ(k) also has compact support,

we have that
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(
F
(
X(t)

)
, ρ(k)

)
=
(
e−rk

2

F
(
X(t)

)
, erk

2

ρ(k)
)

= 0 . (A.4)

Now, the space of test functions D is dense in the Schwartz space S [82], i.e., any ψ ∈ S is the limit of

a sequence {ρn ∈ D , n ∈ N} and, therefore,

(
F
(
X(t)

)
, ψ(k)

)
= lim
n→∞

(
F
(
X(t)

)
, ρn(k)

)
= 0 . (A.5)

Namely, F
(
X(t)

)
= 0 ∀ψ(k) ∈ S(R3), or equivalently, X(t)(x) = 0 ∀ψ(x) ∈ S(R3).

A.2 The convergence of solution (6.100)

The space integral in (6.100) might diverge because the imaginary part of αν(k) makes that ei t αν(k)

grows exponentially for large k and t < 0. We shall see that, despite this fact, the integral does

converge. Indeed,

|Φ̃0(x, t)| = 1

(2π)3

∣∣∣∣∣
∫
R3

dk
∑
ν

Cν(k)ei[αν(k)t+k·x]

∣∣∣∣∣ ≤
∫
R3

dk
∑
ν

|Cν(k)| e−t s ανI(k) , (A.6)

where we have written αν(k) = s [ανR(k) + i ανI(k)] , with ν = (s, n) , n ∈ Z, and

ανR(k) :=

√√√√ |k|2 − 2 +

√
(|k|2 − 2)

2
+
(
2nπ
r

)2
2

and

ανI(k) := sign(n)

√√√√−|k|2 + 2 +

√
(|k|2 − 2)

2
+
(
2nπ
r

)2
2

. (A.7)

If t s sign(n) < 0 , the exponent on the right-hand side of (A.6) is |t ανI(k)| > 0 , which is positive.

However, it can be easily checked that lim|k|→∞ ανI(k) = 0 . Hence,

∀ε > 0 , ∃K > 0 | |k| > K ⇒ |t ανI(k)| < ε . (A.8)

Namely, if |k| is large enough, the exponential is bounded by the constant eε. Therefore, it follows

that |Φ̃0(x, t)| <∞, provided that
∑
ν |Cν(k)| is summable.

A.3 The φ̃ transformation rule for Poincaré invariance

Let us find the transformation rule of φ̃ to leave the nonlocal Lagrangian density (6.85) Poincaré

invariant. Since ψ̃ is a scalar, by equation (3.29), we get

δψ̃(x) = −
(
εc + ωcbx

b
)
∂cψ̃(x) . (A.9)
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In order to correctly define the e−r� operator, our dynamic variables are the φ̃ fields. These fields are

related to the ψ̃ fields through equation (6.81), which its Fourier transform is

Fx[ψ̃](k, t) = G(k) · φ̃(k) , with φ̃(k, t) = Fx[φ̃](k, t) and G(k) = e−rk
2

. (A.10)

On the other hand, the Fourier transform of (A.9) is

Fx[δψ̃](k, t) = −
{
ε0 ∂0 Fx[ψ̃](k, t) + ω0i ∂0 Fx[xi ψ̃](k, t) + (εj + ωj0x0)Fx[∂jψ̃](k, t)

+ωjiFx[xi ∂jψ̃](k, t)
}
. (A.11)

Plugging equation (A.10) into (A.11), we find

G(k) δφ̃(k, t) = −G(k)
{
ε0 ∂0φ̃(k, t) + i ω0i

[
Di∂0φ̃(k, t)− 2 r ki ∂0φ̃(k, t)

]
+i (εj + ωj0x0)kj φ̃(k, t)− ωji

[
δij φ̃(k, t) + kj Diφ̃(k, t)

−2 r kjki φ̃(k, t)
]}

, (A.12)

where Dj denotes ∂/∂kj to distinguish it from ∂/∂xj . Bearing in mind that ωab = −ωba, we can

simplify it as

δφ̃(k, t) =− i (εj + ωj0x0) kj φ̃(k, t)−
(
ε0 − 2 i r ω0i ki

)
∂0φ̃(k, t)

+ ωjikj Diφ̃(k, t)− i ω0iDi∂0φ̃(k, t) (A.13)

that, undoing the Fourier transform, we obtain how the φ̃ field transforms,

δφ̃(x) = −
(
εc + ωcbxb

)
∂cφ̃(x) + ωab

[
2r δ4[aδ

i
b] ∂i

˙̃
φ(x)

]
. (A.14)
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[16] I. Kolář and A. Mazumdar, “Nut charge in linearized infinite derivative gravity,” Physical

Review D 101 no. 12, (Jun, 2020) .
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