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Abstract
Social media is a valuable platform for sharing real-time perspectives and
insights, particularly during evolving events. Extracting relevant infor-
mation from social media during emergencies can be challenging, es-
pecially when dealing with multiple languages. To address this issue,
we have studied multilingual approaches that retrieves and summarizes
crisis-related information from social media, providing a comprehensive
solution. Our method involves experts and volunteers to address various
information needs of emergency managers, allowing them to access dis-
tilled and aggregated data for validation and event monitoring. For crisis
responders, targeted social media messages tailored to their operational
requirements facilitate efficient work. Additionally, we propose a method
for detecting and prioritizing critical help-seeking requests in multiple
languages during disasters, enabling prompt and effective responses. By
leveraging social media, our approach enhances emergency management
by facilitating information assimilation, monitoring, and response coordi-
nation.
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Resumen
Las redes sociales son una plataforma valiosa para compartir perspecti-
vas e ideas en tiempo real, especialmente durante eventos en evolución.
Extraer información relevante de las redes sociales durante emergencias
puede ser un desafío, especialmente al lidiar con varios idiomas. Para
abordar este problema, hemos desarrollado un enfoque multilingüe que
recupera y resume información relacionada con crisis de las redes socia-
les, ofreciendo una solución integral. Nuestro método involucra a exper-
tos y voluntarios para satisfacer las diversas necesidades de información
de los administradores de emergencias, permitiéndoles acceder a datos
destilados y agregados para la validación y el monitoreo de eventos. Para
los respondientes a crisis, mensajes específicos de las redes sociales adap-
tados a sus requisitos operativos facilitan un trabajo eficiente. Además,
proponemos un método para detectar y priorizar las solicitudes críticas de
ayuda en múltiples idiomas durante desastres, lo que permite respuestas
rápidas y efectivas. Al aprovechar las redes sociales, nuestro enfoque me-
jora la gestión de emergencias al facilitar la asimilación de información,
el monitoreo y la coordinación de respuestas.
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Chapter 1

INTRODUCTION

In 2015, United Nations (UN) member states adopted a global blueprint
to guide disaster risk reduction efforts over a 15-year period – The Sendai
Framework for Disaster Risk Reduction 2015-2030 [36]. It aims to re-
duce the impact of disasters by focusing on preventing and mitigating
risks, as well as enhancing resilience at all levels. Social media was rec-
ognized in the framework as one of the useful tools to help enhance early
warning systems, preparedness, response coordination, and community
engagement [85]. Their role lies in facilitating timely and widespread
communication, two-way interaction, situational analysis, and fostering
a resilient and connected community during disaster risk reduction and
response efforts.

Social media is becoming ubiquitous and has become one of the main
sources for users in numerous domains, including public health, eco-
nomics, and politics. Discussions about emergencies and the damage
caused by disasters [7] have become an object of research. This helps in
analyzing the users’ perspective, and in the case of disasters, among other
things, it helps to understand the communication between the public and
authorities tasked with emergency management [165].

This work started in 2020 when there were about 3.8 active social
media users in the world [1]. At the time when this work was finished,
in 2023, the number of active users have grown to 4.76 [2] billions. The
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total growth in almost one billion of active users in 4 years. Based on
both reports we could declare “the next billion users” [16] are widely
spread in the whole world, but the largest growth (≥ 10 p.p.) was observed
by 5 out of 19 regions: Central Asia,Northern Africa, Western Africa,
Eastern Asia, and Southern Africa. Figure 1.1 illustrates the distribution
of difference in internet penetration all over the world.

Figure 1.1: Growth of internet penetration by regions: difference in the
share of active users against the total population in 2020 and 2023 years.

Despite the relentless growth of internet adoption in countries of the
“Global South,” numerous languages spoken by tens of millions of people
in Africa, Asia, and the Americas are significantly underserved in terms
of research and technology. This disparity is evident in the research com-
munity’s emphasis on English. For instance, 63% of the papers published
at the annual meeting of the Association for Computational Linguistics
(ACL) 2008 were focused exclusively on English, and this portion in-
creased to 70% at ACL 2021 [201]. This multilingualism problem be-
comes even more crucial when we consider the regions’ high susceptibil-
ity to natural disasters [75]. These regions are disproportionately affected
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by natural disasters, making it imperative to address the language gap in
research and technology. By providing resources and support in local lan-
guages, we can bridge the communication barriers and enhance disaster
management efforts in these vulnerable areas.

1.1 Goals
Social media is a relevant data source for gathering information about dis-
asters, offering timely and invaluable insights into the spatial [194, 229]
and temporal [209] development of a crisis. Additionally, it aids in the
identification of key disaster-related sub-event, urgent needs, and actors
already operating on the ground [124]. However, the existing research
has predominantly focused on examining messages in a single language
[203].

The primary objective of this study is to investigate the significance of
collecting disaster-related information provided in diverse languages and
propose effective strategies for processing this information.

The research work has been planned for answering the following re-
search questions:

• RQ1. What are the main actors and their respective roles in social
media during crisis across various languages?

The response to this question aims to showcase the contrasting in-
formation provided in different languages, encompassing variations
in actors, narratives, and tones. To address this question, in Chap-
ter 3 we study three separate events in three different languages.
Additionally, an analysis of accounts and their interconnections is
presented alongside the content evaluation.

• RQ2. What potential enhancements and improvements could bring
a combination of context features and a human-in-the-loop approach
in the classification of multilingual social media?

To address this question, in Chapter 4 we developed an experi-
ment based on including minimal human guidance in the training
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process of a hate speech classification model for achieving higher
performance. Human feedback helps to detect hate subtleties and
phrases for extracting features during model training, where the
human feedback is guided by common element of the frames to
express a hate speech, i.e., hate targets. The experimental dataset
includes social media posts from two different topics in two lan-
guages.

• RQ3. How does the use of a transfer learning approach contribute
to enhancing the performance of detecting, classifying, and summa-
rizing multilingual information from social media during disasters?

To answer this question, in Chapter 5, a flexible cross-lingual method,
based on queries, was developed to collect relevant social media
posts in multiple languages pertaining to specific information cat-
egories. These detected posts were then utilized as input for a
transformer-based language model to generate crisis summaries.
The empirical validation of this approach involved the assessment
of a dataset comprising five events in a total of ten languages, con-
ducted by crowdsourced annotators and emergency management
experts.

• RQ4. Could the implementation of behavior-guided models im-
prove detecting and ranking of multilingual help-seeking requests
on social media during disasters?

To address this question in Chaprer 6, the presented framework
relies on the knowledge distillation process for designing a com-
putational framework called Multiple Teachers Model for Ranking
(MulTMR), which detects and prioritizes multilingual serviceable
help requests on social media during disasters. This process aims to
transfer knowledge from one or more complex models (teacher) to
a simpler model (student) for a task, to train it to mimic the teacher
models. It creatively leverages behavior-guided teacher models in
the knowledge distillation process for achieving higher performance
on a task. The approach was tested on data collected during ten
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events in three languages.

1.2 Challenges

Despite the recognized value of social media analysis in providing timely
data and analytical methods for studying disasters, we encountered sev-
eral challenges during our research, which we endeavored to address at
various stages of our work.

As previously mentioned, the majority of relevant research has been
presented in a single language. As our research is data-driven, we encoun-
tered difficulties in finding data in multiple languages collected during the
same event. Consequently, we prepared two multilingual datasets com-
prising data collected from eight events for our study. Furthermore, we
included an additional dataset in this work, consisting of data collected
from various events but within a single language. In total, we collect and
release crisis data in 13 languages, all of which are freely available for
research purposes.

In continuation of the preceding challenge, we confronted cross-cultural
differences [71] in users’ responses during disasters. These disparities
posed a significant challenge in developing models capable of accurately
processing such diverse data. To address this challenge, we employed two
approaches: the use of behavior-related features and a human-in-the-loop
approach. Both approaches enhanced the performance of our models in
multilingual settings. However, it is important to note that the study of
cross-cultural differences goes beyond the scope of this work.

Finally, in the real-world scenarios involving the utilization of disaster-
related social media, the involvement of experts in the field is crucial
[149]. In Chapter 4 and Chapter 5, we propose methods for integrating
domain experts as assessors for few-shot learning tasks and as providers
of domain knowledge. Such integration ensures a high level of expertise
and enhances the practical applications of our research.
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1.3 Contributions

In this thesis, we study multilingual social media during disasters and
propose the approaches to process and mitigate these data.

Chapter 2 describes the state-of-the art on disaster-related social me-
dia, multilingual Natural Language Processing (NLP) and particularly ap-
plying of transfer learning for NLP tasks.

In Chapter 3 we delve into the analysis of user discussions related
to three episodes of the Russian-Ukraine war in English, Russian, and
Ukrainian languages. We find a substantial showing of pro-Russia com-
munities in English and Russian language, despite Twitter suspending
pro-Russia accounts at a higher rate than others. On the other hand, we
find a variety of groups supporting Ukraine in all three languages, includ-
ing the Russian opposition, Eastern-European and international media,
and numerous politicians. Notably, the pro-West/Ukraine and pro-Russia
communities vilify different actors and build their narrative around these
different centers. The multilingual approach adopted in this study allows
us to capture the diverse actors and their roles in international events,
revealing the complexity and nuances that would have otherwise been
missed. This chapter is also a paper:

Fedor Vitiugin, Yelena Mejova [Under review]. Multilingual Battle of
Narratives around Russo-Ukrainian War Episodes.

In Chapter 4 we research online hate speech because it was become
a critical issue on social media platforms, exacerbated during conflicts.
Recent research has primarily focused on detecting hate speech in one
language, but hate speech transcends language and geographical bound-
aries in the interconnected world. This necessitates further investigation
into multilingual hate speech detection methods, with a strong emphasis
on model interpretability for understanding contextual errors.

In the study, we propose the Multilingual Interactive Attention Net-
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work (MLIAN) model for detecting hate speech in multilingual social
media text. Our model utilizes attention networks for interpretability and
incorporates a human-in-the-loop paradigm for adaptability. By dynami-
cally learning attention towards relevant words and leveraging labels pro-
vided by simulated human feedback, our model achieves superior perfor-
mance. We evaluated the model on datasets in English and Spanish, and
our results reveal that involvement of humans in the pipeline enhances
model performance by establishing meaningful connections between at-
tention weights and semantic frames across languages. This chapter was
published as:

Fedor Vitiugin, Yasas Senarath, Hemant Purohit (2021). Efficient De-
tection of Multilingual Hate Speech by Using Interactive Attention Net-
work with Minimal Human Feedback. 13th ACM Web Science Confer-
ence, Virtual Event.

Chapter 5 introduces a cross-lingual method that retrieves and sum-
marizes crisis-related information from social media posts. Our approach
utilizes structured queries are made by human experts to express various
information needs in a uniform manner, allowing for the retrieval of rele-
vant sentences in different languages. To generate abstractive summaries,
we employ multilingual transformer embeddings.

The evaluation of our method involved crowdsourcing evaluators and
emergency management experts, who assessed collections of Twitter data
from five large-scale disasters in ten languages. The results demonstrate
the flexibility of our approach. The generated summaries are considered
more focused, structured, and coherent compared to existing state-of-the-
art methods. Experts also favorably compare our summaries to those cre-
ated using current techniques. This research was presented in the follow-
ing paper:

Fedor Vitiugin, Carlos Castillo (2022). Cross-Lingual Query-Based
Summarization of Crisis-Related Social Media: An Abstractive Approach
Using Transformers. HyperText’22: Proceedings of the 33rd ACM Con-
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ference on Hypertext and Social Media, Barcelona, Spain. The paper
was awarded as “Ted Nelson Newcomer Best Paper”.

Chapter 6 presents MulTMR, a knowledge distillation framework
that combines the strengths of task-related and behavior-guided models
as diverse teachers. This framework trains a student model to efficiently
detect serviceable request posts across languages and regions on social
media during natural disasters. Our method demonstrates improved per-
formance, across various multilingual test scenarios. We validate our re-
sults using real-world data collected in three languages from ten disasters
across seven countries. The inclusion of behavior-guided teacher mod-
els in MulTMR enhances attention to relevant indicators of serviceability
characteristics.

The adoption of the MulTMR framework could alleviate the cognitive
load on emergency services personnel during disaster events. Addition-
ally, it has the potential for deployment in different languages and regions
worldwide, enhancing its applicability on a global scale. This research is
also available in the following paper:

Fedor Vitiugin, Hemant Purohit [Under review]. Multilingual Ser-
viceability Model for Detecting and Ranking Help Requests on Social
Media during Disasters.

Finally, we draw conclusions and discuss future directions of research
in Chapter 7.

1.4 Additional Output

As part of my studies, I had the chance to collaborate on additional papers
that are not included in this manuscript.

An analysis of social media discourse on COVID-19 pandemics
by governments and public health agencies across multiple countries.
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During the COVID-19 pandemic, information is being rapidly shared
by public health experts and researchers through social media platforms.
Whilst government policies were disseminated and discussed, fake news
and misinformation simultaneously created a corresponding wave of “in-
fodemics.” This study analyzed the discourse on Twitter in several lan-
guages, investigating the reactions to government and public health agency
social media accounts that share policy decisions and official messages.
The study collected messages from 21 official Twitter accounts of gov-
ernments and public health authorities in the UK, US, Mexico, Canada,
Brazil, Spain, and Nigeria, from 15 March to 29 May 2020. Over 2 mil-
lion tweets in various languages were analyzed using a mixed-methods
approach to understand the messages both quantitatively and qualitatively.
Using automatic, text-based clustering, five topics were identified for each
account and then categorized into 10 emerging themes. Identified themes
include political, socio-economic, and population-protection issues, en-
compassing global, national, and individual levels. A comparison was
performed amongst the seven countries analyzed and the United Kingdom
(Scotland, Northern Ireland, and England) to find similarities and differ-
ences between countries and government agencies. Despite the difference
in language, country of origin, epidemiological contexts within the coun-
tries, significant similarities emerged. Our results suggest that other than
general announcement and reportage messages, the most-discussed topic
is evidence-based leadership and policymaking, followed by how to man-
age socio-economic consequences.

During work on this project, I was responsible for data collection and
processing, as well as consulting of colleagues during analysis.

Li, L., Aldosery, A., Vitiugin, F., Nathan, N., Novillo-Ortiz, D., Castillo,
C., Kostkova, P. (2021). The response of governments and public health
agencies to COVID-19 pandemics on social media: a multi-country anal-
ysis of twitter discourse. Frontiers in Public Health, 9, 716333.

Emotion Detection for Spanish by Combining LASER Embed-
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dings, Topic Information, and Offense Features. The paper describes
the system submitted by the WSSC Team to the EmoEvalEs@IberLEF
2021 emotions detection competition. We propose a novel model for
Emotion Detection that combines transformer embeddings with topic in-
formation and offense features. The system classifies social media text
emotions leveraging its context representations. Our results show that,
for this kind of task, our model outperforms baselines and state-of-the-art
text classification methods.

Vitiugin, F., Barnabo, G. (2021). Emotion Detection for Spanish by
Combining LASER Embeddings, Topic Information, and Offense Fea-
tures.

Use of LLMs for effective summarization of DBpedia abstracts.
This study addresses the limitations of existing short abstracts of DBpedia
entities, which often lack a comprehensive overview due to their creating
method (i.e., selecting the first two-three sentences from the full DBpedia
abstracts). We leverage pre-trained language models to generate abstrac-
tive summaries of DBpedia abstracts in six languages (English, French,
German, Italian, Spanish, and Dutch). In particular, we performed several
experiments to compare the quality of generated abstracts by different
language models. We evaluated the generated summaries using human
judgments and automated metrics such as Self-ROUGE and BERTScore.
Finally, we studied the correlation between human and automated met-
rics used for evaluating the generated summaries under different facets:
informativeness, coherence, conciseness, and fluency.

Pre-trained language models outperform the existing short abstracts
of DBpedia abstracts, especially for long ones, by producing more in-
formative and concise summaries. BART-based models effectively over-
come the current limitations of DBpedia short abstracts. Further, we find
that BERTScore and ROUGE-1 are reliable measures for evaluating the
informativeness and coherence of generated summaries with respect to
full DBpedia abstracts. We also observe a negative correlation between
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conciseness and human ratings. Additionally, the evaluation of fluency
remains challenging without human assessment.

During work on this research, I was responsible for experiment design
and evaluation, as well as result analysis.

Zahera, H., Vitiugin, F., Sherif, M., Castillo, C., Ngomo, A. C. N.
(2023). Using Pre-trained Language Models for Abstractive DBpedia
Summarization: A Comparative Study. In Proc. SEMANTiCS 2023.
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Chapter 2

RELATED WORK

While performing the research for this thesis, we collected relevant stud-
ies on social media during disasters, multilingual natural language pro-
cessing, and transfer learning. Our work primarily focuses on language-
related research, supplemented by the utilization of network science and
ranking methods.

2.1 Social Media during Disasters
Social media plays a crucial role in emergency response and enhancing
situational awareness during and after natural disasters [106, 114, 225].
However, there are several challenges involved in gathering and extract-
ing relevant information from social media platforms. These challenges
include dealing with the large volume of data, unstructured data sources,
the signal-to-noise ratio, ungrammatical and multilingual content, and the
identification and removal of fraudulent messages [214, 176]. Due to the
vast amount and diversity of data generated on social media, the informa-
tion extracted varies in quality and usefulness. For instance, a tweet with
geographical information (geo-tagging) attached, indicating a roadblock
on a hilly road, provides more valuable contextual details compared to
a similar tweet lacking geo-tagging. Likewise, a tweet accompanied by
images has the potential to enhance situational awareness significantly.
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For example, if someone shares photos of a roadblock on a hilly road, it
can help drivers in the vicinity understand the current situation and opt
for an alternate route to bypass the blocked area [181]. In this section,
our focus is on examining the methods used for mining, classifying, and
summarizing social media messages relevant to crises.

During various types of crises, including both natural and man-made
disasters, social media serves as a crucial communication channel. The
integration of computational methods from diverse disciplines facilitates
the development of mining and retrieval systems, offering valuable assis-
tance to emergency managers [35]. Crisis-related social media compre-
hends a wide range of information categories, including timely messages
conveying urgent needs of affected populations, as well as updates on the
condition of damaged infrastructure such as bridges or roads. Together,
this information plays a significant role in emergency response, recovery
management, and the assessment of the costs of damages [117].

For classification of crisis-relevant social media, a range of approaches
have been proposed, encompassing both “traditional” supervised learning
methods like Naive Bayes and Support Vector Machines (SVM), as well
as neural-network-based methods [214]. SVM, in particular, has con-
sistently demonstrated high performance when combined with semantic
features derived from external knowledge bases [122], while deep learn-
ing methods utilizing architectures like Convolutional Neural Networks
(CNN) with word embeddings have also proven effective in detecting
crisis-relevant messages [172, 147]. Moreover, the inclusion of event-
specific information, such as hydrological data for floods, has been shown
to further enhance classification performance [53].

Crisis-related social media messages often consist of pieced content,
resulting in fragmented information. Therefore, the consolidation and
summarization of this information are crucial [204, 205]. A well-crafted
summary plays an essential role in providing stakeholders with situational
awareness and enabling effective resource management [247].

Two primary approaches are employed for text summarization:

• Extractive methods involve selecting informative phrases or even
complete sentences from the source text to construct the summary
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[65].

• Abstractive summarization techniques, in contrast, generate sum-
maries by capturing the underlying semantics of the given text.
Consequently, abstractive summaries may include words or sen-
tences that do not explicitly appear in the source document(s).

Abstractive summarization often employs a generative approach, which
has gained significant popularity in recent years, particularly with the ad-
vancement of pre-trained large language models [142, 134].

Despite the advantages of abstractive approaches, extractive methods
are still considered the state-of-the-art for summarization, owing to their
simplicity and high performance levels [196, 113]. However, extractive
approaches often fall short in including crucial elements required for com-
prehensive reports, such as answers to “what,” “who,” “where,” “when,”
and “how” questions. These elements hold significant importance in the
domain of disaster and crisis management and need to be succinctly incor-
porated into summaries [130]. Query-based approaches have been pro-
posed as an effective means of integrating this information to enhance the
quality of reports [197]. In general, abstractive methods have the potential
to generate more informative summaries that are not limited to sentences
directly extracted from the source text, thereby expanding the scope of
information synthesis [171].

Furthermore, social media has emerged as a popular platform for in-
dividuals to seek help from emergency services during natural disasters
[174, 247, 41, 60]. Whether it is for rescue operations, essential supplies,
or critical information, social media often serves as the primary point of
contact for those in need. In contrast to other online contexts, posts made
during disasters need immediate attention and should be directed towards
the appropriate recipients, such as rescue teams, to ensure prompt offline
responses. Consequently, specialized strategies have been devised to pri-
oritize and address actionable posts requesting help [221, 187, 108].

In the context of disaster management, the gathering of relevant and
timely information from social media platforms is essential for effective
response and mitigation efforts [188]. However, the challenge intensifies
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when dealing with posts written in different languages, adding complexity
to the information extraction process [238, 149].

Our work focuses on addressing the complexity introduced by lan-
guage variety in social media posts during the information extraction pro-
cess.

2.2 Multilingual Natural Language Processing

Presently, various platforms, including social media, offer people from
diverse backgrounds and languages the opportunity to connect and share
information. It has become common to come across comments in differ-
ent languages on posts made by international celebrities or data providers.
Consequently, in the field of NLP, there is a growing interest in compre-
hending cross-lingual content and addressing the challenges of multilin-
gualism. The ability to handle multilingual content in NLP has emerged
as a significant research area in this era. Many endeavors have been made
to harness existing NLP technologies and tackle the complexities associ-
ated with understanding and processing content in multiple languages.

The majority of existing methods for mining social media during dis-
asters, as described in the extensive literature, are predominantly mono-
lingual in nature [248, 181, 149]. This limitation restricts their applicabil-
ity in countries where languages other than English are spoken, including
English-speaking countries with increasingly diverse multilingual urban
populations [149]. Notably, a recent analysis revealed that media cov-
erage of crises varies across different countries, highlighting the impor-
tance of considering multilingual perspectives [96]. Therefore, the ability
to leverage social data mining methods on user-generated content across
multiple languages holds the potential to significantly enhance disaster
response efforts [238]. Cross-lingual and multilingual classification and
summarization methods offer an opportunity to gather complementary in-
formation from various languages spoken in affected regions.

Research into multilingual social media analysis is still in its nascent
stages. While machine translation is a straightforward yet less effective

16



approach for processing social media data [217], recent advancements
have demonstrated promising results in multilingual hate speech detection
using SVM and Bidirectional Long Short-Term Memory (BiLSTM) mod-
els on three datasets comprising English, Italian, and German languages
[47]. Additionally, large-scale analyses of deep learning models have
been conducted to develop classifiers for multilingual classification tasks,
encompassing 16 datasets from nine languages. The findings indicate
that for low-resource languages, Language-Agnostic SEntence Represen-
tations (LASER) embedding combined with logistic regression achieves
superior performance, while Bidirectional Encoder Representations from
Transformers (BERT) based models outperform others in high-resource
settings [14].

Some existing approaches propose the utilization of external knowl-
edge sources, such as specific lexicons, to enhance detection systems by
leveraging multilingual, fine-grained resources [56]. Although this ap-
proach can be effective, it necessitates labor-intensive efforts to develop
and maintain these knowledge sources, especially in a multilingual con-
text, where maintaining up-to-date lexicons can be challenging.

To address these challenges, recent studies have introduced innovative
approaches for retrieving and classifying information from multilingual
social media. These methods harness the power of deep learning models
with multilingual embeddings [147, 119] and pre-trained Large Language
Models (LLMs). The latter approach involves fine-tuning LLMs for spe-
cific tasks and domains, resulting in enhanced performance in crisis-related
analysis [145, 211, 72].

Our work effectively leveraged multilingual embeddings and large
language models to tackle multilingual challenges in crisis-related tasks.

2.3 Transfer Learning

The field of NLP has witnessed remarkable progress recently, character-
ized by the emergence of influential models like ELMo [105], BERT [59],
and GPT-3 [30], attracting significant attention and recognition in the re-
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search community. This advancement in NLP has been primarily driven
by the development of transfer learning techniques, enabling the effective
transfer of knowledge acquired in one context to different scenarios, lan-
guages, or tasks [18]. Transfer learning is a machine learning approach
that utilizes knowledge gained from pre-training a model on general tasks
to enhance efficiency and expedite fine-tuning in related tasks [202]. This
technique was first introduced with the successful large CNN model, Im-
ageNet, in 2010 [58]. ImageNet involved fine-tuning deep neural net-
works using over 14 million images across more than 20,000 categories.
In the realm of NLP applications, transfer learning has been extensively
employed, leading to state-of-the-art results in various studies, including
sentiment analysis [146], hate speech detection [166], question answering
[164], etc.

The utilization of transformer-based models, known for their supe-
rior performance and robustness, has become prevalent in crisis classi-
fication tasks, surpassing conventional linear and deep learning models
[145, 50, 173]. Furthermore, the availability of pretrained language mod-
els, coupled with well-established procedures for fine-tuning them to spe-
cific tasks or domains, has significantly alleviated the computational and
training time burdens, making these techniques more accessible to practi-
tioners with limited resources.

In the context of disaster-related social media analysis, various ap-
proaches have been proposed to leverage the capabilities of LLMs. These
include employing Teacher-Student training methods for cross-lingual trans-
fer scenarios [129], integrating graph neural networks and transformer-
based LLMs through cross-attention mechanisms [86], and utilizing mul-
timodal neural networks for combined textual and visual data analysis
[127]. These techniques enable more effective and comprehensive analy-
sis of disaster-related social media content.

The Teacher-Student model, a knowledge distillation approach [98],
has proven valuable in transferring knowledge from complex models to
simpler ones, and it has been applied in various tasks and domains [216,
100, 39]. Recently, a multilingual knowledge distillation approach has
been proposed, leveraging the Teacher-Student framework to transfer knowl-
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edge from high-performance monolingual models to a multilingual model,
resulting in improved performance [246]. Moreover, task-specific models
can also serve as teacher models, enabling the transfer of specific knowl-
edge to the student model [125].

In our work, we employed the state-of-the-art in transfer learning and
knowledge distillation techniques to enhance the efficiency and effective-
ness of large language models in crisis-related tasks.
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Chapter 3

ANALYSIS OF
MULTILINGUAL
NARRATIVES AROUND
RUSSO-UKRAINIAN WAR
EPISODES

During crisis events, the information shared in social media across dif-
ferent languages can vary significantly. In this chapter, we aim to exam-
ine the disparities in information provided during the same crisis events
across English, Russian, and Ukrainian languages. By analyzing a vast
collection of approximately 58 million tweets, we investigate the stances
and affiliations of users discussing three war-related episodes. Our focus
is on uncovering major communities in the conflict through community
detection in retweet networks.

Our findings reveal that language-related communities not only sup-
port and vilify different actors and narrative, but also contribute to the
diversity of actors and narratives themselves. This highlights the signif-
icance of understanding the role of language in shaping public opinion
during crisis events. Additionally, we discuss the importance of narra-
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tives in maintaining public support and the role of social media platforms
as influential arbiters in this process. This chapter sets the stage for the
subsequent chapters, providing background and context for our research.

3.1 Introduction

On February 24, 2022, the 8-year ongoing conflict between Russia and
Ukraine has commenced a major escalation, with Russia sending troops
across the North and East borders of Ukraine [38]. As military situation
developed on the ground, a similar escalation took place in the war to
control the narrative around the invasion in the mainstream and social
media [44]. This control is especially important, given that the billions
of euros in support sent to Ukraine by the Western countries are often
authorized by elected legislative bodies [8]. Indeed, the willingness to
support Ukraine ranges widely across the West: in May, 2022 survey,
about half of respondents from Italy and Germany opted to end the war,
even if the lands captured by Russia are not returned to Ukraine, and only
16% of those from Poland choose this route [128]. However, a difference
in opinion on the war also exists in Russia, as far as it can be ascertained
via surveys [219] and public anti-war protests [92], although the country’s
block of Facebook and Twitter shortly after the invasion made it necessary
to use VPN services for the dissenting voices to be heard in the Western-
controlled social media [163].

Twitter has been ascribed an important role in Ukraine in the past
decade. Unlike the original Orange Revolution protests in 2004, which
were largely televised, the 2014 Euromaidan protests were also transmit-
ted on fledgling social media websites [161]. Meanwhile, Russia stepped
up its efforts to stir social media narratives in its favor, including using
Russian Internet Research Agency (IRA) to run propaganda and influ-
ence operations online [63]. In response to increased activity and atten-
tion, in March 2022 Twitter announced the creation of special curation
efforts around war-related content, including flagging links to Russian
state-affiliated media websites [160]. At the same time, conflict-related

22



rising energy prices and post-pandemic supply chain disruptions have pre-
cipitated increased inflation in daily cost of living and potential recessions
in the West, challenging the will of these governments to continue their
support of Ukraine [208]. Thus, it is crucial to understand the battle over
establishing a dominant narrative around the military events in Ukraine,
as it may lead to further developments in the conflict.

In this work, we examine the Twitter discussions around three events:
(i) Mariupol theatre airstrike1 (17/03/2022), (ii) Bucha massacre2 discov-
ery (03/04/2022), and (iii) Kremenchuk shopping mall attack.3 (27/06/2022)
The first and third events are bombing incidents of civilian targets, while
second is a discovery by Ukrainian forces of possible killings of civilians
after the Russian forces withdrew from the city of Bucha. Spanning 3
months of the conflict, these events figured prominently in Western me-
dia, and produced a response in the Russian media [227, 228, 22]. In
particular, in this study we focus on the discussion around these events in
Ukrainian, Russian, and English languages. As of 2001, 67% of Ukraini-
ans spoke Ukrainian, and 30% Russian [232], while Education First gave
Ukraine “moderate” English proficiency score in 2022 [66]. Thus, we
aim to capture both the multitude of voices within Ukraine, but also from
Russia, and the West. Using this data, we aim to address the following
research questions:

• RQ 1.1: How do communities, detected based on user retweets,
self-identify in terms of support (pro-Russia vs. pro-West/Ukraine)
and state/media affiliation?

• RQ 1.2: What are the properties of the detected communities, in
terms of (i) account creation date, (ii) continuity across events, (iii)
use of bots and subsequent suspension by Twitter?

• RQ 1.3: What narratives in terms of main actors and their roles are
built by the above communities across these events?

1https://en.wikipedia.org/wiki/Mariupol_theatre_airstrike
2https://en.wikipedia.org/wiki/Bucha_massacre
3https://en.wikipedia.org/wiki/Kremenchuk_shopping_mall_attack
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This study illustrates the importance of using multilingual approach to
analyzing international conflict events by capturing the variety of actors
and angles engaged in shaping of the discussion around it.

3.2 Related Work

Since the 2022 invasion, as well as in the time since the 2014 annexation
of Crimea [239], social media studies have revealed a plethora of actors
(some automated) competing to establish a specific narrative vilifying or
favoring one or the other side. Botometer has been used on tweets with
affiliation hashtags such as #IStandWithPutin or #IStandWithUkraine by
Smart et al. [218], who found that, although bot-like activity was detected
on both sides of ideological divide, human-controlled accounts, or ac-
counts which appear less bot-like, have more influence in the captured
social network. They speculate that this could be potentially due to “their
behaviour or perception”. Focusing on Ukraine-related disinformation
and its debunking, Singh et al. [217] find that tweets spreading disinfor-
mation were shared and retweeted significantly more, compared to those
containing debunks. The authors recommend that machine translation is
used to tackle the multilingual nature of the data, and to match debunking
content with the original disinformation. An earlier study on the accounts
from the IRA found that such accounts “sought to keep the audience dis-
tracted” with a diverse set of conspiracy theories, using the principle “if
nothing is true, then anything is possible” [63]. The spread of informa-
tion and misinformation is also likely to be affected by the partisan and
ethnolinguistic affinities of social media users. A 2019 survey study of
Ukrainians found that those with closer partisan ties to Russia were more
likely to believe pro-Kremlin disinformation across different topics [67].
These topics, and the overarching narratives, are further likely to be dif-
ferent depending on the writer’s country of origin. A recent analysis of
the war coverage by Chinese, Russian, and Western press revealed that
“Western press outlets have focused on the military and humanitarian as-
pects of the war, Russian media have focused on the purported justifica-
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tions for the “special military operation” such as the presence in Ukraine
of “bio-weapons” and “neo-nazis”, and Chinese news media have con-
centrated on the conflict’s diplomatic and economic consequences” [96].
A heterogeneity also existed (at least at the start of the war) among the
Russian media sources, as exemplified by an analysis of a dataset that
combined Twitter and VKontakte posts from a variety of Russian media
outlets [180]. Whereas independent outlets discussed the legality of the
invasion, state-affiliated ones focused on capability and policy. In fact,
even those on the West opposing the war may have a range of opinions on
the appropriate response to the conflict. A survey by the European Coun-
cil on Foreign Relations conducted in mid-May 2022 showed that resi-
dents of different European countries disagreed on the long-term goals: a
“Peace” camp wanted the war to end as soon as possible, and a “Justice”
camp believed the more pressing goal is to punish Russia [128]. The sur-
vey found that in all countries, apart from Poland, the “Peace” camp was
larger than the “Justice” camp. However, such surveys provide a snap-
shot of public opinion, which is likely to develop as military events on the
ground unfold, economic shocks of the war reverberate through the global
economy, and attention fatigue shifts media’s attention to other topics. In
this study, we examine snapshots of three events over three months, and
examine the development of the main discursive actors and their narra-
tives around major developments in the war.

To find the most prominent actors and sides of the debates around
these three events, we employ community detection [212], which has been
applied widely to social [242] and political [37] controversies around the
world. Louvain, an iterative greedy community detection algorithm, has
been used to identify different sides of debates around the 2019 Euro-
pean [182] and 2017 French [84] elections, the Munich July 2016 At-
tack [23], the 2016 UK Brexit vote [90], and the 2019 Brazil oil field
auction [199], among many others. It has been shown that such commu-
nities closely approximate real-world relationships, such as political affil-
iation [42]. Such communities computed over successive time periods can
then be used to build a community evolution graph [68] which shows the
persistently influential users, as well as changes in community member-
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ship and structure around events. Recently, similar methodology was em-
ployed by Evkoski et al. [69] who tracked the change of ex-Yugoslavian
Twitter from before to after Russia invaded Ukraine. They find that some
communities show a clear pro-Ukrainian (Croatian, Bosnian and Mon-
tenegrin) and others pro-Russian (Bosnian Serbs) stance. In this work,
we perform a mixed-methods examination of communities around three
events in order to discover (dis)continuity in the responses and framing of
the conflict from the perspective of the Ukrainians and Russians, as well
as the Western world (taking English as the lingua franca).

Once discovered, we use content and network analysis techniques to
characterize the discovered communities. Centrality measures are often
used to identify most central, or influential, actors within each commu-
nity [182, 199] whose rhetoric is then examined at length. In this study,
we use hashtags to describe the communities, as hashtags have been used
as units of meaning for the description of various topics [87, 170]. We
then take an approach from de Saint Laurent et al. [55] who treat memes
as “partial stories” that add up to a narrative, which can be described using
actors and their relationships. We apply their characterization of actors in
a narrative (grounded in previous literature in rhetoric) as either Persecu-
tor, Victim, Hero, and Fool, to the hashtags in our dataset. Further, we
contextualize the extracted hashtags in the contemporaneous news and
discussions to build cohesive narratives for each community involved in
the discussion.

3.3 Methodology

3.3.1 Data collection and description

We used the public Twitter Streaming API to collect tweets about the
Russo-Ukrainian war since 26 February 2022, resulting in a multilingual
dataset capturing the conversations about the war worldwide. The key-
words4 used for this collection include 61 versions of the word “Ukraine”

4Available at https://tinyurl.com/ukraine22keywords
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Figure 3.1: Number of tweets per day (all languages).

in different languages, as well as location-related keywords that spanned
important geographic locations such as “Kyiv”, and “Donbas”, war-related
keywords like “UkraineRussia”, politically-charged statements like “Rus-
sianAggression”, and “FreeUkraine”, and political figures such as “Ze-
lensky” and “Putin”. The query was run without any location or language
limitations. The data stream provides only public tweets, i.e. the collec-
tion does not contain tweets posted by private accounts or sent as direct
messages. The data collection was still ongoing when this work was fin-
ished.

Figure 3.1 demonstrates the number of collected tweets (in all lan-
guages) per day up to July 4, 2022, when the dataset consisted of 312 182 245
tweets. The volume is highest at the start of the conflict, and decreases
over time. Several peaks appear in March, April, and June. Because of
the fast-pace development of the war, we chose three of the significant
war-related episodes as follows:

• Mariupol theatre airstrike (17/03/2022) – Total number of tweets:
4 159 948;

• Bucha massacre discovery (03/04/2022) – Total number of tweets:
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Table 3.1: Statistics of 10-day datasets for each event and language.

Number of tweets Number of users
Mariupol theatre airstrike

English 25 834 917 3 357 113
Russian 872 487 134 528
Ukrainian 664 097 94 402

Bucha massacre discovery
English 20 301 318 2 538 975
Russian 957 395 130 763
Ukrainian 633 417 83 334

Kremenchuk shopping mall attack
English 7 732 416 1 438 390
Russian 530 422 80 198
Ukrainian 381 850 59 722

3 778 515;

• Kremenchuk shopping mall attack (27/06/2022) – Total number of
tweets: 1 530 994

We used a 10-day window for each event: starting three days before and
finishing seven days after. We limited the scope of the analysis of these
event-related tweets to three languages: English, Russian and Ukrainian.
We used the information about the language used in tweets provided by
Twitter. We leave the analysis of other languages captured in the data for
future work. Table 3.1 provides the volume and user statistics of tweets
in the language/event datasets.

3.3.2 Network construction
Next, we use the collections of tweets described in the previous step
for constructing retweet networks, which are known in the literature to
capture the agreement with the opinion expressed in the retweeted mes-
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sage [83, 48]. A retweet network is a directed weighted graph, where
nodes represent Twitter users and edges represent the retweet relation.
The direction of an edge corresponds to the direction of information spread-
ing or influence; the weight of the edge is the number of times one user
retweets the other [42]. We found that communication of users with the
same language is stronger than across languages, resulting in language-
based clusters if we build one multilingual retweet network per event.
Thus, to study the opinion communities formed around war-related de-
bates, we built nine retweet networks, one for each language, per each
event.

Following previous literature [83], we exclude edges with a weight
equal to one to reduce the noise in the data. Next, we extract the Giant
Connected Component (GCC) for each network. Table 3.2 presents the
sizes and modularity of the GCCs. The modularity of the networks in
Russian and Ukrainian remain largely stable, but those in English increase
substantially, suggesting that the communities in these networks became
more dense and less connected among each other from one event to the
next. In total, we analyzed 5 251 099 unique users and 57 908 319 tweets.

3.3.3 Community detection

We use the Louvain Community Detection algorithm [28] to identify
groups of users who have similar opinions on the ongoing events. Lou-
vain is a hierarchical clustering algorithm that maximizes the modularity
score for each partitioning, determining the best number of communities.
To test the stability of the communities identified by Louvain (which is
not deterministic), for each network, we applied Louvain algorithm 10
times and calculated Rand index with the first community assignment de-
scribed in 3.4.1. Average Rand indexes range in [0.94, 0.98] with standard
deviation in [0.0040, 0.0141], indicating that the communities are stable.
For visualizing the generated networks, we used the ForceAtlas2 algo-
rithm [112] in Gephi. We then examined the communities having at least
1000 nodes for Ukrainian and Russian, and 10 000 for English.

We annotate each community with a topic/stance manually by exam-
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Table 3.2: Statistics of GCC networks for each event and language: num-
ber of nodes, edges, and modularity.

Number of nodes Number of edges Modularity
Mariupol theater bombing

English 508 429 904 620 0.386
Russian 19 831 71 082 0.509
Ukrainian 19 303 73 416 0.426

Bucha massacre discovery
English 387 039 1 674 804 0.478
Russian 20 417 72 893 0.512
Ukrainian 15 074 60 187 0.425

Kremenchuk shopping mall attack
English 175 439 550 302 0.587
Russian 12 934 43 420 0.539
Ukrainian 9645 32 646 0.470

ining the top 20 retweeted users and top 20 retweeted tweets. The annota-
tion was done by authors, who are familiar with the political situation in
Russia and the West, and who are proficient both in Russian and English.
Annotation of Ukrainian content was done with the help of machine trans-
lation, and was verified by a Ukrainian citizen familiar with the Ukrainian
political scene.

3.3.4 Location Extraction

To assign a location to the posts, we employ geo-localization via users’
Location profile field. The location information was matched to the GeoN-
ames database5 which includes locations around the globe, including in
their native language spelling and with several variations [162]. Out of the
selected language/event data, 42.5% were geolocated at a country level.

5https://www.geonames.org/
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Locations for 1000 most popular matches in each language were manu-
ally checked and corrected where needed.

3.3.5 Bot-or-not annotation

We annotate the activity of Twitter accounts with Botometer (formerly
BotOrNot) service. It gives each account a score based on information
from follow-back groups, managing a high volume of political content,
fake followers, spam, etc [245], with higher scores meaning more bot-
like activity. During the preliminary evaluation of results, we found that
Botometer gives a higher score to media and bloggers, which mostly have
verified accounts. Therefore we exclude verified accounts from our analy-
sis and collect scores of “regular” users only. For Russian and Ukrainian,
we get scores for all users in the networks, but for English language users,
we use stratified sampling using follower information to select 10% of all
users in each event network.

3.3.6 Content analysis

Next, we perform content analysis using the tweets posted by users from
different communities extracted above. Following previous literature [33],
we use the odds ratio metric for detecting hashtags in tweets that distin-
guish a community from others during the event. The odds ratio is based
on the frequency of hashtags that appeared in tweets of the target com-
munity compared to the same hashtag in other communities. We avoid
low-frequency hashtags using the threshold of one standard deviation.

After detecting hashtags for each community, we find specific narra-
tives they built during the analyzed events, in each language. We apply the
narrative roles’ framework [55] to actors consisting of persons, organiza-
tions, and countries. There are four roles: Persecutor, Victim, Hero, and
Fool. These help us uncover scenarios that appear in tweets and compose
the larger narrative structure.
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3.4 Results

3.4.1 Community structure

We begin with the discussion of the overall structure of the networks
across languages and events (resulting in GCCs of nine retweet networks),
as seen in Figure 3.2. Although we did not pre-define the number of com-
munities during the community detection, for each language-event combi-
nation our methodology resulted in 5-6 communities, which are identified
in the Figure 3.2 with a different color, a bounding box, and a name given
by the authors based on an examination of the contents. The size of the
community in terms of users is also shown under the name. Note here
that the names of the communities reflect the top retweeted accounts, not
all accounts within the community, and thus signify a general interest of
those included.

As can be seen from the structure of the networks, the communities
in Russian networks are more disconnected than those in English and
Ukrainian, likely due to the use of Russian language by those involved
on both sides of the conflict. In all of the Russian networks, we find the
Russian-affiliated and state media community to have few connections to
the rest of the network, and to consistently encompass around 19% of the
network’s users. The rest of the network includes Russian opposition me-
dia and bloggers, as well as the Ukrainian bloggers and eastern-European
media. This larger group also includes non-political Russian accounts and
alternative media in the first two events (in orange), but not in the last, po-
tentially due to Russia’s blocking of VPN services in early June [109].
Note that the small gray cluster connected to Eastern-European media is
a language misclassification of Mongolian content. The international bot-
net detected in the Kremenchuk network contains accounts that have been
suspended at the time of writing, or accounts that retweet content in a va-
riety of languages (some pro-Ukrainian) but who stopped posting in the
summer of 2022.

The English-language networks also display a somewhat removed com-
ponent that includes pro-Russia and anti-Ukraine communities (although

32



during Bucha the anti-Ukraine community is not distinguished by our
method). Throughout these events, the pro-Russia/anti-Ukraine clusters
account for 32%, 27% and 38%, respectively, seemingly not diminishing
in popularity by the third event. Unlike in Russian language networks, in
English we find the east-European media clustered topically: about pol-
itics or about war. Close to these, we further find pro-Ukraine media, as
well as international media. The latter four communities are quite dis-
tinct during the first event (Mariupol), but are more integrated in the last
(Kremenchuk), especially the pro-Ukrainian media, suggesting a cross-
pollination of attention across time.

Ukrainian language networks are the most integrated and stable, com-
posing of Ukrainian politicians, officials and defense organizations, news,
as well as activists and military bloggers. The news agencies are often in
the center of the networks, being retweeted by the rest.

Thus, we conclude that the most prominent viewpoints represented in
the discussion are largely stable over time in each language. We also find
a polarization of opinion that is reflected in the networks in English and
Russian, but not in Ukrainian, pointing to a unity of interpretation of the
different events on the Ukrainian side.

3.4.2 Community behavior

We continue by addressing specific research questions related to the be-
havior of the communities discovered in the previous section.

RQ 1.2.i. When were the accounts posting about the war created?
Figure 3.3 demonstrates the dates when accounts were created for

each language, aggregated over all events. We find many accounts were
created in 2022, suggesting that some users joined the platform specifi-
cally to engage in this topic. This spike is especially evident in Russian
language for Russian opposition bloggers, as well as accounts around
Eastern-European media and Ukrainian bloggers. In Ukrainian, many
news agencies and politicians joined the network in 2022 (interestingly,
not the officials, who were already on the network). Interestingly, a large
spike in account creation appears in English in the pro-Russian commu-
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(a) English – Mariupol theatre
airstrike

(b) English – Bucha massacre (c) English – Kremenchuk shop-
ping mall attack

(d) Russian – Mariupol theatre
airstrike

(e) Russian – Bucha massacre (f) Russian – Kremenchuk shop-
ping mall attack

(g) Ukrainian – Mariupol theatre
airstrike

(h) Ukrainian – Bucha massacre (i) Ukrainian – Kremenchuk
shopping mall attack

Figure 3.2: User communities for each language and event, colored using
Louvain algorithm, layout using the ForceAtlas2. Number of users in
each community indicated under the description of each.
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(a) English (b) Russian (c) Ukrainian

Figure 3.3: Account creation date (year) for each language, per detected
community.

nity in 2021. A second large spike can be seen around 2014 for both
Russian and Ukrainian during the annexation of Crimea, which is often
considered as the start of the conflict. Such spike does not appear in En-
glish, and instead 2009 is a year when many accounts were created in all
communities.

RQ 1.2.ii. How continuous is the discussion over the three events?
Although in Figure 3.2 the communities we found in each language/event

instance had similar topical character, their membership was only some-
what overlapping between the three events. Figure 3.4 shows the Jac-
card similarity in the membership overlap between the consecutive events
(Mariupol/Bucha, Bucha/Kremenchuk), for each language. Note that for
an account to “join” a community, all it takes is to retweet a certain central
account in that community, and not others.

We can find that the overlap is highest between the communities hav-
ing similar topics (on the diagonal), however we see several instances of
communities sharing members across others in a subsequent event. For
instance, in Ukrainian, the users in community we dub as Ukrainian ac-
tivists during Bucha appear both in the eponymous community during
Kremenchuk, but also among the Ukrainian regular users community. In
English, many accounts in Pro-Ukrainian political media during Bucha
then also appear in the cluster we dub as East-European media about war
during Kremenchuk. Such “cross-overs” are more likely to happen among
the groups sharing the same outlook on the conflict, such as accounts in
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EEW PUP PRU INM EEM AAU
EEW 0.29 0.03 0.01 0.03 0.11 0.01
PUP 0.04 0.49 0.00 0.02 0.05 0.00
PRU 0.01 0.00 0.31 0.03 0.00 0.31
INM 0.03 0.02 0.01 0.24 0.03 0.01
EEM 0.07 0.06 0.00 0.03 0.30 0.01
AAU - - - - - -

Mariupol

Bu
ch

a
EEW PUP PRU INM EEM AAU

EEW 0.19 0.09 0.00 0.02 0.10 -
PUP 0.01 0.09 0.00 0.02 0.02 -
PRU 0.00 0.01 0.17 0.01 0.00 -
INM 0.02 0.01 0.02 0.16 0.01 -
EEM 0.06 0.02 0.00 0.03 0.17 -
AAU 0.00 0.00 0.00 0.00 0.00 -

Bucha

Kr
em

en
ch

uk

EEW - East-European media about war
PUP - Pro-Ukrainian political media
PRU - Pro-Russia
INM - International media
EEM - East-European media about politics
AAU - Anti-Ukraine

(a) English

ROB RSM ROM EEM EUB RAM
ROB 0.28 0.00 0.13 0.13 0.08 0.02
RSM 0.01 0.54 0.01 0.00 0.00 0.00
ROM 0.07 0.00 0.28 0.03 0.04 0.02
EEM 0.07 0.00 0.03 0.36 0.14 0.00
EUB 0.10 0.00 0.03 0.09 0.28 0.03
RAM 0.01 0.00 0.05 0.01 0.00 0.25

Mariupol

Bu
ch

a

ROB RSM ROM EEM EUB RAM
ROB 0.27 0.00 0.08 0.07 0.07 0.02
RSM 0.00 0.40 0.00 0.00 0.00 0.00
ROM 0.07 0.01 0.21 0.04 0.03 0.03
EEM 0.10 0.00 0.03 0.29 0.09 0.01
EUB 0.05 0.00 0.02 0.04 0.20 0.02
RAM - - - - - -

Bucha

Kr
em

en
ch

uk

ROB - Russian opposition bloggers
RSM - Russian-affiliated and state media
ROM - Russian opposition media
EEM - Eastern-European media
EUB - Ukrainian bloggers
RAM - Non-political Russian accounts & alternative media

(b) Russian

UAO UAP NWS UAA UAM UAD
UAO 0.15 0.00 0.01 0.00 0.00 0.02
UAP 0.03 0.53 0.06 0.02 0.04 0.03
NWS 0.05 0.07 0.35 0.02 0.07 0.05
UAA 0.02 0.03 0.05 0.26 0.03 0.02
UAM 0.04 0.05 0.06 0.02 0.35 0.04
UAD 0.05 0.02 0.05 0.01 0.04 0.31

Mariupol

Bu
ch

a

UAO UAP NWS UAA UAM UAD
UAO 0.15 0.01 0.03 0.02 0.02 0.05
UAP 0.00 0.42 0.08 0.03 0.03 0.02
NWS 0.01 0.05 0.24 0.03 0.05 0.04
UAA 0.00 0.03 0.04 0.17 0.04 0.02
UAM 0.00 0.03 0.06 0.04 0.27 0.03
URU 0.00 0.01 0.00 0.09 0.00 0.00

Bucha

Kr
em

en
ch

uk

UAO - Ukrainian officials
UAP - Ukrainian politicians
NWS - News agencies
UAA - Ukrainian activists
UAM - Ukrainian military bloggers
UAD - Ukrainian defence organizations
URU - Ukrainian regular users

(c) Ukrainian

Figure 3.4: Jaccard similarity measuring the overlap in users of commu-
nities in consecutive events.

anti-Ukraine community during Mariupol who appear in pro-Russia com-
munity during Bucha in English. This supports our intuition that the users
in these communities share a coherent opinion or stance on the conflict.

RQ 1.2.iii. How extensive was the use of bots by different sides, and
how does this relate to suspensions by Twitter?

Figure 3.5 shows the median values of BorOrNot scores, percentage
of accounts suspended by Twitter, and deleted by the user, aggregated
over the three events. For English and Russian, we distinguish between
communities supporting Russia (pro-Russia), and the rest (pro-Western).
We find that in terms of the bot score, Russian pro-Russia, English pro-
Russia, and Ukrainian users have about the same median score at 0.25.
The score is slightly lower for English pro-Western and Russian pro-
Western accounts. Comparing pro-Russia vs pro-West in English, we find
p-value of 0.885, while comparing pro-Russia vs. pro-West in Russian re-
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Figure 3.5: The medians (points) and standard errors (whiskers) of
BotOrNot scores, percentage of accounts suspended by Twitter, and
deleted by the user, aggregated over the events.

sults in p = 0.048 (using Mann-Whitney U Test). The account suspen-
sions tell a clearer story: both Russian and English-language pro-Russia
accounts are suspended the most (around 12%), whereas pro-Western less
(around 6%), and Ukrainian accounts are suspended the least (about 1%).
The difference between Pro-Russia and Pro-West in English is significant
at p = 0.004 and between Pro-Russia and Pro-West in Russian is signifi-
cant at p = 0.011. The deletions are very small for all kinds of communi-
ties at around 1-2%, but the Ukrainian ones are again the smallest. These
results show that, despite having a similar bot score, the Twitter platform
has suspended more pro-Russia accounts than pro-Western ones (though
some of those were also suspended).

Next, we focus specifically on the Russian-language accounts. Fig-
ure 3.6(a) shows that pro-Russia communities inside Russia had dispro-
portionately fewer engaged users around the third event, compared to both
to pro-Russia communities outside of Russia, and pro-Western communi-
ties anywhere. Whereas in the first two events, just under 800 users were
in pro-Russia communities, in the third, less than 400 engaged. The lev-
els of engagement by pro-Russia communities outside Russia remained at
around 500 at all events. We also find a decrease in engagement of pro-
Western accounts inside Russia, but not to the same extent as the drop
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(a) from Russia (b) out of Russia

Figure 3.6: Number of users posting in each event in Russian, separately
in communities having pro-Russia and pro-West leaning.

in pro-Russia ones. The results suggest that either censorship of Rus-
sian pro-Russia accounts by Twitter has been successful, or that interest
in the event fell dramatically inside Russia (likely both have contributed,
including other confounders).

3.5 Narrative Analysis

3.5.1 Prominent Actors

We explore the narratives of these communities guided by the top hash-
tags obtained using odds ratio, which compares how much more likely
a hashtag is being used by a community versus all others (within a net-
work). Top 10 such hashtags for each network can be seen in Tables 3.3 –
3.5. First, we annotated hashtags referring to actors (persons) using the
narrative role framework [55], we then explored the context of these roles
in the tweet content and the outside resources to which it links.

Only one actor was present during all events and in all three lan-
guages — the Russian president Vladimir Putin. In pro-Western com-
munities, he is mostly portrayed in a role of persecutor (16 times in all
languages/events), such as #PutinHitler #PutinIsaWarCriminal, although
one was used in a sarcastic manner (role of a “fool”) where #ZаПутина
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Table 3.3: Top hashtags by odds ratio for each community in English, for
communities that appear in all three events.

Community Mariupol Bucha Kremenchuk
Pro-Russia NaziUkraine, ZelenskyWarCriminal,

NoWarWithRussia, UkraineNazis, Bi-
olabsinUkraine, biolabs, WEF, Azov-
Battalion, NeoNazis, NeoNazi

DPR, ZelenskyWarCriminal, Scot-
tRitter, NaziUkraine, WEF, AZOV-
NAZIS, NWO, AzovBatallion, SBU,
AzovBattalion

NaziUkraine, Seversk, DPR, Ali-
naLipp, Aidar, LPR, ZelenskyWar-
Criminal, CIA, Washington, Lugansk

East-EU
media -
politics

GenocideOfUkrainians, Clos-
eTheSky, ClosetheSkyoverUkraine,
StandwithUkraine, StopRussia,
HelpUkraine, StopPutinNOW, Nestle,
StopRussianAggression, SlavaUkraï-
ni

IStandWithUkraine, dogs, Putin-
Hitler, BoycottRussia, StopWar,
StopRussia, RussianAggression,
SlavaUkraine, SlavaUkraini, Stop-
PutinNOW

WalterReport, StopRussiaNow,
RussiaWarCrimes, OpRussia, Anony-
mous, NAFO, OSINT, StopRus-
sianAggression, RussiaIsATerrorist-
State, ArmUkraineNow

East-EU
media - war

Brovary, Hostomel, OSINT, Bayrak-
tarTB2, Bucha, Makariv, Gostomel,
Latvia, Chernihiv, Kramatorsk

WALTERREPORT, LIVECHAT, Mo-
tyzhyn, OSINT, Hostomel, Sumy, rus-
sianinvasion, Kazakhstan, Zhytomyr,
Estonia

Traitor, GOP, Brexit, SCOTUS, War-
Criminal, Trump, Kazakhstan, Putin-
IsaWarCriminal, PutinsWar, SlavaUk-
raïni

International
media

inflation, PMModi, crypto,
VolodymyrZelensky, oil, food,
Oil, gas, ElonMusk, energy

WATCH, UNGA, journalism, Pope-
Francis, VolodymyrZelensky, Erdo-
gan, Ireland, Refugees, auspol, G7

OOTT, oott, natgas, OPEC, ONGT,
Egypt, ClimateCrisis, Türkiye, food,
Indonesian

Pro-
Ukraine
political
media

GOPBetrayedAmerica,
MoscowMitch, FauxNews, Putins-
GOP, TraitorTrump, Resistance-
United, VoteBlueIn2022, GO-
PLiesAboutEverything, Madison-
Cawthorn, PartyOfTreason

DemVoice1, wtpBLUE, BlueVoices,
FreedomForUkraine, Vote-
BlueIn2022, FreshResists, Fresh,
VoteBlueToSaveDemocracy, ONEV1,
LongLiveUkraine

FoodSecurity, TTE, EU2022CZ,
URC2022, BackBoris, Lugano,
StrategicConcept, Starmer, foodsecu-
rity, humanrights

is accompanied with statements about using people as “cannon fodder”:

Russia is gathering “cannon fodder”. Conscripts get ready.
#WARINUKRAINE #war #RussiaUkraineWar #ForPutin #rus-
sia #conscripts #Ukraine #UkraineRussianWar #stopwar #Kram-
atorsk (Original: Россия набирает "пушечное мясо". Срочникам
приготовиться #WARINUKRAINE #war #RussiaUkraineWar #ZаПутина
#россия #срочники #Ukraine #UkraineRussianWar #stopwar #Kram-
atorsk)

However, upon closer examination, we also find tweets supporting the
Russian president in a broader political context. In English language, we
find mentions of larger geopolitical alignments (here, according to the
eponymous Twitter user, TWGRP stands for Trump World Groups, and
#pureblood is associated with those refusing vaccination):

#Putin is cleaning house, taking out #Cabal #KHAZARIAN-
MAFIA, etc and he is destroying #NWO plans. They AL-
MOST had us, were planning to wipe out 95% of the 6.8
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Table 3.4: Top hashtags by odds ratio for each community in Russian, for
communities that appear in all three events.

Community Mariupol Bucha Kremenchuk
Russian-
affiliated &
state media

КрымНаш (Crimea is ours), USA,
крым (Crimea), Крым (Crimea),
Польша(Poland), crimea, Чер-
нигов (Chernihiv), Donbass,
Львов (Lviv), правда (truth)

Европа (Europe), Сербия (Ser-
bia), бандерня (Banderites), Ро-
дина (homeland), укрофашизм
(Ukraine fascism), USSR, укрофа-
шисты (Ukraine fascists), Мари-
упољ (Mariupol), утилизация
(utilization), Genocide

СВО (SMO), памятник (mon-
ument), история (history), но-
стальгия (nostalgia), usa, поли-
тика (politics), красота (beauty),
Крым (Crimea), набережная-
Салгира (shore of Salgira), ин-
тервью (interview)

Russian
opposition
media

санкции (sanctions), свобо-
дуНавальному (freedom to
Navalny), NoWarInUkraine, сво-
бодуполитзаключённым
(freedom to political prisoners),
stopwar, StandWithUkraine, Stop-
PutinNOW, PutinWarCriminal,
кадыров (Kadyrov), FckPutin

СвободуНавальному (free-
dom to Navalny), Чернобыль-
ской (Chernobyl), Днепр
(Dnipro), Белгородска-
яобласть (Belgorod region),
РСФСР (RSFSR), Mariupole,
фашистами (by fashists),
noWAR, Нетвойне (no to war),
хабаровск (Khabarovsk)

нетвойне (no to war), ПАСЕ
(PACE), MH17, войнасукраи-
ной (war with Ukraine), санкции
(sanctions), СБУ (SSU), Гер-
мания (Germany), Кабаева
(Kabaeva), РФ (RF), Австралия
(Australia)

Russian
opposition
bloggers

русскиепапуасы (Russian-
Papuans), таквижу (how I
see), ооорф (ooorf), UKRAINE,
ZаРоссию (for Russia), Бой-
кот (boycott), Война_Россия
(War Russia), нефть (oil), ко-
лония (colony), Чернобаевка
(Chornobaivka)

белгород (Belgorod), Azer-
baijan, славаукраїнi (Slava
Ukraine), Рубцовск (Rubtsovsk),
мародер (marauder), V, Ай-
досСарым (Aydros Sarim),
ЗимняяВишня (winter cher-
ries), НамНеСтыдно (we’re not
ashamed), БучанскаяРезня
(Bucha massacre)

русские (russians), убейпу-
тина (kill Putin), идлиб (Idlib),
плохиеновости (bad news),
русским (russians), лукашенко
(Lukashenko), путина (Putin’s),
ПрямаяЛиния (Direct Line),
PinkFloyd, уёбки (assholes)

East-
European
media

ЗСУ (AFU), UkraineUnderAttack,
BayraktarTB2, NurembergTribunal,
PutinsWarCrimes, Ucraina, Харкiв
(Kharkiv), mariupol, Toronto, Марi-
уполь (Mariupol)

Казахстан (Kazakhstan), War,
Литва (Lithuania), Байден
(Biden), Bloomberg, RussianUkraini-
anWar, Рубежное (Rubizhne),
Китай (China), NoWar, Аресто-
вич (Arestovich)

RussiaWarCrimes, UkraineWar,
NATO, россиясегодня (Rus-
siaToday), Kyiv, russiansoldiers,
Оккупация (occupation), нато
(NATO), новостионлайн (news
online), War

Ukrainian
bloggers

OSINT, новини (news), Крама-
торск (Kramatorsk), Потерьнет
(no losses), RussiaInvadedUkraine,
Кадыровцы (Kadirov’s), Бри-
тания (Britain), Грецией
(Greece), Дмитриев (Dmitriyev),
потєрьнєт (no losses)

ZаПутина (for Putin), Да-
гестан (Dagestan), PutinHitler,
Краснодар (Krasnodar), сроч-
ники (unprofessional solid-
ers), РоссияСмотри (Russia
watch), RussianWar, Соловьев
(Solovyev), Гиркин (Girkin),
Калмыкия (Kalmykia)

РоZZия (RoZZia), Яковенко
(Yakovlenko), Гиркин (Girkin),
руZсолдат (RuZZian solider),
Порошенко (Poroshenko), kre-
menchuk, kyiv, weaponforukraine,
warukraine, WarInUkraine

billion world pop. And yet, so many ppl are #Brainwashed
into hating #Putin. #TWGRP #pureblood

Indeed, English-language data has a strong presence of US politicians
and pundits, often associated with the political right, posting pro-Russia
content. For instance, among the top accounts in the English-language
network’s pro-Russia/anti-Ukraine communities during Kremenchuk shop-
ping mall attack are U.S. representatives Marjorie Taylor Greene (@RepMTG),
Lauren Boebert (@laurenboebert), Jim Jordan (@Jim_Jordan), and Tulsi
Gabbard (@TulsiGabbard), and “GOP Committeewoman” Lavern Spicer
(@lavern_spicer).
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Table 3.5: Top hashtags by odds ratio for each community in Ukrainian,
for communities that appear in all three events.

Community Mariupol Bucha Kremenchuk
Ukrainian
officials

росiйської (russian), свобо-
дуНавальному (free Navalny),
Українi (Ukraine), WeStand-
WithUkraine, stopruSSiZm, Криму
(Crimea), Нiмеччинi (Germany),
freeNavalny, ПАРЄ (PACE)

грузZ00 (cargoZ00), Грузiя
(Georgia), джавелiни (javelins),
вч_57367, Грузiї (Georgia),
бурят (buryats), мрiя (Mriya),
вiйни (war), БМП (IFV), Буря-
тия (Buryatia)

Formula1, МАГАТЕ (IAEA),
SlavaUkraine, Києвi (Kyiv), Ки-
євськiй (Kyiv’s), Avalanche,
Lisichansk, F1, freeNavalny, свобо-
дуНавальному (free Navalny)

Ukrainian
politicians

рф (RF), Бiлорусь (Belorussia),
мова (language), UkraineUnderAt-
tak, блокада (blockade), iсторiя
(history), МАРIУПОЛЬ (Mar-
iupol), МарiупольУкраїна
(Mariupol Ukraine), Японiя
(Japan), Крим (Crimea)

Крим (Crimea), США (USA),
UkraineUnderAttack, Iзюм
(Izyum), война (war), рос-
сия (Russia), RussianFascism,
путiн (Putin), RussiaWarCrimes,
украина (Ukraine)

НАТО (NATO), RussiaWar-
Crimes, russiannazis, OTAN,
ukrainewarvideos, RussiaInvade-
dUkraine, nazis, ВСУ (AFU), USA,
Миколаїв (Mykolaiv)

News agen-
cies

PutinHitler, SaveUkraine, kiev,
NoFlyZoneOverUkraine, херсон
(Kherson), HelpUkraine, Кiм (Kim),
Україну (Ukraine), Киев (Kiev),
новости (news)

Война (war), санкции (sanc-
tions), OlafScholz, новини (news),
закон (law), УкрТВI (UkrTWI),
monobank, розкiш (luxury), ко-
ней (horses), Russianterror

Росiї (Russia), HelpUkraine, Putin-
sWar, PrayForUkraine, FreeUkraine,
новости (news), UkraineUnderAt-
tak, StopWar, Russia, нюдсопя-
тница (nude friday)

Ukrainian
activists

StopBelarusianAggression, Сум-
щiна (Sumshchyna), СТОЇМО
(We are standing), дякуюДСНС
(thank you DSNS), RomanGay-
dakov, kievnow, паралiмпiада
(paralympics), Russians, tobiizu, дя-
кую_захисникам_україни
(thank you protectors of Ukraine)

SaveUkraine, PutinWarCriminal,
EuropeanUnion, UkraineUnderAttak,
украрт (ukrainian art), Stand-
WithUkraine, PutinHitler, укртвi
(ukrainian twitter), Одеса (Odesa),
RussiaUkraineWar

Макiавеллi (Machiavelli),
Парадигма (paradigm), волон-
тери (volunteers), media, Херсон
(Kherson), харьков (Kharkov),
КАПIТУЛЯЦIЯ (capitulation),
business, goodwilltodie, vacancy

Ukrainian
military
bloggers

FB, украина (Ukraine), news,
свiт (world), Dnipro, UkraineRus-
siaWar, Iзюм (Izyum), Чернiгiв
(Chernihiv), StrongTogether, Азов
(Azov)

Краматорськ (Kramatorsk),
Бородянка (Borodianka), укра-
їнцi (ukrainians), War, Днiпро
(Dnipro), putin, standwithukraine,
UkraineRussianWar, StopRussianA-
gression, ClosetheSkyoverUkraine

PutinWarCriminal, Кременчук
(Kremenchuk), путiн (Putin),
Допомога (help), Europe, Кре-
менчуг (Kremenchuk), Haagen,
WarCrimes, Zmiiny, Полоненi
(captives)

In Russian language, in pro-Russian communities Putin is often men-
tioned in the contexts of victories, often in tweets containing many hash-
tags, such as this one commemorating the annexation of Crimea:

#Crimea #Feodosiya #Koktebel #Crimea #CrimeanSpring #CrimeaFor-
Putin #WeDon’tLeaveOursBehind #CrimeanSpring #Togeth-
erForever #CrimeaIsOurs Happy Day of Crimea’s Reunifica-
tion with Russia! And the cats agree with us too! [link] (Orig-
inal: #Крым #Феодосия #Коктебель #Crimea #КрымскаяВесна
#КрымZaПутина #СвоихНебросаем #КрымскаяВеснаВместе-
навсегда #КрымНаш С Днём воссоединения Крыма с Россией!
И котики тоже с нами солидарны! [link]

On the other hand, pro-Russia communities prefer to write about more
recent “heroes”, for example, pro-Russia German Russian blogger Alina
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Lipp [222] and former UN weapon inspector Scott Ritter who criticized
NATO.6 However, these personages serve as an introduction to content on
larger actors, including the U.S., such as in the following tweet asserting
the U.S. involvement in the training of Ukraine soldiers, with an emphasis
on the controversial Azov battalion (see below):

“We Trained #Nazis” - Former #US #Marine Corp Intelli-
gence Officer, #ScottRitter “The first troops to be trained by
$US and #British soldiers were the neo-Nazi #Azov Battal-
ion” #RussiaUkraineConflict #Russia #Ukraine #News #is-
tandwithrussia [link]

Similarly, the criticism extends to other Western countries, such as
Germany:

Germany is trying to shut her up from telling any further
truth. #AlinaLipp #Donbass She revealed the fact that the
Ukrainian military killed people by tying their hands in a hos-
pital in #Mariupol. #Lyssytschansk #Lysichansk #Sloviansk
#Severodonesk NO #FreeSpeech in Germany

A similar narrative structure is mirrored on the pro-Western side, wherein
the Russian opposition leader Alexey Navalny appears in constant calls
for his freedom in hashtags such as #freeNavalny (#свободуНавально-
му) during all three events. In that sense, the tweets use the ongoing
Ukrainian conflict to remind the users of Twitter platform about this po-
litical prisoner:

423 days. We are not forgetting and every day reminding
others! #FreedomToNavalny #FreedomToPoliticalPrisoners
#UkraineRussiaWar #FreeNavalny #freeNavalnyNow #FreeUkraine
#FreeUkraineResists [link] (Original: 423 дней. Не забываем
сами и ежедневно напоминаем другим! #свободуНавальному
#свободуполитзаключённым #UkraineRussiaWar #FreeNavalny #freeNaval-
nyNow #FreeUkraine #FreeUkraineResists [link]

6https://en.wikipedia.org/wiki/Scott_Ritter
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The next most popular actor is the Ukrainian president Volodymyr Ze-
lensky, who was framed both as a persecutor and a hero. In the pro-Russia
community, he is the principal persecutor (#ZelenskyWarCriminal), while
international media gave him a hero role.

During the three events, the pro-Russian communities associated Ze-
lensky with manipulation of the narrative around the unfolding events, for
instance, asserting his involvement in the coverage of the Bucha incident:

#Ukraine #bandernya #ukronazism #ukrofascism Zelensky
banned the removal of corpses from the streets in Bucha to
show them to Western "spectators" This was stated by the
former deputy of the Verkhovna Rada Ilya Kiva. He ex-
plained that Ukrainians need corpses.. [link] (Original: Read-
ovka #Украина #бандерня #укронацизм #укрофашизм Зелен-
ский запретил убирать трупы с улиц в Буче, чтобы показывать
их западным «зрителям» Об этом заявил бывший депутат Вер-
ховной Рады Илья Кива. Он пояснил, что трупы нужны укра-
ин.. [link]

As well as more mild comments on Zelensky’s speeches:

#Zelenskyy quoting “I Have A Dream” is peak disrespectful
to all the oppressed ppl around this world. #NaziUkraine

Interestingly, the users posting criticism of Ukrainian side showed
awareness of the platform’s policies, and even informed the followers that
“Twitterban” was coming (indeed, the tweet has been removed at the time
of writing):

#ikvertrek #vonderLeyen #wef #Ukraine #ZelenskyWarCrim-
inal #marathonrotterdam #biden Ukranian military beating
ukranian people. Thats what zelensky dont want you to see.
(Twitterban incoming) [link]

Mentions of Zelensky on the pro-Western side are much milder, asso-
ciating him with news coverage with other leaders, and using his name as
a hashtag alongside other encouraging messages:
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@ZelenskyyUa @JustinTrudeau Hold on, dear! To OUR
heroes, glory #ukraine #kiev #russia #stoprussia #kyiv #stop-
putin #lviv #ua #StayWithUkraine #Ukraine #SaveUkraine
(Original: @ZelenskyyUa @JustinTrudeau Тримайся, рiдна! НА-
ШИМ героям Слава #ukraine #kiev #russia #stoprussia #kyiv #stop-
putin #lviv #ua #StayWithUkraine #Ukraine #SaveUkraine

3.5.2 Prominent Entities
Beyond individuals, we also find groups of people and organizations men-
tioned as actors. We find both of the two primary opponents in the war as
prominent actors. Russia is seen a persecutor 18 times (#RussiaIsATer-
roristState, #RussiaWarCrimes), and in some cases we find dark humor
where Russia is implied to be a business (#ооорф) or an “uncivilized
tribe” (#русскиепапуасы (#RussianPapuans)), or where the hashtag is
used sarcastically (#ZаРоссию (#forRussia)).

Some tweets address Russian people, for instance in this tweet, which
links to a video message from the Ukrainian professional boxer Wladimir
Klitschko:

And where is the one in the bunker, from OOORF? #Russian-
Papuans #ooorf #nowar All Russians watch! You #Russians
laughed at #Klitschko’s phrases. Look here for everyone:
The guy learned #Russian for conversion! On the video: a
patriot of the Motherland and a man - the guardian of the Fa-
therland! [link] (Original: А где бункерный, из ОООРФ? #рус-
скиепапуасы #ооорф #нетвойне Всем россиянам смотреть! Вы,
#россияне смеялись над фразами #Кличко. Сюда всем смот-
реть: Парень выучил #русский язык для обращения! На видео:
патриот Родины и мужчина - охранитель Отечества! [link]

In addition to critique from both sides (similar to that involving indi-
vidual actors described above), the data includes many instances of on-
the-ground coverage of the ongoing conflict. For instance, the destruction
of Antonov An-225 Mriya, a large cargo aircraft damaged in the early
days of fighting (link leads to an Instagram post):
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This is how the airport Gostomel looks like, where there is
the wreckage of the airplane An-225 “Mriya” #Mriya #Air-
planeMriya #News #Ukraine @ Ukraine [link] (Original: Так
выглядит аэропорт Гостомеля, где находятся обломки самолё-
та Ан-225 «Мрiя». #мрiя #самолетмрiя #новости #україна @
Ukraine [link]

Others come directly from the ongoing operations, such as a TikTok
video of a soldier aiming a video at a target (note that here the use of
country-wide hashtags in both Ukrainian and Russian suggests the in-
tended audience to be in both countries):

Minus the racist “Buratino” #video #war #Ukraine #Ukraine
#war #russia #russia #Stuhna [link] (Original: Мiнус рашистсь-
ка "буратiна"#Вiдео #вiйна #украина #україна #война #рос-
сия #росiя #стугна [link]

Note that the posting of such sensitive information while the conflict
is ongoing may reveal important information about the location, capabil-
ities, and other situational details. The use of cellphones in general has
been linked to breaches of security, which have cost lives on the battle-
field [120], however due to extremely sensitive nature of this topic, we
leave such analysis to security researchers.

An entity that is a popular target on both sides of the conflict is the
Ukraine’s Azov regimen, which is a part of the National Guard of Ukraine,
and which have been associated with far-right [88]. The narratives around
the battalion are starkly divided by the side, and are often written in the
language of the targeted audience. For instance, a tweet accusing Azov of
using civilians as human shields is in English:

Translated video: 3 residents of #Mariupol. #UkraineNazis
from Azov set up artillery in residential areas, used civilians
as #humanshields. #Ukraine troops prevented people from
leaving & #DNR & Russian troops rescued them. Wake up
#sleepyjoe! @miniakissa (link to deleted tweet)
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Whereas a reaction about the Kremenchuk shopping mall bombing is
in Russian:

#kremenchuk #RussiaIsATerroristState In broad daylight! Shop-
ping mall!!! Again, Russia will say military facilities?! Or
another NATO base with a food basket?! Or combat t-shirts
with pants?! Oh of course! Another Azov base?! Inhu-
mans!!! (Original: #kremenchuk #RussiaIsATerroristState Среди бе-
лого дня! Торговый центр!!! Опять Россия скажет военные объ-
екты?! Или очередная база нато с продуктовой корзиной?! Или
боевые футболки со штанами?! Ах конечно! Очередная база азо-
ва?! Нелюди!!!

Previous research has shown that language-specific targeting can be
important in a political sphere [24]. In the present case, despite being
annotated by Twitter as Ukrainian, users from communities in Ukrainian
dataset actively used hashtags in all three languages. Out of the top hash-
tags by odds ratio in Ukrainian dataset, 39% are in English, whereas only
34% are in Ukrainian and 17% are in Russian (the last two languages
have very similar alphabet and many common words, the last 10% of
hashtags could be in Ukrainian or Russian). Whether such linguistic tar-
geting achieves a wider circulation in the desired audiences during an
international crisis is an interesting research direction.

Outside of the battlefield, other groups used Twitter to rally support
for their cause. For instance, women’s groups used the platform to orga-
nize a march to fund-raise:

#Ukraine #Bucha #IStandWithUkraine With each day, we re-
ceive more heartbreaking evidences of sexual violence to-
ward women in Ukraine Support organisations who are as-
sisting women with medications, food and shelter National
“Women’s March” [link]
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3.5.3 Narrative Evolution

As a case study, we focus on the Russian-language, pro-Russia commu-
nity, which shows an emotional arc throughout the three events: the first
focuses on places involved in the war effort (in Ukraine, and also glob-
ally), the second besmirches the opposition (calling Ukrainians #ukraino-
fascist), and the last brings nostalgic nationalist feelings (around #history,
#monuments, #beauty and #nostalgia). During the Mariupol bombing, for
instance, a music video featuring Chechen fighters was produced by the
Minister of Culture of the Chechen Republic and circulated in Russian
(but with English hashtags):

Aishat #Kadyrova dedicated the song to the events in #Ukraine
and the Chechen fighters #Mariupol #Ukriane #Donetsk #Kiev
#Donbass #Russia [link] (Original: Айшат #Кадырова посвяти-
ла песню событиями на #Украине и чеченским бойцам #Мари-
уполь #Ukriane #Donetsk #Kiev #Donbass #Russia [link]

Bucha, on the other hand, is marked by the information war, wherein
links to materials contradicting Ukrainian narrative are shared. For in-
stance, the following tweet links to a VKontakte (Russian website similar
to Facebook) post with a video (the video in question has been debunked
[57] by Western media).

Fragments of a video appeared in the media, in which the
Ukrainian military #ukronazism #ukrofascism #ukraine lay
out corpses in Bucha. According to the director’s idea, all the
corpses should be in the frame. It does not matter that the
corpses will lie on the road in the direction of travel.. [link]
(Original: В СМИ оказались фрагменты видео, на котором укра-
инские военные укронацизм укрофашизм Украина расклады-
вают трупы в Буче. Согласно задумке режиссера — все трупы
должны попасть в кадр. Не важно, что трупы будут лежать на
дороге по ходу движе.. [link]
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An exhaustive search of all debunked content is outside of the scope
of this study, but we will make the data available to researchers interested
in this field, in accordance with Twitter’s Terms of Service (see below).

Finally, during the third event we find several campaigns around #his-
tory, #monuments, etc. We admit that the topic of these tweets is not nec-
essarily about the Ukraine war, but as they matched on of the query terms
(Russia in several languages), they provide a context of self-reflection co-
occurring with the war events. For instance, one tweet listed prices of
products during the rule of Leonid Brezhnev:

With nostalgia for the USSR: Prices in Brezhnev’s Time. •
° #Brezhnev #USSR #history #products #Russia #nostalgia
#prices #profits (Original: С ностальгией об СССР: цены во вре-
мена Брежнева . • ° #Брежнев #СССР #история #продукты
#Россия #ностальгия #цены #прибыль [link]

Thus, even within a stance and a language, we find a variety of narra-
tive constructions, encompassing encouragement of friends and criticism
of enemies, propagation of content from other sources supporting one’s
narrative, and building a larger historical context. Whether these narra-
tives reach similar audiences within Russia, and how they may reinforce
or complement each other would be important in understanding the im-
pact of the cultural delineation of the Russian (as well as Ukrainian) side,
alongside the purely informational warfare.

3.6 Discussion and Conclusions
Forbes dubbed the ongoing Russo-Ukrainian war as the “first social media
war”, which follows the Gulf War as “first Internet war” and the Vietnam
as “first television war” [223]. Unlike during the “Arab Spring” revo-
lutions when social media was widely acknowledged to provide a sup-
portive role to the protesters, in this case the Ukrainian government is
encouraging the use of social media, with some of the first-hand con-
tent potentially being used for war crime investigations [4]. However,
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on the Russian side, state control over internet is increasingly creating a
new Iron Curtain (or “splinternet” [45]), with the 2019 Sovereign Inter-
net Law and the blocking of VPN services adding hardware to the many
speech restrictions already on the law books [104]. Twitter platform it-
self is another important player in the possible propaganda war. In April
2022 it has announced that it will update its content moderation rules to
limit the propagation of posts by Russian government accounts (though
not remove them) and ban images of prisoners of war [241]. On the other
hand, Twitter has made efforts to be accessible in Russia by launching a
privacy-protected version on Tor to bypass surveillance and censorship by
the Russian state [179]. Despite the efforts by several sides to curate the
conversation, we find both pro-Russia and pro-Western sides represented
in English (around 35%) and Russian (19%) networks (but not Ukrainian
ones). The pro-Russian communities (in Russian) were rather stable in
membership across the events, however the audiences around Ukrainian
politicians (in Ukrainian) were similarly stable, compared to most other
kinds of communities. Interestingly, the Russian-language pro-Russia
communities inside Russia have dropped precipitously by the third event,
suggesting either a drastic lack of interest in the ongoing conflict, or a po-
tential success of the curation from the Western side. Ongoing monitoring
of the engagement by these communities, especially state-sponsored or
potentially automated accounts, is an exciting continued direction of this
research. In this work, we have found the Botometer score to be unin-
formative in terms of distinguishing the different communities, especially
since by manual examination we found the score to be high for popular
accounts.

The battle over the narrative around the war is especially important
for Ukraine, as it depends on the support of its Western allies to resup-
ply its army, house its refugees and economic sanctions, as stated by the
Ukrainian president himself [132]. The Ukrainian government and nu-
merous volunteer teams strive to create war-related content, that tells the
international audience that “Ukraine is actually capable of winning” [5].
Following the Russian army’s retreat from Kyiv region after initial foray
for the capital [61] and later from Kherson [111], Russia is also careful to
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manage the image of military setbacks and direct blame (away from Putin
[152]). The role of language should not be underestimated, as it serves
both as a way to bridge nations and a way to establish one’s own national
identity. We find that the hashtags used by in the ostensibly Ukrainian
dataset were actually quite multilingual, potentially with the aim of reach-
ing international audiences. As language use has been an important part
of nation-building [184], the use of Ukrainian vs. Russian may become
a contentious point in Ukraine. A poll in March 2022 has found that
12% believe that there may be issues between Ukrainian-speaking and
Russian-speaking citizens of Ukraine, and that it’s a threat to domestic
security [193], and situation may change as the conflict unfolds. The de-
velopment of identifying markers, national branding, and framing of the
conflict will continue to be central to both parties in the conflict.

3.6.1 Limitations and Privacy

There are some notable limitations to this study, some of which have al-
ready been outlined above. Twitter is by far not the only deliberative
space on internet, with Facebook and WhatsApp groups playing an im-
portant role in the information sharing in the ongoing conflict [235, 78].
As researchers, we are also not in the purview of the policy and algorith-
mic changes the platform took to direct the discussion, not mentioning the
throttling and blocking by nation states. Further, methodologically we ac-
knowledge that the set of keywords used in this study may not cover all
of the conversations around the war, especially since it was not changed
throughout the collection for consistency. Similarly, the output of Lou-
vain algorithm is guided by the retweet information in the network, not
by the ideological stances of its members, possibly resulting in hetero-
geneity of opinions within the clusters (however upon manual inspection,
we found the sampled users and content to be largely cohesive). Also,
the case studies presented here are snapshots of particular instances of
the many events taking place in the war, and continued analysis is needed
to detect the further evolution of the conversation from the many parties
interested in this topic.
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As we mentioned above, the data used in this study was collected
using the Twitter Streaming API, and it thus includes posts which were
public at the time of the collection. However, by the time of the analysis
it also contains tweets which were later deleted or whose posters were
suspended by Twitter. For this reason, as well as due to the limitations
by the Twitter Terms of Service,7 we do not make public the original
tweets used in this study. Further, it is possible that, if the geo-location
of the users captured in this data is accurate and precise, that we have
captured potentially sensitive data coming from the war zone itself. We
urge the research community to be mindful of the potentially vulnerable
populations captured in social media data, and to take steps to limit the
exposure of sensitive data.

3.6.2 Disclaimer of Positioning
Due to the sensitive nature of the subject, and strong polarization on the
topic, the authors would like to disclose the authors admit a pro-Western
bias in the evaluation of the conflict. This has likely colored the position-
ing, methodology, and interpretation of the results.

3.6.3 Reproducibility
The tweet IDs for the examined events, including community labels, are
made available according to the Terms of Service of Twitter at public
repository.8

7https://developer.twitter.com/en/developer-terms/agreement-and-policy
8https://github.com/vitiugin/war_narrative
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Chapter 4

MULTILINGUAL
INTERACTIVE ATTENTION
NETWORK

In the previous chapter, we explored the variations in data shared on a so-
cial media platform during three crisis events across different languages.
While performing that research, we discovered a significant prevalence of
offensive content posted by users during these events. Building upon this
observation, the focus of this chapter is to present a novel model designed
for detecting hate speech in multilingual social media.

Our approach combines attention networks for interpretability and
adopts a human-in-the-loop paradigm to enhance the adaptability of the
model. By incorporating attention mechanisms, our model can dynami-
cally learn to prioritize relevant contextual words, enabling a more accu-
rate identification of hate speech. Additionally, we leverage the labels for
hate target mentions obtained through simulated human feedback, creat-
ing an interactive learning process that strengthens the model’s detection
capabilities.

This chapter delves into the development and implementation of our
proposed model, highlighting its unique features and the underlying method-
ologies. By harnessing the power of attention networks and human-in-
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the-loop adaptability, we aim to address the challenges of identifying hate
speech across multiple languages in social media platforms.

4.1 Introduction

Hate speech has become a general phenomenon in modern society. Par-
ticularly, the prevalence of hate speech is pronounced on social media
platforms and other means of online communication. Users often anony-
mously and freely express themselves in online communication forums,
including social media. The ability to express freely oneself is an impor-
tant human right, but inducing and spreading hate towards another group
is an abuse of this liberty. While the research in hate speech detection has
been growing rapidly, multilingual hate speech detection is still a chal-
lenging task. Most of the existing research studies [19, 157, 153] have
focused on one language only (mainly English), and their methods of-
ten depend on external knowledge sources, such as a hate speech lexicon
[91, 240, 51]. These sources are resource-intensive and time-consuming
to create in every language. A key challenge of these methods is the
obsolescence of the data source, given the developing language of user-
generated content on social media. The language changes quickly, espe-
cially under the pressure of moderation, which brings us to the next im-
portant challenge. Current multilingual hate speech detection models can-
not effectively deal with the local derogatory slangs in specific language
(e.g., ‘sudaca’ is xenophobic term to call people from South America by
Central Americans and North Americans who speak Spanish language)
and local context of implicit hate speech (e.g., ‘building a wall’ could im-
plicitly refer to hate against immigrants). Another enormous challenge is
a significant drop in the performance when the existing models are tested
on datasets different from training data [91] in terms of the target of hate
speech such as immigrants versus women. Examples of such tweets are
presented in Table 4.1.

Last, the state-of-the-art hate speech detection models have used deep
learning techniques, however, the decisions made by the deep learning
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Figure 4.1: Attention weights distribution in English and Spanish texts.
The darker color of the word means the higher weight.

Table 4.1: Example of messages with different targets of hate speech.

Message Target
The U.S must stop importing the Worlds
Poor if they cant take care of themselves
#sendthemback Stop allowing Foreigners to
live off U.S Taxpayers #Trump #MAGA

Immigrants Group

@USER @USER You won the “life time
recipient for Hysterical Woman” a long
time ago

Woman Individual

models can be opaque and difficult for humans to interpret why the deci-
sion was made and analyze the model errors. While human-in-the-loop
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paradigm has been shown to assist such techniques, there is still a chal-
lenge for the ability of humans to provide effective feedback to the model
to improve it. To address this challenge, we hypothesize that a theoreti-
cal approach of frame semantics from cognitive linguistics [74] can help
better explain and rectify the model reasoning provided through attention
weight map (c.f. Figure 4.1). Frame semantics suggests that word mean-
ings are defined relative to frames in a given text and thus, if the model can
learn to give attention to the elements of the correct frame as per human
interpretation, the model performance could improve. For example, in
Table 1, in order to correctly interpret the posts, a model will need a good
understanding of the targets of the hate that could be easily understood by
evoking a specific frame for interpretation by a human when looking over
the attention maps.

This study investigates the following research questions:

• RQ 2.1. Can a hybrid method of Interactive Attention Network
(IAN) with human-in-the-loop approach improve the detection of
hate speech in multilingual data with local slangs and implicit con-
text for hate?

• RQ 2.2. Is there an effect of framing in the human feedback to IAN
that helps toward faster convergence for the hate detection model?

• RQ 2.3. How much human feedback is required for significant im-
provement of hate speech detection results?

To address these questions, our method relies on including minimal
human guidance in the training process of IAN classification model for
achieving higher performance. Human feedback helps to detect hate sub-
tleties and phrases for extracting features during model training, where
the human feedback is guided by common element of the frames to ex-
press a hate speech, i.e. hate targets. Explanation of decisions of the IAN
model with the help of human feedback is analyzed by comparing the
distribution of attention weight maps and semantic frames in the textual
posts. The experimental dataset includes social media posts from two dif-
ferent topics in two languages. The proposed method allows the design
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of a novel multilingual hate speech detection system with the help of hu-
mans that shows high level of performance and can explain decisions by
demonstrating an attention weight map (c.f. Figure 4.1) of the analyzed
texts.

The main contribution of this study is a Multilingual Interactive At-
tention Network (MLIAN) model for detecting hate speech in text, re-
gardless of language. We not only show improved model performance
compared to baselines in two languages but also show a principled way
of integrating frame semantics for analyzing the interpretability of the
model reasoning. A comparison of distributed attention weight map with
semantic frames shows that our model accurately captures implicit frame
elements in the text that help to detect hate speech. We achieved this with
simulated human feedback and identified the minimal level of feedback
required to improve the model performance compared with the baselines.

The remainder of this chapter is organized as follows. We first de-
scribe the related work, followed by our MLIAN methodology, experi-
mental setup, and then, result analyses.

4.2 Related Work

Spreading hate towards distinct groups is an abuse of human rights to
express themselves freely. Many online forums such as Facebook and
Twitter have policies to remove hate speech content [70], albeit detect-
ing hate speech is challenging. We summarize the definitions, existing
detection techniques, and the role of human feedback to improve them.

4.2.1 Hate Speech Definitions

There are many definitions of hate speech that make the task specification
of the detection of hate speech difficult. Here are some examples of such
definitions: (1) “Hate speech is speech that attacks a person or group on
the basis of attributes such as race, religion, ethnic origin, national ori-
gin, sex, disability, sexual orientation, or gender identity.” [133] (2) “We
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define hate speech as a direct attack on people based on what we call
protected characteristics – race, ethnicity, national origin, religious affil-
iation, sexual orientation, caste, sex, gender, gender identity, and serious
disease or disability. We also provide some protections for immigration
status. We define attack as violent or dehumanizing speech, statements
of inferiority, or calls for exclusion or segregation.” [70] (3) “Language
that is used to expresses hatred towards a targeted group or is intended
to be derogatory, to humiliate, or to insult the members of the group.”
[51] (4) “Hate speech is a language that attacks or diminishes, that incites
violence or hate against groups, based on specific characteristics such as
physical appearance, religion, descent, national or ethnic origin, sexual
orientation, gender identity or other, and it can occur with different lin-
guistic styles, even in subtle forms or when humor is used.” [76] Some
definitions above consider hate towards a group while others consider at-
tacks on an individual. A general observation among the definitions is
that some aspect of the group’s or a person’s identity becomes a base for
the offense, however, in the given text it may not be explicitly stated,
as shown in Table 4.1. While in one definition the specific identity as-
pect is ignored, other definitions provide specific identity characteristics.
These ambiguities can challenge the task specification and what conven-
tional text-based classification approaches could capture, especially when
data is multilingual. Thus, human feedback could be valuable to support
model training process.

4.2.2 Hate Speech Detection Models

The earlier efforts to build hate speech classifiers used both simple meth-
ods using dictionary lookup [93] and bag-of-words features [32] as well as
deep learning techniques. SVM classifier is widely used for hate speech
detection. Training includes diverse features such as character n-grams,
word n-grams, word skip-grams, and knowledge-base features [154, 215].
Also, the list of features can include Brown cluster features along with ap-
proaches including ensemble classifiers and meta-classifiers [155]. Dur-
ing the analysis of the TRAC-1 workshop results [131], we found that
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authors use both deep learning (e.g., Long Short Term Memory (LSTM),
BiLSTM, CNN) and traditional machine learning classifiers (e.g., SVM,
Random Forest, Naive Bayes).

The HASOC 1 workshop organized at FIRE 2019 [156] notes that the
most widely used approach for hate speech detection in Indo-European
Languages was LSTM networks coupled with word embeddings. The
participants used a wide variety of models such as BERT, SVM, and
LSTM. Furthermore, a unified deep learning architecture based on LSTM
networks reached high performance without change of the architecture
but only training a model for each task (i.e., different abusive behavior
types) [77]. Results of the most recent shared tasks in aggression iden-
tification and misogynistic aggression identification show that the supe-
rior performance of the SVM classifier was achieved mainly because of
its better prediction of the majority class. BERT-based classifiers were
found to predict the minority classes better [20].

Research into the multilingual aspect of hate speech is relatively new.
Using Twitter hate speech corpus from five languages annotated with de-
mographic information, the authors of [103] studied the demographic bias
in hate speech classification. Hate speech detection models based on
SVM and BiLSTM show outstanding performance on three datasets from
three languages (English, Italian, and German) [47]. Moreover, large-
scale analysis of deep learning models to develop classifiers for multilin-
gual hate speech classification (16 datasets from 9 languages) shows that
for low resource languages, LASER embedding with logistic regression
performs the best, while in a high resource setting BERT-based models
perform better [14]. One limitation of these methods is the lack of inter-
pretability of the reasoning for the models’ decisions.

4.2.3 Human-Machine Collaboration for Hate Speech De-
tection

Complex behaviors such as hate speech require efficient automated mod-
els for detection of such communication. Previous work in this direction
informs the requirement for continuous model transformation techniques
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[234] due to the complexity of the task. The findings of human-machine
collaboration for content regulation (based on the Reddit case) suggest
a need for tools to help tune the performance of automated modeling
mechanisms, a repository for sharing tools, and improving the division
of labor between human and machine decision making [115]. Some ex-
isting approaches advocate the use of external knowledge sources, such as
a hate speech lexicon, where detection systems could leverage multilin-
gual, fine-grained Profanity and Offensive Word (POW) lexicons (an NLP
resource for toxic language) [56]. This type of approach can be effective
but it requires developing these knowledge sources that is labor-intensive,
especially for multilingual setting, and furthermore, such sources need
to be up to date, which is not always possible. Thus, an effective alter-
native can be a human-machine collaboration to fine-tune an automated
hate speech detection model during the training/re-training process, with
targeted human feedback to improve the model’s understanding for the
hate speech context.

4.3 Methodology: MLIAN model

Recent approaches for hate speech detection propose solutions that use
deep learning techniques for text classification of hate speech. While
these solutions make decisions automatically, they make errors due to
the biases in learning patterns and the reasoning behind those decisions
can be difficult to interpret and unclear for humans. The resulting sys-
tems that automatically censor social media posts would end up needing
a human’s attention for majority of the appealed cases. The multilingual
content can make such systems even more human resource-demanding.
In this section we describe our proposed MLIAN model that can enable
efficient human-in-the-loop paradigm along with interpretability of mul-
tilingual hate speech classification decisions, by employing a meaningful
human feedback guided through frame semantics theory in the deep learn-
ing architecture of interactive attention networks.
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4.3.1 Interactive Attention Networks

Our method builds upon the Interactive Attention Network (IAN) archi-
tecture. Deep learning models are widely used for hate speech detection
tasks [19], but many of such models make automated decisions hard for
understanding, or can be explainable only by using special techniques
[153]. In recent years, models with attention mechanism have not only
shown good performance, but also can be used as a tool for interpreting
the behavior of neural network architectures [81, 54, 80]. In the process-
ing of natural language, the tokens composing the source text are char-
acterized by having each a different relevance to the task at hand. The
attention mechanism constructs the context vectors of the tokens that are
required by the decoder to generate the output sequence in the encoder-
decoder neural architecture. The IAN model was proposed for interac-
tive learning of attentions in the context vector and special tokens (i.e.
hate targets in our study), and generate the representations for the special
tokens and contexts separately. The IAN model has shown high perfor-
mance results in many tasks such as aspect-level sentiment classification
[151], adverse drug reactions [12], pedestrian detection [250], and other
classification tasks.

Unlike the existing methods for hate speech detection task that mainly
work for monolingual data or require special linguistic resources created
with labor-intensive efforts, we propose to adapt this IAN model. It can
facilitate an approach for multilingual hate speech detection with inte-
gration of the human-in-the-loop paradigm to improve both the model
performance and interpretability. The role of human agents is to provide
more contextual information about hate speech that could be informed by
appropriately invoking the correct frame. Specifically, we detect whether
a given text message has personal or group hate target as an additional
parameter for interactive model training. We choose this feature because
it can be extracted in real cases creatively – users of the social media plat-
forms can provide the appropriate frame of interpretation and identify the
hate target to themselves and label the posts at scale. We evaluate our
proposed model against state-of-the-art baseline methods in Section 4.4.
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4.3.2 Model Architecture
The overall architecture of MLIAN model is shown in Figure 4.2. MLIAN
model contains two parts that interactively model the targets (left part in
the Figure 4.2) and context (right part in the Figure 4.2).

Our specific steps are as follows. First, we use multilingual text em-
beddings as input to LSTM. It is employed to obtain a target and hidden
states of words on the word level for targets and context respectively. Sec-
ond, we calculate the average value of the targets’ states and the contexts’
hidden states to supervise the generation of attention vectors, with which
the attention mechanism is adopted to capture the important information
in the context by the target provided by human feedback. This type of
architecture design [151] enables to capture the influence on the context
from the identified target and the influence on the target from the context.
This approach provides more clues to the modeling algorithm to pay at-
tention to the contextually-relevant hate speech features and thus, allows
to generate their effective data representations interactively. Finally, tar-
get and context representations are concatenated as a final representation
for an input text that is fed to a softmax function for hate speech classifi-
cation.

4.3.3 Transformer-Based Multilingual Embeddings
We use embeddings generated by two pre-trained transformer-based mod-
els for representing the input data for MLIAN: LASER [17] and Distilled
version of multilingual BERT (DistilmBERT). The main difference be-
tween these two models is that LASER generates sentence-level embed-
dings while DistilmBERT generates word/token-level embeddings.

LASER. Results of previous large-scale analysis of multilingual hate
speech detection in 9 languages from 16 different sources demonstrate
that simple models such as LASER embeddings with machine learning
algorithms perform with the best results [14]. LASER is based on an ar-
chitecture to learn joint multilingual sentence representations for data in
93 languages. Given an input sentence, LASER provides sentence em-
beddings which are obtained by applying max-pooling operation over the
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Figure 4.2: The overall architecture of MLIAN model.

output of a BiLSTM encoder. BiLSTM output is constructed by concate-
nating outputs of two individual LSTMs networks working in opposite
directions (forward and backward). This way more contextual informa-
tion is included in the output than a single LSTM reading text from left to
right. The system uses a single BiLSTM encoder with a shared Byte-Pair
Encoding (BPE) vocabulary for all languages, coupled with an auxiliary
decoder, and trained on publicly available parallel corpora. In our exper-
iments, all sentences are initialized by LASER in 1024-dimension fixed-
size vector to represent the input textual post. The resulting embeddings
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are computed using English annotated data only, and transferred to any of
the 93 languages without any modification. Experiments in cross-lingual
natural language inference (XNLI dataset), cross-lingual document clas-
sification (MLDoc dataset), and parallel corpus mining (BUCC dataset)
have shown the effectiveness of the LASER approach [17].

DistilmBERT. Distilled version of multilingual BERT (DistilmBERT)
model pre-trained by HuggingFace1 is a distilled version of the multilin-
gual BERT-base model [213]. The model is trained on the concatenation
of Wikipedia in 104 different languages. The model has 6 layers, 768
dimension and 12 heads, totalizing 134M parameters (compared to 177M
parameters for the multilingual BERT). On average DistilmBERT is 60%
faster than multilingual BERT model. All DistilmBERT embeddings have
512-dimension fixed-size vector representation. BERT’s key technical in-
novation is applying the bidirectional training of Transformer, a popular
attention model, to language modeling [59]. This is in contrast to pre-
vious efforts which looked at a text sequence either from left-to-right or
combined left-to-right and right-to-left training. We use BERT because it
shows high performance in many NLP-tasks including hate speech clas-
sification [167, 210, 64].

4.3.4 Human Feedback Guided by Frame Semantics The-
ory

While human could give a variety of feedback to the MLIAN model for
hate speech detection, we propose to guide the nature of the feedback.
One common approach of human-in-the-loop machine learning paradigm
is to seek feedback from humans as the correct labels at the entire text
level. Alternative to this approach can be the feedback at the level of word
tokens in the text, but the question is how to create a principled approach
to identify the special tokens for the feedback. We explore frame seman-
tics theory from cognitive linguistics [74] that can help better explain and
guide the types of special tokens to focus for the human feedback, in or-

1https://huggingface.co/models
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der to rectify the model reasoning provided through attention weight map
such as shown in Figure 4.1. According to the theory of frame seman-
tics, word meanings are defined relative to frames in a given text. Given
the varied ways in which hate speeches are expressed, human, rather than
machine, could quickly identify the appropriate frame to interpret a given
text. Thus, if the model can learn to give attention to the elements of the
correct frame as per human interpretation, the model performance could
improve.

A semantic frame is a set of statements that give “characteristic fea-
tures, attributes, and functions of a denotatum (data object), and its char-
acteristic interactions with things necessarily or typically associated with
it.” [13] Moreover, a semantic frame can be viewed as a coherent group
of concepts such that complete knowledge of one of them requires knowl-
edge of all of them [195]. Therefore, it provides a common representation
to capture both knowledge and meaning of a given textual post. For ex-
ample, a description of frame in FrameNet2 (the popular knowledge base
to understand human language) primarily contains following attributes:
Description - a textual description of the frame including what it repre-
sents; Frame Elements (FE) - additional attributes for representing mean-
ing of the frame in a sentence/context, such as the frame Being_born has
FEs: Child, Time, Place, etc.; Lexical Units (LU): the lemmatized form of
words with their part-of-speech that invoke a frame; and lastly, Example
Sentences.

Hate speech can be described by several frames [62], and thus, a com-
mon but essential pattern to guide the human feedback at the token-level
could be the element of hate target group in a given text. To achieve this
goal we propose a model described in the next subsection that can com-
bine human feedback of the hate target interactively during the training
process, within the specific language context of a textual post.

2https://framenet.icsi.berkeley.edu/fndrupal/
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4.4 Experiment setup
Data: We evaluated our model on the dataset containing English and
Spanish tweets provided by SemEval-2019 Task 5 — HatEval: Multilin-
gual Detection of Hate Speech Against Immigrants and Women in Twit-
ter [21]. This dataset has been labeled with two classes for determining
whether a given tweet is hateful or not-hateful for a given target such as
women or immigrants. Additionally, the data includes labels for identify-
ing the harassed target as individual or generic (i.e. individual or group).
Table 4.2 shows the quantity of training and test instances for each cat-
egory. In the current work, we named the first type of labeling as hate
speech labels, and the second type as target-type labels.

Table 4.2: Train and test data.

Hate speech Target type
Hate Non-hateful Individual Group

Train English 3783 5217 1341 2442
Spanish 1857 2643 1129 728

Test English 427 573 219 208
Spanish 222 278 137 85

Schemes: To compare our proposed method, given there is not ex-
actly comparable prior work for our multilingual problem setup tested on
the same dataset, we construct multiple baseline schemes using classical
machine learning models [178] that use LASER embeddings as input fea-
tures. We did not use state-of-the-art models proposed during SemEval-
2019, because participants had another task and tested their approaches
on single-language data, while our setup includes only multilingual cases.
Additionally, we also compare MLIAN with LSTM [154] based model,
as used in the prior works (we use it with two hidden levels and trained for
20 epochs, similar to MLIAN). We evaluate our MLIAN model with both
LASER and DistilmBERT embeddings. The full list of proposed mod-
eling schemes for evaluation is the following (* denotes our proposed
models and others are the baselines):
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• [SVC+LASER]: This method uses pre-trained LASER embeddings,
which are passed as input to a Linear Support Vector Classifier
model.

• [RF+LASER]: This method uses pre-trained LASER embeddings,
which are passed as input to a Random Forest model.

• [SGD+LASER]: This method uses pre-trained LASER embeddings,
which are passed as input to a Stochastic Gradient Descent model.

• [MLP+LASER]: This method uses pre-trained LASER embeddings,
which are passed as input to a Multi-Layer Perceptron (MLP) model.

• [LSTM+LASER]: This method uses pre-trained LASER embed-
dings, which are passed as input to a LSTM Network model.

• [LSTM+DistilmBERT]: This method uses pre-trained DistilmBERT
embeddings, which are passed as input to a LSTM Network model.

• [*MLIAN+LASER]: Multilingual Interactive Attention Network (MLIAN)
method with LASER embeddings.

• [*MLIAN+DistilmBERT]: Multilingual Interactive Attention Net-
work (MLIAN) method with DistilmBERT embeddings.

To evaluate the performance of classification models, we adopt three
metrics: Accuracy (ACC), Area Under the Receiver Operating Charac-
teristic Curve (AUC), and weighted F-measure (F1), which is consistent
with the prior works on hate speech detection.

Model Implementation: In MLIAN, we need to optimize all the pa-
rameters in LSTM networks: the attention layers, the softmax layer, and
the text embeddings (LASER or DistilmBERT). Cross entropy with L2
regularization is used as the loss function. We use backpropagation to
compute the gradients and update all the parameters of LSTM. The co-
efficient of L2 normalization in the objective function is set to 10−3, the
dropout rate is set to 0.2, and 20 epochs.
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4.5 Result Analysis and Discussion
We first discuss the results of MLIAN model against the baseline schemes,
followed by an in-depth analysis of the nature of human feedback, the
amount of human feedback, and the analysis of cross-lingual and cross-
target scenarios.

4.5.1 MLIAN Performance
Table 4.3 shows the performance comparison of MLIAN-based models
with other baselines. We can observe that the deep learning models have
higher performance in multilingual hate speech detection than classical
machine learning based model schemes. Further, both the proposed mod-
els of MLIAN+DistilmBERT and MLIAN+LASER show higher perfor-
mance than LSTM baselines in all metrics. MLIAN+LASER model scheme
demonstrates better performance result in multilingual cases, which is
perhaps contributed by the consideration of sentence-level context by the
LASER embeddings and the human feedback in MLIAN.

Table 4.3: Comparison with baselines. Results of binary classification for
the SemEval-2019 Task 5 (hate speech against immigrants and women).
Best performances are in bold. Models were trained on multilingual data
(10-fold CV). ∗ denotes the proposed models.

Model Scheme ACC AUC F1
MLP+LASER 60.93±0.72 58.73±0.69 59.85±0.64
RF+LASER 70.20±0.61 67.63±0.53 68.85±0.62
SGD+LASER 69.38±0.43 70.07±0.99 70.07±0.52
SVC+LASER 71.87±0.71 71.27±0.45 71.85±0.63
LSTM+DistilmBERT 73.85±0.31 78.29±0.14 73.86±0.31
LSTM+LASER 71.59±0.43 79.38±0.11 71.58±0.43
*MLIAN+DistilmBERT 81.24±0.59 79.84±0.61 81.00±0.55
*MLIAN+LASER 85.06±0.40 84.14±0.54 84.94±0.42

Further, our MLIAN models demonstrate that emphasizing the im-
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portance of human feedback through learning target and context repre-
sentation interactively can be valuable for hate speech detection tasks.
Compared with LSTM models, our architecture improves AUC perfor-
mance by about 6% for LASER-based model implementation and 2%
for DistilmBERT-based model implementation on multilingual data. The
main reason for higher performance is that MLIAN+DistilmBERT and
MLIAN+LASER use the additional feature contributed by the simulated
human agent which can influence the learning of context in the attention
network. Besides higher performance, in this design, we can learn the rep-
resentations of targets and contexts whose collocation contributes to hate
speech detection even in the posts where users resort to special language
subtleties. This also inspires our future work to explore and research the
semantics of a variety of target types.

4.5.2 Analysis of Frame Semantics Theory-based Hu-
man Feedback

In this analysis, we tested the theoretical justification of the impact of
human feedback based on the connection between frame semantics theory
described in Section 4.3.4 and attention weight maps resulting from the
developed MLIAN model.

Specifically, to understand how MLIAN attention weights correlate
with semantic frames, we examine the tweet text originally written in
Spanish and its English translation. First, we can extract semantic frames
for the text versions in both languages by employing a semantic parser.
Semantic parsers are trained specifically to consider context when iden-
tifying frames in a text. In this exercise, we utilized SLING [195] to
extract head frames from a textual post. Head frames are the frames di-
rectly evoked by a mention in text. Figure 4.3 illustrates the high-level
frame extraction process with an example.

Second, we apply the trained MLIAN model with and without hu-
man feedback data on the two versions of the text to retrieve the atten-
tion weight maps. For this task, we used MLIAN+DistilmBERT model
because it allows to extract word embeddings (while MLIAN+LASER ex-
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Figure 4.3: High Level Architecture of Frame Extraction Process.

tract only sentence embeddings that cannot be interpretable by human.)
Figure 4.4 demonstrates that the attention weights for the MLIAN model
with human feedback-based hate targets have more correlations with frames
than the model without such principled feedback. Moreover, it is impor-
tant to note that this correlation is observed for both languages, indicating
the significance of relying on a principled approach of frame semantics
theory to identify the type of targets to receive the human feedback.

4.5.3 Analysis of the Impact of Human Feedback

To measure the minimal required human feedback that could impact the
MLIAN model performance, we start with a baseline model scheme with-
out considering the target-types labels and then, design several model
schemes that incrementally add a specific amount of the target-types la-
bels as human feedbacks. Specifically, we analyze the baseline case against
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Figure 4.4: Attention weight maps of the original and translated texts
in English and Spanish. The darker color of the word means the higher
weight. Cells with red borders indicates words that match with semantic
frames.

three schemes, with the gradual addition of randomly selected target-type
labels – 100, 500, 1000. For this task, we use the performance measures
of ACC, F1, and AUC for assessing different model schemes.

The full set of results are presented in Table 4.4. Results show that the
statistically significant improvement of accuracy and AUC was notice-
able when increasing the number of target-type labels to just 500, which
equals to approximately 4% of training data only. This analysis demon-
strates how even the minimal use of human feedback could result into
faster convergence of the model training, for better performance in the
hate speech detection task.
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Table 4.4: Minimal human impact in MLIAN+LASER model is studied
for the model schemes with an increasing number of human feedback.
The table shows p-value for each scheme’s performance comparison with
the baseline and the previous scheme. The best performing scheme’s p-
value is bold.

100 500 1000
baseline feedbacks feedbacks feedbacks

ACC 73.04 74.10 77.46 78.59
Compare:
- baseline 0.297 0.001 0.000
- scheme 0.297 0.028 0.387
AUC 73.03 74.26 77.02 78.47
Compare:
- baseline 0.206 0.002 0.000
- scheme 0.206 0.060 0.296
F1 73.15 74.16 77.44 78.62
Compare:
- baseline 0.318 0.001 0.000
- scheme 0.318 0.031 0.368

4.5.4 Analysis of Cross-Lingual and Cross-Target Clas-
sification

Multilingual classification tasks also include cross-lingual classification
settings — when languages in training and testing data are different.

For evaluation of cross-lingual capability of the proposed method, we
train MLIAN model on one language and test on another, for English and
Spanish. The full results of cross-lingual classification are presented in
Table 4.5. The MLIAN models for both languages show better results
comparing with LSTM baselines. The model achieves up to 68% AUC
for training on English and testing on Spanish, while for the opposite
scenario, it reaches up to 78% AUC. On the other hand, the LSTM-based
baseline models show only 65% and 68% AUC for the two scenarios.
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Table 4.5: Results of cross-lingual classification. Best performances are
in bold (10 fold CV). ∗ denotes the proposed models.

Model Scheme ACC AUC F1
EN→ ES

LSTM+LASER 61.90 65.67 61.74
LSTM+DistilmBERT 59.16 65.01 58.77
MLIAN+DistilmBERT* 71.33 68.16 69.78
MLIAN+LASER* 71.46 68.16 69.91

ES→ EN
LSTM+LASER 58.16 63.51 57.61
LSTM+DistilmBERT 63.45 68.56 63.13
MLIAN+DistilmBERT* 81.76 78.95 81.01
MLIAN+LASER* 81.28 78.57 80.57

Lastly, we evaluate DistilmBERT for cross-topic hate speech detec-
tion — when the type of targets in the training and testing data are dif-
ferent. For evaluation of cross-target capability of the model, we train
the model on the dataset with hate speech targeted to one group of peo-
ple (e.g. migrants) and tested on the dataset with another targeted group
(e.g. women). Example of hate speech targeted at different groups are
presented in Table 4.1. The full results of cross-topic classification is pre-
sented in Table 4.6. MLIAN models show the best results comparing with
another baseline model schemes. MLIAN model reaches up to 80% AUC
for training on migrants-as-target dataset and testing on women-as-target
dataset, and in the opposite scenario, such a model reaches up to 82%
AUC. In contrast, LSTM baselines were only able to achieve up to 74%
AUC in both scenarios.

These results show that LSTM could reach good performance during
both cross-lingual and cross-topic hate speech classification tasks and this
analysis validates the benefits of deep learning model with human feed-
back for improving the task performance.
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Table 4.6: Results of cross-target classification. Best performances are in
bold (10 fold CV). ∗ denotes the proposed models.

Model Scheme ACC AUC F1
migrants→ women

LSTM+LASER 68.16 74.35 68.16
LSTM+DistilmBERT 68.31 74.46 68.31
MLIAN+DistilmBERT* 71.41 69.37 71.05
MLIAN+LASER* 81.89 80.31 81.51

women→ migrants
LSTM+LASER 67.17 73.33 67.17
LSTM+DistilmBERT 67.23 74.12 67.23
MLIAN+DistilmBERT* 84.06 82.70 83.80
MLIAN+LASER* 70.40 77.25 69.39

4.6 Conclusion

In this work, we design a Multilingual Interactive Attention Network
model for hate speech detection in social media posts, regardless of lan-
guage. The core idea of MLIAN is to use two attention networks to
model the context of content and the special tokens as targets interac-
tively, where we employ the frame semantics theory to design a princi-
pled approach for appropriately guiding the human feedback to provide
target labels. We use simulated human feedback by labeling posts that
contain personal/group hate for identifying the special tokens as target
labels. The model pays close attention to such important parts in the con-
text and learns to give higher attention to the potential elements of the
semantic frame characterizing the hate speech in the post. Experiments
on SemEval-2019 Task 5 dataset demonstrate that MLIAN model per-
forms better than several baselines and requires a minimal human feed-
back effort for improving the model performance. We present extensive
analyses to show the value of modeling with human feedback, which can
help adapt the model to different languages and tasks easily. The appli-
cation of MLIAN model can inform future studies for multilingual hate
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speech analytics.

4.6.1 Reproducibility
Datasets and code for the experiments described in this chapter are avail-
able for research purposes in a public repository.3

3https://github.com/vitiugin/mlian

75





Chapter 5

CROSS-LINGUAL
INFORMATION
EXTRACTION AND
SUMMARIZATION

This chapter introduces a cross-lingual method for retrieving and summa-
rizing crisis-relevant information from social media postings. The extrac-
tion of timely and relevant information from social media during crises
poses significant challenges, especially when dealing with multiple lan-
guages. We present a flexible approach that utilizes multilingual trans-
former embeddings to enable the formulation of structured queries and
the generation of comprehensive summaries. Our method allows experts
to write queries in their preferred language, while the extracted sentences
can be in any supported language. This approach facilitates the efficient
processing of large volumes of information with human expertise in the
decision-making process.
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5.1 Introduction
Social media platforms such as Twitter are widely used to share informa-
tion during disasters and mass convergence events [35]. During these situ-
ations, users, including eyewitnesses, media, governmental and non-profit
organizations, post an enormous volume of diverse content, from personal
opinions and commentary to reports and messages providing relevant in-
formation that could lead to better situational awareness. This chapter
describes an approach to automatically summarize information posted in
social media about an event, creating brief reports to help emergency re-
sponse and recovery. These reports can help emergency managers better
understand a developing situation and plan the following actions accord-
ingly [52, 102].

The development of methods that automatically extract crisis-relevant
information from social media has been an active line of work for many
years [106]. Traditionally, crisis information extraction methods use lin-
guistic and semantic resources mainly concentrated on one language [203].
However, there are many cases where a single crisis affects several coun-
tries or regions that speak different languages [236, 79, 147], or affects a
region where the population speaks more than one language.

Previous work has shown that the information provided by social me-
dia postings is related to the language in which they are posted, and in-
deed messages in different languages about the same crisis often provide
complementary information [238, 149]. Extracting and summarizing in-
formation from social media in only one language introduces the risk of
missing valuable information. However, creating or adapting language-
specific resources or methodologies for new languages is expensive and
time-consuming. Therefore, current crisis informatics solutions need ef-
fective cross-lingual tools for extracting relevant information about ap-
propriate categories of crisis-relevant information.

Our main contributions are:

• We describe a flexible, query-based, cross-lingual method for col-
lecting from social media relevant postings in multiple languages
about specific information categories. The method uses pre-trained
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multilingual sentence embeddings (LASER [17]) to extract post-
ings from a general collection of crisis-related messages.

• We describe an approach for crisis summarization that takes as in-
put relevant postings about an information category and generates
a summary using a transformer-based language model (Text to Text
Transfer Transformer (T5) [192]). We use clustering and diversi-
fication operations to create less redundant, more information-rich
summaries.

We perform empirical validation using both crowdsourcing annotators
and emergency management experts and release a new annotated dataset
to evaluate multilingual crisis informatics systems.

The remainder of this chapter includes a presentation of related work,
followed by a description of the query-based method for crisis informa-
tion extraction and cross-lingual classification and summarization. Next,
we describe our experimental setupand the results of our analysis. Finally,
we present our conclusions and envisioned future work.

5.2 Related Work
Mining the social web for crisis-relevant information has been an active
and fruitful research topic for many years. Our coverage of it focuses
on overviewing methods for mining,classification,and summarizationof
crisis-relevant social media messages.

5.2.1 Mining Social Media for During Crises
Social media is a key communication channel during all kinds of crises,
including natural and man-made disasters. Computational methods from
many disciplines can contribute to creating mining and retrieval systems
that can help emergency managers [35]. Crisis-related social spans many
different categories of information, including timely messages about ur-
gent needs from affected populations and damaged infrastructure such as
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bridges or roads. Together, this information is relevant for emergency re-
sponse, recovery management, and assessments of the costs of damages
[117] Unfortunately, most methods for mining social media during dis-
asters described in the extensive literature on the topic are monolingual,
limiting the applicability in countries using languages other than English
or even in English-speaking countries with increasing multilingual urban
populations [149]. The response during the disasters could be signifi-
cantly improved with the ability to employ social data mining methods
on user-generated data across multiple languages [238]. Cross-lingual
and multilingual classification and summarization methods provide an op-
portunity to gather complementary information across various languages
spoken in affected areas.

5.2.2 Classification of Crisis-Related Messages

In the recent literature on this topic, “traditional” supervised learning
methods such as Naive Bayes and SVM coexist with neural-network-
based methods [214]. Indeed, SVM for the classification crisis-relevant
social media has consistently shown to exhibit high performance, espe-
cially when combined with semantic features computed with the help of
external knowledge bases [122].

Deep learning methods using various architectures have proven effec-
tive at detecting crisis-relevant messages; a popular architecture is CNN
using word embeddings [172, 147]. The addition of information specific
to an event type, such as hydrological information in the case of floods,
has been shown to improve classification performance [53]. A particu-
larly influential model has been BERT [191, 59], which is currently being
used for various challenging NLP tasks, including classification. Recent
papers on this topic describe end-to-end transformer-based models for
crisis classification tasks, demonstrating promising results [145, 135].

LASER is an architecture to learn joint multilingual sentence repre-
sentations for 93 languages. The system uses a single BiLSTM encoder
with a shared byte-pair encoding vocabulary for all languages, coupled
with an auxiliary decoder, and trained on publicly available parallel cor-
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pora. The resulting embeddings are computed using English annotated
data only and transferred to any of the 93 languages without any modifi-
cation [17]. LASER embeddings have also been shown to be effective in
multilingual classification tasks [183, 43].

5.2.3 Crisis-Related Information Summarization

Social media messages are usually short and thus tend to provide frag-
mented information hence consolidating and summarizing information is
key [204, 205]. An informative summary can help stakeholders gain sit-
uational awareness and manage critical resources effectively [247].

The main approaches used for text summarization can be categorized
as either extractive or abstractive [169]. Extractive approaches construct
summaries by combining selected informative phrases or sometimes whole
sentences from the source text [65]. Abstractive summarization, on the
other hand, generates summaries from a representation of the semantics
of a given text; an abstractive summary may contain words or sentences
that do not appear in the source document(s). Abstractive summarization
techniques usually employ a generative approach [142, 134].

Despite the benefits of abstractive approaches, extractive approaches
are still considered state-of-the-art for summarization due to their sim-
plicity and high performance [196, 113]. However, extractive approaches
often fail to include key elements useful in a report, such as answers to
“what,” “who,” “where,” “when,” and “how” questions. These are impor-
tant elements in the domain of disaster and crisis management and need to
be concisely incorporated into summaries [130]. Query-based approaches
have been described as a helpful manner of incorporating this informa-
tion to improve the quality of reports [197]. In general, abstractive meth-
ods may facilitate the generation of more informative summaries, not re-
stricted to sentences that directly take sequences of words from the source
text [171]. State-of-the-art abstractive summarization methods tend to
adopt transformers and pre-trained models that have demonstrated great
performance in other NLP tasks: BART [40], T5 [94], Pre-training with
Extracted Gap-sentences for Abstractive Summarization (PEGASUS) [207].
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Figure 5.1: Overview of our cross-lingual information summarization
framework.

Our research builds upon previous work and contains two key inno-
vations. To the best of our knowledge, (1) we are the first to describe a
summarization method that retrieves crisis-relevant information using a
query-based approach, and (2) we are the first to propose a transformer-
based summarization model for crisis-related messages.

5.3 Method overview
In this section, we provide an overview of the proposed method, named
Cross-LIngual Query-based Summarization of Crisis Messages (CLiQS-
CM). An overview of the method is shown in Figure 5.1. First, an au-
tomatic classification model is used for detecting crisis-relevant, infor-
mative messages. Second, cross-lingual ranking is performed on these
messages. Third, the top k ranked messages are given as input to a sum-
marization model.

5.3.1 Classification Model

A large fraction of messages posted in social media in response to a crisis
event doesn’t include any informative claims beyond merely announcing
that a crisis situation is developing. Hence, a key step is detecting crisis-
relevant informative messages. We model this as a binary classification
task and create an automated classification model that we name Cross-
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LIngual Query-based Classification of Crisis Messages (CLiQC-CM).

Pre-processing. Messages are preprocessed by replacing URLs and ac-
count mentions (“@user”) by specific tokens and turning hashtags into
words. We preserve punctuation and stopwords, as in the next steps, we
use sentence embeddings and dependency parsing.

Feature extraction. We include morphological and syntactical features.
Using the Stanza Part Of Speech (POS) tagger [189], we count the num-
ber of numerals/numbers, nouns, verbs, adverbs, and adjectives in the
messages. Using the Stanza dependency parser, we extract and count syn-
tactic features indicating the presence/absence of claim-containing sen-
tences, such as subjective nouns, compounds, roots, and modality. For
both tasks, we use pre-trained models in each of the languages we work
with. We normalize the count of occurrences of each type of element in
a message, such as “contains N numerals/numbers,” “contains N subjec-
tive nouns,” and so on, using min-max scaling to be in [0, 1]. We also
consider Named Entity Recognition (NER) features extracted using the
SpaCy library [99]. These are binary features indicating whether a mes-
sage contains persons’ names, the name of a place, organization, or a
date. We use SpaCy’s pre-trained models for each of the languages we
work with. Off-the-shelf, SpaCy supports 15 languages, including all the
ones we work with, except Croatian and Tagalog. For Croatian, we use a
contributed model for the Stanza package; for Tagalog, we use an open-
source pre-trained model.1 Finally, we include message-specific features
indicating the (min-max scaled) number of URLs and user mentions in
messages.

Embeddings. For representing the input data, we used sentence em-
beddings generated by the pre-trained transformer-based model, LASER
[17]. LASER sentence-level embeddings are obtained by applying max-
pooling over the output of BiLSTM sentence encoder. The BiLSTM out-
put is constructed by concatenating the outputs of two LSTMs working
in opposite directions (forward and backward). The bidirectional encoder
captures more contextual information than a single-direction LSTM en-

1https://github.com/matthewgo/FilipinoStanfordPOSTagger
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Table 5.1: Values of hyperparameters.

Hyperparameter Text features LASER embeddings Similarity features
LSTM layers - 1 -
MLP layers 2 3 2
MLP neurons 128;24 1024;256;128 128;24
Dropout - 0.5 -
Activation relu sigmoid relu

coder (e.g., a left-to-right one). In our experiments, we used LASER to
embed all tweet sentences into fixed-size vectors of length 1,024.

Architecture. In our classification architecture, the embeddings are passed
to an LSTM-layer and then combined with additional features. This archi-
tecture is inspired by one proposed for the detection of fake news articles
[25], which has also been used for emotion detection [237].

The proposed scheme, depicted in Figure 5.2 (minus the query-based
features, which are only used by the ranking step), computes the feature
vectors separately and then combines them with the help of MLP layer.
We use binary cross-entropy as the loss function to optimize and include
a soft-max layer to classify social media text into one of two classes (“cri-
sis relevant” or “not crisis relevant”). The hyperparameter settings of the
feature extractor portions are shown in Table 5.1. The feature combina-
tion layer uses the softmax activation function with Adam optimizer, the
learning rate of 0.001, batch size of 100, and binary cross-entropy loss.

5.3.2 Cross-lingual Ranking Model

The next step in our method is to retrieve, from the informative crisis-
related messages, a series of messages that are relevant for various in-
formational categories. Specifically, we retrieve and rank the top-k most
relevant messages from each category to pass them to the summarization
model.

To make information extraction more adaptable to different needs of
emergency managers, our method is based on structured queries. Each
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query is related to a specific information need and contains keywords,
templates, and prototypes; a sample query is found in Table 5.4. Key-
words are words used frequently in messages of a category; templates are
fragments containing key crisis-relevant facts; and examples are entire
sentences or even entire messages corresponding to each category.

Each query is written in one language (English in our case) and used
to extract information across all languages. Queries are, for the most part,
agnostic of the type of event, but in some cases, they may include ele-
ments that are specific to a type of disaster, for instance, in the case of
earthquakes, their magnitude, or in the case of storms, rainfall. We re-
mark that context-based semantics allow our system to work even if these
elements provided by the user are not 100% complete (e.g., we can find
messages containing related keywords or messages with similar seman-
tics to the examples provided but using different wording).

To calculate query similarity features, we measure average and max-
imum cosine similarity between the query’s keywords, templates, proto-
types, and each message. As a result, we have six similarity features. For
ranking messages, we use basically the same architecture as in the previ-
ous step (S5.3.1), with the addition of query similarity features. This is
depicted in Figure 5.2. After removing duplicates, we pass the top 100
candidates to the summarization step. We tested with the top 20, 50, and
100 candidates, and observed that the top 100 provided the highest recall.

5.3.3 Summarization Model
The final component of our method creates a category-specific summary
from the retrieved messages for each category. These summaries are cre-
ated by T5, a pre-trained2 transformer model widely used for summariza-
tion tasks [192]. In our preliminary experiments, this model performed
better than a similarly pre-trained BART-based model.

We tested two different configurations for the summarization model:
a regular condition and a diversified condition. In the regular condition,
we gave T5 as input the texts from the top-100 most relevant candidates

2HuggingFace - https://huggingface.co
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Figure 5.2: Combining the transformer embeddings with morphological,
syntactic, message-specific features and query similarity features using
deep MLP

and limited the length of the output text. In the diversified condition, we
clustered the top-100 most relevant candidates and gave to T5 as input
the texts of all the messages on each cluster, one cluster at a time; the
resulting summary is the concatenation of the per-cluster summaries. For
the diversification step, we first automatically find an appropriate number
of clusters using the Silhouette Score. Next, we cluster texts by the K-
Means method. Because we want to keep all summaries comparable in
length for our experiments, we set a maximum number of clusters to four.
Also, during experiments, we found that the heuristic of summarizing
clusters in decreasing order by size (i.e., starting with the largest cluster)
helps to generate more relevant summaries. This is akin to following the
“inverted pyramid” style typically used in journalism.

5.4 Experimental Setup and Evaluation
In this section, we describe our data collection (§5.4.1) and the queries
used to retrieve relevant messages in various information categories (§5.4.2).
Then, we describe the baselines for classification (§5.4.3) and summariza-
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Table 5.2: Number of annotated messages for each event, including total
number of messages, and number of messages labeled as informative by
a human annotator. Local languages appear in bold.

lang. 1 (en) lang. 2 (es) lang. 3 (fr) language 4 language 5
dates total info total info total info total info total info

Australia bushfires 06-31.01.2020 2000 233 2000 435 2000 460 2000 285 (ja) 2000 167 (id)
Fukushima earthquake 13.02.2021 2000 266 2000 529 2000 227 3000 101 (ja) 3000 153 (id)
Gloria storm 17-25.01.2020 703 393 571 210 517 168 542 233 (ca) - -
Taal eruption 12-17.01.2020 551 123 691 202 610 114 1500 258 (tl) 458 151 (pt)
Zagreb earthquake 22-24.03.2020 537 162 509 243 520 187 1500 282 (hr) 542 163 (de)

tion (§5.4.4), and the evaluation metrics used to compare the proposed
method against the baselines (§5.4.5).

5.4.1 Multilingual Data Collection
Our data collection followed standard practices to collect crisis-related so-
cial media messages from Twitter. We collected public tweets using Twit-
ter’s public API, filtering by location-related keywords and date, without
using any additional filtering (e.g., we did not restrict the query to specific
languages). We considered five disaster events between January 2020 and
February 2021 that received substantial news coverage internationally:

• Australian bushfires (2019-2020): period of bushfires in many parts
of Australia, which, due to its unusual intensity, size, duration, and
uncontrollable dimension, was considered a “megafire”;3

• Fukushima earthquake (February 2021): a 7.1 Mw or 7.3 MJMA

earthquake that struck offshore east of Tōhoku, Japan and caused
significant structural damage across the Tōhoku and Kanto regions;4

• Gloria storm (January 2020): a Mediterranean storm that affected
eastern Spain and southern France with high winds and heavy rain-
fall;5

3https://en.wikipedia.org/wiki/2019–20_Australian_bushfire_season
4https://en.wikipedia.org/wiki/2021_Fukushima_earthquake
5https://en.wikipedia.org/wiki/Storm_Gloria
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• Taal volcano eruption (January 2020): a phreatomagmatic eruption
from its main crater that spewed ashes across Calabarzon, Metro
Manila, and some parts of Central Luzon and the Ilocos Region
in the Philippines, resulting in temporary closures of schools and
workplaces, and disruptions of flights in the area;6

• Zagreb earthquake (March 2020): an earthquake of magnitude 5.3
Mw, 5.5 ML, which hit the capital of Croatia, causing severe damage
to hundreds of buildings in its historical center.7

All messages include a “language” field computed by Twitter using a lan-
guage detection model developed specifically for tweets. We counted the
number of messages per language in each event. Three of the top lan-
guages were common to all of the studied events: English (ISO 639-1
code: en), Spanish (es), and French (fr). Additionally, we found several
hundred messages for each event in other languages, including Catalan
(ca), Tagalog (tl), Croatian (hr), German (de), Japanese (ja), Indonesian
(id), and Portuguese (pt). After collecting the data, we labelled tweets or
their translation to English that contained potentially informative factual
information. We name this group of tweets “informative messages.” One
of the authors created the ground truth by reviewing each event and hand
labeling these tweets. Another author reviewed a portion of the classi-
fied tweets, and adjustments to the classification task were agreed upon
when needed. Additionally, “informative messages” were reviewed by
crowdworkers during the categorization task and excluded if they did not
contain information related to any category. The number of annotated
messages is shown in Table 5.2.

Next, we used crowdsourcing to further categorize the messages into
various informational categories. Specifically, we employed crowdwork-
ers through a crowdsourcing platform,8 paying the standard rate recom-
mended by the platform. We asked three different workers to label each
of the approximately 5,700 informative messages across languages. The

6https://en.wikipedia.org/wiki/2020_Taal_Volcano_eruption
7https://en.wikipedia.org/wiki/2020_Zagreb_earthquake
8SurgeHQ - https://www.surgehq.ai
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Table 5.3: Categories for multilingual information extraction, based on
the ontology from TREC-IS 2018 [159]. Example messages have been
paraphrased for anonymity.

Category Description Example message
Casualties Affected or injured people Around 150 injured people
Damage Built or natural environment

damage
Destroying orange trees and rice
paddies

Danger Messages of caution or
alerts

RED WARNING Barcelona - Dan-
ger to life

Government Official report by public
agencies

Local authorities continuing the
search for ...

Sensor Seismic activity Zargeb hit by 5.3 magnitude earth-
quake

Service Providing a service or help Local org. provides shelter for more
than 1,000 people

Water Water-related messages floods in Catalonia
Weather Weather updates heavy rainfall and flooding across

region

target categories were based on an ontology from TREC-IS 2018 [159],
where we grouped some low-level ontology categories into higher-level
ones. In total, we defined nine high-level classes of information, shown
in Table 5.3.

5.4.2 Queries

We use a set of queries covering the nine information categories listed in
Table 5.3. As described in in previous subsection, a query for an infor-
mation category includes keywords, templates, and prototypes. Creating
a query requires some degree of familiarity with social media messages
posted during emergency situations.

Keywords are nouns and verbs usually present in messages containing
a specific category of information. Practitioners could complete this task
with scripts or programs to find frequent words or phrases present in pre-
vious collections of messages from past events. Templates are small frag-
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ments of text describing crisis-relevant facts. The kind of information that
we seek is in situation reports or in Wikipedia disaster-related infoboxes,
which are templates that Wikipedia editors use to summarize crisis in-
formation. Users can provide such templates by copy-pasting passages
from these sources, replacing the numbers or locations found there with
the tokens NUMBER or LOCATION. Finally, users can provide prototypes
– example messages or central passages typical in category-related texts,
which can be obtained by sampling diverse, informative messages from
past events. We envision a specialized user interface may assist users in
formulating such queries, and we plan to explore that in future work. The
scope of this work is to demonstrate the approach and provide an initial
set of easily extended and refined queries. One such query is shown in
Table 5.4.

Table 5.4: Example query. Each query includes keywords, templates, and
prototypes.

Query for category: Weather
keywords: snow, weather, rain, wind, coast, mph, kmh, forecast
templates: batter parts of LOC, damages from winds, pummelling the region,

NUMBER km/h winds, weather forecast, bad weather, heavy
snow, strong wind, storm is hitting, wind gust

prototypes: Wind, rain and snow batter parts of country; Storm brought
around NUMBER m of snow and affect rivers; Heavy rainfall,
strong wind and more than NUMBER of snow across LOC; Storm
is hitting eastern LOC, with high winds and heavy rain; Storm
has battered parts of LOC and reportedly brought worth of rain;
Maximum gusts of wind in LOC NUMBER km / h; Tonight, terri-
ble rains in LOC; Organisation has so far done NUM health care
due to strong winds; Gusts of wind left fallen trees

5.4.3 Message Classification Schemes
To compare our proposed method for informative messages detection, we
construct baseline models using one classical machine learning scheme
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(SVM) and one deep learning scheme (LSTM) that uses LASER embed-
dings as input features. Also, we compare our model with a cross-lingual
LinearSVC-based model that uses semantic features extracted with the
BabelNet knowledge base.9 The complete list of proposed modeling
schemes for evaluation is the following:

• LASER+SVM: this method uses pre-trained LASER embeddings;
the embeddings are then classified by a Linear SVM model;

• LASER+LSTM: this method uses pre-trained LASER embeddings;
the embeddings are then classified by a LSTM model;

• Khare [122]: this is a cross-lingual classification approach that
uses additional semantic features extracted from external knowl-
edge bases;

• CrisisBERT [145]: this is an end-to-end transformer-based model
for crisis classification tasks (our implementation uses the Distil-
BERT [213] architecture);

• (ours): this is our method for classification, using a combination
of LASER embeddings and tweet-related features. classified by a
LASER model.

5.4.4 Summarization Methods
We compare our CLiQS-CM model and its diversified variation Diversi-
fied Cross-LIngual Query-based Summarization of Crisis Messages (CLiQS-
D-CM) against several state-of-the-art summarization models. With the
exception of the LASER+LSTM+T5 method, all of the baselines use only
category-related tweets as input, i.e., we simulate the best scenario in
which the input is received from a perfect classifier. In our proposed
models, we use the query-based model we described. The complete list
of baselines for summarization that we used is the following:

9https://babelnet.org
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• LASER+LSTM+T5: this method uses pre-trained LSTM embed-
dings, which are passed as input to a LSTM model for category
classification and then to a T5 model for summarization;

• C-SKIP [196]: this is a centroid-based method using a FastText
skipgram model trained on the CrisisLexT26 dataset [177], im-
proved by the use of T5 pre-trained model (originally, the method
used a corpus extracted from Google News);

• CX_DB8 [197]: this is a queryable word-level unsupervised extrac-
tive summarizer, which is based on the text embedding framework
Flair [10]. We tested this with different pre-trained embeddings, in-
cluding transformer-based such as BERT and XLNet; for this task
and datasets, the best results were obtained with Global Vectors for
Word Representation (GLOVE) embeddings;

• NAFI [171]: this is an abstractive text summarization method de-
veloped specifically for crisis events;

• CLiQS-CM (ours): we use a combination of LASER embeddings
with tweet-related features and query similarities features that are
passed to a LSTM model for the ranking step and then uses a T5
model for the summarization step;

• CLiQS-D-CM (ours): this is the same as CLiQS-CM but retrieves
diversified top-k candidates in the ranking step.

5.4.5 Evaluation Metrics
To evaluate the performance of the classification models, we use three
standard metrics: ACC, AUC, and weighted F-measure (F1). These met-
rics are typically used in research on social media for emergency manage-
ment (e.g., [122, 147, 238]).

To evaluate the summarization models, we considered four methods.
First, we annotated all summaries for factual claims and then computed,
for each summary, the fraction of factual claims it contained out of the
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total factual claims mentioned across all summaries. Second, we com-
puted the BERTScore [251] of each summary, which is a metric for eval-
uation of a text that compares them against a ground truth; in our case,
an official report about the event. Third, we performed a crowdsourced
evaluation of the readability of each summary across five dimensions:
grammaticality, non-redundancy, referential clarity, focus, and structure
and coherence [110]; five crowdsourcing workers were asked to com-
pare summaries across each dimension. Fourth, we asked three experts
in emergency management to perform a side-by-side comparison of the
summaries and computed the number of times each summary was pre-
ferred.

5.5 Results

In this section, we present the results of our evaluation and comparison
with state-of-the-art methods. First, we present an evaluation of our clas-
sification method. Next, we consider the extent to which summaries are
comprehensive in terms of factual claims. Then, we ask crowdsourcing
workers to evaluate the readability of summaries. Finally, we ask experts
to perform a side-by-side comparison of the summaries.

5.5.1 Cross-lingual Classification

The first experiment is a “leave-one-language-out” evaluation: for each
event, the classifier is trained on data from 3 or 4 languages and tested
on the last language. What we simulate here is a scenario in which we
have labeled data in several languages and extract information in a new
language. Table 5.5 shows the performance comparison of our method
CLiQC-CM with other baselines and state-of-the-art. We also perform a
“leave-one-event-out” evaluation, in which we train on multilingual data
for all events except one and test on the event that was left out. Results
are shown on Table 5.6.

We can observe that in general methods based on multilingual trans-
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formers perform better than the semantic-based model by Khare. How-
ever, there are a few differences between schemes based on LASER em-
beddings; SVM and LSTM achieve in general the best performance, with
some variations across datasets. The performance of CrisisBERT is com-
parable to that of the proposed method CLiQC-CM in some cases and
across some metrics, but the average performance of CLiQC-CM is bet-
ter. We also observe that across all methods, “leave-one-event-out” seems
to pose a more difficult problem than “leave-one-language-out.” This sug-
gests that most of the multilingual methods we tested capture fairly well
event-specific concepts (such as specific places, impacts, or needs) of each
crisis but do not generalize so well across events.

Table 5.5: Results of cross-validation evaluation of message classifica-
tion across languages (“leave-one-language-out”), with 4-5 languages per
event: the test data contains all of the messages for an event in one lan-
guage, while the training data contains messages in other language for the
same event.

Australia bushfires Fukushima earthquake Gloria storm Taal eruption Zagreb earthquake Average
Schemes ACC F1 AUC ACC F1 AUC ACC F1 AUC ACC F1 AUC ACC F1 AUC ACC F1 AUC
LASER+SVM 92.3 91.1 70.7 97.4 97.3 85.4 83.6 81.6 66.6 95.4 94.4 77.9 92.9 92.9 90.6 92.3 91.5 78.2
LASER+LSTM 91.9 74.6 92.7 97.5 92.7 99.5 83.2 66.9 86.2 94.5 84.3 96.7 93.7 83.0 97.2 92.2 80.3 94.4
Khare 88.8 85.8 64.1 88.1 85.3 65.9 56.3 50.1 70.5 90.6 86.1 50.0 41.6 30.2 33.3 73.1 67.5 58.0
CrisisBERT 91.4 87.1 96.2 97.6 96.6 99.4 87.7 83.4 94.2 95.3 92.6 98.0 94.1 90.6 98.3 93.2 90.1 97.2
*CLiQC-CM 95.9 93.6 99.2 97.6 96.3 99.4 93.0 90.9 97.8 95.6 93.3 98.1 93.2 88.5 98.6 95.1 92.5 98.6

Table 5.6: Results of cross-validation evaluation of message classification
across events (“leave-one-event-out”): the test data contains all of the
messages for one event, while the training data contains messages from
all of the other events.

Australia bushfires Fukushima earthquake Gloria storm Taal eruption Zagreb earthquake Average
Schemes ACC F1 AUC ACC F1 AUC ACC F1 AUC ACC F1 AUC ACC F1 AUC ACC F1 AUC
+SVM 90.1 87.8 63.0 96.4 96.2 84.8 87.3 85.8 71.4 93.1 91.6 65.6 85.7 84.0 74.0 90.5 89.1 71.8
LASER+LSTM 87.5 66.4 87.5 96.6 83.4 99.0 80.3 63.5 80.3 93.6 81.4 96.9 84.2 75.4 92.5 88.4 74.0 91.2
Khare 86.2 83.3 54.8 93.4 93.4 81.9 80.8 77.1 57.9 90.2 88.4 58.8 80.6 77.4 65.9 86.2 83.9 63.9
CrisisBERT 88.0 88.0 93.3 96.7 95.9 99.3 83.3 82.2 91.7 94.6 93.4 98.0 87.0 82.1 94.4 89.9 88.3 95.3
*CLiQC-CM 89.1 88.2 94.0 96.1 95.9 98.4 86.4 84.8 93.3 93.7 93.5 96.3 88.4 84.4 95.0 90.7 89.4 95.4
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5.5.2 Recall of Factual Claims

One way of measuring how informative are different summaries are, is
to consider the extent to which they contain factual claims related to an
information category for an event. To perform this evaluation, we man-
ually coded each category-related factual claim in each of the generated
summaries across all methods and then counted the number of claims in
every summary compared to the overall claims.10 The fraction of claims
contained in summary is divided by the total number of claims across all
summaries if what we call the recall of factual claims. Table 5.7 shows
the performance comparison of CLiQS-CM with other baselines and state-
of-the-art. CLiQS-CM and C-SKIP outperform the other methods in both
the cross-lingual and English-only evaluation, with a small advantage for
CLiQS-CM.

The diversified method CLiQS-D-CM produces summaries with less
factual claims than CLiQS-CM; in our observations, this is partially ex-
plained by diversification leading to more low-ranking claims to be in-
cluded, and those claims are more likely to be incorrectly associated to
the category under analysis. In other words, the lower we go on the list
of retrieved messages for a category, the more likely we are to find mes-
sages that actually belong to other categories. As we explain in subsection
5.3, we create clusters from top-100 candidates, and often the number of
category-related candidates is much less than 100; in this case, clusters
other than the first one are likely to be non-related to a category.

5.5.3 BERTScore: Similarity with Official Reports

To perform this evaluation, we retrieve summaries for each event pre-
pared by the Emergency Response Coordination Centre (ERCC).11 These
summaries are created at the level of entire events and not divided by cat-
egory. Hence, we create an event-level summary using each method by
combining the summaries from all categories. Each event-level summary

10These annotated summaries are part of our data release.
11ERCC Portal - https://erccportal.jrc.ec.europa.eu/
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Table 5.7: Factual claims present in each summary, on average, as a per-
centage of the total number of factual claims across all summaries for a
category and event. We consider cross-lingual and English-only evalua-
tions. The top two methods are extractive, while the remaining four are
abstractive; our methods are marked with an asterisk.

Scheme Cross-lingual English
C-SKIP 28.8% 29.0%
CD_DB8 24.1% 17.8%
LASER+LSTM+T5 10.0% 16.0%
Nafi 25.1% 28.8%
*CLiQS-CM 29.4% 31.2%
*CLiQS-D-CM 23.8% 23.5%

is compared against the ERCC one using BERTScore.
Table 5.8 shows the results of the performance comparison of CLiQS-

CM against other models. Both proposed methods CLiQS-CM and CLiQS-
D-CM show better performance than the baselines in all datasets except
one. The exception is C-SKIP, a centroid-based extractive method, which
demonstrates higher performance for one of the analyzed events (Zagreb
earthquake). The BERTScore evaluation also helps us interpret the results
regarding the recall of factual claims, as often the precision of CLiQS-CM
is higher than the one of CLiQS-D-CM.

Table 5.8: Comparison of cross-lingual summaries against reports by us-
ing BERTScore: precision (P), Recall (R), and F1 measure (F1). The top
two methods are extractive, while the remaining four are abstractive; ours
are marked with an asterisk.

Australia bushfires Fukushima earthquake Gloria storm Taal eruption Zagreb earthquake Average
Schemes P R F1 P R F1 P R F1 P R F1 P R F1 P R F1
C-SKIP 78.9 79.5 79.2 79.9 84.0 81.9 79.5 81.5 80.5 80.6 80.7 80.7 82.5 82.8 82.6 80.3 81.7 81.0
CX_DB8 75.2 77.4 76.3 78.5 80.8 79.6 76.3 78.1 77.2 77.3 78.8 78.0 77.6 78.9 78.2 77.0 78.8 77.9
LASER+LSTM+T5 79.5 78.6 79.0 81.8 83.8 82.8 79.9 81.5 80.7 75.5 78.3 76.9 82.3 81.9 82.1 79.8 80.8 80.3
Nafi 76.0 78.6 77.3 78.9 82.1 80.5 77.6 79.8 78.7 77.0 79.8 78.4 80.3 82.4 81.3 78.0 80.5 79.2
*CLiQS-CM 81.0 80.6 80.8 80.6 85.4 82.9 81.2 82.0 81.6 82.7 81.2 81.9 81.8 82.2 82.0 81.5 82.3 81.9
*CLiQS-D-CM 80.5 80.1 80.3 83.1 84.8 83.9 80.9 82.2 81.5 82.4 81.1 81.7 80.6 82.6 81.6 81.5 82.2 81.8

Additionally, the comparison of CLiQS-CM against other models, con-
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sidering only English messages as input for all models, is presented in Ta-
ble 5.9. In this monolingual evaluation, methods are closer to each other
in terms of BERTscore similarity with the reference. CLiQS-D-CM mod-
els show slightly better average performance. In the Australia bushfires
dataset, C-SKIP performs better, and in the Taal volcano eruption dataset
CLiQS-CM performs slightly better.

Table 5.9: Comparison of English-only summaries against reports by us-
ing BERTScore: precision (P), Recall (R), and F1 measure (F1). The top
two methods are extractive, while the remaining four are abstractive; ours
are marked with an asterisk.

Australia bushfires Fukushima earthquake Gloria storm Taal eruption Zagreb earthquake Average
Schemes P R F1 P R F1 P R F1 P R F1 P R F1 P R F1
C-SKIP 78.2 79.2 78.7 79.8 80.7 80.3 77.4 78.9 78.2 77.9 80.1 79.0 80.2 81.0 80.6 78.7 80.0 79.3
CX_DB8 75.8 77.2 76.5 79.9 79.2 79.5 76.1 77.1 76.6 75.7 77.6 76.7 79.2 78.9 79.0 77.3 78.0 77.7
LASER+LSTM+T5 75.9 78.1 77.0 81.9 80.8 81.3 78.0 79.1 78.5 78.0 79.7 78.9 81.4 81.3 81.3 79.0 79.8 79.4
Nafi 75.0 78.2 76.6 77.6 80.9 79.2 75.3 77.8 76.6 72.9 78.0 75.4 77.5 79.7 78.6 75.7 78.9 77.3
*CLiQS-CM 77.9 78.8 78.3 80.4 80.7 80.5 77.6 79.4 78.5 77.9 80.2 79.0 80.8 82.2 81.5 78.9 80.3 79.6
*CLiQS-D-CM 78.2 78.8 78.5 81.7 81.4 81.6 79.0 79.8 79.4 77.7 80.0 78.8 81.6 82.5 82.1 79.6 80.5 80.1

5.5.4 Readability evaluation

The readability of crisis reports is crucial to provide information to prac-
titioners in an understandable way [230]. We considered five dimensions
of readability: grammaticality, non-redundancy, referential clarity, focus,
structure, and coherence [110]. We performed this evaluation through a
crowdsourcing platform,12 and computed our results by aggregating the
assessments of five different annotators. Annotators were shown an ex-
planation of each annotation dimension before starting the evaluation.

A total of 43 evaluation rounds were performed, and in each round,
the five annotators were shown independently the six summaries in ran-
dom ordering. They were asked to pick one of them as the best in terms
of each evaluation dimension. Then, we computed the best method for
each round by majority voting among the five annotators. The results

12SurgeHQ - https://www.surgehq.ai/
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of the evaluation, shown in Table 5.10, indicate that annotators consid-
ered summaries generated by CLiQS-D-CM as less redundant, more ref-
erentially clear, more focused, and more structured and coherent than the
summaries generated by other methods. On the other hand, C-SKIP sum-
maries, which are extractive summaries generated by a centroid-based
method, were considered as more grammatically correct.

Table 5.10: Readability evaluation of summaries, expressed as the per-
centage of times a method was chosen as the best for a given dimension
(column). The top two methods are extractive, the remaining four are
abstractive; ours are marked with an asterisk.

Non- Referential Structure and
Scheme Grammaticality Redundancy Clarity Focus Coherence
C-SKIP 33.5% 14.9% 14.9% 10.2% 13.0%
CD_DB8 0.5% 4.2% 2.8% 2.8% 1.4%
LASER+LSTM+T5 19.5% 25.6% 20.0% 23.7% 25.6%
Nafi 1.4% 1.4% 5.6% 4.2% 1.4%
*CLiQS-CM 20.0% 20.9% 27.0% 24.7% 24.2%
*CLiQS-D-CM 25.1% 33.0% 29.8% 34.4% 34.4%

5.5.5 Expert Evaluation

The last evaluation involved three experts in emergency management,
none of them a co-author of this work, working in three different EU
countries: (1) an operations coordinator with a Virtual Operations Sup-
port Teams (VOST) organization, (2) a program manager at a Civil Pro-
tection Department, and (3) a project manager at an Emergency Man-
agement System. Experts were shown 43 pairs of summaries randomly
selected from the five events; in each pair, which one of the summaries
was generated by our method and the other by one of the baselines. Each
summary was accompanied by references (links) to source tweets related
to each sentence or passage in the summary, as in the following example,
in which underlined letters represent links:
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at least 20,000 people have taken refuge in evacuation cen-
ters. evacuees need masks. there are also many evacuees in
need. evacuees need food, water, shelter and medical help.[a]
more than 30 thousand people evacuated due to the eruption
of the Taal volcano in the Philippines. Taal volcano eruption
threatens the lives of more than 900,000 inhabitants. erup-
tion of the Taal volcano in the Philippines has caused more
than 24,000 people to be evacuated. [b,c,d]

The evaluation was performed through an online form and was “blind”
in the sense that the experts did not know, in each pair, which summary
was generated by which method; the ordering of each pair was randomly
chosen. We performed two evaluation rounds, the first one comparing
CLiQS-D-CM against Nafi, and the second one comparing CLiQS-D-CM
against LASER+LSTM+T5. Experts were asked to chose in a 5-points
scale whether they (1) preferred summary 1, (2) had a slight preference
for summary 1, (3) considered both summaries equally preferable, (4)
had a slight preference for summary 2, or (5) preferred summary 2. We
additionally asked respondents to optionally comment on the quality of
both summaries, if considered appropriate.

Table 5.11: Expert evaluation results: percentage of answers received,
aggregated across three experts.

← Prefers Prefers slightly Both equal Prefers slightly Prefers→
*CLiQS-D-CM 63.6% 14.7% 5.4% 8.5% 7.8% Nafi
*CLiQS-D-CM 55.8% 14.0% 12.4% 9.3% 8.5% LASER+LSTM+T5

The results of the evaluation, shown in Table 5.11, indicate that the
consulted practitioners clearly preferred summaries generated by the pro-
posed method in 64% of the cases when compared with Nafi, and in
56% of the cases when compared with LASER+LSTM+T5. Practitioners’
opinions about summaries mentioned that CLiQS-D-CM summaries were
“more accurate and with fewer repetitions,” “more information and bet-
ter organized,” “better explained,”“more understandable,” and they con-
tain “fewer mistakes and more data.” In comparison, according to their
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comments, they tended to reject summaries that contain “contradictory
information,” “a lot of repetitions,” “more mistakes and subjects mixed.”
Inspecting the evaluation, we noticed that in general CLiQS-D-CM’s had
lower performance in summaries related to the Zagreb earthquake event.
In contrast, in other events, our method was often preferred.

5.6 Conclusions and Limitations
We have described a method for generating informative reports about
crises from multilingual social media. This method is based on structured
queries, which are matched against messages that potentially contain the
information we are interested on. Queries are straightforward to con-
struct, which means this method can be extended to a large variety of in-
formation needs. Experiments with five different disaster events indicate
that we can generate high-quality, readable reports from the messages and
that practitioners might prefer the summaries generated by CLiQS-D-CM
to those generated using state-of-the-art methods.

In the work, we generated only English summaries which were use-
ful for practitioners’ evaluation. The generation of summaries in other
languages could show different results. The proposed approach is flex-
ible and allows including additional categories of information with help
of queries, but we have not tested that at this point. Finally, the use of
sentence embeddings (LASER) allows using the same approach for other
social media (Facebook, Reddit, etc.) but this would require additional
experiments for performance evaluation.

5.6.1 Reproducibility.
All of the data and code used for the experiments presented in this study
is freely available in a public repository.13

13https://github.com/vitiugin/CLiQS-CM
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Chapter 6

MULTILINGUAL
SERVICEABILITY MODEL
FOR DETECTING AND
RANKING HELP REQUESTS
ON SOCIAL MEDIA DURING
DISASTERS

During emergencies, social media users turn to these platforms to seek
quick and high-quality assistance from emergency services. However, the
overwhelming influx of information on social media and the limited re-
sources of these organizations pose challenges in effectively identifying
and prioritizing critical requests. This problem becomes even more com-
plex when users communicate in different languages, which is often the
case during disasters. The delay in detecting and addressing urgent help
requests can greatly impact the overall effectiveness of disaster response
efforts.

This chapter presents a knowledge distillation framework, which lever-
ages the strengths of task-related and behavior-guided models. By com-
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bining these models, we train a model capable of efficiently detecting ser-
viceable request posts across various languages on social media during
natural disasters. The implementation of the framework has the potential
to alleviate the cognitive load on emergency service personnel during dis-
aster events while also being adaptable to different languages and regions
worldwide.

6.1 Introduction

Social media is instrumental in connecting the public with various organi-
zations, such as governments, non-profits, and for-profit companies [11].
In the case of for-profit companies, there has been a growing recognition
of the value of providing customer service through social media. These
companies often respond promptly to social media inquiries from both
current and potential customers. Likewise, recent research indicates that
the public expects timely responses to their social media queries directed
at governments and non-profit organizations [60, 49, 126].

Table 6.1: Examples of multilingual messages with varied serviceability
characteristics that were directed at emergency services’ accounts on a
social media platform.

Event Serviceability Message

M1 Turkey-Syria
Earthquake 2022

serviceable (help
request)

@SERVICE Hayrullah mahallesi 16. sokak’taki Ferhat
apartmanında acil yardıma ihtiyaç var! [EN]@SERVICE
Urgent help needed at Ferhat apartment in 16th street,
Hayrullah neighborhood!

M2 Hurricane Sandy
2012

serviceable
(information
request)

@SERVICE how I can volunteer to help clean up after the
hurricane?

M3 Catalonia Fires
2019

non-serviceable
(gratitude and
complaints)

@SERVICE Realizáis un gran trabajo y no os pa-
gan lo suficiente por ello, de verdad muchas gracias
[EN]@SERVICE You guys do a great job, and you don’t
get paid enough for it, really thank you so much

To meet these expectations poses significant challenges for emergency
services and non-profit organizations. During emergencies, the public
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posts an enormous number of messages on social media at a high ve-
locity, leading to information overload for emergency services that have
limited human resources [118]. Further, the value of these messages for
operational response varies greatly, ranging from specific requests for in-
formation or resources and concrete offers of help to unsubstantiated ru-
mors, concerns, and prayers that may not be serviceable requests [186].
Consequently, there is an urgent need for communication departments in
emergency services to quickly prioritize messages that require a timely
response and have a help-seeking intent [220]. Further, there is a lim-
ited research on helping emergency services in regions with low-resource
languages, or multilingual, non-English speaking populations on social
media during disasters.

Table 6.1 demonstrates examples of various messages addressed to
emergency services in different regions, cultures, and languages during
disaster events. M1 is a prototypical serviceable message containing a
concrete help request (informing the address where people need rescue).
M2 is also serviceable that has a request for relevant information (asking
how a user can become a volunteer). Finally, M3 is not a serviceable re-
quest for help from the perspective of operational response, but a message
expressing gratitude and complaints. Capturing these various nuances of
human behavior, along with understanding multilingual content, makes
the task of automatically detecting a serviceable help request on social
media challenging.

Our study investigates the following research questions:

• RQ 4.1. How can we teach a classification and ranking model of
multilingual serviceable requests to learn different types of human
behaviors when seeking help on social media during disasters?

• RQ 4.2. To what extent does the performance improvement of the
proposed framework depend on the type of behavior-guided models
used?

• RQ 4.3. Are there any differences in attention on various parts of a
request content resulting from behavior fine-tuning, to analyze the
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model’s understanding of relevant human behaviors in multilingual
requests?

To address these questions, our framework relies on the popular knowl-
edge distillation process [98] for designing a computational framework
called Multiple Teachers Model for Ranking (MulTMR), which can de-
tect and prioritize multilingual serviceable help requests on social media
during disasters. This process aims to transfer knowledge from one or
more complex models (like a teacher) to a simpler model (like a stu-
dent) for a task, in order to train it to mimic the teacher models. It cre-
atively leverages behavior-guided teacher models in the knowledge dis-
tillation process for achieving higher performance on a task. We utilize
pre-trained language models that have been fine-tuned to identify sarcasm
behavior and questioning behavior, which allows for more understand-
ing of diverse user behaviors in help-seeking messages. The automated
decision-making of the MulTMR is analyzed by comparing the distribu-
tion of attention weight maps within the textual posts. This novel frame-
work enables the creation of an efficient classification and ranking system
of multilingual serviceable help requests that utilizes multiple teachers,
demonstrating a high level of performance to capture different human be-
haviors in help seeking as well as being applicable across languages and
regions.

6.2 Related Work
In this section, we discuss studies that have been conducted on filtering
and ranking serviceable help requests. We will also provide an overview
of related literature on multilingual text classification methods for disaster-
related social media posts and the teacher-student approach.

6.2.1 Social Media Requests
The literature offers insights into modeling requesting behavior or information-
seeking intent across various domains, such as forums, email communi-
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cation, and social media platforms. Researchers have identified request
behavior in online forums across diverse contexts, such as urgency, in-
formational intent, and social support. Furthermore, social media has
emerged as a widely used channel for seeking help when individuals face
challenging situations, such as health problems [95, 121], mental disor-
ders [185], and public health emergencies [150, 136].

During natural disasters, social media has become a popular plat-
form for users to seek help from emergency services [174, 247, 41, 60].
Whether it is for rescue, supplies, or critical information, social media
is often the first point of contact for those in need. Unlike other online
scenarios, posts during disasters require immediate attention and need to
be directed to the intended target, such as rescue teams, for timely of-
fline responses. As a result, special strategies have been developed to
ensure that serviceable posts requesting help receive the necessary atten-
tion [221, 187, 108].

Researchers have studied the factors that influence the spread and re-
sponse of requests on social media. They have focused on two categories
of features: content characteristics and creator characteristics. Relevant
features, such as content type, emotional tone, proximity, depth of self-
disclosure, and social capital of help seekers, have been explored to deter-
mine how they affect the popularity and effectiveness of posts that con-
tain requests [137, 139, 97]. Studies on characterizing various types of
user behavior when posting messages to seek help has also been con-
ducted through theory-driven approaches. For example, researchers have
explored how theories such as the negativity bias theory [198] can be ap-
plied to help-seeking scenarios [141].

6.2.2 Knowledge Distillation and Teacher-Student Model

The Teacher-Student model is a knowledge distillation approach [98] that
aims to transfer knowledge from a complex model (Teacher) to a sim-
pler model (Student) and has been utilized for various tasks such as re-
ducing the dimension of word embeddings [216], self-knowledge distilla-
tion [100], or contrastive learning [39]. However, the knowledge learned
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from a single teacher may be limited and biased, which can result in
a low-quality student model. To address this, a multi-teacher knowl-
edge distillation framework has been proposed for pre-trained language
model compression, enabling the training of high-quality student mod-
els from multiple teachers LLMs [243]. Recently, a multilingual knowl-
edge distillation approach has been proposed that transfers knowledge
from high-performance monolingual models to a multilingual model us-
ing a Teacher-Student approach, which enables the model to learn from
multiple monolingual models simultaneously, resulting in improved per-
formance [246]. Furthermore, the teacher models need not be limited to
LLMs, as task-specific models can also be used to transfer specific be-
havioral knowledge to the student model [125]. Inspired from the last
two approaches, we propose our multiple task-related teachers model for
ranking serviceable requests for help.

6.3 Method

This section introduces the framework of the MulTMR and describe how
it can be used for detection and prioritization of multilingual serviceable
help requests during disasters. First, we present MulTMR framework
for collaborative teaching of the student model. Second, we describe the
method for behavioral fine-tuning of pre-trained multilingual LLMs us-
ing question type and sarcasm classification tasks to learn relevant user
behaviors for detecting serviceable help requests.

6.3.1 MulTMR: Multiple Teachers Model for Ranking

Our framework is inspired from the task-related language model distil-
lation process [125] using a diverse set of multiple teachers [243]. Its
architecture presented in Figure 6.1 has two loss functions for knowledge
distillation: multiple teacher hidden loss and multiple teacher distillation
loss.

The multi-teacher hidden loss transfers knowledge between hidden
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Figure 6.1: The overall architecture of MulTMR.

states of multiple teachers. Suppose there are N teacher models, and each
of them has T Transformer layers. They collaboratively teach a student
model with T layers, and each j-th layer in the student model corresponds
to j-th layer in a teacher model.1 Denote the hidden states output by the j-
th layer of the student model as Hs

j , and the corresponding hidden states
output by the j-th layer of the i-th teacher model as H i

j . We apply the
mean squared error (MSE) to the hidden states of corresponding layers
in the student and teacher models to encourage the student model to have
similar functions with teacher models [224]. The multi-teacher hidden
loss Lhid is formulated as:

Lhid =
N∑
i=1

T∑
j=1

MSE(HS
j H

i
jW ) (6.1)

where W is a set of hyperparameters.
The multi-teacher distillation loss aims to transfer the knowledge in

the soft labels output by multiple teachers to student. The predictions
1We assume that all teacher and student models have the same number of layers with

the same size.
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of different teachers on the same sample may have different correctness
and confidence. Since in task-related knowledge distillation the labels
of training samples are available, we used a distillation loss weighting
method to assign different weights to different teachers by grid search.
The multi-teacher distillation loss Ldis is formulated as follows:

Ldis =
N∑
i=1

CE(ys/t, yi/t) (6.2)

where CE(·, ·) stands for the cross-entropy loss, ys and yiare predictions
by student and teachers models respectively, t is the temperature coeffi-
cient.

Next, we incorporate gold labels y to compute the task-related loss on
the predictions of the student model: Ltask = CE(y, ys). The final loss
function L for learning the student model is a summation of the multi-
teacher hidden loss, multi-teacher distillation loss and the task-related
loss, which is formulated as follows:

L = αLtask + (1− α)Ldis + βLtask + (1− β)Lhid (6.3)

where α and β are hyperparameters.

6.3.2 Behavioral Fine-Tuning of Pre-Trained Models

Behavioral fine-tuning [200] refers to the process of teaching a model rel-
evant capability that are useful for performing well on a target task. This
is accomplished by fine-tuning the model on tasks that are related to the
target task. It is called “behavioral” fine-tuning because it emphasizes
the acquisition of practical behaviors, as opposed to adaptive fine-tuning.
Particularly, behavioral fine-tuning using labeled data has proven effective
in teaching models about various linguistic features such as named enti-
ties [29], paraphrasing [15], syntax [89], answer sentence selection [82],
and question answering [123]. A recent study on fine-tuning a model on
nearly 50 labeled datasets in a massively multitask environment yielded
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the observation that a comprehensive and varied selection of tasks is cru-
cial for achieving optimal transfer performance [6].

Classification of serviceable requests posted in social media during
disasters is a challenging task because of extreme variety of content pre-
sented in text data for expressing diverse user behaviors. Further, rank-
ing of multilingual serviceable help requests is a more challenging task
because of increasing syntactic and semantic redundancies, i.e., multi-
lingual model should be more context-sensitive and consider differences
presented in user-generated content on different languages [238]. Our
approach is based on an intuition of detecting and ranking serviceable re-
quests for help using a behavioral fine-tuning approach, i.e., use of models
for detecting specific behavior of users in a disaster relevant for region or
culture, or type of disaster.

At first, we fine-tuned multilingual transformer-based model (Multi-
lingual BERT [59] and XML-RoBERTa [46]) for detecting serviceable
requests (task-related model). Next, we conducted an error analysis of
common mistakes made by this task-related model. Table 6.2 demon-
strates examples of detected errors. Hence, we decided to address these
mistakes by use of additional teacher models as behavior-guided mod-
els during the distillation step: question type classification for the 1st,
2nd, and 3rd mistake types, sarcasm classification for the 4th type. For
the 5th type of mistake, we used named entity recognition model dur-
ing pre-processing step and change all location names by LOCATION
tag. Based on our findings, we fine-tuned the same pre-trained language
model (Multilingual BERT and XML-RoBERTa) for the two behavioral
tasks. Finally, we had 3 fine-tuned models with the same architecture, to-
kenizers, and number of output classes. We describe the implementation
details in the next section.

6.4 Experiment Setup

In the section, we first describe the datasets used for the experiment and
behavioral fine-tuning, the baselines and model variations, and finale im-
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Table 6.2: Error examples in serviceable messages detection.

Behavior type Example Type
Imperative
mood requests

Prohibit rockets, firecrackers, and dan-
gerous activities with. . .

False
Negative

Imperative
mood requests

Many of us have no choice... I have to
drive 160km to go to work

False
Positive

Sarcastic
questions

Now if you want the Spanish army to
come in and get your chestnuts out of the
fire, right?

False
Positive

Sarcastic
questions

What does it say? Sorry but I don’t speak
Catalan and I want to find out

False
Negative

Short question Is there no more fire? False
Negative

Information
requests in a
form close to
complain

You say we are strong together, you pre-
vent aid. You cannot rule alone. People
die while waiting for instructions. There
are voices coming from under the build-
ings but you are passing by.. Is this
unity????

False
Negative

Contextual re-
quests

Gazi Mustafa Kemal street No:50/A Op-
posite Güneşli mosque Elbistan, Kahra-
manmaraş

False
Negative

plementation details.

6.4.1 Data
The data for Twitter platform for serviceable requests across multiple dis-
asters in English were presented in a recent study [186], while messages
posted during Chile earthquake 2014 in Spanish were presented by Cri-
sisNLP [107].

We also collected additional data in Spanish and Turkish via Twit-
ter API. All collected tweets were labeled by one human assessor with
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Table 6.3: Summary of datasets.

Event (start-end month/day) Serviceable Non-
Serviceable

English
Hurricane Sandy 2012 (10/27-11/07) 30 30
Oklahoma Tornado 2013 (05/20-06/10) 28 24
Louisiana Floods 2016 (08/14-09/29) 19 37
Alberta Floods 2013 (06/21-07/05) 190 624
Nepal Earthquake 2015 (04/15-05/15) 40 198
Hurricane Harvey 2017 (08/29-09/15) 209 1323
Spanish
Catalonia Fires 2019 (06/04-06/30) 28 163
Chile Earthquake 2014 (04/02-04/07) 358 1197
Gloria Storm 2020 (01/26-01/28) 32 44
Turkish
Turkey-Syria Earthquake 2023 (02/05-
02/07)

980 701

language proficiency in the target language. The labeling task was to as-
sign one of the two classes for determining whether a given tweet is ser-
viceable or non-serviceable for a target (such as emergency services like
emergenciescat, AFADBaskanlik, houstonpolice, etc.), using the similar
setup as provided in prior studies [186]. Before labelling datasets, we
conducted a simple preprocessing step (replaced mentions and URLs by
corresponding special tokens), to filter out all uninformative tweets (with
length ≤ 4 words after removing special tokens). For uncertain labelled
texts, authors consulted with an emergency service practitioner. Table 6.3
presents the quantity of train and test instances for each category.

To fine-tune pre-trained LLMs for knowledge distillation using behavior-
guided models, we used existing public datasets:

• Sarcasm and irony detection dataset – contains 99000 English Tweets,
33000 of which contain the hashtag #irony or #ironic and 33000
contain #sarcasm or #sarcastic [143]. We modified the dataset for
fine-tuning the pre-trained model into binary. All posts from classes
“sarcasm”, “irony” and “figurative” were labelled as sarcasm, while
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the last class regular stayed unmodified.

• Question type classification dataset – contains 5500 questions in
6 coarse classes (“abbreviation”, “entity”, “description”, “human”,
“location” and “numeric value”) [140]. Based on question class de-
scription, we labelled “description” and “location” as serviceable,
while other classes were labelled as non− serviceable.

During fine-tuning, we used the same parameters and number of frozen
layers as during task-related fine-tuning (BERT and Robustly Optimized
BERT approach (RoBERTa) models).

6.4.2 Schemes
In order to evaluate our proposed method, we compared it to commonly-
used2 pre-trained multilingual LLMs, and built a neural baseline model
that utilized LSTM with DistilmBERT embeddings as input features. Both
Multilingual BERT and XLM-RoBERTa models were used to evaluate the
performance of our MulTMR framework. The full list of proposed mod-
eling schemes for evaluation is the following (* denotes our proposed
models and others are the baselines):

• [LSTM + DistilmBERT] – method uses pre-trained DistilmBERT
embeddings,3 which are passed as input to a LSTM Network model;

• [BERT] – multilingual BERT base model (cased);4 were fine-tuned
on the dataset with 5 frozen layers

• [XLM-RoBERTa] – XLM-RoBERTa (large-sized model;5 were fine-
tuned on the dataset with 20 frozen layers

• [* MulTMR-BERT] – MulTMR based on fine-tuned multilingual
BERT model;

2Based on HuggingFace.com downloads statistics.
3https://www.sbert.net/docs/pretrainedmodels.html
4https://huggingface.co/bert-base-multilingual-cased
5https://huggingface.co/xlm-roberta-large
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• [* MulTMR-RoBERTa] – MulTMR based on fine-tuned multilin-
gual RoBERTa model.

We utilize three metrics to assess the effectiveness of classification
models for serviceable requests detection, which are ACC, AUC, and
weighted F-measure (F1), in alignment with previous studies.

In order to compare the various schemes in learning to rank task,
we utilized the normalized Discounted Cumulative Gain (nDCG) metric,
which provides a more significant weight to the discrepancies in the top
positions compared to those occurring farther down the ranking outputs.
Specifically, for each event/query:

nDCG(k) = G−1
msx,i(k)

∑
j:πi(j)≤k

2yi,j − 1

log2(1 + πi(j))
(6.4)

where

• πi(j) – position of the document dij in ranking list πi;

• G−1
msx,i(k) – normalizing factor at position k;

• yi,j – label of the document dij in ranking list πi.

We evaluated nDCG for the top-5, top-10, and top-20 ranked message
posts.

6.4.3 Model Implementation
For LLMs’ fine-tuning, we used 0.5 · 10−5 learning rate, 10 epochs. The
number of frozen layers for each model were found by grid search. For
knowledge distillation, we applied 0.6 · 10−5 learning rate, 10 epochs.
Based on results of grid search, we used the next hyperparameter values:
α = 0.6, β = 0.5, t = 2. The models were trained on NVIDIA A100-
SXM4 with 40Gb GPU RAM via Google Colab.6

6https://colab.research.google.com/
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Table 6.4: Comparison with baselines. Results of binary classification.
Best performances are in bold. Models were trained on multilingual data:
train (67%) – validation (13%) – test (20%). 5-fold CV. ∗ denotes the
proposed models.

Model Scheme ACC F1 AUC
LSTM+DistilmBERT 80.92±0.65 62.21±5.74 85.74±3.40
BERT 80.85±2.38 81.19±2.09 80.04±0.99
XLM-RoBERTa 82.69±1.35 83.04±1.09 82.69±1.39
* MulTMR-BERT 88.59±1.87 88.76±1.76 88.04±1.50
* MulTMR-RoBERTa 88.97±1.23 89.07±1.19 88.23±1.16

6.5 Result Analysis and Discussion
We first discuss the results of the proposed MulTMR schemes against
the baseline schemes for research question RQ 4.1, followed by an in-
depth analysis of behavior-guided teacher models for RQ 4.2, and the
analysis of model interpretability for RQ 4.3. Finally, we describe the
analysis of cross-lingual classification scenarios and present the results
for the learning to rank task as well.

6.5.1 MulTMR Performance

Table 6.4 displays the performance evaluation of MulTMR-based models
against other schemes. It is evident that both proposed models, MulTMR-
BERT and MulTMR-RoBERTa, exhibit superior performance compared
to the baselines across all metrics. Notably, the MulTMR-RoBERTa model
performs better in multilingual settings, which could be attributed to the
larger size of the underlying RoBERTa model in terms of the number of
layers and parameters, as compared to BERT.

Furthermore, MulTMR emphasizes the importance of behavior-guided
models by incorporating additional features for serviceability help re-
quests detection tasks. In comparison with the LSTM+DistilmBERT model,
our architecture demonstrates superior performance, with an improve-
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ment of approximately 3% in AUC on multilingual data. Additionally,
there are significant enhancements in ACC and F1, with improvements of
8% and 27%, respectively. The primary reason for the higher performance
is attributed to the knowledge distillation method used in MulTMR, which
allows for the combination of hidden states and logits from multiple teach-
ers, resulting in more accurate attention weights to achieve effective be-
havioral fine-tuning.

After analyzing the errors made by MulTMR, we discovered that the
posts most commonly classified as false negatives were those that:

• were related to volunteering, including both offers and requests;

• were long messages that contained multiple thoughts, such as greet-
ings and requests for information simultaneously;

• were tweets related to donations.

Similarly, the types of posts most commonly classified as false posi-
tive were those that:

• were long messages that contained multiple thoughts, such as re-
ports and unclear help requests simultaneously;

• contained complaining about the work of emergency services.

Apart from the higher performance, our framework design enables
the highlighting of behavior-related tokens, which enhances the model’s
sustainability against various informative types, as described in the pre-
vious section. We believe that using other behavior-guided models could
improve the performance by avoiding the errors.

6.5.2 Impact of Behavior-Guided Models
In order to evaluate the impact of different teachers on the performance of
the MulTMR model, we began with a baseline model that did not include
any behavior-guided teacher models. We then designed two models by in-
corporating one behavior-guided teacher each for knowledge distillation.
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Table 6.5: Behavior-specific models impact in MulTMR-BERT model is
studied for the model schemes with the different set of teachers. The
table shows p-value for each scheme’s performance comparison with the
baseline (BERT) and all-teachers model (MulTMR-BERT).

baseline + questions + sarcasm all-teachers
ACC 80.85 87.82 87.94 88.59
Compare:
- baseline 0.00021 0.00017 0.00014
- all-teachers 0.4244 0.5225 –
F1 81.19 87.83 88.03 88.76
Compare:
- baseline 0.00013 0.00010 0.00008
- all-teachers 0.3191 0.4099 –
AUC 80.04 85.91 86.90 88.04
Compare:
- baseline 0.00001 0.00000 0.00000
- all-teachers 0.02878 0.4268 –

We used ACC, F1, and AUC as performance metrics to compare different
model schemes, and the complete results can be found in the Table 6.5.

The results indicated that adding a second teacher to the knowledge
distillation pipeline led to a statistically significant improvement in all
measures. Adding just one behavior-guided teacher enhanced the model
performance by 6-7%. We also compared the significance of the third
teacher relative to the second. Our findings suggest that incorporating the
sarcasm-detection teacher model is more significant in the AUC measure,
implying that the MulTMR gained more knowledge about sarcasm than
question types. This might indicate the model’s effective understanding of
user behavior for what to filter out in detecting serviceable help requests.
Despite this, the use of the third teacher still led to an improvement of
around 1% in the final model performance.

Based on our analysis, we conclude that the use of different behavior-
guided teacher models results in faster convergence of model training and
improved performance in the serviceable help requests classification task.
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6.5.3 Analysis of Behavior-Guided Modeling
In this part of our study, we examined the relationship between behavior-
guided modeling and attention weight maps generated by the MulTMR.
Our objective was to investigate how MulTMR attention weights were
related to behavior-guided modeling by analyzing the tweet text written
in each language from the dataset.

Figure 6.2: Attention weight maps of the texts in English, Spanish, and
Turkish. The darker color of the word means the higher weight. Transla-
tions of target phrases are identified with red rectangles.

We utilized the MulTMR+BERT model to retrieve the attention weight
maps by applying the MulTMR (with behavior-guided teachers) and with-
out (baseline) on the texts. MulTMR+BERT model was chosen because it
is faster, uses less memory, and has comparable performance to MulTMR+RoBERTa.
Our findings, as depicted in the Figure 6.2, show that the attention weights
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Table 6.6: Results of evaluation of post classification across 3 languages
(“leave-one-language-out”): the test data contains all the posts in one lan-
guage, while the training data contains messages in other languages. 5-
fold CV. ∗ denotes the proposed models.

EN & ES → TR EN & TR → ES ES & TR → EN Average
Schemes ACC F1 AUC ACC F1 AUC ACC F1 AUC ACC F1 AUC

LSTM+DistilmBERT 60.07 54.61 63.34 77.14 65.38 66.65 77.12 58.89 65.21 71.44 59.63 65.07
BERT 62.06 61.25 62.89 76.40 75.16 63.92 75.31 74.52 63.76 71.26 70.31 63.52
XML-RoBERTa 70.25 70.30 70.29 79.60 77.58 65.53 79.50 77.11 64.23 76.45 75.00 66.68
* MulTMR-BERT 67.44 67.05 66.53 77.88 76.66 67.26 77.68 76.27 67.27 74.33 73.32 67.02
* MulTMR-RoBERTa 73.93 73.82 73.58 81.71 80.03 69.86 81.14 79.63 67.10 78.92 77.83 70.18

of the MulTMR model focus more on valuable details. Additionally, this
result was consistent for all three languages, highlighting the importance
of knowledge obtained from behavior-guided teachers.

6.5.4 Cross-Lingual Performance

In addition to multilingual classification tasks, there are also cross-lingual
classification settings where the languages in the training and testing data
are different. To assess the proposed framework’s cross-lingual capability,
we utilize a “leave-one-language-out” setting, where we train and validate
the MulTMR on a pair of languages and test it on the third language.
To ensure unbiased results, we shuffled the training and validation data
instances. The complete findings of the cross-lingual classification are
outlined in Table 6.6.

In comparison to the baselines, the MulTMR exhibit improved per-
formance for both languages. The Turkish testing yields an AUC of up
to 73%, while Spanish yields almost 70% AUC, and English yields 67%
AUC. The MulTMR result in a 3.5% AUC improvement compared to
task-related models, and the MulTMR-RoBERTa model shows increas-
ing in 5% compared to LSTM+DistilmBERT.
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6.5.5 Learning to Rank Serviceable Help Requests

Finally, we present a supervised learning approach for automatically rank-
ing serviceable requests using MulTMR framework. The objective of au-
tomatic ranking is to prioritize a list of posts based on their serviceability
characteristics. We used the learning-to-rank methodology to achieve this
goal. The learning-to-rank method aims to learn a ranking model that can
associate each query with a permutation of documents that matches the
training labels for relevance as closely as possible. The documents that
are deemed more serviceable receive higher graded labels and are associ-
ated with higher positions in the ranking. While the proposed method can
accommodate any relevance levels of serviceability, but given the labeled
data, we used binary levels in this experiment. It should be noted that our
approach is applicable to any relevance levels. To accomplish this, we
have employed the LambdaMART algorithm [244, 31, 190], which relies
on Gradient-Boosted Decision Trees (GBDT).

To train the ranking models, we utilized the data from all events ex-
cept one, which was reserved for testing the model using the “leave-one-
event-out” approach. We utilized sentence embeddings, which were the
sum of word embeddings, using classification baselines and models as
features. We then obtained rankings for each event through the 5-fold
cross-validation setting.

Table 6.7 compares the performance of different schemes in terms of
nDCG of the first 5 positions (nDCG@5), 10 positions (nDCG@10),
and 20 positions (nDCG@20). The results prove that MulTMR per-
forms better than baseline models. MulTMR-RoBERTa outperforms in
nDCG@5 and nDCG@10, while MulTMR-BERT shows the best re-
sults in nDCG@20. As expected, the MulTMR-based ranking models
exhibit superior performance compared to the pre-trained DistilmBERT-
based ranking model.
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Table 6.7: Comparison of the average nDCG@5, nDCG@10, and
nDCG@20. 5-fold CV. ∗ denotes the proposed models.

Scheme nDCG@5 nDCG@10 nDCG@20
DistilmBERT 57.32 50.51 44.73
BERT 92.94 95.94 93.34
XML-RoBERTa 89.71 90.80 86.97
* MulTMR-BERT 96.14 96.34 94.12
* MulTMR-RoBERTa 99.48 97.70 93.58

6.6 Conclusions

This chapter introduced a design of the knowledge distillation framework,
Multiple Teachers Model for Ranking (MulTMR), to detect and rank mul-
tilingual serviceable requests for help on social media during disasters.
The core idea of MulTMR is to combine task-related and behavior-guided
fine-tuned LLMs as teacher models for distilling knowledge to train a stu-
dent model by optimizing hidden and distillation losses. The utilization
of behavior-guided models helps to drop uncertainty of results produced
by a task-related teacher model alone. MulTMR pays close attention to
important parts in the context and learns to give higher attention to the
potential elements of behavioral characteristics in serviceable requests
classification and ranking. Experiments on the dataset of 10 events in
3 languages show that the proposed model outperforms several baselines
in classification and ranking tasks. We presented extensive analyses to
show the value of modeling with multiple teachers, which can help adapt
the model to different languages, event types, and tasks easily. The appli-
cation of the MulTMR can inform future studies on the classification and
ranking of multilingual serviceable requests for help during disasters.
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6.6.1 Reproducibility
Datasets and code implementation for the experiments described in this
work are available for research purposes at the public repository.7

7https://github.com/vitiugin/multismc
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Chapter 7

CONCLUSIONS AND
FUTURE WORK

In this manuscript, we explore the potential role that multilingual social
media can play in crisis management. Our work introduces novel solu-
tions based on transfer learning, paving the way for future advancements
in this field. In the following pages, we restate and summarize answers to
key research questions from Chapter 1.

RQ1. What are the main actors and their respective roles in social
media during crisis across various languages?

In Chapter 3 we can recognize the difference in primary actors across
various language. During three war-related events, only one actor ap-
pears in all analyzed events and languages but in different roles. Other,
less popular and notable actors, appear in the same roles or have simi-
lar narratives. Moreover, we examined how tones could differ, especially
in such contrastive events, like war. Within a stance and a language, we
found a variety of narrative constructions, encompassing encouragement
of friends and criticism of foes, propagation of content from other sources,
and building a larger context.

RQ2. What potential enhancements and improvements could bring
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a combination of context features and a human-in-the-loop approach
in the classification of multilingual social media?

Chapter 4 demonstrates how combining deep learning techniques with
indirect human guidance not only enhances the overall model perfor-
mance, but also increases its explainability. Even minimal human effort
proves beneficial in tracing informal out-of-vocabulary words and phrases
specific to country or even region. Additionally, we provide evidence that
incorporating human feedback enables the establishment of connections
between the attention weights assigned by the deep learning model and
semantic frames.

RQ3. How does the use of a transfer learning approach contribute
to enhancing the performance of detecting, classifying, and summa-
rizing multilingual information from social media?

The flexible approach presented in Chapter 5 enables the extraction of
information from crisis-related social media posts in multiple languages
and generation of summaries that might be preferred by disaster experts
and practitioners. State-of-the-art LLMs and transfer learning allows suc-
cessful processing of messages in numerous natural languages, which
used by our classification and summarization models to outperform vari-
ous baseline methods. This approach is a promising way to effectively
handle the vast volume of diverse content shared during disasters and
mass convergence events.

RQ4. Could implementation of behavior-guided models improve
detecting and ranking of multilingual help-seeking requests on social
media during disasters?

In Chapter 6, we present a model based on Teacher-Student knowl-
edge distillation technique to detect and rank multilingual serviceable
messages. Through our research, we discovered that combining a spec-
ified classification model with behavior-guided models improves overall
performance in zero-shot learning conditions. Furthermore, this approach
directs the model’s attention to specific tokens in the relevant requests and
enhances explainability of decisions for practitioners.
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7.1 Limitations
There are certain limitations to the research that future work could ad-
dress.

First, we tested our approaches and models based on several multilin-
gual datasets, while they are comprised of different languages and event
types could affect the results of presented experiments. On the other hand,
new datasets could make future models more robust and universal.

Second, human-in-the-loop methods proposed in the manuscript were
tested using a simulated environment of human feedback and queries as
we planned to conduct several analyses presented in the work. In future
work, our approaches could be tested easily with real human agents.

Third, the applicability of our methods depends on some multilingual
resources, but that do not cover all existing languages. We use Stanza
for POS tagging, and dependency parsing [189] (50 languages available
through community contributions), LASER embeddings to represent sen-
tences (93 languages available), multilingual BERT (104 languages avail-
able) and XLM-RoBERTa (supports 94 languages) as LLMs for fine-
tuning. Using the proposed method for unsupported languages may re-
quire training new models for the additional languages.

Last, our proposed models were tested using data collected over eleven
years. During these years, the platforms and usage of social media have
changed in ways that are relevant from an NLP perspective, e.g., the
length of tweets was increased from 140 to 280 symbols (and during the
last changes even bigger). Future research could be accomplished with
more recent or streaming data to test the approaches in close-to-real con-
ditions.

7.2 Future directions

7.2.1 Multilingual Large Language Models
Chapter 5 and Chapter 6 provide a great example of how LLMs inte-
grate into information extraction pipelines. These LLMs serve as robust
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tools capable of processing and generating texts across various languages.
However, despite the significant advancements made, there are remaining
challenges and promising opportunities within the field of multilingual-
ism that warrant further exploration.

Datasets. One of the most significant challenges in multilingual re-
search revolves around the scarcity of available data for the world’s lan-
guages. Astonishingly, 88% of the world’s languages lack access to text
data, while for 5% of languages, the available data is extremely limited.
To effectively leverage the advancements in language technology, it be-
comes important to collect data that is relevant for real-world applications
and has the potential to positively impact speakers of underrepresented
languages. Such data collections could be applicable for the development
of assistive language technology for various domains such as humanitar-
ian crises, healthcare, education, legal services, and finance. Standard-
ized languages, as well as contact languages like creoles and regional
language varieties, stand to benefit from these technologies [26]. By cre-
ating real-world datasets, researchers can establish a stronger foundation
for their studies, resulting in a more substantial impact. Additionally,
this approach helps bridge the gap between research and practical sce-
narios, increasing the likelihood that models trained on academic datasets
will prove useful in real-world production surroundings. However, it is
crucial for researchers and dataset creators to navigate the challenges as-
sociated with responsible Artificial Intelligence (AI) when collecting data
and developing technology for underrepresented languages. Considera-
tions such as data governance, safety, privacy, and ensuring meaningful
participation of communities need to be at the forefront of these attempts
[3, 27]. By addressing these challenges, researchers can contribute to the
development of ethical and inclusive language technologies that empower
and benefit underrepresented language communities.

Efficiency. The challenges faced by applications targeting under-
represented languages extend beyond data scarcity. Limited access to
mobile data, computational resources, and expensive infrastructure poses
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additional constraints [9]. To optimize the utilization of limited com-
pute, it becomes crucial to develop more efficient methods. An explo-
ration of efficient Transformer architectures and general efficient NLP
techniques provides a comprehensive overview of the field [233]. One
of the promising directions is the adaptation of these models through
parameter-efficient methods. These approaches have demonstrated greater
effectiveness compared to in-context learning methods [144].

Specialization. The world’s languages exhibit a rich typological di-
versity, yet languages within one region typically exhibit shared linguistic
features. For example, African languages predominantly belong to a few
major language families. However, computational resources and data for
most under-represented languages are limited. In light of this, it becomes
crucial to integrate knowledge into language models to enhance their use-
fulness for these languages. Furthermore, we can leverage the fact that
many under-represented languages belong to clusters of closely related
languages. LLMs that focus on such language groups can effectively
exchange information across languages, facilitating knowledge sharing.
While recent models have primarily focused on related languages [116],
future models have the potential to encompass not only related languages
but also language variants and dialects. Such inclusion can foster positive
transfer of knowledge from related languages, benefiting these variants
and dialects. Moreover, model architectures can be adapted to incorpo-
rate information about language morphology, a crucial aspect of linguistic
structure [175]. By incorporating morphological information, models can
capture the intricate patterns and features unique to each language, en-
hancing performance and accuracy.

Controllable Text Generation. One crucial and ongoing challenge
in Natural Language Generation (NLG) is achieving Controllable Text
Generation (CTG). It is important for NLG systems to generate texts that
adhere to specific controllable constraints as desired by humans [249].
These constraints are often task-specific, especially in the context of cri-
sis reports, where the generated texts need to meet the requirements of

127



crisis practitioners [149]. CTG for the summarization of crisis social me-
dia presents an opportunity for improvement. One approach to achieving
control is through fine-tuning of LLMs, which can be tailored to spe-
cific constraints and objectives. However, the current limitation lies in the
availability of correspondent datasets that accurately capture the desired
controllable aspects of text generation.

7.2.2 Crisis Information Extraction

Geolocation. The issue of information extraction quality has been exten-
sively addressed in previous research [149, 158, 138], and it continues to
pose a challenge today. Although deep learning algorithms have signifi-
cantly improved the accuracy and efficiency of textual information extrac-
tion, determining whether a specific post corresponds to the observed time
and location remains a difficult task. While knowing the exact location of
a place is one of the most important aspects for emergency responders,
precise GPS coordinates in social media posts are scarce, as users often
provide abstract location names rather than their actual coordinates. One
area of study focuses on utilizing NER techniques to identify mentioned
locations in social media texts [226]. Typically, users describe locations
at the administrative unit level in their posts. During emergencies, they
tend to provide highly detailed location descriptions, including specific
house numbers and road intersections [101]. However, accurately iden-
tifying and locating place names, especially in different languages, still
poses a significant challenge for existing geoparsing services. In addi-
tion, efforts have been made to leverage visual information for inferring
geographic coordinates [168]. However, the current accuracy of geolo-
cation estimation approaches is still insufficient for robust analysis and
mapping of natural disasters.

Misinformation and disinformation. The rapid spread of fake news
and content on social media poses significant challenges, as they are of-
ten retweeted by numerous users, leading to the potential misallocation
of resources and even endangering lives [206, 231]. Existing research has
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primarily focused on detecting fake news by interpreting content [34].
However, effective detection requires not only an understanding of the
current social media content provided by users but also a comparison and
verification of information from various sources and users. One area of
concern is the advanced capabilities of current LLMs, which can generate
highly sophisticated texts that closely resemble human-authored content.
This raises concerns about the potential misuse of such synthetic texts,
including the dissemination of misinformation. Addressing this concern
necessitates the development of robust algorithms that can effectively dis-
tinguish between genuine and fake content. These algorithms should be
tailored to the unique characteristics and context of disaster-related infor-
mation.

Multimodal data. Integrating the analysis of crisis-related images
and videos, alongside text analysis, can greatly enhance decision-making
and task prioritization for humanitarian response organizations. By lever-
aging annotated imagery and extracting unified semantic and visual fea-
tures from social media posts, new avenues for crisis detection and dam-
age assessment can be explored [108]. Visual media from diverse sources
like Instagram, YouTube, and TikTok can be harnessed to detect and as-
sess the severity and impact of natural disasters such as floods, fires, land-
slides, earthquakes, as well as man-made crises like industrial accidents
or conflict fallout. This approach can also aid in evaluating infrastructure
damage and its consequences on the affected population. Furthermore,
the integration of information from multiple sources can provide a com-
prehensive and detailed overview to support effective disaster responses.
Previous studies have proposed solutions that combine social media with
other information sources [148, 73]. However, determining the appropri-
ate integration approaches poses a challenge due to its subjective nature.
Therefore, the development of guidelines is necessary to select integration
methods based on the characteristics of different information sources. It
is also important to consider the varying degrees of confidence and time-
location quality associated with individual messages, which should be
considered in future research.
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Ultimately, to effectively address the challenge of multilingualism in
information retrieval from crisis social media, it is key to incorporate
cutting-edge solutions from all the mentioned domains. This necessitates
a collaborative effort between researchers and practitioners to ensure the
integration of state-of-the-art techniques. By employing a diverse set of
tools, we can enhance the effectiveness of information retrieval and better
navigate the complexities posed by disaster-related social media.
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