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6.52 We feel that even if all possible scientific questions be answered,
the problems of life have still not been touched at all. Of course
there is then no question left, and just this is the answer.

Ludwig Wittgenstein, Tractatus Logico-Philosophicus





Abstract
Quantum repeaters are the foundation of future long-distance quantum

networks. In most architectures, their functional core is constituted by
quantum memories, which are devices that can store and re-emit photonic
quantum information on-demand. The goal of this thesis is to progress
towards efficient quantum repeater nodes enabling quantum correlations
between telecom photons and matter qubits. To these ends, we performed
three main experiments.

In our first work, we built a solid-state entanglement photon source
with embedded storage capabilities. This emissive quantum memory was
implemented in a Pr3+:Y2SiO5 crystal, by means of the atomic frequency
comb (AFC) protocol. Thanks to the AFC, we were able to adapt the Duan-
Lukin-Cirac-Zoller (DLCZ) protocol, initially conceived for cold atoms, to
a solid-state ensemble. This experiment proved that we can produce light-
matter entanglement between a heralding photon, at 606 nm, and a spin-
wave excitation delocalized inside the ensemble. The matter excitation
could be read on-demand at a later time with a read pulse, and mapped
as a second photon, at 606 nm as well, emitted by the memory. Quantum
correlations between the two photons were measured, enabling the violation
of a Bell inequality, thus demonstrating the presence of entanglement. The
read-out efficiency of this experiment was low, 1.6 %, but solutions were
identified to increase this value.

In the second experiment, we laid the groundwork for the quantum
frequency conversion (QFC) of these photons to the telecom band. The
long duration of these photons, up to 1 µs, makes their conversion with
high signal-to-noise ratio (SNR) challenging. The conversion from the vis-
ible 606 nm wavelength to the telecom regime (1552 nm) was achieved by
difference-frequency generation (DFG) in a PPLN waveguide using a strong
pump field at 994 nm. A proof of principle with weak coherent pulses
showed that we can convert µs-long photons with the low heralding effi-
ciency of the previous experiment with a SNR around 2.6. This sets the
stage for interfacing an AFC-DLCZ memory, working at 606 nm, with the
telecom network and with material systems working at a different wave-
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length.
Finally, in the last experiment, we implemented an AFC impedance-

matched cavity (IMC) storage experiment. It has been demonstrated the-
oretically and experimentally that the IMC enhances the storage and read-
out efficiency of the AFC protocol. We harnessed this cavity to store weak
coherent Gaussian pulses with up to 62 % efficiency. Moreover, we stored
weak coherent time-bin qubits in the same system, achieving 52 % efficiency
and, with an additional analysis carried out by means of an unbalanced
Mach-Zehnder AFC-based interferometer, assessing a measured fidelity of
95 % for the retrieved qubit, leading to a quantum memory fidelity compati-
ble with 100 %, within uncertainty. We additionally studied the influence of
slow-light effects in our crystal, confirming that they lead to a reduction of
cavity bandwidth by two orders of magnitude. Moreover, the AFC storage
time was extended up to 50 µs, to certify that the efficiency enhancement
holds for different combs.

The achievements of this thesis represent the state of the art in terms
of efficiency for AFC memories and for qubit storage in solid-state sys-
tems, and pave the way towards efficient quantum memories. In addition,
we reported the first demonstration of a solid-state photon pair source of
entangled photons with embedded solid-state multimode memory. The re-
sults accomplished by this last AFC-DLCZ experiment in terms of herald-
ing efficiency make it possible to interface it with our quantum frequency
conversion experiment. Indeed, the QFC experiment, combined with the
AFC-DLCZ one, enables to establish a quantum node and to interface it
with different kind of nodes via conversion to the telecom band.
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Resumen
Los repetidores cuánticos son el fundamento de las futuras redes cuán-

ticas de larga distancia. En la mayoría de las arquitecturas, su núcleo
funcional está constituido por memorias cuánticas, dispositivos que pueden
almacenar y reemitir información fotónica cuántica bajo demanda. El obje-
tivo de esta tesis es avanzar hacia nodos eficientes de repetidores cuánticos
que permitan crear correlaciones cuánticas entre fotones de telecomunica-
ciones y qubits materiales. Con estos fines, llevamos a cabo tres experi-
mentos principales.

En nuestro primer trabajo, construimos una fuente en estado sólido de
fotones entrelazados con capacidades de almacenamiento integradas. Esta
memoria cuántica emisiva se implementó en un cristal de Pr3+:Y2SiO5 ,
mediante el protocolo del peine atómico de frecuencia (AFC). Gracias al
AFC pudimos adaptar el protocolo Duan-Lukin-Cirac-Zoller (DLCZ), con-
cebido para átomos fríos, a un ensamble de estado sólido. Este experimento
demostró que podemos producir entrelazamiento de materia y luz entre un
fotón mensajero, a 606 nm, y una excitación de onda de espín dentro del
material. En un momento posterior, la excitación de la materia se transfirió
a un segundo fotón a 606 nm, emitido por la memoria, a través de un pulso
de lectura. Se midieron las correlaciones cuánticas entre los dos fotones,
lo que permitió la violación de una desigualdad de Bell, demostrando así
la presencia de entrelazamiento. La eficiencia fue baja, un 1,6 %, pero se
identificaron soluciones para aumentar este valor.

En el segundo experimento, abrimos el camino para la conversión cuán-
tica de frecuencia (QFC) de estos fotones a la banda de telecomunicaciones.
La larga duración de estos fotones, de hasta 1 µs, hace que su conversión
con una alta relación señal-ruido (SNR) sea un desafío. La conversión desde
606 nm a 1552 nm se logró mediante la generación de diferencia de frecuencia
(DFG) en una guía de ondas PPLN utilizando un fuerte campo de bombeo
a 994 nm. Una prueba con pulsos coherentes débiles (PCDs) mostró que
podemos convertir fotones de unos µs, dada la eficiencia de anuncio del
experimento anterior, con una SNR de 2,6. Esto prepara el escenario para
interconectar una memoria AFC-DLCZ, que funciona a 606 nm, con la red
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de telecomunicaciones (1530 nm–1565 nm) y con sistemas materiales que
funcionan a una longitud de onda diferente.

Finalmente, en el último experimento, implementamos el protocolo AFC
asistido por una cavidad con impedancia adaptada (IMC). Ha sido de-
mostrado anteriormente que la IMC mejora la eficiencia del protocolo AFC.
Usamos la cavidad para almacenar PCDs con una eficiencia de hasta el 62 %.
En el mismo sistema, almacenamos qubits codificados en tiempo constitui-
dos por PCDs, logrando una eficiencia del 52 % y, con un análisis realizado
por medio de un interferómetro Mach-Zehnder basado en el AFC, evaluando
una fidelidad del 95 % para el qubit emitido, y una fidelidad de la memoria
compatible con el 100 %. Además, estudiamos la influencia del efecto de luz
lenta en nuestro cristal y concluimos que conlleva una reducción del ancho
de banda de la cavidad de dos órdenes de magnitud. Finalmente, el tiempo
de almacenamiento del AFC se extendió hasta 50 µs, para certificar que la
mejora de la eficiencia se mantiene para diferentes AFCs.

Los logros de esta tesis son la vanguardia, en cuanto a eficiencia, para
las memorias basadas en el AFC y para el almacenamiento de qubits en
sistemas de estado sólido, y abren paso hacia las memorias cuánticas efi-
cientes. Además, hemos hecho la primera demostración de una fuente de
estado sólido de parejas de fotones entrelazados que además funciona como
memoria multimodo de estado sólido integrada. Los resultados del ex-
perimento AFC-DLCZ en términos de eficiencia de anuncio hacen posible
conectarlo con nuestro experimento de QFC. La combinación de los dos
permite establecer un nodo cuántico y conectarlo con diferentes tipos de
nodos mediante la conversión a la banda de telecomunicaciones.
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Chapter 1

Introduction

Since the dawn of mankind, transmission of information has been a crucial
feature in human societies. Messages at far distances have been transmitted
at the speed of horses or even humans, in case of couriers. Legend has it
that, during the battle of Marathon, the Greek messenger Pheidippides ran
the 40 km between Marathon, where the Athenian forces had defeated the
Persian army, to Athens to bring the good news about the victory, and he
died immediately after conveying his message. This legend was probably
a mix of different stories, and it is unlikely to be accurate, but perfectly
depicts the importance of information transmission in ancient societies.

Even in old times, though, messages could be transmitted at the speed
of light, through fires, smoke signals or reflecting mirrors. These primitive
methods could carry only simple information (like one bit at a time), and
relied heavily on the environmental conditions, since they could not be
used when it was foggy or cloudy, for instance. With the development of
telegraph and wireless communication, it has become customary to send
complex messages reliably at speeds close to or equal to the speed of light.

Until recent times, all the information generated and distributed by
mankind has been classical information. Classical information in the digital
era is encoded into bits, and it is the common kind of information we
are used to. In the last decades, as our ability of manipulating atoms
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2 Introduction

and photons increased, we have got able to send, process and storage a
different kind of information, encoded into quantum bits (qubits): quantum
information.

1.1 Quantum communication

Quantum communication consists in the distribution of quantum states be-
tween remote parties. It is part of the broader field of quantum information.
The field of quantum information emerged forty years ago, but only in the
last decades has it been possible to realize the first experimental trials in
order to implement its concepts. In particular, it has been shown theoreti-
cally that the quantum counterparts of digital protocols could outperform
their classical analogues: while classical encryption methods base their se-
curity on the difficulty of specific computational problems, which therefore
depends on the computational power of a possible eavesdropper, quantum
cryptography security is rooted in the laws of quantum mechanics instead
[1, 2]. Quantum cryptography has already found the first commercial im-
plementations [3].

Quantum computation is another technology that bears promises of
carrying out tasks for which current classical algorithm are not suited in
a reasonable time; nonetheless, it has not reached the level of technolog-
ical maturity of quantum cryptography. In general, quantum cryptogra-
phy is one of the most mature technologies inside the realm of quantum
information-based technologies.

Quantum sensing is another example of a mature quantum technology.
It takes advantage of quantum objects and their quantum properties to
measure small quantities that would not be measurable classically or to
improve the precision and sensitivity of measurement of quantities beyond
the classical limits. These quantities include magnetic and electric fields,
masses, gravitational fields [4, 5].

In the rest of this section, I am going to define some basic concepts
from the field of quantum information that will be necessary to describe
our experiments.



Introduction 3

Qubits The equivalent of digital bits in the quantum realm are quantum
bits, also known as qubits. Like bits, qubits can exist in the familiar states
|0⟩ and |1⟩. But quantum bits can take advantage of the features of quantum
mechanics, and can be in a superposition of states. Defining |ψ⟩ as the state
of a qubit, we can write it as a superposition of the two basic states that
we defined earlier, which form the so-called computational basis:

|ψ⟩ = α |0⟩ + β |1⟩ (1.1)

where for the coefficients (α, β) ∈ C, the normalization condition holds:
|α|2 + |β|2 = 1.

While the value of a bit can be unveiled simply by measuring it, we
cannot do the same with a qubit due to quantum mechanical laws. In
other words, if we were to measure the state expressed by definition 1.1, we
would obtain the outcome |0⟩ with probability |α|2 and the other outcome
with probability |β|2, and the superposed state will collapse [6].

A crucial difference between qubits and classical bits is the state of a
qubit cannot be perfectly cloned. This is clearly stated by the no-cloning
theorem [7]. This means that, given an arbitrary unknown qubit state |Φ⟩,
there is no way of copying this state and writing it onto another qubit
with perfect fidelity. The existence of this no-go theorem has profound
consequences on the way quantum information is distributed. As we will
see in section 1.2, a quantum repeater works in a completely different way
with respect to a classical one: while the latter amplifies signals travelling
from one point to another to compensate for losses in fiber, the former is
meant to distribute entanglement between the two points, which is the real
resource we want to harness.

Entanglement Qubits can also be entangled: namely, considering two
qubits, the state of one of them might be impossible to describe without
considering the state of the other one. As an example, for two photons with
two different states of polarization |H⟩ (horizontal) and |V ⟩ (vertical), it is
possible to build a joint state of the kind

|ψ⟩ent = 1√
2

(|H⟩1 |V ⟩2 + eiϕ |V ⟩1 |H⟩2), (1.2)



4 Introduction

with 1 (2) being the first (second) photon and ϕ arbitrary phase, where the
individual state of each single particle is not defined. Once we measure the
state of the first qubit, and obtain randomly—in this case, with equal 50 %
probability—one of the two possible outcomes {|H⟩ , |V ⟩}1, the state of the
other qubit is immediately projected into the opposite state {|V ⟩ , |H⟩}2,
in theory no matter how far away the two qubits are.

Entanglement is a universal resource of utmost importance when dealing
with quantum communication. As a matter of fact, the main challenge that
we want to tackle is the distribution of entanglement over large distances.
I will show in the next section that one of the most relevant inventions in
order to accomplish this task are quantum repeaters.

1.2 Quantum repeaters

The task of distributing quantum states between distant locations can be
carried out by photons. Photons can encode a quantum state in different
degrees of freedom: polarization is the most straightforward one, but other
kinds of encoding will be mentioned throughout this thesis, such as path,
time-bin or energy-time ones.
In the modern Internet infrastructures, pulses with billions of photons
are travelling through optical fibers and used as carriers of information.
They experience losses around 0.2 dB/km in common telecom fibers, but
these losses can be compensated thanks to erbium-doped fiber amplifiers
(EDFAs), which use stimulated emission as a way of amplifying signals.
These amplifiers are scattered all along the fiber network at distances of
50 km–100 km between each other, and they make distribution of informa-
tion possible, enabling signals to reach points as far as tens of thousands of
km.

However, as I stated in section 1.1, quantum information cannot be
perfectly duplicated. This means that we cannot simply apply the same
approach to flying qubits and clone them. One might be tempted to argue
that, using the EDFAs I have just mentioned, photons could be copied
through stimulated emission. In fact, the subtlety is that spontaneous
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emission is preventing the achievement of a fidelity higher than 5/6 for
the final state with respect to the original one, thus making this option
unfeasible [1, 8].

In addition, trying direct transmission without amplification to over-
come the distances needed to connect a country is unaffordable, as losses
become prohibitive after only hundreds of km [9]. Therefore, quantum
repeaters need to circumvent this hurdle. As it was suggested previously,
what we need to distribute between two distant parties A and Z is entangle-
ment, which can be used to then perform communication protocols between
them. Indeed, operations like quantum teleportation or some cryptography
protocols are based on having an entangled pair of qubits.The first proposal
of a quantum repeater capable of generating entanglement efficiently over
large distance was proposed by Briegel et al. [10], and it is the one I am
going to focus on in this section.

To explain the protocol of reference [10], I will be referring to figure 1.1.
The protocol is fully based on the concept that, if two pairs of qubits (A,B)
and (C,D) are entangled, then by performing entanglement-swapping op-
erations between B and C, one can get the pair (A,D) entangled. Taking
this concept into account, we can suppose now to have two quantum nodes,
A and Z, and to divide their distance L into two segments of length L/2,
with two extremes B and Y that are respectively entangled with A and Z.
These segments are called quantum repeater links. If the distance L/2 is
short enough to allow direct communication between B and Y, then entan-
gling this pair of stations through direct exchange of photons automatically
entangles A and Z.

In real contexts, A and Z are separated by a very large distance L,
which prevents any forms of direct transmission in fiber1. Hence, the afore-
mentioned operation of splitting this distance in smaller intervals must be
repeated n times, in order to get n elementary links whose length L/n en-
ables direct transmission between the two ends. From here, the protocol

1This is true for distances of the order of 102 km. Also, in free-space, using satellites,
direct transmission becomes possible, but it is affected by other issues and it will not be
treated in this thesis.
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A B C D .... W X Y Z

A B∞ C D∞ .... W X∞ Y Z∞
A B C∞ D .... W X Y∞ Z

A B C D .... W X Y Z

Figure 1.1: Quantum repeater scheme. The convention is that nodes with
the same color are entangled. The initial stage of the A ... Z nodes displays
no entanglement between them (all different colors). At some point, entan-
gling operations (big ∞) are performed between pairs of stations inside a
quantum elementary link along the whole chain through photon exchange
(orange wavy arrows). The final result is shown in the second row of nodes,
with pairs that have become entangled. Finally, the same entangling pro-
cedure is repeated on yet non-entangled nodes, such to get the final row
where A and Z are eventually entangled, with all the other nodes having
no entanglement left and playing no role anymore (transparent filling).

proceeds as described earlier, with pairs of nodes that get entangled at a
time until the final result is the entanglement of A and Z, as explained in
figure 1.1.

In the practical case, these quantum nodes are quantum memories which
store entangled photons. Hence, the protocol goes as follows: pairs of
quantum memories are storing entangled photons. At some point, they
are released and sent to a beamsplitter for a Bell state measurement. If
we managed to erase the path information associated to these photons,
they are indistinguishable and they will interfere at the BS. This operation
projects the state of the two quantum memories that fired those photons in
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an entangled state; but, since they were entangled with the other partner
of the pair, these means that the two “external partner memories” are now
entangled. It is crucial that classical information heralding the outcome of
the BS measurement is exchanged between the stations: if it is not the case,
the joint state of the quantum memories will be a perfectly mixed state, and
the protocol will fail. This sets a precise boundary on the communication
time of the repeater: calling L0 the distance between a quantum node and
a measurement station, the minimum time required to create entanglement
in a link is 2L0/c. Repeating this entangling procedure along the chain
makes it possible to entangle the two ends of the chain.

These operations are not deterministic, so the probability of N nodes
being entangled at the same time would decrease exponentially with N.
Quantum memories enable overcoming this necessity by storing entangle-
ment for the time required for the entanglement-swapping operations to
succeed, making the links independent. In any case, the scaling is always
better than direct transmission [11]. In particular, the use of a quantum re-
peater enables beating direct transmission at achievable transmission rates
after a few hundred km—typically, around 600 km [12].

As we have seen, quantum memories enable the synchronization of
entanglement-swapping. So far, the concept of quantum memory has been
used without a proper definition. In the next section, I am going to address
this topic.

1.3 Quantum memories

Quantum memories are devices that can store quantum information for
a certain time and output it on demand. In this thesis, I will focus on
optical quantum memories. For this kind of memories, in general, the way
to achieve this storage capability lies in the light-matter interaction: a
photon (or more than one) is mapped onto an internal degree of freedom
of a physical system. In our case, as will be treated in section 2.2, light is
stored as delocalized atomic excitation in an ensemble of ions in a doped
crystal, but quantum memories can also be implemented with single atoms
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[13, 14], cold atomic clouds [15–18], warm vapours [19–22], vacancy centers
in diamonds [23, 24], single trapped ions [25–27].

Apart from quantum repeaters, quantum memories could be employed
in other applications, such as in implementing deterministic single photon
sources [28, 29], performing linear quantum computation [30] or synchro-
nizing probabilistic quantum gates for quantum computation [31].

During the last decades, different quantum memory protocols have
been devised for different physical systems and harnessing the most dis-
parate physical effects. Examples include the gradient echo memory pro-
tocol (GEM) [32, 33], the controlled reversible inhomogeneous broaden-
ing (CRIB) protocol [34, 35] and protocols based on the electromagnetic-
induced transparency (EIT) [36, 37]. Another protocol for quantum mem-
ories this thesis is based on is the atomic frequency comb (AFC) protocol,
which I will treat extensively in chapters 2 and 4.

Photonic quantum memories can be divided into two different families:
emissive memories and absorptive memories [38].
An emissive memory is a memory where the quantum information is both
created and stored. An example of emissive memory can be found in chap-
ter 3. An absorptive memory, on the other hand, can store externally
generated quantum states and release them. An experiment employing an
absorptive memory is reported in chapter 4.

The main characteristics to look for in a quantum memory for quantum
repeater applications are:

• Efficiency: it is a crucial figure of merit for quantum memories. The
definition of efficiency I will use throughout this thesis change de-
pending on whether we are dealing with absorptive of emissive quan-
tum memories. For the former, the efficiency is given by the ratio
between the intensity of the retrieved light and the intensity of the
input light. In emissive memories, where the memory can only emit
pairs of correlated photons, the efficiency is more correctly defined
as read-out efficiency, that is, the probability of reading-out a photon
when shining a read pulse, conditioned on the fact that an excitation
is already present in the memory. Highly efficient quantum mem-
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ories enormously facilitate the task of distributing entanglement by
speeding up the entanglement-swapping operations. In this thesis,
an experiment aimed at achieving very high efficiency in a solid-state
quantum memory is reported in chapter 4;

• Storage time: this is the time the quantum memory can store
a qubit before losing coherence and therefore the capability of re-
emitting it2. Quantum memories should maintain the entanglement
long enough to allow the entangling operations to succeed in the whole
chain. To create entanglement between two nodes, the minimum time
taken for each node is at least the time the photons take to travel un-
til the measuring station plus the time needed to communicate back
the outcome of the measurement. For more complex repeater chains
including several links, the storage time should be longer than the
time to distribute the entanglement over the full chain.

• Multimodality: multimodality (or multiplexing) is defined as the
capability of storing more than one mode. Different modes can be
created in frequency [39–42], in space [43–46], in time [42, 47–54].
This enhances the probability of entangling processes to succeed be-
cause, if we manage to fit a larger number of entanglement attempts
in the same communication time, the likelihood that at least one Bell
measurement has a positive outcome increases. In particular, it can
be shown that, calling N the number of stored modes, the probability
increases, to first order, by this factor N compared to the single-mode
case [55].

• Fidelity: the fidelity is a quantitative estimation of how similar a
quantum state is to another given one. In particular, for atomic
ensembles, the conditional fidelity is defined as the fidelity of the

2Note that this is true for ensemble-based quantum memories, where decoherence de-
creases the efficiency but the fidelity of re-emitted qubits can still be good. Conversely, in
single atoms, decoherence will not affect as much the efficiency but will have a detrimental
effect on the fidelity.
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output state with respect to the input state:

F c = Tr(ρinρout) (1.3)

The fidelity of a retrieved quantum state must be higher than a certain
lower bound in order to claim that the storage is a quantum process.
If we consider a measure-and-prepare approach, where, instead of
storing the photons in a memory, we measure the state of N photons
and prepare new photons according to the measurement results, we
cannot get any fidelity better than (N + 1)/(N + 2) [56]. A corollary
of that is, for a single photon (N=1), this lower bound equals 2/3.
In reality, the limit on the fidelity is much more stringent when entan-
glement is involved. In order to guarantee that the non-locality of a
photon belonging to an entangled pair is preserved after storage, i.e.
the output entangled state can violate a Bell inequality, the threshold
increases to 85.4 % [31].

• Potential of working at telecom wavelengths: as mentioned
in section 1.2, modern telecommunications are based on the telecom
fiber network. To transmit signals at long distances, then, we need
them to be at telecom wavelength, because losses in fibers at this
wavelength are minimal (0.2 dB/km) compared to other sections of
the electromagnetic spectrum. The ideal case would be to have a
quantum memory naturally working at this wavelengths, that is, a
material with a transition absorbing in this part of the electromag-
netic spectrum. Despite erbium seems like the perfect element to im-
plement this kind of memory thanks to its transition close to 1550 nm
[57], it has displayed inefficient optical pumping and noise processes
that could affect quantum-level storage [38]; in this sense, other rare-
earth ions have shown better capabilities as quantum memory candi-
date materials.
The capability of being interfaced with the telecom band is not in-
trinsic in our photonic memories, because they all work at visible
wavelengths. Nonetheless, via the so-called quantum frequency con-
version, we can convert coherently photons from visible to telecom,
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and we are currently employing it in our labs. In chapter 5, a quantum
frequency conversion experiment is reported. Quantum frequency
conversion has been devised in order to convert photons to and from
the telecom band. It is based on difference- and sum-frequency gen-
erations, two non-linear effects that will be explained in chapter 5.
For the moment, it suffices to say that this technique enables shifting
photon wavelengths in order to either let them interact with matter
or to travel through optical fibers.
Another strategy for absorptive quantum memory is using non-degenerate
photon pair sources, where one of the photons is at telecom wave-
length, whereas the other one is at a different wavelength compatible
with storage in a quantum memory, typically working in the visible
regime in our case. This technique is largely employed in the field
[49, 58–61] and in our group [42, 62–64].

It should be pointed out that, as of now, there is no system ensuring
good performances for all of these figures of merit at the same time.

1.3.1 State of the art for quantum memories

As just discussed, an efficient quantum memory with long storage time,
high multiplex capability and working in the telecom regime does not exist
yet. So, it is useful to review the state of the art on quantum memories,
focusing on two crucial figures of merit: storage time and efficiency. The
review will deal with different storing techniques, implemented in different
materials, and treat the atomic frequency comb protocol in a dedicated
section, to give a deeper overview about it. A summary of the current
records is reported in table 1.2.

1.3.1.1 State of the art of GEM, EIT and emissive protocols

Gradient echo memory The gradient echo memory (GEM) protocol
[32, 33] is one of the most promising techniques to attain the high storage
efficiency regime: a storage efficiency above 87 % at a quantum level (but
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not with qubits) was achieved in 87Rb cold atoms [15] and in warm vapours
[65], while its application to Pr3+:Y2SiO5 yielded the most efficient solid-
state quantum memory up-to-date, with 69 % efficiency for weak coherent
state storage [33].

Electromagnetic-induced transparency Another protocol often used
for quantum memories is the EIT protocol [36, 37]. Polarization single
photon qubits have been stored into a cold ensemble of rubidium atoms
with 85 % retrieval efficiency and average fidelity above 99 % for the re-
trieved qubits [16]. In a similar work, storage of single photons with 87 %
efficiency and storage of heralded single-photon entanglement with 85 % ef-
ficiency were performed in two cesium-based quantum memories [66]. For
classical pulses, 92 % efficiency was demonstrated in an ensemble of cesium
atoms [17].
In addition, long storage times are enabled by this protocol: with the help
of dynamical decoupling techniques [67], a coherent state was trapped for
16 s in 87Rb [68]; in Pr3+:Y2SiO5 , classical light was stored coherently
for 1 min [69]. It is worth remarking that EIT experiments at the single
photon level in a solid-state environment are challenging because of the
presence of the coupling laser during the photon read-out. Nevertheless,
recently, weak coherent pulses with a few photons inside were slowed down
in Pr3+:Y2SiO5 for up to 10 s, with the help of advanced spin-echo tech-
niques and heavy filtering [70]. A similar protocol to EIT based on spectral
holes and spin-wave storage was implemented in our group and yielded
31 % efficiency for µs-long weak coherent states with a µ1 <0.043, a very
promising value for potential single photon storage [71].

DLCZ protocol The protocol proposed by Duan, Lukin, Cirac and Zoller,
named DLCZ after the initials of the proposers [11], is the most famous
protocol for ensemble-based emissive quantum memories. The first demon-

3µ1 is defined as the mean photon number required in order to achieve a SNR of 1.
We can write its definition as µ1 = µin

SNR
, where µin is the mean photon number per pulse.

A more extended treatment about this quantity can be found in section 5.4.1.2.
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stration of DLCZ in cold atoms happened in 2003, when non-classical cor-
relations were demonstrated between the emitted photons from a cloud of
cesium atoms addressed with the DLCZ scheme [72], at Caltech; at the same
time, in Harvard, a similar experiment was performed with rubidium atoms
in a vapour cell [73]. Later, the DLCZ technique found its first demonstra-
tions in a network scheme, with distribution of entanglement between two
distant parties [74–76]. At present, this protocol holds the record for one of
the longest storage time at the single-photon level in cold atoms and, gen-
erally, in quantum memories: the presence of entanglement, via a CHSH
violation, between a photon and an atomic ensemble was detected after 1 s
storage in a DLCZ memory [77]. DLCZ memories also hold promises for the
generation of highly tunable photons: by tuning the read pulse, photons as
long as 10 µs were generated in our group in a 87Rb ensemble of atoms [78],
which represents a landmark in terms of temporal waveform tailoring.

Rephased amplified spontaneous emission A similar protocol to
DLCZ is the rephased amplified spontaneous emission (RASE) [79, 80].
Both techniques are emissive ones and are based on the creation of en-
tanglement between a heralding photon and a spin-wave. RASE achieves
that by means of multiple π-pulses, which are meant to invert population
initially and to reverse ion dephasing later. A RASE-based memory was
able to generate continuous variable entanglement between a photon and
a spin-wave, successively converted into a heralded photon, for delay times
up to 5 µs [81].

1.3.1.2 State of the art for the atomic frequency comb protocol

The first demonstration of the atomic frequency comb (AFC) protocol,
which will be detailed in section 2.2, happened in 2008, when storage of
weak coherent states in a neodymium-doped crystal was carried out [82].
The AFC constituted the first demonstration of a solid-state light-matter
interface that could work at the single photon level.

The full AFC protocol [83], where the excitation stored in the comb
is coherently transferred to the spin levels for on-demand readout, was
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implemented classically in 2010 [84] and extended to the single photon
level 5 years later [50, 85].

Nowadays, the new frontier for improving further the AFC efficiency is
represented by the impedance-matched cavity-assisted AFC [86]. In the last
decades, several experiments employing this protocol have been carried out
[87–89], all achieving remarkable efficiencies with respect to the single-pass
AFC efficiencies observed in the respective materials. The highest AFC
efficiency achieved so far is being reported in this work, with a 62 % with
weak coherent states and 52 % with time-bin qubits (paper in preparation).

In addition, the AFC protocol displayed its potentiality in terms of
multi-modality and storage time [90]. Temporal multiplexing in the two-
level AFC was shown for 62 modes in Pr3+:Y2SiO5 by our group [63] and for
1250 modes in 171Yb3+:Y2SiO5 in a very recent work [91]. Frequency multi-
modality was demonstrated as well: 26 spectral modes for weak-coherent
time-bin qubits [39] and, in our group, 15 spectral modes for heralded single
photons [42]. Spatial multi-modality was implemented to store 51 orbital
angular momentum weak coherent states [92] and, lastly, these last three
kinds of multiplexing were combined in the same system to store the same
kind of orbital angular momentum states [40]. The AFC protocol shows
promising storage times as well. In 151Eu3+:Y2SiO5 , storage up to 20 ms
was achieved for time-bin qubits [93]; classical pulses were stored for 53 min
in the same material by means of spin-wave storage merged with dynamical
decoupling technique [94].

To conclude this section, it is worth mentioning the state of the art
for experiments with light-matter and matter-matter entanglement in solid
state. A few years after the first AFC demonstration, coherent transfer of
entanglement from a photon pair to a photon-matter excitation (and back)
was proved in two back-to-back AFC experiments [49, 95]. Some years later,
heralded entanglement between two separated neodymium-doped crystals
[58] and post-selected entanglement between two solid-state quantum mem-
ories at different wavelengths, a thulium-based and a fiber-based memories
[96] was shown in two different experiments. In our group, matter-matter
entanglement heralded by a photon at telecom wavelength between remote
solid-state multimode quantum memories was recently demonstrated for
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the first time [63], as well as light-matter entanglement between a photon
at telecom wavelength and a delocalized spin excitation in a solid-state
quantum memory, using a non-degenerate photonic entanglement source
[64]. A fiber-integrated quantum memory for light-matter entanglement
was also demonstrated [97].

Protocol Kind of storage Efficiency Storage time
GEM (solid state) WCS 69 % [33] 1.3 µs [33]
GEM (atoms) WCS 87 % [65] 0.6 ms [15]

EIT
Classical pulses 92 % [17] 1 min [69]
WCS 68 % [98] 10 s [70]*
Single photons 87 % [66] 100 ms [77]∗∗

Two-level
AFC

Classical pulses 56 % [87] 51 µs [51], 100 µs [60]∗∗∗

WCS 62 % [this thesis] 15 µs [99]
Single photons 30 % [18] 25 µs [63]

Three-level
AFC

Classical pulses 14 % [100] 53 min [94]
WCS 8.5 % [100] 20 ms [93]
Single photons 6.2 % [64] 47.7 µs [64]

DLCZ-AFC 3.2 % [52] 1.02 ms [54]
RASE 3 % [81] 5 µs [81]

Figure 1.2: List of records in efficiency and storage times in quantum mem-
ories for different protocols and different kinds of input: classical pulses,
weak coherent states (WCS) and single photons.
∗This experiment was not at the single-photon level but with a few photons per pulse.
∗∗This experiment is actually a cavity-assisted DLCZ experiment, but the dephasing ex-
perienced by spin-waves in the spin levels is the same in both techniques.
∗∗∗The 1/e decay time was 27.5 µs for reference [51] and 13.11 µs for reference [60].

1.4 Summary of the thesis
In this thesis, I will report about three experiments I performed during
my PhD. After a theoretical introduction (chapter 2) mainly focused on
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light-matter interaction, on the bulk crystal we use, Pr3+:Y2SiO5 , and
on its properties, I will describe, in chapter 3, an experiment combining
the AFC and the DLCZ schemes, where we demonstrated the presence
of entanglement between a photon emitted by our AFC-DLCZ emissive
memory and a spin excitation inside the crystal [53].

In chapter 4, I will present the main results of the first impedance-
matched-cavity experiment we performed in our group (paper in prepara-
tion). In particular, I will report about the highest efficiency achieved so
far with the AFC protocol (62 % device efficiency) by storing weak coherent
states in our memory. Another remarkable result from the same experiment
is the most efficient storage of qubits in a solid-state quantum memory: we
demonstrated a 52 % storage efficiency for weak-coherent time-bin qubits,
and we analyzed the memory fidelity by using a filter crystal, where we
optically pumped an AFC-based Mach-Zehnder interferometer to interfere
the two qubit components.

In the last experimental chapter 5, I will treat a quantum frequency con-
version experiment. Within the framework of interfacing different material
systems, we converted µs-long photons from the visible (606 nm) to the tele-
com wavelength (1550 nm) with a SNR> 2, with room for improving this
value. This is of paramount importance to interface an AFC-DLCZ mem-
ory emitting in the visible regime—whose emitted photons can be as long
as tens of µs in time [72, 78] and hence spectrally narrow—with trapped
ions, which have narrow bandwidths [101].

Finally, I will summarize all the reported results in chapter 6, and I
will give an outlook for the experiments I presented, in particular in a
perspective of a new generation of highly efficient quantum repeater nodes.



Chapter 2

Light-matter interaction in
rare-earth doped crystals
and quantum memory
protocols

In this chapter, I will speak about rare-earth ions, provide a few notions
about their spectroscopic properties and, eventually, introduce our quan-
tum memory protocols.

2.1 Rare-earth ions
In this section, I am going to introduce the element we use for implementing
our quantum memory protocols: praseodymium. Praseodymium is an ele-
ment of the periodic table with atomic number 59; it belongs to the series
of lanthanoids1 and therefore is classified among the so-called rare-earth

1Throughout this chapter, I will adopt IUPAC’s recommendation of using the name
“lanthanoids” to refer to these elements, rather than the old one “lanthanides”. Instead,
I will use the term “rare earths” to refer to set of lanthanoids plus yttrium and scandium,
despite it is deprecated by IUPAC, due to the large use of this term in our field.
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elements. Praseodymium possesses many isotopes [102], but only a stable
one, 141Pr, which is the one we employ. In this section, I will focus on the
spectroscopic properties of rare earths, analyzing then the praseodymium
level structure. I will show how this structure is affected by the interaction
with its host crystal, yttrium orthosilicate (Y2SiO5 ), where Pr3+ ions re-
place a fraction of yttrium ions (typically of the order of 0.05 %).
The treatment of this section is based on several book chapters [103–108]
and PhD theses [100, 109–111], alongside several papers that will be cited
throughout this chapter.

2.1.1 Rare earths

Seventeen elements of the periodic table are classified under the name of
“rare earths”. This definition encompasses the 15 elements belonging to
the lanthanoids, plus yttrium and scandium. These last two elements have
chemical properties very similar to the lanthanoid ones. Lanthanoid atomic
numbers range from 57 (lanthanum) to 71 (lutetium), while scandium and
yttrium are lighter (respectively 21 and 39 atomic numbers). All these
elements are visible in the periodic table in figure 2.1, where rare earths are
highlighted with light green color.

Rare-earth ions (REI) exhibit peculiar features due to the fact that
their electronic level 4f is more energetic than the 5s and 5p subshells,
but it is spatially more internal than this last two orbitals (see figure 2.2
where the case for gadolinium is showed). Therefore, in filling the orbitals,
electrons occupy 5s and 5p subshells first: this provides the 4f level with
a screening effect from these external shells. This shielding effect yields
extremely narrow homogeneous linewidths for the 4f-4f transitions [113] and
coherence properties which are beneficial for quantum memory applications,
especially when REIs are embedded in crystals.

REIs can be divided into two main categories: Kramers ions and non-
Kramers ions [103]. Kramers ions have odd number of electrons, whereas
non-Kramers have an even number of electrons. Praseodymium 3+ ion
belongs to the latter category, since it has two electrons on the 4f level. The
behaviors of these two categories differ a lot, especially when embedded in
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Figure 2.1: Periodic table of elements. In light green, rare earths are shown.
The elements from lanthanum (La) to lutetium (Lu) constitute the lan-
thanoids series.

Figure 2.2: The radial charge density, P 2(r) as a function of radius r, for
the 4f, 5s, 5p, 6s orbitals of Gd+. This picture is taken from reference [112].
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a crystal lattice: indeed, the magnetic moment of the unpaired electron of
Kramers ions is not quenched by its partner, causing a stronger magnetic
moment and hence increased reaction to external magnetic fields. I will
speak more in detail about their interactions in a lattice in the next section.

2.1.2 Rare-earth doped crystals

A rare earth ion embedded in a lattice can be described by an Hamiltonian
of the kind:

HTOT = [HFI + HCF] + [HHF + HQ + HZ + Hz] (2.1)

where HFI is the free-ion Hamiltonian, HCF represents the crystal field
Hamiltonian, HHF accounts for hyperfine interaction, HQ for the quadrupo-
lar one, and HZ and Hz describe respectively the Zeeman electronic and
Zeeman nuclear interactions [104]. The Hamiltonian is structured in two
parts (between square brackets), as the first part is giving rise to the large
splitting between the levels, while small hyperfine splittings arise from the
second part. I will not treat into detail the whole Hamiltonian, but just
discuss the contribution of each of the terms to the level structure. Full
treatments can be found in references [100, 104–106, 109].

The first Hamiltonian HFI is a sum of three contributions: H0, the
central field Hamiltonian; HC, the Coulomb Hamiltonian for electrons, de-
scribing repulsion between them; and HLS, the spin-orbit Hamiltonian. In
first approximation, the interaction between REIs and the surrounding en-
vironment is not particularly strong: hence, we can consider only the first
term, which is describing the ion alone, and treat later the crystal field term
as a perturbation.

The first contribution is a central field approximation, which is custom-
ary in lanthanoids for solving the Schrödinger equation. Nevertheless, all
the eigenstates of the first Hamiltonian are degenerate.

From now on, we will focus on our kind of dopant, Pr3+. The first
splitting occurs when the Coulomb interaction between electrons lifts this
degeneracy and, as a consequence, levels are split between ground and
excited ones. L and S become the relevant quantum numbers, and each
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level can be described by 2s+1L. The lowest energy ground level emerging
from the 4f is the 3H level, where L = 0, 1, 2, 3, 4, 5, ... ≡ S, P,D, F,G,H, ....

Another symmetry is broken when we consider the interaction between
the electron spin and the magnetic field they create by orbiting around
the nucleus, the so-called spin-orbit interaction. The number of sub-levels
originating from each level is j, which is the quantum number associated
to the operator J = L + S. j can take all the values ranging from l + s to
|l− s|. These three quantum number are used to define univocally the new
levels through the notation 2s+1Lj . Following this definition, the lowest
lying level emerging from the 4f can be written as 3H4.

The crystal field Hamiltonian represents the first of the minor correc-
tions to the main level structure. This interaction with the crystal field
generated by the crystal is much weaker than the previous correction, so
it represents a simple perturbation within the manifolds. Despite its low
intensity, this perturbation makes the 4f-4f transitions weekly allowed. The
notation for labeling these levels is 3H4(n), with n = 0, 1, 2, 3, ..., 2j. For
this specific term of equation 2.1, the final configuration changes drastically
whether we are considering Kramers or non-Kramers ions. At cryogenic
temperatures, we are confined to the n = 0 crystal field level, since all the
other levels are accessible only via phononic excitations.

Pr3+ is a non-Kramers ion and, when embedded in a Y2SiO5 crystal
matrix, it occupies a low symmetry site [106, 110]. As a consequence, the
electronic angular momentum is quenched and the hyperfine interaction
between it and the nuclear spin appears only with second-order correc-
tions [105]. This perturbation splits further every crystal field singlet of
praseodymium into ±1/2, ±3/2, ±5/2.

This degeneracy can be further removed by the last two terms of equa-
tion 2.1—the Zeeman effect for nucleus and electrons—when a magnetic
field is applied. This is not the case for our experiments, so it will not be
treated. Figure 2.3 shows the incremental splittings of the levels due to the
contributions discussed. The levels I will focus on in the next sections are
the ones enclosed by the green dashed rectangle; figure 2.4 shows a zoom
of them.
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Figure 2.3: Incremental splitting of the Pr3+ electronic levels as all the con-
tributions of equation 2.1 are progressively considered. The green dashed
rectangle surrounds the levels of interest when dealing with the quantum
memory protocols used in this thesis. The contribution given by HZ arises
only when an external magnetic field is applied, which is not the case in all
the experiments that will be presented throughout this thesis. This figure
is a reproduction of figure 2.3 from reference [100].

2.1.2.1 Praseodymium-doped orthosilicate

The level structure of praseodymium has already been discussed in the
previous section. The transition we address in our experiments is 3H4(0)–
1D2(0). The Y2SiO5 crystal has a monoclinic cell (C6

2h) structure, and it has
three optical axes, perpendicular between each other: the crystallographic
direction b, D1 and D2 [107]. The absorption of yttrium ions is maximum
along this last axis, which is the one we usually address in our experiments
by polarizing the light along its direction. Inside the unit cell, the yttrium
ions can take two different positions, site 1 and site 2. Typically, 0.05 %
of the yttrium ions are replaced by Pr3+ ions. In site 1, the transition
3H4(0)–1D2(0) is at 605.977 nm, corresponding to orange light in the visible
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Ground
Excited ±1/2 ±3/2 ±5/2

±1/2 0.55 0.38 0.07
±3/2 0.40 0.60 0.01
±5/2 0.05 0.02 0.93

Table 2.1: Oscillator strength for the transitions between the ground states
of 3H4(0) and the excited states of 1D2(0). This table is taken from reference
[114].

regime. Site 1 is usually the most populated between the two sites by
Pr3+ ions. Furthermore, the transition 4f - 4f of ions sitting in site 1 have
stronger dipole moments with respect to the 4f - 4f of the ones in site 2. As
already discussed, considering all the contributions to the total Hamiltonian
of equation 2.1 leads to the splittings shown in figure 2.3. Focusing on the
level structure arising from the last contribution HHF, at zero magnetic
field, the level structure of figure 2.4 emerges. We can see three ground
level doublets |±1

2g⟩, |±3
2g⟩ and |±5

2g⟩, and three excited level doublets
|±1

2e⟩, |±3
2e⟩ and |±5

2e⟩. The main transition I will be addressing in my
considerations is the |±1

2g⟩–|±3
2e⟩ one. The dipole moments of this level

scheme are listed in table 2.1.
Further details about Pr3+:Y2SiO5 can be found in books [105–107] and

in PhD theses of formers members of my group [100, 109, 110].

2.1.2.2 Homogeneous linewidth

All the atomic transitions have an homogeneous linewidth Γhom, that is,
a broadening of their absorption spectrum centered around the main fre-
quency of absorption. This broadening has a Lorentzian shape.
In Pr3+:Y2SiO5 , the transitions 4f - 4f have a very narrow homogeneous
linewidth (of the order of 2 kHz) since, as it has been discussed in sec-
tion 2.1, the lower energy levels are also the outer ones and shield the 4f
from external fields.
Starting from the homogeneous linewidth Γhom, we can define the coherence
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|±1/2g⟩
10.2 MHz

|±3/2g⟩

17.3 MHz

|±5/2g⟩

|±1/2e⟩ 4.6 MHz|±3/2e⟩ 4.8 MHz|±5/2e⟩

605.977 nm
(494.726 THz)

Figure 2.4: Hyperfine levels of Pr3+ in Y2SiO5 of the manifolds 3H4
(ground) and 1D2 (excited).

time of the transition, T2, as:

T2 = 1
πΓhom

(2.2)

Another time quantity associated with a given transition is its popula-
tion lifetime T1, which is the lifetime of the excited state.

In the absence of further mechanisms of line-broadening, we have that
T2=2T12 [108]. Unfortunately, many dephasing mechanisms affect the ions,
such that the homogeneous line gets broadened further:

Γhom = 1
2πT1

+ 1
πT ∗

2
= 1
πT2

(2.3)

where the factor T∗
2 accounts for all the dephasing mechanisms that will be

explained later.
Broadening effects that vary inside the host material will be treated in

the next section. The homogeneous line can be broadened by several effects,
2In reference [108], this is not stated explicitly. Nevertheless, in reference [115], this

result is inferred from equation 3.29 of reference [108] (the two solutions for a and b at
page 65 for the exact resonance case of equation 3.27) by putting 1

b
= T2. Note that

this does not lead to equation 9.54 from reference [115] nor to equation 2.3 because the
author has purposely changed the notation to have T2 = T∗

2 (rather than T2 = 2T∗
2) in

the limit T∗
2 ≪ T1.
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which are thoroughly described in references [105, 116]. Equation (2) in
reference [116] displays all the four main contributions:

Γhom = Γpop + Γion-spin + Γion-ion + Γphonon

The last term Γphonon describes the phononic scattering, but it is negli-
gible at the cryogenic temperatures the crystal is at—around 3 K—and we
can neglect it.

Γpop contains both the spontaneous phonon emission contribution, which,
like Γphonon, can be disregarded at 3 K for low-lying crystal field levels, and
the radiative contribution. Its value sets the minimum achievable Γhom,
which in this specific case3 is (970 ± 30) Hz.

Γion-spin depends on the magnetic properties of the crystal. Y2SiO5 has
very low magnetic moments of the constituent elements, therefore this con-
tribution does not play an important role.

Γion-ion represents the so called instantaneous spectral diffusion. It arises
from the fact that, when probing the material with a laser pulse, Pr3+ ions
get excited and can influence the transitions of neighbouring ions. This issue
is often addressed by doping the crystal with less dopants, thus preventing
the ions to interact with each other.

2.1.2.3 Inhomogeneous linewidth

Real spectral lines of rare-earth ions in crystals are much broader than the
values that were reported in the previous section. These lines, indeed, ex-
perience an additional broadening due to the strain of the crystal matrix.
This effect is called inhomogeneous broadening because it is different for
every ion, as the strain depends on the spatial position of the ions. The
strain is intrinsic but it can be enhanced by chemical impurities or point
defects. The total effect of the spectral shift on the Pr3+ ions is an absorp-
tion line with a width that can be several orders of magnitude larger than
their homogeneous line. Figure 2.5 depicts a visual representation of the
inhomogeneous broadening. In appendix C, in figure C.1, a measurement
of the inhomogeneous broadening of one of our crystals is shown.

3Pr3+:Y2SiO5 , 3H4(1)–1D2(1) transition in site 1
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Figure 2.5: Graphical visualization of the inhomogeneously broadened line.
The green spectra are the homogeneous broadened lines of the single ions.

The inhomogeneous broadening prevents any input pulse from main-
taining any coherence when absorbed: indeed, if a pulse is absorbed by
the ensemble of ions, ions at different frequencies will experience different
dephasings and the pulse will be re-emitted incoherently at random direc-
tions.
Nevertheless it is possible to harness atomic coherences and to apply rephas-
ing mechanisms that undo this inhomogeneous dephasing, allowing the
stored photons to be re-emitted collectively by the ions in a well defined
spatio-temporal mode. One of this rephasing mechanisms is the atomic
frequency comb scheme, which will be introduced in section 2.2, whereas
another one is the two-pulse photon echo (TPE) technique, which will be
treated in section 2.1.2.6 and in appendix A. Before introducing the AFC
protocol, it is necessary to investigate the consequences of the inhomo-
geneous broadening on the Pr3+:Y2SiO5 ion spectrum and the concept of
optical pumping, which enables shaping this spectrum in a controlled way.
In the next sections, I will treat these topics, starting from the ion classes
of Pr3+:Y2SiO5 .

2.1.2.4 Classes of ions

As introduced in section 2.1.2.3, accounting for inhomogeneous broadening
implies that a pulse is able to excite ions in more than one of the transitions
displayed in section 2.1.2.1. This give rises to classes of ions, i.e., ions
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resonating with a specific transition at the same frequency. Since in the
considered case, 3 ground levels and 3 excited levels are involved, 3 · 3 = 9
possible classes can be defined. These 9 classes span around 37 MHz in
the inhomogeneous spectrum, that is, the maximum distance between the
±5/2g and ±5/2e, and they are displayed in figure 2.6. Obviously, these
classes form a continuum inside the spectral line, but the discrete picture
is useful to understand the hole-burning technique, which is the method we
use to tailor this line and that it will be explained in the next section.

605.977 nm
(494.726 THz)

|±1/2g⟩
10.2 MHz

|±3/2g⟩

17.3 MHz

|±5/2g⟩

3H4(0)

|±1/2e⟩4.6 MHz|±3/2e⟩4.8 MHz|±5/2e⟩
1D2(0)

i ii iii iv v vi vii viii ix

Figure 2.6: Sketch of the 9 classes of ions originating from the inhomoge-
neous broadening in a Pr3+:Y2SiO5 crystal.

2.1.2.5 Spectral hole-burning

We have seen the level structure of Pr3+:Y2SiO5 and how a pulse resonant
with one of the transitions is in fact resonant with 9 transitions of 9 different
classes of ions at the same time. Provided that this pulse is shone for long
enough, we can actually deplete the population of a ground level and create
a transparency window in the material spectrum. This procedure is called
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optical pumping for spectral hole-burning [105, 114].

For the sake of simplicity, the complicated classes structure of figure 2.6
will be ignored and I will focus on the single class transitions of figure 2.4.

If a transition of the 9 showed in the picture—for instance, the ±1/2g−
±1/2e—is addressed with a strong enough laser pulse, part4 of the popu-
lation of the ground state will be excited to the excited state. Then, ions
will spontaneously decay to the ground levels, with transition probabilities
given in the table 2.1. In order to empty completely a level, the procedure
must be repeated to excite away ions that are decaying back to the starting
ground state. This is possible only when the population lifetime of the
reservoir states (the ground spin states) is much longer than the optical
lifetime; otherwise, the initial ground level will be partially filled up again.

In the final configuration, a ground level will have been emptied of its
population, while some other ground states will show an excess of popu-
lation with respect to their starting conditions. Therefore, by probing the
transitions with a chirped weak laser pulse, transparency regions—called
spectral holes—will be observed on all the transitions driven from the same
ground level, whereas increased absorption regions—so called anti-holes—
will be present on all the transitions driven from overpopulated levels. Fig-
ure 2.7 shows the spectrum of the transitions of figure 2.4 after the ground
level ±1/2g has been emptied of its population, causing ±3/2g and ±5/2g
to be filled up. This simulation accounts for the multi-class structure de-
tailed in figure 2.6. For details about the software simulator, I refer to
appendix section B.3.2.

4The whole population can be removed if the pulse is shorter than the coherence time
of the transition; otherwise, only half of it can be removed.
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Figure 2.7: Simulation of the effect on a strong pulse (blue shaded area
in the bottom graph) addressing and emptying the ±1/2g level (situated
at around 9 MHz) on a 80 MHz section of the inhomogeneous broadening.
We can see that, compared to the unperturbed inhomogeneously broadened
line (red plot at the top), holes and anti-holes appears in all the involved
levels. In particular, holes appear in all the transitions starting from the
±1/2g of the first class and all the transitions of other classes resonant with
this pulse, while anti-holes are present in all the transitions starting from
±3/2g and ±5/2g of first class and other resonant transitions from other
classes. The optical depths (see section 2.2) shown on the y-axes are purely
arbitrary and not realistic.
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The linewidth of the narrowest hole that can be burnt is limited to
twice the homogeneous linewidth of our transition [117]. As stated in sec-
tion 2.1.2.2, this means that holes narrower than 2 kHz cannot be attained
in Pr3+:Y2SiO5 (slightly narrower holes are achievable with a magnetic field
[116]). Nonetheless, it is extremely challenging to reach this limit, mainly
because the laser linewidth can be broader than the homogeneous linewidth.
If this is the case, the narrowest hole we can create will at most be as nar-
row as the laser light we are employing. Furthermore, the hole width is
enlarged by power broadening [117–119]. The dependency of the width on
the laser power P scales as

√
P .

The hole-burning procedure is the basis for the protocol that is going
to be discussed in section 2.2, the atomic frequency comb or AFC protocol.

2.1.2.6 Two-pulse photon echo (TPE) technique

The two-pulse photon echo (TPE) technique is a method for inverting the
dephasing of a previously excited ensemble, leading to a coherent rephasing
of the excitation. It can be used to measure the homogeneous linewidth
of the optical transition of interest. A detailed theoretical treatment of
this procedure is provided in appendix A, and here I will summarize the
salient points. The starting point is a two-level system, where the atoms
are polarized in the ground level |g⟩. We assume that, at an initial time
t1, a π/2-pulse (appendix section A.1.3) is shone resonantly with this tran-
sition, exciting the atoms to the excited level |e⟩. As explained in sec-
tion 2.1.2.3, the ions will experience different dephasings because of the
inhomogeneously broadened line, and thus would normally re-emit incoher-
ently. Nonetheless, it is possible to rephase coherently the absorbed pulse
by means of a second π-pulse shone at a time t2 = t1 + τ . What happens
is that now the dephasing reverses and at a time t12 = t2 + τ = t1 + 2τ , an
echo pulse is emitted from the ensemble. The echo intensity provides useful
information about the decay and decoherence mechanisms of the ensemble
of atoms we are addressing: as a matter of fact, every process occurring
between t1 and t2 or t2 and t12 leading to a decrease of the number of atoms
that are rephasing diminishes the echo intensity. In appendix section B.3.1,
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I will explain our method of extracting the T2 of our atoms by varying the
time τ between the two pulses.

2.2 Atomic frequency comb (AFC)
The atomic frequency comb memory protocol (AFC) [83] relies on tailoring
the inhomogeneously broadened line with a periodic pattern. Shaping this
structure is possible thanks to a precise scheme of optical pumping on
the level structure that was introduced in section 2.1.2.4. The structure
we tailor inside the inhomogeneously broadened line has the shape of a
comb, whose teeth have a fixed frequency separation ∆; the storage time
of the AFC is given by τ = 1

∆ . When an external photon of linewidth
γ > ∆ reaches the frequency comb and gets absorbed, it gets mapped into
a collective excitation of ions. Since a single photon can excite at most one
ion, and the specific ion that absorbs it is unknown, the state of the N ions
involved has the form

N∑
j=1

cje
2iπδjteikzj |g1...ej ...gN ⟩ (2.4)

This equation is describing the absorption of a photon with wavevector k
by the j-th ion, which is undetermined, so the sum runs over the index j.
All the other ions remain in the ground state. The j-th ion is at the spatial
position zj and spectrally detuned by δj with respect to the center of the
comb; the coefficient cj is a function of zj and δj .
Mathematically, to tailor an AFC is equivalent to say that δj = mj∆, with
mj integer. As described by equation 2.4, whenever the photon is absorbed,
atoms start to inhomogeneously dephase. However, thanks to the period-
icity of the comb, this process is controlled, such that after a time τ all
the atoms get in phase again, collective emission happens and the original
photon leaves the crystal in the same spatial mode.

In figure 2.8, we can see an example of an AFC with 4 Gaussian-shaped
teeth. The plot shows the optical depth OD of this comb. The optical
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depth (OD) is a quantity related to the number of ions interacting with
the light. It is defined as OD=αL, where α is the absorption coefficient
(which typically is around 20 cm−1 for our crystals described in appendix
section B.2.2) and L is the length of the crystal. Usually, the OD that
can be experimentally achieved in an AFC is lower than the maximum
OD exhibited by the crystal. Three relevant parameters are highlighted in
the figure: the maximum comb optical depth (called simply OD here), the
separation ∆ between the AFC peaks and the full-width-at-half-maximum
(FWHM) linewidth γ of the AFC peaks. From these quantities, two more
crucial quantities can be calculated: the finesse FAFC, defined as FAFC = ∆

γ ,
and the average optical depth d̃, related to the finesse through d̃ = OD

FAFC
for an AFC with square peaks.
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Figure 2.8: Sketch of an atomic frequency comb with 4 teeth in a 4 MHz
interval. In the plot, the comb optical depth OD, the peak width γ and the
separation ∆ between the teeth are highlighted. From these quantities, we
can define the comb finesse FAFC as FAFC = ∆/γ and the average OD d̃
as d̃ = OD/FAFC.

As just discussed, the AFC protocol is not “on-demand”, since the stor-
age time is given by the separation between the peaks and cannot be decided
by the user. However, it is possible to transfer the excitation from the ex-
cited levels to the spin levels: this is the spin-wave storage protocol that
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will be explained in section 2.2.2 [83]. A remarkable feature of the AFC
protocol is its temporal multimodality, namely the possibility of storing
and retrieving many temporal modes at the same time. This means that,
provided that the input modes are distinguishable, they all rephase inde-
pendently of each other and will all be re-emitted in the same order they
were stored. The maximum duration a pulse stored in the AFC can have
is dictated by the storage time, so T = 2π/∆, while the minimum duration
τ is limited by the total spectrum of the comb: τ ∼ 1/(Np ∆), where Np is
the number of peaks of the comb. Thus, the maximum number of storable
temporal modes is given by T/τ ∼ Np: increasing the number of peaks
yields a larger number of temporal modes that can be stored [83]. This ex-
clusive dependence of the temporal multimodality on the number of peaks
is not a trivial characteristic, since storage protocols like EIT or controlled
reversible inhomogeneous broadening (CRIB) display a clear dependence
on the OD [120].

2.2.1 AFC efficiency

The AFC efficiency in the forward direction is limited to the theoretical
limit of 54 %, reached for a d̃ of 2 [83]. The single-pass efficiency formula
for the AFC with forward retrieval is:

ηforw
sp = d̃2e−d̃e−d0ηdeph (2.5)

where d0 is the background absorption, that is, the part of the AFC that is
absorbing but not leading to coherent rephasing (typically, the absorption
pedestal below the peaks); ηdeph is the dephasing term arising from the finite
width of the peaks. ηdeph can have different expressions depending on their
shape of the peaks, but I will report only the two most common cases: for
Gaussian peaks, ηGauss

deph = exp(−7/F2
AFC); for square peaks (the best shape

in terms of efficiency [121]), it is ηsquare
deph = sinc2(π/FAFC). The behavior

of ηdeph as a function of FAFC for both cases is shown in figure 2.9. For a
given comb OD, an optimal finesse Fopt

AFC yielding the maximum efficiency



34 Light-matter interaction

for that OD can be calculated through the formula [88, 121]

Fopt
AFC = π

arctan 2π
OD

. (2.6)
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Figure 2.9: Dephasing factor vs AFC finesse for square-shaped peaks (blue
curve) and Gaussian-shaped peaks (red curve).

Focusing on equation 2.5, and disregarding for the moment the dephas-
ing term ηdeph and the background absorption e−d0 that appear in it, it
can be easily calculated that the maximum of this function in terms of d̃
is reached for d̃ = 2, where it takes the value 4/e2 = 0.54134.... This limit
arises from a trade-off between the two opposite regimes. In the low OD
regime (d̃ ≪ 1), ηsp ∼ d̃2: this means that the increase in OD is favoring
the absorption, and hence the storage in the AFC. The increase in efficiency
is quadratic with the increase in OD.
In the high OD regime (d̃ ≫ 1), ηsp ∼ e−d̃: in this regime, increasing the
OD is in fact counter-productive, because the efficiency exponentially de-
creases with d̃. The physical reason behind that lies in the re-absorption of
the AFC echo: the OD is, as a matter of fact, enhancing the light-matter
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interaction in the form of absorption from the AFC, but it is also lead-
ing to the multiple re-absorptions of the echo inside the ensemble, thus
diminishing the overall efficiency. Therefore, the OD must be tuned to an
intermediate value, at the expense of efficiency.

This does not hold for the retrieval in backward direction, because the
interference between all the possible paths the photon can follow in the
medium leads to constructive interference when the direction of emission is
changed [83, 122]. The backward retrieval single-pass efficiency is given by:

ηback
sp =

(
1 − e−d̃

)2
e−d0ηdeph (2.7)

Backward retrieval is possible in the case of spin-wave storage, which
will be treated in the next section: with two counterpropagating control
pulses, the phase-matching condition can be changed in such a way to have
backward re-emission. Another method for overcoming this strict limit
is embedding the AFC in an impedance-matched cavity [86]. I will deal
extensively with this topic in section 2.3 and I will present an impedance-
matched-cavity-assisted AFC experiment in chapter 4.

An additional limitation that becomes more relevant for long storage
times is set by the limited T2 of our considered transition [51]. The AFC
experiences a loss of efficiency due to the limited linewidth γhole of the holes,
which is 2Γhom (as stated in section 2.1.2.2), and this is related to the T2 of
the transition through equation 2.2. In order to follow the same notation
as reference [51], γhole will be the hole width in Hz, while ωhole = 2πγhole
will be expressed in rad s−1, so to have ωhole = 4πΓhom. Hence, calling η0
the extrapolated efficiency at τ = 0, a new factor for the efficiency can be
defined:

ηh = η0 exp
(

− ωhole
∆

)
= η0 exp

(
− 4πΓhom

∆

)
= η0 exp

(
− 4τ
T2

)
(2.8)

where equation 2.2 and ∆ = 1/τ have been used. Therefore, we can see
that the efficiency of the AFC echo strogly depends on the storage time. In
section 4.2.3, we will see an AFC experiment with long storage times where
this factor plays a crucial role.
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So far, I have spoken about the AFC theoretically, without detailing
its experimental preparation. This is treated in detail in the appendix
section B.3.2.

2.2.2 Spin-wave storage

As said at the beginning of section 2.2, the AFC itself does not possess any
on-demand capability. Its storage time is limited by the coherence time of
the excited state, which is of the order of hundred µs [100]. Nevertheless, the
spin state coherence time is much longer—around 500 µs at zero field [123]
and several ms with magnetic fields [124–126] up to 900 ms [127], with a
T1 around 100 s [128]—and can be improved to up to 1 min by means of
protocols like dynamical decoupling [129]. This long coherence time makes
it possible to store the excitation in the AFC in a storage spin level (like
±3/2g in figure 2.4) of the Pr3+ ions for a longer time. The dephasing
experienced in this spin level is much slower than the one of the excited
level. The protocol works in the following way: at a time t’< τAFC, a
first control pulse CP1 is shone on the transition ±3/2e −→ ±3/2g. This
coherently transfers the rephasing excitation from the ±3/2e level to the
spin level ±3/2g. After a time TS, a second control pulse can be sent on the
±3/2g −→ ±3/2e transition, to restore the excitation in the excited state.
Thanks to the coherence of the process and of the AFC, the rephasing
resumes and, after a time t”, the echo is re-emitted. The whole storage
time is then t’+TS+t”=τAFC+TS. This protocol goes under the name of
spin-wave storage, three-level AFC or full AFC protocol.

Excitations stored in spin levels are not immune to decoherence. The in-
homogeneous broadening of the spin levels—also called spin inhomogeneity—
affects the coherence of the transferred excitations, and limits the spin
storage time to some tens of µs. In Pr3+:Y2SiO5 with a similar doping con-
centration than the one of our samples, this broadening is around 25 kHz
[84, 130]. In section 4.2.5, we measured a value of 17.1 kHz for our crystal.

Techniques have been adapted from nuclear magnetic resonance [67]
in order to cope with this decoherence. Dynamical decoupling techniques
are commonly applied in spin-wave storage, and storage times of the order
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of 20 ms at the single-photon level have been achieved [93], whereas, with
classical pulses, time spans of seconds [131], minutes [69] or even hours [94]
have been reached.

2.2.2.1 Spin-wave storage efficiency

Spin-wave storage allows backward re-emission, in that control pulses can
change the phase matching condition and make it possible for the echo
to be emitted in the backward direction, as I mentioned in section 2.2.1.
Therefore, in calculating the spin-wave storage efficiency, we consider the
backward AFC efficiency 2.7, and we account for two factors that have not
been discussed yet: the transfer efficiency of the control pulses ηT, which
describes how well control pulses are able to transfer population to the spin
level, and the dephasing factor describing the loss of coherence in the spin
level ηC [109]. Assembling together all these factors, the spin-wave storage
efficiency is given by:

ηSW = ηback
sp η2

T ηC (2.9)

2.2.3 AFC-DLCZ protocol

Another interesting application of the AFC concerns the DLCZ protocol
implemented in solid-state systems [79, 132].

The DLCZ protocol, which is named after the proposers (Duan, Lukin,
Cirac and Zoller) [11], has been elaborated in order to generate pairs of
entangled photons with a controllable delay between each other from atomic
systems with a Λ-level structure. The first steps consists in addressing off-
resonantly a transition between a ground state and an excited one with an
off-resonant Raman write pulse between |g⟩ and |e⟩. Stokes photons are
emitted by Raman scattering on the transition |e⟩-|s⟩. On average, there
will be many photons emitted in all directions, but we experimentally focus
on a particular angular direction; therefore, on average, only a low number
of Stokes photons will be detected. Each Stokes photon is heralding the
storage of an excitation in a spin level of the ensemble. If we define the
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|g⟩

|e⟩

|s⟩

|g⟩

|e⟩

|s⟩

Write pulse
Stokes photon

Read pulse
Anti-Stokes photon

a) b)

Figure 2.10: The Λ-scheme involved in the DLCZ protocol in atoms. In
figure a), a red-detuned write pulse shone on the |g⟩ − |e⟩ transition stimu-
lates Raman emission of a Stokes photon on the |e⟩ − |s⟩ transition, which
heralds a spin-wave stored in level |s⟩.
In figure b), a strong resonant read pulse shone on the |s⟩ − |e⟩ transition
leads to the re-emission of the spin-wave as an Anti-Stokes photon on the
|e⟩ − |g⟩ transition.

spin-wave annihilation operator [133] as:

S = 1√
N

N∑
j=1

e−i(kW−kS)·rJ |gj⟩ ⟨s| (2.10)

with kW (kS) wavevector of the write pulse (Stokes photon) and rj posi-
tion of the j-th atom, then the detection of a Stokes photon on the |e⟩-|s⟩
transition ideally projects the state of the ensemble into:

|ΨSW ⟩ = S† |G⟩ = 1√
N

N∑
j=1

e−i(kW−kS)·rJ |g1...sj ...gN ⟩ (2.11)

where |G⟩ = |g1...gN ⟩ is the inital ground state with all the ions polarized
in the ground state. It must be remarked that the initial write pulse in-
tensity should be low: this is to prevent multiple spin-wave excitations in
the ensemble. Indeed, the light-matter can be described by the two-mode
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squeezed state:

|Φ⟩ =
√

1 − p
∞∑

n=1
pn/2 (a†S†)n

n! |0⟩s |G⟩ (2.12)

where p is the excitation probability, a† is the photon creation operator
which acts on the vacuum photonic state |0⟩s. It can be seen from this
equation that, if the probability p of creating a spin-wave is increased,
then multiple excitations start appearing and the fidelity of the correlations
between the Stokes photon and the spin-wave decreases.

At a later time, in order to read out the spin-wave, a strong read pulse
resonant with |s⟩-|e⟩ permits the emission of an Anti-Stokes photon reso-
nant with the initial transition. The Anti-Stokes detection will be condi-
tioned on the detection of the previous Stokes photon and its direction will
be determined by the phase-matching condition: defining kW,kR,kS,kAS
respectively the wavevectors of the write pulse, the read pulse, the Stokes
photon and the Anti-Stokes photon, the phase-matching condition reads
kW + kR − kS − kAS = 0 and implies that this last photon is resonant with
|g⟩ − |e⟩ and counterpropagating with respect to the Stokes photon.

The original DLCZ proposal was concerned with atomic ensembles, but
it can be implemented in rare-earth ion doped (REID) materials [132].
The main differences from the atomic implementation lie in the weaker
dipole moment of the involved transitions and in the presence of inhomoge-
neously broadened lines that completely dissipate the coherence of absorp-
tion processes. To solve this issue, the optical transition can be addressed
resonantly and an AFC can be burned on the broadened transition. Its
coherence-preserving properties permit to tackle the inhomogeneous broad-
ening effect. The protocol follows the one described earlier for cold atoms,
with some differences. The write pulse is shone resonantly, therefore Stokes
photons are emitted by spontaneous emission. A Stokes photon resonant
with the |e⟩ − |s⟩ is selected, detected at a time TS after the write pulse,
which heralds the presence of a spin-wave on the ground level |s⟩. As men-
tioned before in section 2.2.2, the phase evolution of this spin-wave proceeds
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more slowly than in the excited states. At a later time, we can send the
strong read pulse, resonant with the same transition as the Stokes photon,
to transfer back the spin-wave into an excitation stored in the AFC. What
happens now, analogously to what happens with spin-wave storage, is that
the excitation resumes the phase evolution inside the AFC, the ion decays
back to the original ground level |g⟩ and an anti-Stokes photon is emitted
at a time TAS, defined as the time interval between the read pulse and the
detection of this photon. The times TS and TAS satisfy τAFC = TS + TAS.
The phase matching condition still reads kW + kR − kS − kAS = 0, but this
time no recoil of atoms is present due to the crystal lattice preventing ions
from moving.

A notable difference between the AFC-DLCZ protocol and the original
DLCZ protocol lies in its temporal multimodality. Indeed, this feature is
inherited from the AFC protocol, which is intrinsically temporally multi-
mode, as already stated.

The efficiency of the AFC-DLCZ protocol, as mentioned in section 1.3, is
more correctly defined in terms of read-out efficiency, namely the efficiency
with which the spin-wave can be converted into an Anti-Stokes photon and
detected. In the latest AFC-DLCZ experiment from our group, as we will
see in chapter 3, this efficiency was around 1.6 % [53], with some figures of
merit that could be improved in order to get it higher.

2.3 Impedance-matched cavity

The main problem with many REID memories is that their interaction with
light is weak. In order to make REID materials absorb light efficiently, high
optical depths are necessary, that is, a large number of ions light can in-
teract with. Therefore, to reach high ODs, it is necessary to increase the
length of crystals, since the OD is proportional to it, as it was introduced in
section 2.2. Even considering this fact, for reasonable crystal length of some
millimetres, the OD is still low: for instance, in our praseodymium-doped
crystal, α=20 cm−1; hence, for typical crystal lengths of 3 mm–4 mm, we
have ODs of 6–8. For these values of ODs, thanks to equation 2.6, we can
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define optimal AFC finesses around 3.9–4.7 and so aim at efficiencies of
40 %–45 %. These values are not even approaching the boundary of 54 %
for the AFC forward retrieval efficiency mentioned in section 2.2, which
is per se a fundamental limitation that cannot be overcome by tuning the
OD, thus preventing this bare protocol from being used for highly effi-
cient quantum memories. In the next section, I will introduce a scheme
that can bypass these limitations by embedding the crystal in a low-finesse
impedance-matched cavity.

2.3.1 Theory of the impedance-matched cavity

Increasing the OD of an ensemble of ions is one of the most straightforward
methods of increasing the light-matter interaction. Nonetheless, another
very effective method is replacing the OD interaction with a cavity interac-
tion. The impedance-matched cavity is a promising approach in this sense
to overcome the limitations of the AFC [86].

d̃

Rin Rout

input

reflection

transmission

Figure 2.11: A sketch of the impedance-matched cavity. The input, reflec-
tion and transmission modes are shown, together with Rin and Rout. A
comb with average OD d̃ is prepared inside the crystal embedded in the
cavity.

An impedance-matched cavity is a cavity where the absorption from the
memory crystal inside the cavity itself is exactly matched to the reflection
from the in-coupling mirror. The concept is very similar to the impedance-
matching concept in electronics: when the impedance-matched condition
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is fulfilled, signal reflection is minimized and the power flux is maximally
transmitted. In this case, the cavity in an impedance-matching condition is
meant to enhance the absorption of the input pulses by the atomic frequency
comb.

Mathematically, the impedance-matching condition can be expressed
by establishing a relationship between the reflectivity of the cavity mirrors
and the average optical depth of the atomic frequency comb:

Rin = Route
−2d̃ (2.13)

with Rin (Rout) reflectivity of the first (second) mirror5 and d̃ average optical
depth of the AFC. Figure 2.11 shows a sketch of an impedance-matched
cavity, where all the quantities of equation 2.13 are reported.

In the next section, I will show the reason why the impedance-matched-
cavity-assisted AFC protocol can theoretically attain high storage efficien-
cies.

2.3.2 Efficiency of the impedance-matched cavity protocol

As introduced in section 2.2.1, there is a delicate trade-off between increas-
ing the comb OD to absorb an input pulse more efficiently and decreasing
the comb OD to avoid echo re-absorption inside the medium. Since the
OD is only needed to force the pulse to interact with matter, one could
think of increasing the light-matter interaction in a different way. That
is precisely what the impedance-matched cavity is granting: it boosts the
interaction with the AFC not by harnessing the OD but by exploiting a
cavity effect. It should be noted that not only does the cavity enhance
the input absorption, but it does enhance the emission of the echoes as
well: indeed, following the treatment in references [86], it can be seen that
the whole argument is time-reversible, therefore the emission efficiency is
increased as well. This is of paramount importance for emissive memories,

5I am making the reasonable assumptions that Rin<Rout and that we are addressing
the impedance-matched cavity with an input entering from the mirror with less reflec-
tivity.
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like the AFC-DLCZ protocol of section 2.2.3, where the relevant efficiency
is the read-out efficiency.

The impedance-matched cavity efficiency can be calculated in the same
way as the AFC efficiency [83], but accounting for multiple round-trips
inside an optical cavity built around the crystal [86]. It is given by:

ηcav = 4d̃2e−2d̃(1 −Rin)2Routηdeph

(1 −
√
RinRoute−d̃)4

(2.14)

This formula does not take into consideration the impedance-matching
condition 2.13 and it is of general application for a cavity mounted around
a crystal. In figure 2.12, a plot of the efficiency as a function of Rin is
shown, for different values of FAFC (which is implicitly contained in ηdeph,
as treated in section 2.2.1) and d̃ = 0.45, which is the value that we targeted
in our experiment and that will be justified in section 4.1.2.1.
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Figure 2.12: Efficiency trends with different FAFC using equation 2.14,
assuming square AFC peaks, d̃ = 0.45 and R2 = 1. It is apparent that
the plots are showing a peak at Rin=Route−2d̃, which is the impedance-
matching condition 2.13.

If we plug the impedance-matching condition 2.13, equation 2.14 reads:
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ηcav = 4d̃2e−2d̃(1 −Route−2d̃)2Routηdeph

(1 −Route−2d̃)4
(2.15)

We can make use of this last formula to calculate the ideal lossless efficiency,
but, as it will be treated in section 4.1.2.1, it also enables us to calculate the
effect of losses. Figure 2.13 displays how the impedance-matched efficiency
changes when changing the comb finesse FAFC. The simulation was per-
formed while keeping the value d̃ fixed and changing Rout (R2 in this figure)
for each curve; for each point, the impedance-matching condition 2.15 was
imposed.
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Figure 2.13: Efficiency trends as a function of FAFC, with d̃ = 0.45 and
varying the reflectivity of second mirror R2 while fixing the impedance-
matching condition 2.15.

Figure 2.13 and equation 2.15 also elucidate that a value of Rout lower
than 1 leads to a decrease in efficiency. To further highlight this fact,
we simulated again a scenario where the outcoupling mirror Rout value is
changed and, once FAFC is fixed (in this case, to FAFC = 10) and the
impedance-matching condition 2.13 is imposed for each point, we search
the value of d̃ yielding the best efficiency. In figure 2.14, this simulation
is reported. It is apparent that the efficiency ηcav decreases monotonously
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with d̃ only for the case with perfect reflectivity of the second mirror (Rout =
100 %); instead, if Rout < 100 %, there is an optimal value of d̃ which
yields the maximum efficiency. When we include the intra-cavity losses,
the situation changes, as I will show in section 4.1.2.1.
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Figure 2.14: Impedance-matched-cavity-assisted efficiency ηcav vs d̃ chang-
ing the value of R2 (also called Rout) and imposing the impedance-match
relationship 2.13. This simulation assumes no losses and FAFC = 10.
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Chapter 3

Time entanglement with the
DLCZ protocol

In this chapter, I will be presenting our experiment with an AFC-DLCZ
emissive quantum memory protocol. The aim of the experiment is to
demonstrate time entanglement between a photon emitted by this memory
and a spin excitation stored in it. In a previous experiment by our group
[52], they had demonstrated non-classical correlations between this photon
and a delocalized spin-excitation inside the same memory. In this experi-
ment, we demonstrate the presence of entanglement between the heralding
photon and the spin-wave by mapping the latter into a photon by means
of a read pulse, and analyzing their state with an AFC-based unbalanced
Mach-Zehnder interferometer.

The theory of this chapter has been introduced in section 2.2.3. I will
report on the experimental details and on the results we obtained from this
experiment, which was published in Physical Review Letters [53]. Most of
the content of this chapter, including most of the reported pictures, will
be taken from this publication. The experimental setup was built by the
then PhD student Kutlu Kutluer, in collaboration with his supervisor Dr.
Margherita Mazzera. They performed a prior DLCZ experiment, published
in Physical Review Letters [52]. For this second experiment, Dr. Emanuele
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Distante joined the team as an additional supervisor. At some point, I
joined the experiment as a PhD student to perform the last measurements,
together with my supervisor Dr. Bernardo Casabone.

3.1 Introduction

Light-matter entanglement is an important resource in quantum informa-
tion science. It enables complementing the advantages of using photons
as flying qubits in quantum communication schemes with those of matter
qubits, which are ideal for quantum storage and processing [12, 134]. It
can be achieved, for example, by interfacing quantum sources of entangled
photons with long lived quantum memories [49, 55, 95]. But the direct gen-
eration of light-matter entanglement, without the use of external photon
pair sources, is particularly attractive in view of practical application as it
generally features less complexity and can lead to higher efficiency than the
so-called read-write memory protocols [135].

A very convenient method to directly generate light-matter entangle-
ment in atomic ensembles is the Duan-Lukin-Cirac-Zoller (DLCZ) protocol
[11] that has been widely treated in section 2.2.3. Several types of entan-
glement have been demonstrated using the DLCZ scheme in atomic gases,
such as polarization [136, 137], spatial modes [44, 45, 138], orbital angular
momentum [139], and time-bin [140]. The DLCZ scheme has also been
demonstrated with nanomechanical resonators [141].

Very few attempts of implementing DLCZ-like schemes in REID crystals
have been done, demonstrating continuous variable entanglement [81, 142]
and quantum correlation between photons and spin waves [52, 54]. The
latter demonstrations combined the DLCZ protocol and the AFC storage
scheme [83].

In the experiment I will discuss in this chapter, we used the AFC-
DLCZ protocol to create entanglement in time between a single photon
and a single collective spin excitation in a REID memory crystal (MC),
in the photon counting regime. The matter state is transfered on demand
onto a single photon, and the photonic qubits are analyzed in Franson-like
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interferometers implemented with another REID crystal. The entanglement
is demonstrated by observing high-visibility interference fringes in different
bases and by violating a Bell inequality.

3.2 Experiment

The cryostat used in that experiment was a closed loop Cryostation from
Montana Instruments (see appendix section B.2 for a more detailed descrip-
tion). As far as the laser is concerned, we used the 606 nm laser described
in appendix section B.1 and, as mentioned there, we require the light to be
modulated very precisely by means of acousto-optic modulators (AOMs).
For this experiment, we need three AOM paths: the writing path, to write
a spin-wave excitation in the ensemble; the reading path, which permits
us to read the spin-wave excitation and to perform the optical pumping
of the crystal; and the filter preparation, to optically pump the filter crys-
tal and prepare the AFC interferometer. Additionally, we use a AOM in
single-pass for filtering the anti-Stokes photons. The crystals used in this
experiment and in the experiment in chapter 4 are described in appendix
section B.2.2. We are employing two crystals, a memory crystals (called
MC) and a filter crystal (IFC) that we use as an interferometer by burn-
ing an AFC interferometer inside it. A sketch of the setup is displayed in
figure 3.1(a).

We tailor the ±1/2g−±3/2e transition of the MC as an AFC structure
with τMC = 9 µs, while the 3/2g state is emptied to store the single spin
excitation. The involved transitions and a sketch of the whole process are
pictured in figure 3.1(b). For this experiment, we employed the coherent
technique for shaping the comb in the memory and the hole-burning tech-
nique for the filter crystal (see section 2.2 for theoretical details about the
AFC and appendix section B.3.2 for the experimental implementation).

The write, read and filter preparation pulses applied in the DLCZ pro-
tocol are polarized parallel to the D2 crystal axis (see section 2.1.2.1) to
maximize the interaction.
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Figure 3.1: (a) Experimental setup. The write and read pulses are polarized
parallel to the D2 memory crystal (MC) axis to maximize the interaction.
Both Stokes and anti-Stokes photons pass through the interferometric filter
crystal (IFC), but in different spatial modes, where dedicated laser beams
prepare the required spectral features (transparency window or AFC). Spec-
tral filters at 600 nm (width 20 nm) are placed on both arms before the
photons are fiber coupled to the single photon detectors (silicon SPD). (b)
Hyperfine splitting of the first sub-levels (0) of the ground 3H4 and the
excited 1D2 manifolds of Pr3+ in Y2SiO5 . (c) Temporal pulse sequence for
the AFC-DLCZ protocol. TS (TAS) is the time separation between a Stokes
(anti-Stokes) photon detection and the write (read) pulse. The insets show
the effect of the AFCs in the IFC on the Stokes (orange) and anti-Stokes
(red) photons. (d) Sketch of the Stokes-anti–Stokes coincidence histogram
vs TS + TAS when the IFC is prepared with an AFC in each photon arm,
with equal transmission and echo probability. These figures are adapted
from reference [53].
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3.2.1 Experimental procedure

3.2.1.1 Creation of Stokes-Anti–Stokes photon pairs

The experiment starts by preparing an atomic frequency comb on the
±1/2g− ±3/2e transition. The AFC is prepared with the read pulse beam
with a maximum power of 30 mW. After the comb has been prepared, we
wait 145 ms to skip the noisy part of the cryostat cycle.

We then start to send 700 ns FWHM long Gaussian write pulses reso-
nant to the AFC at a rate of 3.7 kHz (1100 pulses per AFC preparation).
We detect the Stokes photons in a 4 µs window starting 1 µs after the write
pulse (temporal sequence in figure 3.1(c)). As discussed in reference [52],
the number of temporal modes stored is given by the ratio between the
Stokes photon detection window (limited by τMC) and the duration of the
Stokes photon itself. The Stokes photon duration is set by the duration
of the write pulse, therefore resulting in 5 distinguished temporal Stokes
modes (5 · 700 ns = 3.5 µs out of the 4 µs window). The Stokes detection
mode is set to an angle of about 3◦ in the backward direction with respect
to the write mode, to minimize the leakage noise from the write pulse.

A characterization of the Stokes creation probability, PS, as a func-
tion of the write pulse power is shown in figure 3.2. The scaling is linear,
with the exception of the highest write pulse power investigated where,
we believe, the sequence of write pulses might destroy the comb structure.
Notably, the linear interpolation of the data points at lower write pulse
powers highlights a residual background at PW = 0 µW. This corresponds
to a PS of about 0.5 %, which is a remarkable portion of the total Stokes
probability, especially at lower write pulse power. We believe that it might
be due to stray light reaching the Stokes detector. The fact that a consid-
erable portion of the Stokes detections does not in fact correspond to a spin
wave in the crystal largely affects our anti-Stokes read-out efficiency, which
has been defined in section 1.3: the read-out efficiency is the probability of
actually retrieving an Anti-Stokes photon after shining a strong read pulse,
conditioned on the actual presence of a spin-wave in the ensemble.

Directly after the emission, the Stokes photons are steered to the IFC,
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Figure 3.2: Stokes creation probability, PS, as a function of the write pulse
power, PW. A linear fit of the data points at lower PW is also shown. The
fitting curve intercepts the y axis at PS = 0.5 %. This figure is taken from
reference [53].

where a 2 MHz-wide transparency window is prepared, to filter the photons
emitted through the decay to hyperfine ground levels other than the ±3/2g.
Narrow-band filters at 600 nm (width 20 nm) filter the Stokes photons fur-
ther before they are fiber-coupled to the single photon detectors (silicon
SPD, efficiency ηD = 50 %). The total transmission in the Stokes arm, from
the cryostat to the detector, is typically 59 %, which includes the passive
losses of the optical elements and the residual absorption in the IFC.

Then, conditional on a Stokes photon detection, we send the Gaussian
read pulse, counter-propagating to the write mode and delayed by 16 µs.
The read pulses have a maximum power of 30 mW. They are 1 µs long and
frequency chirped of 800 kHz with a hyperbolic tangent waveform. As a
consequence of the phase matching conditions, the Stokes and anti-Stokes
photons are emitted in opposite directions. The anti-Stokes detection gate
is eventually opened for about 10 µs. The average storage time in the spin
state is τS = 13 µs.

The anti-Stokes photons are temporally gated with an AOM before
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traveling through the IFC where another transparency window is created
in a different spatial mode (about 4 mm apart) to suppress the coherent and
incoherent noise deriving from the read pulse [50]. After that, they cross
the same spectral filter as the Stokes photons, they are coupled to a SM
fiber and sent to a single-photon detector with similar efficiency. The anti-
Stokes path from the cryostat to the detector has a typical transmission
of 56 %. The Stokes and anti-Stokes arrival times are saved to reconstruct
coincidence histograms.

3.2.1.2 Assessing non-classical correlations between the emitted
photons

We first verify that the Stokes and anti-Stokes photons are emitted in pairs,
and assess the cross-correlation function:

g
(2)
S,AS = pS,AS

pS · pAS
(3.1)

where pS,AS is the probability to detect a coincidence between a Stokes
and an anti-Stokes photon and pS (pAS) is the probability to detect single
Stokes (anti-Stokes) photon. So, after each detection of a Stokes photon,
we send 10 unconditional write-read pairs, with 3.8 kHz repetition rate, in
order to detect the accidental counts for estimating the second-order cross
correlation function between Stokes and anti-Stokes photon. An example
of Stokes-anti–Stokes coincidence histogram as a function of the TS + TAS
time is shown in the plots of figure 3.3, for two different sets of data, taken
several months apart. On the left plot, the red bars plot the Stokes-anti–
Stokes coincidence counts in the conditional storage trials; for both plots,
the solid curve (black on the left, green on the right) is the average of the
coincidence counts in the following 10 unconditional trials. The latter rep-
resents the accidental counts. We observe a clear peak at TS + TAS = 9 µs,
which represents the correlated Stokes-anti-Stokes pairs. Besides this main
peak, the histogram also includes a broader peak at longer times. This is a
leakage of the third AFC echo of the write pulse in the anti-Stokes mode,
likely due to scattering in the memory crystal, which cannot be filtered by
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the IFC because it is resonant with the transparency window (see figure
2.4). Nevertheless, it is possible to eliminate this peak through a thorough
alignment of the setup. As this peak is present in both curves, it is washed
out in the calculation of the g(2)

S,AS.
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Figure 3.3: Left: Time resolved Stokes–anti-Stokes coincidence histogram
(red bars) plotted together with the accidental coincidence histogram (solid
curve) for PW = 90 µW, corresponding to PS = 1.6 %. This figure is taken
from reference [53].
Right: Time resolved Stokes–anti-Stokes coincidence histogram for a set
of data taken several months later, with the same parameters as the figure
on the left, where histogram bins are not displayed. The orange curve
emphasizes the experimental coincidences (blue points), whereas the green
curve highlights the accidental counts, similarly to figure 3.3.

The plots in figure 3.4 show the measured g(2)
S,AS histograms fixing the

coincidence window time-bin size to ∆t = 600 ns; in the one on the right,
histogram bins are not displayed. Both measurements are taken with a
write pulse power of PW = 90 µW, corresponding to a total Stokes creation
probability PS = 1.6 % (PS=0.4 %/µs). To calculate the g(2)

S,AS, we take the
ratio between coincidences and accidental counts. We again observe the
clear correlation peak at TS + TAS = 9 µs that was visible in figure 3.3.
This peak reaches a maximum of g(2)

S,AS = 17.3 ± 3.3 in the left figure, and
g(2)

S,AS = 20.4 ± 4.9 in the right one. Both results lie widely above the clas-
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sical limit of 2 fixed by the Cauchy-Schwarz inequality, assuming thermal
statistics for the Stokes and anti-Stokes fields, as predicted for the DLCZ
protocol in the ideal case [72]. The efficiency to retrieve an anti-Stokes
photon, conditioned on a Stokes detection, is about 1.6 %.
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Figure 3.4: Left: g(2)
S,AS histogram as a function of the TS + TAS time, with

a time-bin size of 600 ns. The write pulse power PW is 90 µW, correspond-
ing to a Stokes creation probability PS = 0.4 %/µs. This g(2)

S,AS histogram
corresponds to the coincidence histogram shown on the left in figure 3.3.
The g(2)

S,AS calculated in the green bin is 17.3 ± 3.3.
Right: g(2)

S,AS histogram, with the same parameters as the one on the left
(including the time-bin size of 600 ns), corresponding to the coincidence
histogram shown on the right in figure 3.3. In this plot, histogram bins
are not displayed. As anticipated in figure 3.3, the g(2)

S,AS at the big red dot
position (9 µs) is g(2)

S,AS=20.4 ± 4.9.

To further characterize our system, we measured the coincidence count
rate and g(2)

S,AS(∆t = 600 ns) as a function of the Stokes probability PS,
as it is shown in figure 3.5. As expected, the coincidence rate increases
with the Stokes probability. Nonetheless, this increases the probability of
multiple spin-excitations and creates a noise component proportional to PS,
therefore reducing the g(2)

S,AS. At the lowest PS values, the cross-correlation
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decreases because the Stokes photon rate becomes comparable to the noise.
The correlation between Stokes and anti-Stokes photons remains largely
above the classical limit until PS = 2 %/µs, corresponding to PW of almost
1 mW. However, in the presented experiments, we maintain PW = 90 µW
to guarantee a good balance between coincidence rate and cross-correlation
value.

Figure 3.5: g(2)
S,AS (blue squares) and coincidence rate (red diamonds) vs

Stokes creation probability. Both quantities refer to a time-bin size of
600 ns. The errorbars are calculated assuming Poissonian statistics. The
point circled in green correspond to the data presented on the left plot of
figure 3.4 (PW = 90 µW). This figure is taken from reference [53].

3.2.1.3 Time entanglement between a photon and a spin wave

To demonstrate time entanglement, measurements in complementary time
bases are required. This can be achieved by sending the photons in unbal-
anced interferometers serving as time-bin analyzers, as suggested by Fran-
son [143]. In our case, we use the IFC as a time-bin analyzer by preparing
an AFC with storage time of τIFC = 2 µs in both spatial modes. The AFC
structure acts on the single photons as a beam splitter with a delay line
in one output, i.e. a part of an unbalanced Mach-Zehnder interferome-
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ter [18, 49, 144]. This provides a convenient and robust time-bin analyzer
[144], without the need of phase stabilizing interferometers with 200 m path
length difference. In the IFC, each Stokes and anti-Stokes photon can be
either transmitted (early time bin E) or stored in the AFC and retrieved
as an AFC echo after a time τIFC (late time bin L). The phase ΦS (ΦAS)
between the early and late time-bin can be tuned by changing the center
frequency of the AFC with respect to the Stokes (anti-Stokes) photons [83].
A phase shift of 2π is achieved with a frequency detuning of ∆.

The coincidence histogram between Stokes and anti-Stokes photon de-
tections after the time-bin analyzers, as a function of the TS + TAS time,
will thus be composed of three peaks. One corresponds to the coinci-
dences between transmitted Stokes and anti-Stokes (labeled |ESEAS⟩ in
figure 3.1(d)) and it thus lays at TS + TAS = τMC. One builds up with
the coincidences between Stokes and anti-Stokes photons when both un-
dergo AFC storage in the IFC, |LSLAS⟩. Consequently, it will appear
at TS + TAS = τMC +2 τIFC. The central peak featured in figure 3.1(d) at
TS + TAS = τMC + τIFC is the sum of two contributions: the coincidences be-
tween transmitted Stokes photons and stored anti-Stokes photons (|ESLAS⟩)
and those between stored Stokes photons and transmitted anti-Stokes pho-
tons (|LSEAS⟩). If these two processes are indistinguishable and coherent
(which requires e.g. equal AFC echo efficiency in the IFC for both pho-
tons), they will be able to interfere. By selecting only the central peak, the
correlation between Stokes and anti-Stokes photons can be interpreted as
coming from the postselected entangled state 1√

2(|ESLAS⟩ + eiθ |LSEAS⟩),
where θ = ΦS − ΦAS [49]. This photonic state results from the postselected
light-matter entangled state 1√

2(a†
S(T )a†

SW(T ) + a†
S(T ′)a†

SW(T ′)) |0S0SW⟩,
where T and T′ are separated in time by τIFC, set by the analyzing inter-
ferometer. In our experiments, we tailor the finesse of the AFC structures
in the IFC such that the amplitudes of the transmitted and stored pulses
are comparable (approximately 30 % of the input pulses). All the states
that can result as an output from the IFC are illustrated in figure 3.1(d).

The left plot of figure 3.6 shows an example of g(2)
S,AS between Stokes and

anti-Stokes photons when both pass through an AFC in the IFC. In the
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figure, the constructive and destructive interference cases are highlighted
respectively with dark bars and with light bars. Constructive and destruc-
tive interference are obtained by fixing the Stokes phase shift ΦS = 0◦, and
the anti-Stokes phase shift ΦAS to 0◦ and 180◦, respectively. As expected,
the two histograms differ in the area around TS + TAS = 11 µs. The value
of g(2)

S,AS for the constructive interference case of the left plot of figure 3.6
is 7.6 ± 0.5, which is lower than the value measured before the time-bin
analyzers. This is due to the fact that there is an intrinsic loss in the IFC
(ηIFC = 30 %), and that the noise from different temporal modes is summed
up.

In the right plot of figure 3.6, the results of the interference measure-
ments in different bases are shown, obtained by tuning the anti-Stokes
phase shift for two different values of ΦS. The visibility is (75.9±4.6) % for
ΦS = 0◦ and (70.1 ± 4.4) % for ΦS = 90◦ showing evidence of entanglement.

To further assess quantum entanglement, we perform an experiment
probing the violation of the Clauser, Horne, Shimony, and Holt (CHSH)
inequality [145]. We measure thus the coincidence histograms in 16 different
settings to calculate the S parameter as a function of TS + TAS as:

S = E(α, β) + E(α′, β) + E(α, β′) − E(α′, β′), (3.2)

where α and α′ (β and β′) are two different phase choices for the Stokes
(anti-Stokes) photons arm, and the dependency on TS + TAS has been
dropped for simplicity. The different terms of equation 3.2 are built from
the coincidences C in a time bin ∆t= 600 ns as follows:

E(α, β) =
C(α, β) + C(α+ π, β + π) − C(α, β + π) − C(α+ π, β)
C(α, β) + C(α+ π, β + π) + C(α, β + π) + C(α+ π, β)

Figure 3.7 shows the resulting S parameters as function of TS + TAS when
the phase values are fixed to α= 0◦, α′ = 90◦, β= 45◦, and β′ = 135◦.
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Figure 3.6: Left: Examples of g(2)
S,AS between Stokes and anti-Stokes pho-

tons when an AFC with τIFC = 2 µs is prepared in both the Stokes and the
anti-Stokes mode in the IFC. The cases of constructive (darker bars) and
destructive (lighter bars) interference are shown. For both measurements,
the integration time is 10 h, approximately.
Right: Interference fringes measured by tuning the frequency of the anti-
Stokes filter AFC (i.e. by tuning ΦAS) in two different bases, selected by
changing the frequency of the filter AFC for the Stokes photon. The circled
points are the ones related to the figure on the left. The filled points are
those used to calculate the S parameter (integration time 6.5 h per point).
The remaining data points are the result of 5.5 h of integration each. These
figures are taken from reference [53].

Once we fix these phases, the E(α;β) terms become:

E(0◦, 45◦) = 0.50 ± 0.03
E(90◦, 45◦) = 0.56 ± 0.03
E(0◦, 135◦) = −0.59 ± 0.03
E(90◦, 135◦) = 0.50 ± 0.04.

As expected, the maximum violation is obtained for TS +TAS = τMC +
τIFC = 11 µs, where we measure S = 2.15 ± 0.07, which surpasses the clas-
sical bound of 2 by more than 2 standard deviations. If compared to the
maximum value of 2

√
2, we estimate a visibility of VCHSH = 76.5±2.5, com-
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Figure 3.7: Bell inequality S parameter measured as a function of TS + TAS.
The red line denotes the threshold S = 2 for violating the CHSH inequality.
This figure is taken from reference [53].

patible, within error bars, with the average value of the visibilities measured
from the interference fringes of figure 3.6.

We also investigated the S parameter as a function of the coincidence
window ∆t, showing that higher violations can be obtained for smaller ∆t,
at the expense of lower coincidence count rate and read-out efficiency. By
doing that, we found out that there is a finite range of positions where
the CHSH inequality is clearly violated. To reach this conclusion, we pro-
ceeded by fixing the window position at the maximum and analyzing the S
parameter as a function of the time-bin size, as depicted in figure 3.8. As
seen in the figure, the S parameter increases for smaller time-bin sizes at
the expense of lower coincidence count rate and read-out efficiency. The
inset shows the corresponding violation of the CHSH inequality in terms of
standard deviations.
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Figure 3.8: S parameter as a function of the time-bin size. The coincidence
window is fixed at τMC + τIFC. Inset: violation of the CHSH in terms of
standard deviations vs time-bin size. This figure is taken from reference [53].

3.3 Discussion and outlook

3.3.1 Summary of the work

These measurements have clearly shown that the Stokes and anti-Stokes
photons are entangled in time. Consequently, as the conversion spin wave to
anti-Stokes photon is a local operation, this also demonstrates entanglement
between a photon and the spin-wave stored in the crystal. Therefore, we
have shown that a solid-state device can emit pairs of entangled photons
with an embedded quantum memory for one of the photons. Moreover, the
quality of the entanglement is high enough: we achieved a g(2)

S,AS = 17.3±3.3,
and we violated a Bell inequality with S = 2.15 ± 0.07, demonstrating that
our device is suitable for applications in quantum communication.

The anti-Stokes retrieval efficiency (conditioned on a Stokes detection)
obtained in this experiment was quite low, ηR = 1.6 %, with PW = 90 µW,
corresponding to a Stokes creation probability of PS = 1.6 %. We note that
these values are comparable to those reported in our previous realization
of the AFC-DLCZ protocol [52]. However, in the present work the average
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storage time in the spin state τS is more than twice as long and the coin-
cidence count rate has been increased by a factor 8. Further changes with
respect to [52] include the number of trials per comb—increased from 500
to 1100—the wider detection window—enlarged from 2 µs to 4 µs—and the
better transmission from the memory crystal to the filter crystal, increased
from 24 % to 56 % by optimizing the filtering scheme (at the expense of one
of the two AOMs used for gating).

3.3.2 Limitations and perspectives

This device could be an important resource for the implementation of tem-
porally multiplexed quantum repeaters. Indeed, with the current stor-
age time in our memory—currently limited by the spin-inhomogeneous
broadening—we could be able to demonstrate light-matter entanglement
over distances of a few kilometers. For the transmission of the photon in
optical fibers, quantum frequency conversion to telecom wavelengths would
be required, as was recently shown in reference [146] for this wavelength.
In chapter 5, an experiment dealing with quantum frequency conversion of
long photons coming from AFC-DLCZ will be reported. Hence, with this
separate experiment, in principle we have already achieved the capability
of interfacing an AFC-DLCZ memory working in the visible regime with
telecom wavelengths.

Longer storage times can be readily achieved by implementing spin-
echo sequences to overcome the inhomogeneous broadening effect (leading
to T2 = 500 µs for our crystal, at zero magnetic field, as reported in sec-
tion 2.2.2). Ultimately, the application of a suitable magnetic field and of
dynamical decoupling techniques [54] may prolong the storage time up to
tens of seconds in our crystal [69] and up to a few hours in Europium doped
samples [94, 147].

The current coincidence count-rate limitations are mainly due to the low
retrieval efficiency and low signal-to-noise ratio and to the repetition rate
of the experiment. A higher signal-to-noise ratio would allow increasing PS,
and thus the coincidence rate, while keeping the same value for the g(2)

S,AS.
This can be achieved by increasing the read-out efficiency, which can be
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accomplished mainly by improving the read pulse transfer efficiency. Addi-
tionally, as stated in reference [52], the read-out efficiency could be further
increased by improving the AFC preparation (to the aim of enhancing the
rephasing efficiency of the AFC), by a better control of the spin decoherence
(section 2.2.2) as well as by using a longer crystal with higher optical depth
and/or by embedding the crystal in a low finesse cavity [86]. As far as the
latter solution is concerned, in chapter 4 I will show a cavity-assisted AFC
experiment where the cavity boosts the absorption and re-emission of ex-
ternal states of light in our absorptive quantum memory. This experiment
can also be performed with an AFC-DLCZ memory in order to enhance its
read-out efficiency, and we have plans to implement this experiment with
our setup in the near future.

Another way of getting higher SNR and higher repetition rate at the
same time is by suppressing the background noise, coming mostly from un-
correlated detections in the Stokes mode. Background noise suppression
would also allow us to widen the coincidence window, leading to a higher
coincidence rate, as show in figure 3.9. Nevertheless, the repetition rate R
for experiments aiming at entangling remote crystals in a heralded fashion
is limited by the communication time between the two memories, R=L/c
(e.g. 4 kHz for L = 50 km). The coincidence count rate could however be
enhanced by increasing the number of modes. The number of temporal
modes can be increased by using longer storage time in the excited state in
the memory crystal (several tens of µs are possible in our crystal). Addi-
tional multiplexing can be achieved by implementing frequency and spatial
mode multiplexing, e.g. using an integrated approach [109].
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Figure 3.9: The cross-correlation function g(2)
S,AS (red dots), the coincidences

per hour CS,AS (blue diamonds) and the accidental coincidences per hour
C(a)

S,AS (black triangles) as a function of the coincidence detection window
width tbin. This figure is taken from reference [53].



Chapter 4

Impedance-matched-cavity-
assisted AFC

In this chapter, I will report on an AFC storage experiment enhanced by
an impedance-matched cavity. The AFC technique has been introduced
in section 2.2, while I treated the impedance-matched cavity technique in
section 2.3. This experiment consists in embedding the memory crystal that
we are using as a quantum memory in a Fabry-Pérot cavity. This optical
cavity is made in such a way that the round-trip losses experienced by light
inside it are matched to the reflectivities of the two mirrors according to
equation 2.13. Satisfying this condition implies that the AFC efficiency
can be greatly enhanced with respect to its 54 % forward emission limit
[83, 86]. By employing this setup, we demonstrated up to 62 % storage
efficiency for weak coherent pulses in our quantum memory, the highest
efficiency recorded with the AFC technique so far. Moreover, we were able
to store time-bin qubits with 52 % efficiency, which also marks a record for
efficiency of qubit storage in a solid-state quantum memory. These qubits
were additionally analyzed by an unbalanced Mach-Zehnder interferometer
made with the AFC technique in an auxiliary filter crystal sitting inside the
same vacuum chamber of our cryostat. By scanning the interferometer and
changing the phase between the qubit components, we were able to perform

65
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a measurement in three different bases, confirming the high fidelity (94.8 %,
near unity if we correct for the interferometer fidelity) of our quantum
storage. Furthermore, we investigated the bandwidth of our cavity and
the spectral limitations introduced in our Pr3+:Y2SiO5 crystal by slow-light
effects [148, 149] in section 4.2.4. We assessed that we can store pulses up
to 3.7 MHz bandwidth with efficiencies higher than 30 %. As far as storage
time is concerned, we accomplished the storage of single weak coherent
pulses up to 50 µs, proving that we can also enhance the efficiency for long
storage times. Finally, we are currently performing a spin-wave storage
experiment where we are storing bright and weak coherent pulses in the
spin levels of our memory crystal, following the procedure described in
section 2.2.2. Up to this point, we have achieved an efficiency of 33 % for
storage of classical pulses; with weak coherent states, we have obtained an
efficiency of 21.7 % for storage of pulses with a mean photon number of
1.14.

A scientific paper describing the results is in preparation. I performed
the simulations to assess the feasibility of this experiment and to establish
the features of the setup. Later, I assembled the setup and took the mea-
surements shown throughout this chapter. I was assisted by two postdocs,
Dr. Bernardo Casabone and Dr. Alessandro Seri. Later, they left and
Dr. Sören Wengerowsky joined as new postdoc. A new PhD student, Leo
Feldmann, is currently performing the final measurements.

4.1 Introduction

As mentioned in section 1.2, highly efficient quantum memories are required
in order to distribute entanglement effectively in a quantum network. Given
that, in order to perform the Bell state measurements needed to extend en-
tanglement between quantum nodes, we need to interfere photons between
each other, higher memory efficiencies correspond to higher likelihood of
success. In reference [12], it is reported that, if the efficiency of the quan-
tum memories in a 600 km quantum repeater chain diminishes from 90 %
to 89 %, then the time required to share entanglement between the two
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ends enlarges up to 10 %–14 %, depending on the specific protocol used.
Therefore, boosting quantum memory efficiencies is crucial for realistic ap-
plications. The high efficiency scenario could not be approached with the
AFC protocol alone, because of the well-known 54 % limit I discussed sev-
eral times throughout this thesis. Nevertheless, the impedance-matched
cavity protocol introduced in section 2.3 serves this purpose, and permits
to envision a quantum network where AFC-based quantum memories play
a meaningful role.

4.1.1 State of the art

As stated in section 1.3.1, in the last decade there have been the first
experimental implementations of the original impedance-matched cavity
proposal [86]. The first one was perfomed in Lund, where they managed
to store classical pulses in Pr3+:Y2SiO5 with a remarkable 56 % storage
efficiency [87]. They were the first to observe the enhancement of slow-light
effect by the cavity [148, 149]—following the creation of the transparency
window, which is usually the first step in the creation of the AFC (appendix
section B.3.2).

The second demonstration, from Geneva, included spin-wave storage,
and employed a 151Eu3+:Y2SiO5 crystal [88]. This experiment achieved
53 % efficiency for the two-level AFC protocol and 12 % for the full spin-
wave storage one, both with bright pulses.

The third and last one was accomplished in Delft and was the first one at
the single photon level [89]. In this experiment, single photons were stored
in 153Tm3+:Y3Al5O12 for 25 ns. The estimated internal memory efficiency
was 27.5 % and was measured at the classical level; the reported storage
efficiency for weak coherent states was 7 %.

In the next section, we will see the main issues that affected these three
experiments.
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4.1.2 Challenges

The materials used in these three demonstrations changed from case to
case, so the problems they faced were different.

Two out of three experiments [87, 89] employed coated crystals as cavi-
ties. On the one hand, this diminishes the sources of losses they can have,
since, between the crystal facets, there are no additional interfaces that can
lead to background absorption. On the other hand, however, it becomes
extremely challenging to perform procedures which normally would be eas-
ier in single-pass, e.g. reading the spectral structures or characterizing the
round-trip losses. Furthermore, extending the two-level AFC to spin-wave
storage becomes challenging, because inserting control pulses at a small
angle with respect to the input beam while keeping them outside of the
cavity is not possible anymore.

Another issue, which will be presented in detail in section 4.2.4, is slow-
light effect. This was reported in reference [87] and treated in detail in
references [148, 149]. It mostly affects only materials whose OD is high
enough, and it reduces enormously the bandwidth of the cavity. As we will
see, this was a very detrimental effect for our experiment.

Finally, the last hurdle is common to all the presented experiments, in-
cluding ours, and it is mode-matching. Mode-matching consists in placing
the correct lens, in the correct position and with the correct cavity align-
ment, such that the beam is adapted to the cavity mode. In general, the
degrees of freedom that mode-matching involves are so many that it is ex-
perimentally challenging to achieve a perfect match. In our case, the low
finesse of the cavity constituted an additional obstacle to that, due to the
spectrally broad cavity modes, making it harder to distinguish a proper
single mode from a mixture of modes.

For a detailed discussion about the challenges of our experiment, I refer
to section 4.3.
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4.1.2.1 Simulation of the impedance-matched efficiency includ-
ing losses

A preliminary part of the work has consisted in simulating the behaviour
of our impedance-matched cavity for different d̃ and intra-cavity losses ϵ.
As mentioned in reference [88], one of the most important figures to assess
the efficiency is the ratio d̃/ϵ. Therefore, we should always stay in a regime
where ϵ ≪ d̃.

Equation 2.15 does not explicitly contain intra-cavity losses ϵ but, fol-
lowing the same treatment as in references [88], we can include them in
equation 2.15 by tuning the cavity away from the ideal impedance-matching
condition. The first thing to note is that, in equation 2.15, we must plug
the impedance-matching condition 2.13 to obtain equation 2.14, which ac-
counts for the fact that the two cavity mirrors have reflectivities matched
to the comb absorption. This is the only good “loss” that must be matched
with the cavity or, in other words, the only absorption that contributes
to the impedance-matching. At this point, we can account for losses by
replacing Rout by the term Rout-ϵ in equation 2.14 and obtaining:

ηlossy
cav = 4d̃2e−2d̃(1 − (Rout − ϵ)e−2d̃)2(Rout − ϵ)

(1 − (Rout − ϵ)e−2d̃)4
ηdeph (4.1)

Thanks to this formula, it is possible to simulate different efficiency
cases by varying the losses. In our experimental case, our Rout is 97 % and
ηdeph changes depending on the finesse FAFC of each particular comb, but
we can assume a value of FAFC around 6.5 (achieved in the experiment),
which yields ηdeph = 92.5 % for a square comb. Once we fix these param-
eters in equation 4.1, we can change d̃ to observe the change in efficiency.
In figure 4.1, we performed a simulation similar to the one shown in fig-
ure 2.14, but here we considered the case with FAFC = 6.5 and double-pass
losses around 3 %, which were realistic in our situation. I have already
showed in section 2.3.2 that decreasing the value of reflectivity of the out-
coupling mirror leads to a decrease in the achievable theoretical efficiency,
proving that any transmission through the second mirror is an additional
efficiency loss. Therefore, in figure 4.1, I distinguished different scenarios
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Figure 4.1: Impedance-matched-cavity-assisted efficiency ηcav vs d̃ chang-
ing the value of R2 (also called Rout) and imposing the impedance-match
relationship 4.1 that accounts for losses. This simulation assumes 3 % intra-
cavity double-pass losses and FAFC = 6.5. Compared to the case shown in
figure 2.14, the efficiency with Rout=97 % decreases by 10 %.

for different values of reflectivity of the out-coupling mirror, to include these
transmission losses as well. Comparing this last figure to figure 2.14 (with
no intra-cavity losses and FAFC = 10), we can see that, by installing a 97 %
reflecting mirror rather than a 99.9 % one (which is available to us), we
lose more than 10 % in efficiency. Nevertheless, we have opted for the 97 %
because it facilitated the lock of the cavity in transmission. In addition, we
see that the best efficiency in this case is yielded by d̃ = 0.44, which is the
reason why we have chosen d̃ = 0.45 for our experiment.

To investigate further the effect of losses, in figure 4.2, we also simulated
the cavity efficiency calculated through equation 4.1 as a function of losses
and for different values of d̃. Here we fixed the reflectivity of the second
mirror Rout to 97 %, and we scanned the intra-cavity losses, imposing the
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Figure 4.2: Impedance-matched-cavity-assisted efficiency ηlossy
cav vs round-

trip losses ϵ as predicted from equation 4.1 with Rout = 0.97, FAFC = 6.5.
Our case is the green one with d̃= 0.45.

impedance-matched condition 4.1 for each curve.

Up to this point, I have treated these losses as theoretical losses, not
explaining where they stem from. We distinguish between two kind of
losses. As mentioned en passant, the formula 2.5 defining the efficiency of
the AFC protocol in single-pass explicitly contains losses via the term e−d0 .
These losses are background absorption losses from the AFC, as explained
in section 2.2.1. Moreover, as it will be shown in the next sections, our
cavity is assembled around the vacuum chamber of our cryostat, so—in
addition to background absorption losses—it is affected by losses through
the vacuum chamber windows and crystal facets as well. This problem is
obviously not there in experiments where the cavity is formed by coating
the facets of the crystal [87, 88].
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4.2 Experiment
The setup we have used for our impedance-matched cavity experiment is
shown in figure 4.3. All the details about the laser diodes, the beams, the
crystals, the cryostation and the cavity are reported in appendices B and C.
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Figure 4.3: Sketch of the setup of our experiment. The control pulse beam
is not shown for the sake of simplicity.

In figure 4.3, our full setup is shown. We can sketch the main elements
out:

• Four different laser beams, with four different modulations, which are
used to address the two crystals (appendix section C.1.2);

• Two crystals, a memory crystal (QM) and a filter crystal (FC), both
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sitting inside the cryostat (grey circle in figure 4.3); see appendix
section C.1.1 for additional details;

• The impedance-matched cavity mounted around the cryostat (blue
mirror and grey mirror). The cavity consists in two curved mirrors
mounted on pillars clamped on the optical table. The cavity length is
21 cm, yielding an approximate FSR of 720 MHz. The reflectivity of
the second mirror is 97 %, whereas the reflectivity of the first mirror is
40 %, ensuring impedance-matching with a comb with d̃ = 0.45. The
finesse of the cavity is 6.5, hence its linewidth is around 111 MHz.
The second mirror has been chosen to be 97 % reflectivity in order
to transmit some of the light. Therefore, the cavity is stabilized by
maximizing the transmission of the locking light by means of a piezo
mounted on the back of this mirror. The piezo is controlled by an Ar-
duino microcontroller, which detects the transmitted signal and drives
the piezo to shift the second mirror and ensure maximum transmis-
sion. More details about the cavity and its stabilization can be found
in appendix section C.1.3.

The experiment was divided in more phases:
1. As a first step, we demonstrated enhancement of the AFC efficiency

for the storage of single pulses at the single-photon level (section 4.2.1);

2. Later on, we proved that our cavity-enhanced quantum memory can
store time-bin qubits faithfully, and we achieved that by storing weak
coherent double-Gaussian pulses in the memory and analyzing them
via an AFC-based unbalanced Mach-Zehnder interferometer prepared
in an auxiliary filter crystal (section 4.2.2);

3. In a third phase, we changed the storage time of our atomic frequency
comb and demonstrated that the efficiency enhancement due to the
cavity also worked at different storage times; from this result, we
inferred our effective T2 (section 4.2.3);

4. Then, we investigated the slow-light effect originating from the spec-
tral structures we prepare inside the memory crystal. This effect
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virtually elongates the cavity by two orders of magnitude, leading to
a shrink in the cavity bandwidth that limits our storage capabilities
to narrow (∼MHz) pulses (section 4.2.4);

5. Finally, we perform the full spin-wave storage protocol for storing
weak coherent pulses in a spin state of our Pr3+:Y2SiO5 crystal (sec-
tion 4.2.5).

4.2.1 Storage of weak coherent pulses at the single photon
level

To prove that our cavity is suitable for highly efficient single photon storage,
we began by storing attenuated laser pulses and detecting their echoes by
means of single photon detectors.

The pulses were 1 µs FWHM Gaussian pulses, sent at a rate of 1000 s−1.
These pulses contained less than one photon each: in order to tune this
number carefully, we measured first the classical power in CW at a certain
AOM voltage, and then we attenuated light with characterized OD filters.
In our case, we set powers in the order of 10 µW, measured in front of
the vacuum chamber, and then we used a stack of 3 OD filters, calibrated
at 606 nm, amounting to 1.03 + 5.2 + 2.11 = 8.34 total OD1. With this
attenuation, each pulse had a number of photons around 10−1.

The experimental time sequence was divided into two phases, described
in appendix section C.1.5.2: in a first phase lasting around 160 ms, the
locking light was enabled and the locking procedure, detailed in the same
section, was used to stabilize the length of the cavity. During this phase,
all the shutters on the detector path were closed, and the preparation beam
was used to tailor the spectral features inside the crystal. This phase had
different durations depending on the kind of experiment we performed.

In the second phase, the locking light shutter and preparation shutter
closed, and only the single photon light was entering the cavity path. To
account for instabilities in power, every other cryostat cycle we prepared

1When speaking about the OD of neutral density filters, we follow Thorlabs convention
of defining the absorption as 10−OD.
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a high OD absorption feature instead of an AFC inside the crystal. This
interrupted the cavity and, as a consequence, we only saw the 40 % of the
input light that got reflected from the first mirror. The reflected part was
halved by the BS and was coupled to a single-mode fiber. To guarantee
that the AFC efficiency was not overestimated, the reflected input mode
was coupled with 90 % to a SM-fiber, i.e. the spatial mode reflected by
the first mirror2 We detected the reflected pulse, which amounts to 40 %
of the input pulse, with a single photon avalanche detector (PerkinElmer
SPCM-AQR-16-FC, 25 Hz dark counts), and we normalized the number of
counts to 100 % to have an estimation of the original pulse. Note that we
do not need to account for losses along the path, since the echo and the
reflected input were transmitted through the same path.

During the cycles when we prepared an AFC inside the crystal, echoes
were re-emitted by the AFC 2 µs after the input pulse. Given the un-
balanced reflectivity of the cavity mirrors, they were mostly expelled in
reflection from the cavity. We detected those echoes in the same path as
the input pulses.

The ratio between the number of counts detected in the echoes and the
number of counts in the 40 % input pulses, after they have been normalized
to 100 %, yields the AFC efficiency.

In figure 4.4, I am reporting one of the experimental traces we recorded.
This efficiency was (62.0 ± 1.3) %, and it is the highest AFC efficiency re-
ported up-to-date. The reflected part of the pulse from the cavity was as
low as 6 %, demonstrating a high degree of both mode- and impedance-
matching. The average efficiency measured with ten independent measure-
ments taken over a few days was (55.8 ± 1.5) %. For these results, we were
sending 1000 pulses per second to the cavity, using only the first 12.2 ms of
the measurement phase (see figure C.7 for a sketch of the whole cryostat
cycle). The measurement times were ranging between 2 min and 10 min,
which ensured a good statistics during all the trials. The detection window
for input and echo was 2 µs. The histogram time bin we are considering for

2We assume that the echo mode originating from the cavity is not coupled with a
better efficiency to the fiber than the reflected mode that we use for comparison.



76 Impedance-matched-cavity-assisted AFC

the reported results is 10 ns, while figure 4.4 displays a trace with 50 ns time
bin for aesthetic purposes. The reliability of our cavity locking system is
clearly displayed in figure 4.5, where I plotted the number of counts versus
the number of triggers, grouped in bins of 10 000 for convenience, over a
whole measurement. In this case, the data recording lasted 5 min.

Figure 4.6 displays a trace of the comb we used to record the efficiency of
figure 4.4. From the trace of the comb, using equation 4.1, we can infer the
storage efficiency we could expect from it. An analysis of this comb gives
d̃ = 0.38, FAFC = 5.77, d0 = 0.006. Plugging this parameters inside equa-
tion 4.1, and accounting for single-pass intra-cavity losses around 2.5 %,
which is a reasonable value according to the several loss measurements per-
formed throughout this experiment, we estimated a reachable efficiency of
67.2 %3. This value is not far from the maximum 62 % recorded. For all the
other measurements, we imputed the disagreement to the fact that the cav-
ity must be perfectly resonant with the comb position and, if this resonance
was not tuned carefully, the echo efficiency decreased considerably.

4.2.2 Storage of time-bin qubits and analysis via an AFC
interferometer

To investigate whether we could store quantum information in our memory,
we proceeded with storage of time-bin qubits. To generate these qubits, we
sent two Gaussian pulses in a row, very close between each other, commonly
referred to as early pulse |e⟩ and late pulse |l⟩, to the cavity light AOM
( ). Both pulses were around 510 ns long (FWHM). When the
mean number of photons is reduced to less than one per pulse, then the
photon is delocalized between the early (|e⟩) and late (|l⟩) components, thus
approximately producing the quantum state:

|ψ⟩ = 1√
2

(|e⟩ + eiΦ |l⟩) (4.2)

3Note that this value does not agree with the value displayed in figure 4.2 for similar
losses, because in this case we are using different parameters and single-pass losses.
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Figure 4.4: Input pulse and its echo (red pulse) after 2 µs. The recorded
input pulse (cyan pulse) is the reflected 40 % of the original input pulse,
so it is normalized to 100 % (dark blue pulse). The ratio between the echo
and the original pulse yields (62.0±1.3) % storage efficiency. The reflection
from the cavity (light blue pulse) was 6 %, indicating that we achieved a
good mode-match and a good impedance-match. The time bin considered
for plotting this trace is 50 ns.
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Figure 4.6: Trace of the comb (in absorption) that yielded the efficiency in
figure 4.4. The theoretical efficiency achievable with this comb, considering
its background absorption of d0 = 0.006 and our intra-cavity single-pass
losses of 2.5 %, is 67.2 %.

The phase Φ between the two components can be controlled by means of
the AOM.

The experiment proceeded similarly to the one described in the previous
section, with some important differences. First of all, during the locking
phase, we addressed the filter crystal by means of the filter preparation
beam, which prepared a balanced (transmission = echo intensity) AFC in-
side it [144]. The purpose of the balanced AFC was acting as an unbalanced
Mach-Zehnder interferometer: the two components of the qubit had equal
probabilities of being absorbed or transmitted, and they could interfere
after the AFC because the comb storage time was set to 1 µs, which was
the time between the early and late pulses that constitute the qubit. We
could change the basis of measurement by tuning the phase between the
qubits—setting it to 0◦, 45◦, 90◦ and 135◦—and we could change the phase
of the interferometer by shifting the AFC spectral position with respect to
the central frequency of the qubit [83, 144]. By changing both the bases
in which we prepared the input qubit and the AFC positions, we could
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obtain interference fringes, infer their visibilities and, as a consequence, the
fidelity (see section 1.3) to the original state 4.2. Basically, we used the
same technique as in section 3.2.1.3 to analyze the degree of entanglement
between the Stokes and Anti–Stokes photons, except with only one qubit
and one spatial mode.

We employed similar powers and attenuations with respect to what de-
scribed in the previous section, the main difference being that in this exper-
iment we sent pairs of 510 ns-long pulses (FWHM). Each qubit contained a
mean number of photons of 0.15. These qubits were sent to the cavity and,
after a 2 µs time, re-emitted by the AFC. The retrieved echoes were coupled
into the SM-fiber and sent over to the filter crystal. Before the filter, their
polarization was restored to vertical (the polarization that interacts with
the ions) by means of a quarter-wave plate, a half-wave plate, and a PBS.
After the filter crystal, the photons were coupled back into another fiber
and transmitted to the detector.

In a first phase, we prepared a spectral window inside the filter crystal,
to assess the pure storage efficiency of our quantum memory. We recorded
two sets of data, averaging out to around 52 % efficiency. The first trace is
shown in figure 4.7. We imputed the discrepancy with the previous 62 %
storage efficiency of single pulses to the mismatch in bandwidth between
this double Gaussian shape and the previous single Gaussian shape. I will
go into detail in section 4.2.4.

Following this estimation of efficiency, we prepared an interferometric
AFC inside the filter and we started changing both the phase between the
early and late components of the qubit and the frequency starting position
of the AFC, analogously to what described in section 3.2.1.3. In this case,
the phase between the early and late components of the qubit was the phase
of the qubit, and was changed through the cavity beam AOM. The setting
of the analyzer was given by the frequency shift of the comb created in the
interferometric filter crystal. We recorded the interference fringes shown in
figure 4.8. The detection window for this analysis was 1 µs. As it can be
seen from this figure, if we change the phase between the early and late
parts of the qubit, we measure the visibility of the interferometer fringe for
different input qubit states. If this visibility is high for all these input qubit
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Figure 4.7: Input qubit (cyan double pulse) and its echo (red double pulse)
after 2 µs of storage. The recorded qubit is the reflected 40 % of the original
qubit, so it is normalized to 100 % (dark blue double pulse). The ratio be-
tween the echo and the original qubit yields (52.3±1.1) % storage efficiency.
The mean number of photons per pulse is 0.15, and the number of pulses
sent was 2000 per each measurement period (over one cryostat cycle). The
histogram time bin considered for plotting this trace is 50 ns, while for the
efficiency analysis we considered a 10 ns time bin. The detection window
for inputs and echoes is 2.1 µs.

states, it means that the memory preserves the qubit with a high fidelity.
This has to occur in at least two different bases, which is equivalent to say
that the same happens when we fix the basis of measurement and we scan
the position of the AFC. The resulting pulses after crossing the IFC, in the
case of constructive interference, are shown in appendix C, in the upper
plot of figure C.9. Constructive and destructive interference histograms for
the first and the fifteenth points (from the left) of the 90◦ phase plot of
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figure 4.8 are displayed in figure 4.9.
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Figure 4.8: Interference fringes for different measurement bases. The plots
show the detection probability per trial (pD) versus the interferometric
comb phase change, expressed in units of π. All these measurements were
recorded with 2000 pulses per second. The detection window was 1 µs.

From these fringes, we could infer the visibility by fitting the exper-
imental data points with the function A sin (B∆Φ + C) + D, mimicking
the theoretical behavior 1

2(1 + V cos ∆Φ), and extracting it from the val-
ues of A and D: for 0◦ phase between the pulses, V0◦ = (91.9 ± 3.3) %; for
45◦ phase between the pulses, V45◦ = (89.9 ± 3.4) %; for 90◦ phase between
the pulses, V90◦ = (91.4 ± 3.9) %; and, finally, for 135◦ phase between the
pulses, V135◦ = (86.4 ± 4.9) %. All these visibilities averaged out to the fi-
nal value Vavg = (89.9 ± 3.9) %, calculated by first averaging the redundant
measurements corresponding to the same basis and then averaging these
two equatorial visibilities together.
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Figure 4.9: Examples of destructive (upper plot) and constructive (bottom
plot) interference (in orange), corresponding to the first and fifteenth points
(from the left) for 90◦ phase of figure 4.8. The colors of the time intervals
follow the same convention as the ones in figure C.9, and are 1 µs long. The
histogram time bin of this figure is 50 ns, while the analysis was performed
with a 10 ns histogram time bin.

To assess the fidelity of our system4 over the full Bloch sphere, we
needed to measure the fidelity of the early (late) component when we
sent only one component, that is, the fidelity of the poles of the Bloch
sphere. The early and late echoes are shown in figure 4.10. This fidelity
is Fpoles = (94.6 ± 0.3) %. Finally, from the formula F = 1+Vavg

2 [150],
we calculated a fidelity of Fequator = (94.9 ± 1.9) %, and a final fidelity of
Ftotal = 2

3Fequator + 1
3Fpoles = (94.8 ± 1.4) %. A similar analysis for the

inteferometer without memory (see appendix C for the whole procedure)
led to an inteferometer fidelity of Finterf = (94.2±1.0) %. As a consequence,
accounting for this last fidelity, the real fidelity of our quantum memory
could be estimated as Fmemory = Ftotal/Finterf = 100 %+0 %

−2 %.

4By “system”, I mean the combination of quantum memory and interferometer. We
will see later than we can correct this system fidelity with the interferometer fidelity to
get the memory fidelity.
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As I clearly stated, our qubits were not really single-photon qubits but
they were obtained by attenuating a laser to less than one photon per pulse.
Therefore, the limit we needed to surpass to prove that our memory is a real
quantum memory was not the usual value for Fock states of FFock = N+1

N+2
mentioned in the introduction of this thesis, but rather some other bound
in which the Poissonian distribution of the photons is accounted for [39,
110, 151]. Moreover, this limit is merely theoretical, as in it does not
consider realistic memories with efficiencies lower than 100 %. If we con-
sider the thorough analysis performed in the appendix A of reference [110],
which accounted for efficiency-limited quantum memories and weak coher-
ent states, we can see that the limit we needed to surpass, with a mean
photon number around 0.15 and a memory efficiency of 52 % (for qubits),
lied slightly below 75 %. Our measured fidelity is much higher than this
bound, showing that our device behaves as a quantum memory.
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Figure 4.10: Early and late pulse echoes from the memory, and their fidelity,
measured by preparing a transparency window in the filter crystal and
estimating the overlap between the early (late) echo and the late (echo),
and vice versa.
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4.2.3 Storage efficiency at different storage times

To investigate whether the efficiency enhancement from the cavity held at
different storage times, we created different combs with different storage
times, and we carefully tuned their finesse and height to achieve approxi-
mate impedance-matching to observe the expected enhancements. To do
so, we employed both the techniques described in appendix section B.3.2,
the hole-burning technique and the coherent technique. The first one was
employed to shape the combs with 1.5 µs and 2 µs, while the second was
used to tailor combs for 8 µs, 12 µs, 17 µs, 24 µs, 35 µs and 50 µs. The tun-
ing procedure of the various combs to achieve the best possible efficiency
slightly changed their storage times, so the ones listed before became 1.3 µs,
1.9 µs, 8.3 µs, 10.3 µs, 17.1 µs, 24.1 µs, 35.5 µs and 50.0 µs. For each point,
we had to adjust the comb OD and the comb finesse.

Figure 4.11 shows the recorded points. In order to demonstrate the
enhancement, we recorded both the cavity efficiencies with weak coherent
pulses (we used the same powers and filters used in section 4.2.1) and the
single-pass efficiencies with classical pulses. These latter ones were recorded
with different combs, whose finesses and ODs were specifically optimized to
yield the maximum single-pass efficiency. From these data, it is apparent
that the cavity is improving the AFC efficiency at different times, except
for the last point. To extrapolate the Teff

2 of our AFC and estimate the
quantity ηh defined in section 2.2.1 accounting for the decay with time, we
performed a fit on the efficiencies with the function A exp

(
− 4τ

T eff
2

)
, where A

is a coefficient and τ is the storage time, which is basically the contribution
to the AFC efficiency given by equation 2.8. The fit provided us with
a Teff

2 =(55.5 ± 2.9) µs, compatible with the values observed previously in
our group, in this cryostat, as reported in the supplemental material of
reference [63].

Another interesting result is the (60.2 ± 0.9) % efficiency reached at
1.3 µs. Since we reached 62 % efficiency for 2 µs storage time, we expected
an even higher efficiency at this storage time, because the detrimental effect
of the finite coherence of the ions is smaller here. However, during the time
of this experiment, the cryostat was not providing the same performances
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Figure 4.11: Efficiency versus storage time for 9 different storage times. The
blue dots represent the efficiencies with weak coherent pulses, the green
ones are the efficiencies in single-pass—without cavity—recorded at the
classical level. The orange curve is an exponential fit to the blue points
yielding the effective T2 of our atomic frequency comb. The combs for the
first 2 efficiencies were shaped through the hole-burning technique, while
the remaining 7 combs were prepared through the coherent method (see
appendix section B.3.2.3 for an explanation of the two procedures).

as in the experiment in section 4.2.1, thus leading to a warmer crystal; also,
the kind of crystal mount we employed in this experiment is stiffer than
the previous one, as mentioned in appendix section B.2.2. A consequence
of this fact is that more vibrations of the cryostat are transferred to the
crystal, which severely limits the parts of the cryostat cycle that can be
used for measurement and also reduces the T2. Therefore, the efficiency
achieved at 1.3 µs is to be compared with the 2 µs-efficiency we got in this
experiment, (55.5±0.6) %: the conclusion we can draw from this comparison
is that, by going to shorter storage times, we were actually gaining efficiency.
Ultimately, storing for very short times requires very short pulses in time,
so very frequency-broad pulses, but the pulse bandwidth was limited by
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the cavity bandwidth, as we will see in the next section.

4.2.4 Pulse bandwidth and slow-light effect

One of the main limitations for pulse storage in our impedance-matched
cavity I have been mentioning in this chapter and throughout this thesis
is the slow-light effect. I will give a brief introduction about that, mainly
based on references [148, 149].

4.2.4.1 Slow-light effect

The free spectral range (FSR) ∆ν of a Fabry-Perot cavity is given by the
formula [149, 152]:

∆ν = c

2Lng(ν) = vg(ν)
2L (4.3)

with c speed of light, ν light frequency, ng group velocity index of refraction
and vg(ν) group velocity. Following reference [87], ng can be split into two
components:

ng = c

vg
= ∂(ν nr(ν))

∂ν
= nr(ν) + ν

dnr(ν)
dν (4.4)

where nr(ν) is the real part of the phase-velocity refractive index. In a low
dispersion regime, when the absorption is low as well, then nr(ν) ≫ ν dnr(ν)

dν ,
so equation 4.4 reduces to the equivalence between the group velocity index
of refraction and the phase velocity index. In the opposite regime, when
absorption starts playing an important role, then nr(ν) ≪ ν dnr(ν)

dν and
the index of refraction for the group velocity is dominated by dispersion.
Whenever we prepare a transparency window, also known as pit, inside
the crystal, we create a sharp change in absorption inside the medium.
In this case, we work in a regime in which absorption plays an important
role, therefore it follows that the mode spacing described by equation 4.3
is mainly determined by the dispersion, whereas the changes in frequency
is not so relevant.
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Another operational definition we can use for understanding this prob-
lem is that the FSR of the cavity is the inverse of the round-trip time.
We could divide this round-trip time into the free-space round-trip time
Tfs and the crystal round-trip time Tcr. Also, from references [149, 153,
154], an approximate expression for the group velocity index of refraction
is given by5 vg = 2πΓ

α , where Γ is the pit bandwidth and α is the absorption
coefficient defined in section 2.2. Now, calling Lcr the length of the crys-
tal embedded in the impedance-matched cavity, and Tfs and Tcr the times
spent by the light respectively in free-space and inside the crystal, we can
write:

∆ν = 1
Tfs + Tcr

= 1
2(L−Lcr)

c + 2Lcr
vg

= 1
2(L−Lcr)

c + αLcr
πΓ

= πcΓ
2πΓ(L− Lcr) + αcLcr

(4.5)
which enables us to calculate the new FSR. If we plug into this equation our
experimental values (α= 20 cm−1, L = 208 mm, Lcr = 3 mm, Γ = 18 MHz),
we obtain ∆ν= 9.3 MHz. Therefore, from the original value of 720 MHz
quoted in section 4.2, we observe a reduction by two orders of magnitude.
If we calculate the linewidth of the cavity by considering a finesse of 6.5
from the same section, we get a FWHM linewidth of γcav = 1.4 MHz.

In our real cavity described in section 4.2, the linewidth was slightly
lower than this value. Considering that the linewidth changes depending on
the OD and on the spectral position we are centered on, we never observed
more than 1.16 MHz (FWHM) at the center of the pit, that is, the furthest
position from the pit walls: the further we move from the sharp change in
OD, the less accentuated the slow-light effect is. In figures 4.12 and 4.13,
this situation is shown. This bandwidth decrease has been widely described
in another impedance-matched experiment [87, 148, 149]; recently, it has
been proposed to harness this narrowing to build laser reference cavities
less sensitive to cavity length changes [155].

As I will show in the next section, the slow-light effect has repercussions
5I am following the convention expressed in reference [149]; in reference [154], a fac-

tor 2 is missing in the group velocity expression, as pointed out in reference [149]; in
reference [153], instead, there is an additional factor π multiplying this expression.
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on the spectrum of light we can store efficiently in our quantum memory.

4.2.4.2 Storage efficiency versus pulse bandwidth

To assess this reduction in linewidth, we performed a storage experiment
where we changed the bandwidth of the input pulses and measured the
storage efficiency. The setup for the experiment was basically the same as
the one presented in section 4.2.1, with the same 2 µs storage time; in this
case, we changed the temporal duration of the pulses from 120 ns up to 1 µs,
such to get pulse bandwidths ranging from 3.7 MHz to 412 kHz. Since the
linewidth of the laser is much smaller than these values, and since the input
pulses are not chirped, we can assume that they are Fourier-limited pulses.
Thanks to this assumption, we calculated their spectral width through the
time-bandwidth product for Gaussians: called ∆νp the bandwidth of a
pulse, and ∆τp its temporal duration, then for a Gaussian pulse it holds
that ∆νp∆τp ≥ 0.441 [156].

In figure 4.14, I am showing the outcome of this experiment. As ex-
pected, the efficiency started dropping considerably as soon as the pulse
spectral width exceeded the cavity linewidth threshold of 1.16 MHz. De-
spite the efficiency decrease, we could still store a 3.7 MHz broad pulse
with 31.7 % efficiency. Moreover, as it is apparent from the same plot, we
could still store 1.8 MHz FWHM single photons from our current single-
photon source with an efficiency around 48 %. As far as the initial bump
is concerned, we attribute that to the fact that, for those bandwidths, the
separation of the AFC teeth is comparable to the FWHM of the pulses.
Therefore, the pulses did not intercept all the AFC teeth, but only a few,
and any inhomogeneity in the teeth preparation was leading to a decrease
in efficiency (see also section 2.2 about the temporal multimodality and the
minimum frequency width of storable pulses).
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Figure 4.12: Cavity modes obtained by creating a pit in the crystal and
chirping the light for 20 MHz for 4 ms inside it. The central mode has
a linewidth of 1.16 MHz, which is two orders of magnitude less than the
expected value of 111 MHz for the cold case scenario.
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Figure 4.13: Variation in cavity mode linewidth γcav and FSR inside pits of
different width: inside the usual 16 MHz pit (black), where FSR = 5.8 MHz
and γcav = 1.3 MHz; inside a 6 MHz pit (red), where FSR = 4.5 MHz and
γcav = 1 MHz; and inside a 4 MHz pit (slate blue), where FSR = 3 MHz
and γcav = 690 kHz. The three traces have arbitrary units and have been
shifted vertically between each other for the sake of comparison. These
data were collected at an early stage of the experiment, when the cavity
finesse Fcav was 4.4 due to mode-mismatch.
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Figure 4.14: Storage efficiency versus pulse bandwidth for Gaussian pulses
and 2 µs storage time. As it is expected, the broader the pulse becomes, the
more the storage efficiency decreases, due to the filtering effect of the cavity.
We attribute the initial bump to the fact that the separation between the
AFC teeth starts being comparable with the pulse bandwidth, leading to
a decreased number of peaks absorbing the pulse. The blue point is the
one whose x-coordinate is lying the closest to our single-photon bandwidth,
1.8 MHz, and it represents an efficiency of 48 %.

4.2.5 Spin-wave storage in the cavity

As a final step, we are currently performing spin-wave storage in our impedance-
matched cavity. The theory behind this technique has been detailed in sec-
tion 2.2.2. With respect to the setup displayed in figure 4.3, we have an
additional strong beam outside of the cavity axis and focusing inside the
memory crystal (see appendix section C.1.2 for additional details). The re-
sults that will be presented will be most likely improved in the next months.

The spin-wave storage measurements have been performed with a comb
designed for 8 µs storage and a total storage time around 11.5 µs. In fig-
ure 4.15, I am showing the best efficiency, at the classical level, that we
obtained with the spin-wave storage protocol. This efficiency is 32.7 %,
with 6.9 % reflection. The first control pulse (CP) is shone at 3.3 µs from
the input pulse, while the second one is sent at 3.5 µs after the previous one.
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The echo appears after 4.7 µs from this second pulse, as it is expected, since
3.3 µs + 3.5 µs + 4.7 µs = 11.5 µs = τAFC + TS, as stated in section 2.2.2.
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Figure 4.15: Spin-wave storage efficiency for a classical pulse (blue pulse),
with τAFC = 8 µs and TS = 3.5 µs. Despite the fact they are not shone
inside the cavity mode, the CPs (light green pulses) are leaking into it and
are recorded by the photodetector. The efficiency is 32.7 %, estimated by
dividing the echo area (red pulse) by the input pulse. The reflection (light
blue pulse) is 6.9 % of the input pulse.

By varying the time TS between the two CPs, we can estimate the
dephasing induced by the inhomogeneously broadened spin state line γinh,
by observing the decay of spin-wave efficiency. This is shown in figure 4.16,
where the echo efficiency is recorded after scanning the time span between
the CPs. The decay follows an exponential law of the form exp(−π2γ2

inhT2
S

2 log(2) ).
By fitting this function to our data, we found a value of γinh of (17.1 ±
0.2) kHz.

Referring to these values, we can now estimate the transfer efficiency of
control pulses, defined in section 2.2.2.1. I will employ the same notation
as in equation 2.9. The two-level AFC efficiency for this case was around
ηback

sp = 40 %. The dephasing caused by the storage in the spin-state for
a time TS = 3.5 µs, as said in the previous paragraph, is given by ηC =
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Figure 4.16: Decay of the spin-wave efficiency as a function of the storage
time in the spin state, i.e. the separation TS between the two CPs. The blue
points are experimental points, whereas the red bars display one standard
deviation around the mean of each set of points. The fit with a function of
the kind exp(−π2γ2

inhT2
S

2 log(2) ) provides a value for the spin inhomogeneity γinh of
(17.1 ± 0.2) kHz.

exp(−π2γ2
inhT2

S
2 log(2) ), with γinh = 17.1 kHz. From equation 2.9, assuming ηSW =

32.7 % as we reported in figure 4.15, we can thus infer the control pulses
efficiency as ηT =

√
ηSW/(ηback

sp ηC) = 91.6 %.
We are currently performing measurements at the few photon level.

The challenging task in this kind of measurements is filtering the amount of
noise induced by the CP tails and by fluorescence. Usually, this issue makes
experiments at the single photon level quite challenging. In figure 4.17, I
am reporting one of our measurements. With an average mean photon
number of 1.14 photons per pulse (1000 pulses over a measurement period
of 5 ms per each cryostat cycle), the achieved efficiency was (21.7 ± 0.9) %.
We estimated the SNR to be 4.1 ± 0.3 and, from these values, we could
calculate a µ1 value (see section 5.4.1.2) of 0.28. The measurement time
was 369 s. Similarly to the measurements presented in section 4.2.1, in this
measurement we alternated our measurement cycles between three different
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situations: the creation of an absorption feature blocking the cavity, to
record the 40 % input (blue trace in figure 4.17); a noise recording without
input, by sending no input and the two CPs (red trace in figure 4.17); and,
finally, the real spin-wave storage, by sending both the input and the CPs
and preparing the comb (black dashed trace in figure 4.17).
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Figure 4.17: Example of a spin-wave storage measurement. Different cases
are shown: when only the input pulse is sent, with no CPs and no comb
(in blue), when only CPs are sent, with no input and no comb (in red),
and when both input and CPs are sent, with the comb, i.e. the actual
spin-wave storage experiment (in black, dashed) for 11.5 µs storage time.
The shown input pulse is 40 % of the original input sent to the cavity. The
three different traces are explained in the text. Each of the input pulses
(1000 s−1) contains 1.14 photons. The efficiency recorded in this trial is
(21.7 ± 0.9) %, with a SNR of 4.1 ± 0.3.

4.3 Discussion and outlook
In conclusion, we demonstrated the highest AFC efficiency up-to-date at the
single-photon level. We were able to store weak coherent single pulses with
up to 62 % device efficiency (section 4.2.1). Furthermore, we performed
the most efficient storage of qubits in a solid-state quantum memory to
date by storing weak coherent time-bin qubits with 52 % efficiency (sec-
tion 4.2.2). In addition, we analyzed them by means of an AFC-based
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unbalanced Mach-Zehnder interferometer, which demonstrated the high fi-
delity of our quantum memory, around 94.8 %, which approached 100 %
when we correct it for the interferometer fidelity of 94.2 %. Additionally,
we managed to change the storage time of our memory and extend it up
to 50 µs, demonstrating cavity enhancement at different storage times (sec-
tion 4.2.3). Moreover, we showed that slow light was affecting our exper-
iment and decreasing our storage efficiency depending on the bandwidth
of the light we wanted to store. Nonetheless, the efficiency was around
30 % even for pulses as broad as 3.7 MHz and, at 1.8 MHz, which is the
linewidth of the photons emitted by our single-photon source, we observed
a 48 % efficiency (section 4.2.4.2). Finally, we demonstrated that our cavity
is suitable for spin-wave storage (section 4.2.5). We have demonstrated a
cavity-enhanced spin-wave efficiency up to more than 32 % at the classical
level and up to (21.7 ± 0.9) % with weak coherent states. This latter result
was achieved with 1.14 photons per pulse, and a SNR of 4.1 ± 0.3.

There were several limitations that affected our experiment, the main
one being intra-cavity losses. As it is stated in section 4.1.2.1 and in refer-
ence [88], losses are very detrimental for the cavity-assisted AFC efficiency,
especially when they become comparable to d̃. In terms of loss reduction in
the current setup, we already installed AR-coated windows on the cryostat
vacuum chamber, we removed the radiation shield windows and we used
an AR-coated crystal. Eventually, a possible solution for this problem is
using a coated crystal as a cavity, such that no intra-cavity losses are pos-
sible, like in references [87, 89]. The drawback of this solution lies in the
fact that no single-pass measurements are possible, since the cavity cannot
be temporarily removed as we do with the flip mirror inside the cavity.
These measurements which are extremely useful for characterizing losses
and reading the AFC we are preparing inside the crystal. Additionally, it
is not clear how to apply spin-wave storage CPs in a cavity-coated crys-
tal, given that the pulses are usually applied off-axis. A viable strategy
would be installing the cavity inside the vacuum chamber of our cryostat.
This would have the additional benefit of increasing the FSR of our cavity,
since it would be much shorter, hence reducing drastically all the slow-light
problems we encountered in section 4.2.4.1.
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On top of the purely optical losses due to crystal interfaces, we have
atomic losses, i.e. all the incoherent background absorption from the AFC
that is not contributing to the later echo, which I previously referred to as
d0 (in OD). To reduce this contribution, we aim at creating better combs
that display little or no background absorption. I will deal later with comb
creation issues. An alternative viable solution to the background absorption
is using shorter crystals, thus decreasing the overall OD.

As far as the cavity is concerned, the efficiency can be further improved
by increasing the reflectivity Rout of the output mirror. As shown in fig-
ure 2.14, there is a dramatic change in efficiency when this value is in-
cremented: fixing our d̃ to 0.45 and increasing the value of Rout from the
current 97 % to 99.98 % lead to an increase in efficiency (in the lossless
scenario) from 80.5 % to 86.4 %, assuming a square comb with FAFC = 6.5.

Another line of improvement would be reducing d̃ and thus increasing
the finesse of the cavity. To this aim, the reflectivity of the first mirror
should be increased. For instance, targeting a d̃ = 0.1, keeping Rout =
99.98 % and the same comb shape and finesse, leads to an impedance-
matched condition fulfilled with Rin = 81.9 %. In the lossless scenario, this
change makes 92 % efficiency attainable. Increasing the finesse of the cavity
has some drawbacks: an increased instability of the cavity and an increased
sensitivity to intra-cavity losses. As far as the first issue is concerned, we
would need to improve the passive stability of the cavity, for instance by
installing the mirrors on a monolithic mount decoupled from the optical
table by means of a Sorbothane ® layer at the base, or on dampened posts.
Furthermore, insulating the cavity path from external air currents might
improve the stability as well.

Nonetheless, even with our current low finesse, we need to improve on
the cavity passive and active stability, which was the main limitation to
the duty cycle of our experiment. For the moment, the limited duty cycle
was a minor issue, since our statistics was very good, but it will become
more important as soon as we interface our cavity-assisted memory with
a single-photon source. We employed a chop-lock scheme: the cavity is
actively stabilized during the locking cycle and then left drifting passively
during the measurement cycle (appendix section C.1.5.2). Previous im-
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plementations of a continuous lock mechanism have failed for two main
reasons: in the first place, the cavity-mode finesse of auxiliary laser beams
at wavelength different from 606 nm is even smaller then the 606 nm light
finesse, leading to broader cavity modes and reduced sensitivity to changes
from the resonant position for 606 nm light; secondly, whenever we need
to measure with single-photon detectors, we need to be able to filter this
light out by means of filtering systems with high suppression ratio, but if
the auxiliary light wavelength is very close to the main one—as it need
to be in order to be resonant with our cavity—then it becomes extremely
challenging to filter the locking light and let the single-photon level light
through.

Another problem we faced was mode-matching of the cavity. The main
experimental issue was that, with our finesse, cavity modes consist of very
broad Lorentzians. As such, aligning the cavity (the procedure is described
in appendix section C.1.5.1) to reach the best possible configuration is not
trivial, as most of the high order modes can be hidden inside the tails
of these broad fundamental cavity modes. In addition, we also observed
that to a condition of perfect alignment of the cavity, judged as such by
the height and shape of transmitted modes and by the increased contrast
of reflected modes, it does not necessarily correspond a condition of good
efficiency for the experiment. We attribute this mismatch to the aforemen-
tioned difficulty of reaching an objectively good alignment condition.

Experimentally, it was very challenging to create AFCs with the right
absorption. On the one hand, we need to achieve the right average OD d̃
to be able to impedance-match the cavity, so we only care about the ratio
between the maximum AFC OD and its finesse FAFC. On the other hand,
FAFC needs being maximized in order to reach a value of ηdeph as closed
as possible to 1, as stated in section 2.2.1. Maximizing the finesse while
keeping a high OD is a challenging task since, in most cases, optically
pumping away population from the minima to decrease the peak width
affects the peaks as well because of power broadening (section 2.1.2.5),
reducing their contrast with the background.

In the near future, we would like to perform storage of heralded single
photons from a cavity-enhanced SPDC single photon source and, ideally,
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single photon qubits. The single photon source we use in our group to
interface with Pr3+:Y2SiO5 memories emits photons that are too broad for
our cavity, around 2 MHz [63], and the pulses we can store in our memory
must have a certain bandwidth, ideally around 1.2 MHz or lower, as just
seen in section 4.2.4. Therefore, to this aim, we are currently building
another narrow cavity-assisted single photon source based on SPDC, which
will produce photons around 1 MHz linewidth. Despite the emitted photons
have Lorentzian waveshapes rather than Gaussian ones, which implies that
their tails are much longer and might not fit completely within the AFC,
this should guarantee a good storage efficiency. This new source will be
very similar to the one reported in reference [63], but with a narrower
linewidth due to the higher finesse of the cavity, guaranteed by a ppKTP
crystal which exhibits less losses than the PPLN crystal used in our current
source. An experiment of single photon storage of this kind has already been
performed in reference [89], as I stated in section 4.1.1. Yet, in that case,
the efficiencies were much lower than the ones we are targeting.

Finally, we would also like to implement, for the first time, an impedance-
matched cavity-assisted AFC-DLCZ experiment. As a matter of fact, the
theory developed in the first theoretical paper [86] is symmetric, meaning
that the cavity enhances the absorption efficiency of the AFC as much as
it boosts the read-out efficiency from the same structure, as mentioned in
section 3.3.2. Hence, it can be applied to the AFC-DLCZ protocol in order
to obtain high efficiencies. An AFC-DLCZ experiment has already been
shown in chapter 3 and the theory behind this protocol has been detailed
in section 2.2.3.
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Chapter 5

Quantum frequency
conversion

5.1 Introduction

In this chapter, I will be speaking about our experiment of quantum fre-
quency conversion. As introduced in chapter 1, quantum frequency con-
version (QFC) is a technique aimed at converting photons coherently from
a wavelength to a different wavelength without adding noise by means of
non-linear effects. The purpose of this procedure is interfacing quantum
nodes working at different wavelengths via flying qubits, typically photons,
travelling through optical fibers at the telecom wavelength. QFC has been
proven to preserve the entanglement between photons [157].

The purpose of the experiment was achieving the conversion of long
photons, in the µs range, with high SNR. This would allow interfacing
typical long DLCZ photons with telecom optical fibers and with different
material systems, such as trapped ions, which can emit photons in this
range (around 20 µs FWHM [158]). As stated in chapter 3, however, our
latest AFC-DLCZ experiment had a very low heralding efficiency, 1.6 %, so
converting these sparse photons is extremely challenging.

Quantum frequency conversion was first theoretically proposed in 1990 [159]
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and, in 1992, the same author performed the first conversion experiment [160].
Since then, experimental techniques have been perfected, especially by
means of waveguides prepared inside periodically poled non-linear crys-
tals [18, 161–163]. These have allowed to reach efficiencies as high as 84 %
(external efficiency1) [164] and, more recently, 57 % device efficiency1, with
an impressive 96 % internal efficiency1 [165]. Furthermore, quantum fre-
quency conversion has already been employed to interface distant quantum
memories [18, 166], and it is therefore one of the most mature quantum
communication technologies.

In this chapter, I am going to report our experimental trials concerning
QFC. In sections 5.2.1 and 5.2.2, I will treat the theory behind QFC and
show which noise processes in the waveguide are affecting the converted
signal. Then, in section 5.3, I will describe the two different waveguides
employed in the experiment.

Later on, in section 5.4, I will report on the experimental results ob-
tained with the two waveguides, highlighting the superiority of the second
one in terms of conversion performances.

Finally, in section 5.5, I will discuss the results presented throughout
this chapter and show future perspectives for this experiment.

Appendix D contains some details about the filtering cavity we are
planning to use in the future to filter further the converted signal from the
second waveguide.

My contribution to this work was to rebuild the experimental setup
(previously used by Dr. Nicolas Maring), to take the measurements pre-
sented in sections 5.4.1 and 5.4.2.1 and to analyze data. The work was done
in collaboration with Dr. Alessandro Seri and Dr. Sören Wengerowsky.
A master student, Josep Maria Batllori Berenguer, participated in early
measurements. Together with him, we also designed the filtering cavity
presented in appendix D.

1The definitions for these different efficiencies will be given in section 5.2.3.
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5.2 Theoretical background

To explain thoroughly how quantum frequency conversion works, I will need
to introduce some fundamental topics pertaining to the non-linear optics
field. The main references I employed were Boyd’s book on non-linear optics
[167] and five PhD theses [146, 168–171].

5.2.1 Three-wave mixing

An electric field E(t) impinging on a dielectric material causes a response by
it which is determined by the polarization vector P(t), as will be introduced
in appendix section A.1.2. In linear optics, the relationship between these
two quantities is approximated with a linear relationship of the form P(t) =
ϵ0χ(1)E(t); nevertheless, when we consider higher order terms, we can write
the polarization components as:

Pi(t) = ϵ0

[∑
j

χ
(1)
ij Ej(t) +

∑
j,k

χ
(2)
ijkEj(t)Ek(t) + O

(
E3(t)

)]
(5.1)

Equation 5.1 describes different phenomena, depending on where it is
truncated. The first sum containing χ(1) is still describing linear optics and
accounts for every effect described by the complex refractive index, e.g.
absorption or refraction. The term containing χ(2) starts being relevant
only for very strong electric fields and it is the quadratic term describing
the interactions I will deal with in this chapter. The higher-order term
of equation 5.1 will be disregarded, since they are not pertinent to this
discussion. Therefore, the original vector P(t) can be split into the lin-
ear component PL(t) and the second-order non-linear component PNL(t):
P(t) = PL(t) + PNL(t). Normally, equation 5.1 would couple all the com-
ponents of the electric field to all the components of the polarization, since
χ

(2)
ijk is a component of a 3rd-rank tensor with 27 elements. Nonethe-

less, by means of symmetry considerations and considering lithium niobate
(LiNbO3), it can be demonstrated [168, 172] that only the d33 plays an
important role, due to the fact that it exceeds by one order of magnitude
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the non-zero components of the χ(2) tensor. Therefore, the tensorial equa-
tion 5.1 for PNL(t) reduces to the scalar equation PNL

3 (t) = 2ϵ0d33E2
3(t).

Usually, two electric fields with respective frequencies ωs and ωp are
combined inside the non-linear material, to have the total field:

E(t) = Es(t)e−iωst + Ep(t)e−iωpt + c.c. (5.2)

For reasons that will be cleared later, I labelled the two fields with s
(signal) and p (pump). The propagation of this field in the material is
related to the non-linear polarization through the scalar equation defined
previously, which then holds for the third component of the sum of the two
fields. Therefore, the third field Ei(t)e−iωit (where the subscript i stands
for idler) will result from their sum—hence the name three-wave mixing for
this process—and its third component can be inferred from:

PNL
3 (t) = 2ϵ0d33Ei3(t)2 =

2ϵ0d33[E2
s e

−2iωst + E2
pe

−2iωpt + c.c.
+ 2EsEpe

−i(ωs+ωp)t + c.c.
+ 2EsE

∗
pe

−i(ωs−ωp)t + c.c. + ...] (5.3)

This new field exhibits several frequency contributions: the second line
of equation 5.3 describes the second-harmonic generation (SHG) process,
where fields with twice the original frequency arise; the second line contains
a phase with the sum of the original field frequencies, thus describing the
sum-frequency generation (SFG); finally, the third line displays a phase with
the difference between the two fields, accounting for difference-frequency
generation (DFG). In our QFC experiment, SHG is only an additional
source of noise, as I will mention in section 5.2.2. The relevant processes
are SFG and DFG. We harness DFG in order to perform conversion of a
signal field, with frequency ωs, to a converted (idler) field, with frequency
ωi, by means of a strong pump field, with frequency ωp:

ωi = ωs − ωp ⇒ 2π
λi

= 2π
λs

− 2π
λp

(5.4)
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In particular, I will speak about conversion of visible 606 nm signal pho-
tons to the telecom regime, 1552 nm, by means of a infrared pump laser
at 994 nm. Usually, the inverse process is also allowed in the same waveg-
uide: the former idler photons can be up-converted by means a pump laser,
performing SFG.

What is still missing is a quantitative prediction of the converted field,
which will be the topic of the next section.

5.2.1.1 Phase-matching

So far, the only known information about the idler field is its frequency,
which is either a sum or a difference of the mixing fields. In this thesis, I
will not go into detail but, in order to make quantitative predictions about
SFG–DFG, one can proceed by starting from equation 5.3 and solving the
Maxwell equations linking the electric field to the polarization vector for
the three electric fields; in order to do that, the amplitudes Aj(t), with
j = s, p, i, of the mixing fields must be used. A full treatment is provided
in references [146, 167–170].

In solving this equations, the phase mismatch ∆k = ks ± kp − ki (+ for
SFG, − for DFG) plays a very important role. It represents the momen-
tum conservation of the SFG–DFG process. As we will see, the conversion
efficiency of the process depends crucially on this parameter.

In the regime where the pump is not depleted from the interaction and
the signal is only partially depleted, the amplitude for the idler electric field
can be expressed through an analytical form:

Ai(L) = 2id33ωi
nic

AsA
∗
p

∫ L

0
ei∆kzdz = 2id33ωi

nic
AsA

∗
p

(
ei∆kL−1

i∆k

)
(5.5)

under the assumptions that the crystal has a length L and that the index
of refraction of the idler in the medium is ni.

From this explicit form, a trend of the intensity of the idler field can be
inferred, since it is proportional to the square modulus of Ai(L):

Ii ∝ |Ai(L)|2 = L2 sin2(∆kL/2)
(∆kL/2)2 ≡ L2sinc2(∆kL/2) (5.6)
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The intensity of the idler field reaches a maximum for the phase-matching
condition, i.e. when the difference between the field momenta vanishes:

∆k = 0 (5.7)

Obviously, conservation of energy throughout the process (equation 5.4)
should hold as well. Normally, these two conditions 5.4 and 5.7 are hardly
met at the same time. Indeed, focusing on DFG, equation 5.7 can be re-
written as:

∆k = 1
c

(nsωs − niωi − npωp) = 0 (5.8)

with nj respective indexes of refraction. If now the energy conservation 5.4
is plugged into equation 5.8, we can write:

∆k = 1
c

((ns − ni)ωi − (ns − np)ωp) = 0 (5.9)

In a normal dispersion regime, we have that ns > ni, np, so this last con-
dition is never satisfied since ∆k > 0. Alternatively, the birefringence of
the material can be harnessed to ensure the phase-matching condition 5.7.
Nonetheless, in the next section, I will focus on quasi-phase-matching, an-
other method to approximate the phase-matching condition in many crys-
tals.

5.2.1.2 Quasi-phase-matching

The quasi-phase matching technique (QPM) has been devised in order to
cope with this non-null mismatch. It consists in shaping the permanent
ferroelectric domains, which give rise to the non-linearity along the axis
direction, in such a way that they periodically invert their direction [168].
Crystals engineered with this axis are defined as periodically poled (PP)
crystals. This axis inversion causes the coefficient d33 defined in the pre-
vious section to change its sign periodically, compensating the wavevector
mismatch. Figure 5.1 from reference [167] illustrates the effect of the peri-
odical poling. It is apparent that the best regime is achieved in the case of
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Figure 5.1: Field amplitude versus propagation length inside the medium,
in units of Lcoh = π/∆k. Curve (a) assumes the perfect mode-matching
condition, predicting a linear growth of the output field amplitude. Curve
(c) describes the case where the mismatch ∆k ̸= 0 is not compensated,
leading to an average zero amplitude. Finally, curve (b) predicts the be-
havior with quasi-phase-matching, showing the improvement with respect
to the non-periodically-poled case. This figure is taken from reference [167].

phase-matching, but the quasi-phase-matching regime still provides a good
output field amplitude.

The phase mismatch in the quasi-phase matching regime can be written
as:

∆kQPM = ks − ki − kp − 2π
Λ (5.10)

where Λ is the poling period of the crystal axis direction d33.
This poling period ensures that the wavevector mismatch vanishes.

Changing the angle of the crystal and/or the temperature allows to change
slightly the refractive index and thus the wavevectors and achieve a better
quasi-phase-matching.

5.2.2 Noise processes

SFG and DFG are the processes we are interested in when dealing with
quantum frequency conversion. As mentioned in the previous sections,
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other processes arise from the interaction of the pump and the signal light
with the non-linear material, and these processes constitute often a source
of noise. As reported in reference [146], in a periodically poled lithium
niobate (PPLN) waveguide, we experience three main kinds of noise:

• Raman noise: this type of noise is generated by the pump alone.
It stretches for hundreds of nm around the pump wavelength λp
[146, 171, 173, 174] and it generates both red-detuned Stokes photons
(λStokes > λp) and blue-detuned Anti-Stokes photons (λAnti-Stokes < λp).
Nonetheless, the separation between our pump photons and our tele-
com photons is 1552 nm−994 nm = 558 nm, therefore Raman photons
are not falling within our converted signal spectum;

• SPDC noise: this process happens because of small imperfections
in the poling period of the crystal which cause the process to be
weakly phase-matched for the pump beam [146, 174, 175]. The main
effect is the splitting of pump photons into pairs of photons at longer
wavelengths (λSPDC > λp), potentially overlapping with both the sig-
nal and idler wavelengths in some cases [170]. Nonetheless, we only
observe SPDC noise at the target converted wavelength of 1552 nm,
linearly increasing with the pump power. Despite we do not observe
direct SPDC noise at the signal wavelength, part of this noise is par-
tially quasi-phase-matched for SFG and it is then up-converted to the
606 nm band by means of the pump beam; this makes the noise in-
crease at the target wavelength sub-linear for conversion from 606 nm
to 1552 nm, and quadratic for conversion from 1552 nm to 606 nm
[146];

• SHG noise: the pump beam undergoes SHG as well, producing
photons at twice its frequency. We can observe this noise by eye by
injecting the pump inside our waveguide: the result is a strong blue
light at 497 nm. As such, this light is unimportant when observing
the converted telecom signal.

The first two noise sources are visually summarized in figure 5.2, taken from
references [146, 174].
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Figure 5.2: Noise processes involved in our QFC experiment. The SPDC
noise pedestal stretches for hundreds of nm around the target 1552 nm
wavelength. Part of this noise is back-converted to 606 nm because of SFG
with the pump field. Finally, the Raman noise is not constant and falls into
an interval of some tens of nm around the 994 nm pump wavelength. This
figure has been reproduced from references [146, 174].

5.2.3 Measures of efficiency

Different efficiencies for the conversion process can be defined, depending
on the context in which we are employing them.

The internal efficiency ηint is the bare conversion efficiency inside the
non-linear crystal. It can be estimated by measuring the ratio between the
measured output converted power Pi

out and the coupled input power Ps
in

and compensating for all the measurable losses (coupling losses, absorp-
tion/transmission losses) and for the wavelength of the beams:

ηint = Pi
out

Ps
in

λi

λs (5.11)

This quantity can also be estimated by measuring the depletion of the signal
beam, which is defined as:

ηint = 1 − P s
out

P s
out(P = 0) (5.12)

where P = 0 indicates no pump power. Basically, the depletion efficiency
can be calculated with a measurement of the output signal power when the
pump is switched on and another one with the signal output power when
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the pump is turned off. Since this ratio does not require a measurement of
losses, it is usually the most practical way of estimating ηint.

A theoretical expression for the internal efficiency as a function of pump
power P and waveguide length L can be expressed as [176]:

ηint = sin2(L
√
ηnP ) (5.13)

In this expression, there is a free parameter ηn, the so-called normalized ef-
ficiency. Its physical meaning is associated to how efficiently the waveguide
can convert signal light in units of power and length squared: therefore, it
is usually expressed in % W−1 cm−2.

The external efficiency ηext is often defined as the efficiency from in-
put to output of the waveguide, accounting for coupling losses ηcoupl and
absorption/transmission losses ηint-loss through the mode-matching lenses
or the waveguide. As such, it is related to the previously defined internal
efficiency through:

ηext = ηintηcouplηint-loss (5.14)
The device efficiency ηdev, finally, is usually the “fiber-to-fiber” effi-

ciency, accounting for all the losses on the path:

ηdev = ηextηloss (5.15)

5.3 Experimental setup
To perform our quantum frequency conversion experiments, we employed
two different waveguides. The first one is the same employed in Maring’s
PhD thesis [146]. It is a PPLN waveguide, 1.4 cm long, fabricated by HC
Photonics. The second waveguide is a PPLN waveguide as well, 4.8 cm
long, manufactured by NTT. I will speak about the older waveguide in
section 5.3.1 and about the newer waveguide in section 5.3.2.

Two lasers were employed in the experiment: the signal laser at 606 nm
and the pump laser at 994 nm. Both lasers will be described in appendix B.

The telecom detector employed for the single-photon-level measure-
ments is a ID Quantique ID230 (20 µs dead time, 10 % detection efficiency,
around 5 Hz dark count rate).
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Figure 5.3: QFC setup. The 606 nm laser (orange beam) is diffracted by
an AOM and coupled to a polarization controller (PC). The horizontal
component is let through by a PBS, and split with a 90:10 BS in two
separate beams: the 10 % component is sent to a SPD (when dealing with
weak coherent states), while the 90 % component is transmitted, adjusted
to match the right conversion polarization and sent to the waveguide. The
994 nm laser, whose polarization is adjusted to be matching the one of
the waveguide through a HWP+PBS+HWP system, is transmitted by a
dichroic mirror which instead reflects the signal light, and coupled into the
waveguide. The in-coupling and out-coupling lenses are both by Thorlabs:
the first one is a A110-TME-B lens, whereas the second one is a A110-TME-
C lens. Inside the waveguide the signal light gets converted to 1552 nm
through DFG. The light is then coupled out and sent to the filtering stages
described in section 5.3.2.1.

5.3.1 First waveguide

The first waveguide is a HC Photonics ridge waveguide2 embedded inside a
lithium niobate crystal, and it was used in DFG and SFG experiments of our

2A ridge waveguide is a waveguide whose guiding structure is provided by a ridge,
inside which the light is guided because of the difference in index of refraction between
the ridge material and the air.
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group [18, 177] with signals at respectively 606 nm or 1552 nm. The crystal
dimensions were 14 mm (L)×0.5 mm (W)×1.5 mm (T). Only one waveguide
was etched in this crystal.

The waveguide converts only a specific linear polarization component
of the input beams, so for each laser we always need to use a PBS in order
to clean and a half-wave plate in order to adjust the polarization.

In December 2020, we accidentally burned one of the facets of the waveg-
uide, and we had it repaired by HC Photonics. After the repolishing pro-
cedure, the crystal length was reduced to 13.3 mm.

The crystal was glued on top of a copper mount with silver paste. The
copper mount was attached to two Peltier stages, a more powerful one which
was providing most of the heat and a weaker one, controlled by a home-
made PID system, in order to keep the waveguide at temperatures around
65 ◦C. XYZ translators provided the capability of moving the aspherical
lenses at the input and output of the waveguide in all the desired directions.
The crystal itself could be translated, perpendicularly to the waveguides in
the Y direction, through a coarse translator. The setup employed with this
waveguide is visible in figure 5.3.

5.3.2 Second waveguide

The second PPLN waveguide was made by NTT, and was purchased be-
cause of the previous demonstrations of its high performances [178]. Our
waveguide model is WS-0606-000-A-C-C-TEC and the chip dimensions are
48 mm (L)×2 mm (W)×0.5 mm (T). There are three pairs of ridge waveg-
uides inside the crystal and the poling period is different for each pair:
10.2 µm (first), 10.225 µm (second) and 10.25 µm (third). The core size
of the waveguides is 10 µm+1 µm

−1.5 µm × 11 µm+1 µm
−1.5 µm. To stabilize the waveg-

uide temperature, we purchased a programmable temperature controller
(PTC10) from Stanford Research Systems, which provides a PID stabiliza-
tion. The translation stage where this new waveguide chip is mounted on is
exactly the same as the previous one’s. Analogously to the old waveguide,
in this waveguide the DFG process requires a specific polarization of the
beams. A scheme of the waveguide is visible in figure 5.4, and the setup
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Figure 5.4: NTT waveguide scheme for our model WS-0606-000-A-C-C-
TEC, taken from the manual. As it can be seen from the scheme, the chip
contains three pairs of waveguides, each pair with 0.34 mm width and with
0.16 mm separation between each other.

in which the waveguide is being used is visible in figure 5.3 (where this
waveguide was installed in the place of the old waveguide).

As I mentioned, the conversion efficiency of this latter waveguide has
proven to be superior to the old waveguide one. This will be shown in detail
in section 5.4.2.

5.3.2.1 Filtering stages

The filtering stages used to remove the residual pump and signal beams
and to filter the telecom noise floor down are shown in figure 5.3, except
for the second bandpass filter.

The common elements to both are a pair of dichroic mirrors, an etalon
and two bandpass filters. The two dichroic mirrors are meant to filter the
transmitted pump and signal out. The first two mirrors at the output of
the waveguide are optimized for reflecting at telecom wavelength. There-
fore, the remaining pump and signal beams undergo large transmission
losses. The first dichroic mirror is a Thorlabs DMLP1180 mirror. From
our characterization, its reflectivity for the 994 nm pump and 606 nm sig-
nal is respectively 98.6 % and 72 %, which implies that this mirror is meant
to eliminate most of the pump signal. In series, a Thorlabs DMLP650 mir-
ror is installed, in order to remove every residual beam but the idler. This
mirror reflects 98 % of the signal and 0.4 % of the pump. Usually, we mea-
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sure the depletion efficiency of our signal defined in section 5.2.3 by picking
up the reflected signal beam from this mirror. These two mirrors globally
transmit 95 % of the converted 1552 nm idler signal.

After the dichroic stage, an etalon (made by SLS Optics) is installed.
This etalon has a FWHM of 210 MHz and a FSR of 4 GHz, with 95 % theo-
retical transmission, although we never reached anything higher than 82 %
when measuring. The etalon is stabilized in temperature by a home-made
PID. Then, two bandpass filters, a NIR01-1550/3-25 by Semrock centered
at 1550 nm (transmission above 90 % within ±3 nm) with around 8.8 nm
FWHM bandwidth and a Thorlabs longpass filter FELH1450 with cut-
off wavelength at 1450 nm, reduce further the telecom noise not centered
around the wavelength of converted light. A fiber Bragg grating (FBG)
is cascaded to the bandpass filters. This device is stabilized in tempera-
ture and has a bandwidth of 2.5 GHz, with a maximum 65 % transmission
depending on the temperature it is stabilized at.

5.4 Experiment
In the following sections, the fundamental steps towards the conversion of
µs-long photons with high SNR will be reported. We performed those steps
with both waveguides, achieving much better results with the NTT one.
This waveguide boosted the SNR we were able to attain, confirming the
feasibility of interfacing a DLCZ-based quantum node with material nodes
working at a different wavelength by converting photons with this specific
quantum frequency converter.

5.4.1 HC Photonics waveguide

The first waveguide we employed was the one described in section 5.3.1. In
his PhD thesis [146], Dr. Nicolas Maring, using the same device, reported
a maximum internal conversion efficiency of 59 %, achieved with a coupled
pump power of 415 mW. By fitting the internal efficiency as a function of
the coupled pump power with the formula 5.13 reported in section 5.2.3,
he obtained a conversion efficiency of (94±1) % W−1 cm−2. He commented
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that this quantity cannot be estimated very precisely due to the change of
phase-matching condition induced by the local heating caused by the pump
power. To avoid that, small tweaks to the overall waveguide temperature
or to the 606 nm light alignment into the waveguide have to be applied to
compensate for this warming. In addition, the 606 nm light is multimode
in this waveguide. Since the refractive index changes slightly with the
temperature, the modal overlap between the 606 nm light and the 994 nm
light changes, leading to a change in efficiency.

In the next section, we will see our achievements with this setup, shown
in figure 5.3.

5.4.1.1 Estimation of α

As a first thing, we wanted to estimate the pump-induced noise affecting
the conversion process. To this aim, we proceeded with a measurement of
a parameter that we call α, which estimates the linear trend of the telecom
noise induced by the pump beam (mainly SPDC noise, as explained in
section 5.2.2); this noise process starts saturating when approaching high
pump powers because part of the telecom noise is converted to 606 nm, as
mentioned in the same section.

I will be following the same treatment as in references [146, 179]. To
measure this quantity, we installed the filtering stages of section 5.3.2.1,
we injected only the pump beam inside the waveguide, and then calcu-
lated the signal that would have been measured directly at the output of
the waveguide based on previously characterized absorption and coupling
losses. Since no signal was coupled to the waveguide, the only output sig-
nal at 1552 nm was telecom SPDC noise. The losses experienced by the
telecom beam were due to the partial transmission of all the stages crossed
along its path: the transmission Tdichr of the dichroic mirrors, which was
95 %; the etalon transmission Teta, which averaged out to 81.5 %; the fiber
Bragg grating transmission TFBG, around 61 %; and, finally, the fiber cou-
pling ηfib = 76.5 % and the detector efficiency ηdet = 10 %. Besides this, α
is estimated over 1 GHz and in cm−1, to facilitate the comparison between
different setups and devices. Since the narrowest bandwidth filter is the
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etalon, whose bandwidth is 210 MHz, to normalize α over 1 GHz, we divide
the experimental value by the ratio ∆Eta

∆α
= 210 MHz

1000 MHz = 0.21. The last step
is dividing it by the length of the waveguide L, which is 1.39 cm. Finally, we
compute the amount of noise counts by recording time stamps, selecting a
time window and considering the number of counts in that specific window.

To back-propagate the signal, this amount of detections must be divided
by the product Tdichr · Teta · TFBG · ηfib · ηdet · ∆Eta

∆α
· Ntrig · ∆t, where Ntrig

is the number of triggers, sent at 10 kHz rate, and ∆t is the time window,
normally 20 µs.

Figure 5.5 displays the result of the measurement of the telecom noise
rate as a function of coupled pump power. The purple dashed line, which
is a linear fit to the first 3 out of 8 points, highlights that the trend is
linear at the beginning, but then it saturates for high pump power due
to the re-conversion of noise to 606 nm, thus the experimental points lie
below this line. In the inset, another linear fit to three points recorded
at low power is shown. Note that these points belong to another set of
data. This fit provides a value of α, over a 1 GHz interval, around α =
58 kHz mW−1 cm−1. This value is comparable to the value of α reported
by Dr. Nicolas Maring in his PhD thesis [146]3.

5.4.1.2 SNR and µ1 vs input number of photons

One of the most useful figures of merit employed to estimate the quality
of a frequency converter is µ1. As introduced in section 1.3.1, µ1 is the
mean number of photons to send as an input to the converter to get a
signal with a SNR of 1 in output. In the case of heralded single photons
coming from a DLCZ experiment, the probability of having a photon at the
input of the frequency converter, conditioned on the detection of a Stokes
photon, is given by the heralding efficiency of the source ηher. Simulating
these photons with weak coherent states implies sending pulses with a mean

3In his case, this value was 76 kHz mW−1 cm−1. Nonetheless, he measures the pump
coupled into the waveguide, rather than the pump in front of the waveguide, so his value
accounts for the 75 % pump transmission of the out-coupling C-coated lens. Indeed, the
discrepancy between the two values is around 75 %.
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Figure 5.5: Rate of telecom noise as a function of the pump power for 8
different values of pump power. Note that the linear fit works very well for
low pump powers, but fails to predict the saturation effect we observed for
high pump powers. In the inset, a zoom on the low pump power region is
shown. Note that the inset belongs to a different set of data. The linear
fit highlights the linear behavior of the trend and enables to estimate the
α value. In this case, the fit yields a value of α around 58 kHz mW−1 cm−1

per GHz.

photon number µin equal to the heralding efficiency ηher
4. µ1 can be written

as
µ1 = µin

SNR (5.16)

Experimentally, µ1 is measured by varying the input number of photons
µin in front of the waveguide and fitting them linearly, such as to obtain a

4Here we are in a regime where ηher ≪ 1; when this quantity approaches one, the
multi-photon components of weak coherent states are not negligible anymore and thus
this equivalence does not hold.
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Figure 5.6: SNR as a function of the mean number of photons per pulse
µin. Pulses are 160 ns long and the time window covers the whole pulse
(450 ns). From this curve, we inferred a µ1 value of (8.7 ± 0.3) × 10−3.

slope whose inverse is precisely µ1. In figure 5.6, I report this measurement
performed with the older HC Photonics waveguide. The output photons
were filtered by means of the filtering stages described in section 5.3.2.1. We
were sending 160 ns-long Gaussian pulses (FWHM), considering a window
as long as our entire pulse (450 ns). From this measurement, we inferred
a µ1 value of (8.7 ± 0.3) × 10−3 for our device. This certificates that our
device is capable of operating in the quantum regime. Nevertheless, we
need to be able to convert long pulses, and therefore to analyze the trend
of µ1 versus pulse length. This will be the topic of the next section.

5.4.1.3 SNR and µ1 vs pulse length

What we were mostly interested in was the estimation of µ1 as a function
of pulse length, for a fixed number of photons per pulse. Enlarging the
pulse length increases the noise, as we need to increase the signal window
and more noise gets included, whereas the signal intensity stays constant.
Obviously, the SNR also depends on the amount of filtering the output
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undergoes and on the external conversion efficiency.

Our measurement of µ1 as a function of the pulse duration can be seen in
figure 5.7. To carry out this measurement, we sent Gaussian weak coherent
pulses with less than one photon per pulse: this number was changing from
case to case but we always re-normalized all the sets of measurements in or-
der for them to be photon-number independent. The temporal pulse length
was ranging from 160 ns to 4 µs. The window considered encompassed the
whole pulse. The filtering stages were the same mentioned in the previous
section and in section 5.3.2.1. By fitting the experimental points with a
line, we inferred a µ1 value of 0.05/µs, which implies µ1 = 0.03 for the
typical duration of our DLCZ photons (700 ns). I will discuss this result in
section 5.4.1.5.
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Figure 5.7: µ1 as a function of the pulse length. The estimated value of
µ1 per second was 0.05/µs, calculated by fitting the experimental points
(blue) with a line (dashed blue line). For a 700 ns-long pulse, which is the
length of our DLCZ photons, this value yields µ1 = 0.03. The considered
windows contain the whole pulses.
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5.4.1.4 Internal efficiency and µ1 vs pump power

To conclude the discussion about the old waveguide, we are missing the
behavior of the conversion efficiency and the SNR when changing the pump
power coupled inside it.

As already introduced in section 5.2.3, the internal efficiency depends
on the pump power. Figure 5.8 shows this behavior for some points, and
the fit predicting the saturation due to back-conversion I have been ex-
plaining throughout this chapter. The fit also predicts a value of ηn of
61.4 % W−1 cm−2. A growth in the internal efficiency ηint means a decrease
in µ1. This can be seen in figure 5.9, where the behavior of µ1 versus cou-
pled pump power inside the waveguide is shown. To measure this curve, we
sent 180 ns long weak coherent Gaussian 606 nm pulses, with around 0.023
photons per pulse. We estimated µ1 by measuring the number of photons
µin in input, upon detection of 1/105 (including the 50 % detection effi-
ciency) of the light in front of the waveguide with a visible single-photon
detector (Laser Component 100C-FC), and dividing this number by the
SNR of the detected converted telecom photons.
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Figure 5.8: ηint as a function of the coupled pump power for some experi-
mental points. The fit shows the expected saturation effect for high pump
power, predicting a normalized efficiency of 61.4 % W−1 cm−2.
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Figure 5.9: µ1 as a function of increasing pump power. µ1 was directly
measured by estimating the number of 606 nm input photons in front of
the waveguide (µin), and dividing this number by the SNR of the detected
telecom counts.

5.4.1.5 Discussion for the HC Photonics waveguide

In summary, the device efficiency ηdev achieved with this waveguide was
about 9 % (including all the filtering system), while the internal efficiency
ηint was about 40 %, measured via the depletion of the signal. By changing
the duration of the input pulses to the converter, we carried out a mea-
surement of µ1 which yielded a value of 0.05/µs. Hence, for the typical
length of the single photons emitted by our AFC-DLCZ quantum memory
(700 ns), the corresponding µ1 value was about 0.03. This result is still too
large to convert signals of about 0.016 photons per pulse with high SNR,
corresponding to the 1.6 % heralding efficiency of our DLCZ experiment
reported in chapter 3. For photon durations of 4 µs (corresponding to a fre-
quency bandwidth of 110 kHz, which may be accessible with trapped ions),
the µ1 was around 0.2. Even in the ideal case of unity memory read-out
efficiency, the achieved µ1 value would allow a maximum SNR of around
5 for 4 µs long photons. Therefore, the filtering and/or the conversion effi-
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ciency must be improved. As I will show from section 5.4.2 on, we improved
on both these parameters: this waveguide was outperformed by the newer
NTT waveguide, so we switched to it for continuing the experiment.

5.4.2 NTT waveguide

The second waveguide is the one described in section 5.3.2. It is currently
installed in the setup and was purchased in 2021. This waveguide outper-
formed the old HC Photonics one: we were able to observe internal conver-
sion efficiencies above 80 %, measured via depletion of the 606 nm signal.
The device efficiency, with the filtering stages introduced in section 5.3.2.1,
was of 27 %. The measured normalized conversion efficiency ηn from for-
mula 5.13 reported in section 5.2.3 was around (79.21 ± 0.04) % W−1 cm−2,
an improvement compared to the same efficiency measured for the old
waveguide in section 5.4.1.4. This is shown in figure 5.10. The employed
setup was basically the same one of figure 5.3, with the only replacement
of the waveguide.

5.4.2.1 SNR and µ1 vs input number of photons

As a first measurement, we repeated the measurement of section 5.4.1.2 with
the new waveguide. This allowed us to estimate µ1 for 180 ns-long Gaus-
sian pulses. In figure 5.11, I am reporting the outcome of our measurement.
This was performed by measuring the real µin with a SPAD detector (the
same used in chapter 4, PerkinElmer SPCM-AQR-16-FC), which was de-
tecting 1/59 of the signal (excluding detection efficiency, which was around
60 %), and dividing it by the SNR of the detected telecom photons. From
this measurement, we extrapolated a µ1 value of (1.1 ± 0.5) × 10−3, which
is almost 8 times lower than the measurement with the old waveguide re-
ported in section 5.4.1.2. The filtering stages were the same reported in
section 5.3.2.1.

We have not performed a measurement of µ1 versus pulse length; how-
ever, we can infer the likely outcome from this measurement. Indeed,
µ1 = (1.1 ± 0.5) × 10−3 for 180 ns-long pulses implies a value of µ1 per



Quantum frequency conversion 121

0.0 0.1 0.2 0.3 0.4
Pump power (W)

0

20

40

60

80
E

ffi
ci

en
cy

(%
)

ηdepl

ηext before etalon

ηext used for fit

Figure 5.10: ηdepl and two different ηext as a function of the coupled pump
power for some experimental points. The fit is performed on the first points
of ηext, for a better representation of the experimental data, and is pre-
dicting a normalized efficiency of (79.21 ± 0.04) % W−1 cm−2. ηdepl should
coincide with ηint. We observe saturation to high pump powers in the ex-
perimental sets of efficiencies; however, we do not observe back-conversion
and, as a consequence, a decrease in efficiency with high pump power.

pulse length of 6.1 × 10−3 µs−1. With this value, the SNR of conversion
for a 1 µs-long single photon would be almost 164. Accounting for our low
DLCZ heralding efficiency of 1.6 %, mentioned in section 5.1 and in chap-
ter 3, we can expect a SNR of 1.6 % × 164 = 2.6. This is already sufficient
to generate quantum correlations between a converted telecom photon and
a stored spin wave with our current experimental conditions. However, in
practice, we need higher SNRs for applications in quantum communications
and, to this aim, we will need an additional filtering stage, represented by
the filtering cavity of appendix section D.1.1.
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Figure 5.11: SNR as a function of the mean number of photons per pulse
µin. Pulses are 180 ns long and the window covers 2 FWHMs (360 ns).
From this curve, we inferred a µ1 value of (1.1 ± 0.5) × 10−3.

5.5 Discussion and outlook

To sum up the results presented throughout this chapter, we were able to
demonstrate the feasibility of an experiment of conversion of long weak co-
herent pulses mimicking the photons emitted by a AFC-DLCZ scheme.
In particular, this has proven to be feasible with the NTT waveguide,
where the current performances would already allow the observation of
non-classical correlations, and where a factor 10 of improvement with re-
spect to the current µ1 value of 6.1 × 10−3 µs−1 is expected to come from
the installation of a filter cavity, described in appendix section D.1.1. In
contrast, for the first waveguide, µ1 was too low to allow for any additional
filters to enhance the SNR.

This experiment demonstrates that interfacing a DLCZ experiment like
the one described in chapter 3 of this thesis with the telecom band is fea-
sible, thus providing a platform that can emit entangled pairs of photons,
consisting of a visible photon and a telecom-fiber-compatible photon. Upon
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up-conversion of this latter photon, interfacing a DLCZ experiment with
trapped ions (which have a narrow bandwidth of the order of 100 kHz that
is compatible with the linewidth of long DLCZ photons [101]) becomes fea-
sible with current state-of-the-art waveguides, even in the case of heralding
efficiencies as low as 1.6 %, like in our case. Certainly, a necessary step to
achieve large conversion rates lies in the improvement of the DLCZ read-
out efficiency, as mentioned in chapter 3 and in reference [100], and of
conversion SNRs.

In conclusion, we have shown that a quantum interface enabling quan-
tum correlations between a telecom photon and a a solid-state emissive
quantum memory is feasible. In addition, the results achieved show the
feasibility of interfacing solid-state quantum memories and single trapped
ions by way of a telecom photon.



124 Quantum frequency conversion



Chapter 6

Conclusions and outlook

This chapter contains a summary of the results presented in chapters 3, 4 and 5,
and a possible outlook for each of the experiments. The impedance-matched-
cavity experiment is partially related to the AFC-DLCZ experiment, which
is in turn strictly linked to the QFC experiment, so their outlooks will
overlap.

6.1 Main results of the thesis

The first result we accomplished was the implementation of a multimode
solid-state quantum memory working as a source of entangled photons,
based on the AFC-DLCZ protocol implemented in a Pr3+:Y2SiO5 crystal.
This system possesses the capability of storing the second photon of a pair
and releasing it on-demand. This result was published in Physical Review
Letters [53]. The main limitation of this experiment consisted in the limited
read-out efficiency, as low as 1.6 %, decreasing the countrate and limiting
the applicability in a real quantum network scenario.

The main part of the thesis was then devoted to the realization of
a cavity-enhanced high-efficiency quantum memory, by which we demon-
strated the highest efficiency achieved so far with the AFC protocol. The
storage efficiency for weak coherent single pulses was as high as 62 % (the
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previous record was 56 % [87]). Furthermore, our result was achieved for
storage at the single photon level. With the same setup, we accomplished
the most efficient storage of qubits in a solid-state quantum memory up-
to-date, with a 52 % storage efficiency. We analyzed the fidelity of our
quantum memory by measuring the output qubit state in different bases
by means of an AFC-based unbalanced Mach-Zehnder interferometer and
assessed a near-unity fidelity of our memory.

Finally, we proved the feasibility of a quantum frequency conversion
experiment involving µs-long weak coherent pulses mimicking the single
photons emitted in an AFC-DLCZ experiment. The achieved µ1 of con-
version was 6.1 × 10−3 µs−1 which, combined with the already mentioned
heralding efficiency of our AFC-DLCZ experiment of 1.6 %, would permit
us to convert 1 µs-long photons with a SNR of 2.6. This value could be
improved by using a narrower spectral filter, e.g. the filter cavity we built
(described in appendix D), which would presumably yield an order of mag-
nitude improvement. The results show the feasibility of converting photons
from our AFC-DLCZ source to telecom wavelengths, and open prospects for
interfacing our quantum memory with other quantum systems, e.g. single
trapped ions, via a telecom photon.

6.2 Outlook

The accomplishments of the impedance-matched cavity experiment repre-
sent the state of the art for AFC storage. For the first time, the forward
retrieval limit of 54 % of AFC is surpassed at the single photon level. The
next steps we will be pursuing will be spin-wave storage at the single photon
level, whose preliminary results were reported in section 4.2.5, and storage
of single photons, emitted by an ultra-narrow single photon source that we
are currently assembling, as anticipated in section 4.3.

The presented results permit us to envision possible improvements of
this experiment. First, cavity losses and the limited bandwidth arising from
slow light have to be addressed. As discussed in section 4.3, a relatively easy
way of reducing transmission losses would be installing a >99 % reflecting
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mirror. This comes at the price of reduced locking light, so we should use
a more sensitive photodetector to perform the stabilization task. As far
as intra-cavity losses are concerned, we could install our cavity inside the
vacuum chamber of our cryostat, to have fewer interfaces inside the cavity
path. At the same time, this solution would shorten the cavity, diminishing
its FSR and decreasing our sensitivity to slow-light effects. A regime of
lower losses also enables us to increase the targetable d̃, thus increasing the
maximum efficiency. A different method for reducing the slow-light effect
in our experiment would be reducing the overall OD by using a shorter
crystal: as it can be seen from equation 4.5, the change in cavity FSR,
and in turn in linewidth, depends on the time spent by the light inside the
crystal. This time contains a term αLcr, which is the crystal OD. If we use
the same parameters from section 4.2.4.1 but we assume Lcr = 2 mm, the
slow-light FSR increases to 13.9 MHz, which gives a linewidth of 2.1 MHz.
Not only would this change lead to less sensitivity to absorption changes,
but it would also diminish the comb background absorption. Nevertheless,
once we opt for a certain value of d̃, we aim at the highest AFC finesse we
can achieve with the available OD, and usually the procedure for addressing
high finesses reduces further the comb OD. Hence, we might find out that
the OD of a shorter crystal is not enough to guarantee the balance between
the right d̃ and a high FAFC.

Adopting all the aforementioned solutions would enable us to achieve
the highest efficiency with the current parameters. If we assume some op-
timal parameters for the current cavity, such as Rout = 99.9 %, FAFC = 10,
and 1 % double-pass losses, our achievable efficiency would reach 88 %. This
efficiency is very high, but we can aim at the > 90 % regime by decreasing
our d̃ and thus increasing the reflectivity of the first mirror. Indeed, by
using the same parameters, but targeting the optimal value of d̃ = 0.25,
the efficiency would grow up to 90.6 %. The resulting cavity would have a
higher finesse, since Rin = Rout exp(−2d̃) = 60.6 %, hence Fcav = 12.5. In
general, aiming at very low values of d̃ would result in high finesse cavities,
which would then be more affected by losses and stability issues.

Efficiency is not the only parameter we would like to improve. In our
group, we are currently working on spatially multiplexed solid-state quan-
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tum memories. We envision two different methods for spatial multiplexing
the impedance-matched cavity memory. The first one is usually performed
in cold atomic ensembles [44, 98], and consists in addressing different spatial
points of the crystal: we could prepare AFCs in different positions of the
same crystal, installing impedance-matched cavities around these points. A
different approach, proposed in reference [180], addresses the orthogonal-
ity of spin-waves that we can write-in in the ensemble: by an appropriate
choice of the control pulses of spin-wave storage, one could map several
modes sent to the cavity into a superposition of orthogonal spin-waves. At
a later time, a specific read-out for each of them, performed with the same
choice as the write-in, would lead to re-emission of the same stored modes.

Storage time is another figure of merit of paramount importance in
quantum memories. In principle, impedance-matched cavity quantum mem-
ories are compatible with the implementation of dynamical decoupling tech-
niques to extend the storage time.

The impedance-matched experiment could be interfaced with our AFC-
DLCZ experiment to enhance the read-out efficiency of the latter experi-
ment. As stated in sections 3.3.2 and 4.3, the theoretical approach followed
in reference [86] is time-reversible, meaning that both absorption efficiency
and read-out efficiency are boosted. As such, we would expect our cavity to
be extremely beneficial to a potential AFC-DLCZ scheme. The experiment
requires no major amendments of the current setup, but the write and read
beam should be counter-propagating (section 3.2.1.1).

As far as the AFC-DLCZ experiment is concerned, I have already high-
lighted the low 1.6 % retrieval efficiency. The main causes for this low
efficiency come from an imperfect AFC preparation, from the limited OD,
from the spin decoherence affecting the stored spin-wave and from the back-
ground noise in the heralding photon. On the one hand, increasing the OD
is equivalent to embedding the crystal in an impedance-matched cavity, as
I have just said, with the advantage of potentially overcoming the 54 % lim-
itation. On the other hand, this experiment was carried out with the older
606 nm laser described in appendix section B.1.1, which also had a wider
linewidth. Therefore, we are currently able to shape much better AFCs,
with higher finesse and less absorption background.
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Any improvements on the heralding efficiency of the AFC-DLCZ ex-
periment would have repercussions on the QFC experiment. In this latter
work, the main limitation is given by the low SNR with which photons
are converted to the telecom band. The SNR can be enhanced either by
increasing the signal or by decreasing the amount of noise falling within
the signal window. We will pursue both approaches, starting from the re-
duction of noise via the filter cavity we installed in our setup (described in
appendix D). With the help of this additional filtering stage, we are aiming
at improving the SNR by a factor 10. As far as the signal is concerned,
improvements in the heralding efficiency would be equivalent to an increase
in the mean photon number per pulse µin, thus yielding a better SNR, for
the same pulse length.

It must be remarked that our AFC-DLCZ experiment already enables
the distribution of entanglement over distances of a few kilometers, despite
the low heralding efficiency. Moreover, the SNR obtained in our QFC ex-
periment allows for preservation of quantum correlations between the her-
alded photon and the converted heralding photon of the entangled photon
pair, even with the current read-out efficiency of the AFC-DLCZ experi-
ment. Therefore, we can envision that, by combining the AFC-DLCZ with
the impedance-matched cavity experiment, we can boost the heralding ef-
ficiency of the experiment, thus enhancing the SNR of conversion of the
Anti-Stokes photon. The three experiments merged together could repre-
sent a highly efficient quantum node that can be interfaced with the telecom
band thanks to our conversion capabilities, thus satisfying two of the main
criteria listed in section 1.3. Furthermore, there is no intrinsic limitation
to the extension of memory storage time, neither from the AFC-DLCZ ex-
periment nor from the impedance-matched experiment, that is preventing
us from extending it to the tens of ms regime.

The synergy of the combined AFC-DLCZ, QFC and impedance-matched-
cavity experiments could concretely lead to an efficient AFC-based quantum
node to be employed in future quantum networks. Whether this would be
realistic or not depends mainly on the success of a cavity-assisted AFC-
DLCZ experiment, which has never been performed before but is definitely
within our reach in the next future.
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Appendix A

Theory of two-pulse photon
echoes

A.1 Optical echoes

Throughout this section, I will be dealing with optical echoes. This topic
has already been briefly illustrated in section 2.1.2.6, and here I will provide
a full theoretical treatment. Optical echoes, also called photon echoes, are
an example of how a physical system can spontaneously recover from a
decay. The first description was provided for nuclear spins by Hahn [67],
who described a method for magnetizing an ensemble of atoms with a first
pulse and reverse the magnetization decay through a second pulse. This
technique was applied a few years later to Cr3+ in ruby, leading to the first
observation of optical echoes [181, 182].

The treatment I will be presenting throughout this section is following
rigorously reference [183]. It is entirely based on basic quantum mechanics
and does not require any advanced knowledge of solid-state physics. A
semi-classical theory of light-matter interaction is assumed, where atoms
are quantum objects, while light is a classical electromagnetic wave.
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A.1.1 Two-level atom interacting with light

The first result I want to derive, following reference [183], is an expression
of the atomic states of a single atom after an optical pulse has been shone.
To do so, we consider an atom placed at a position r, with two possible
states: a ground state |g⟩ with zero energy and an excited state |e⟩ with
ℏω energy. Both states are eigenstates of the Hamiltonian Ĥ of the system.
The pulse is an electromagnetic wave of the form:

E(r, t) =


0 t < ti

E0 cos(ωLt− k · r) ti ≤ t ≤ ti + tp

0 t > ti + tp

(A.1)

where ωL is close to the angular frequency ω of the transition |g⟩–|e⟩, ti is
the starting time of the pulse and ti + tp the finishing time of the pulse. We
restrict ourselves to the case tp ≫ 2π

ωL
, which is a fair assumption since, as

we will see later, 2π
ωL

∼ 13 fs for our system, while tp ∼ µs.
This pulse, impinging on the atom, will cause the atomic state to be in

the superposition |ψ⟩:

|ψ⟩ = α(t) |g⟩ + β′(t) |e⟩ = α(t) |g⟩ + β(t)e−iωt |e⟩ (A.2)

where α(t) and β′(t) are the time-dependent amplitudes of the states under
the time evolution of the state in the Schrödinger picture: in this repre-
sentation, only quantum states depend on time. However, in equation A.2,
the free evolution factor e−iωt induced by Ĥ has been factorized, so that we
are left with terms whose temporal evolution can only be induced by the
pulse. This is equivalent to saying that the coefficients α(t) and β(t) are
now expressed in the interaction representation, that is, both observables
and operators carry time dependence.

In order to lead to electric dipole transitions, the parity of |g⟩ and |e⟩
must be opposite, therefore the diagonal matrix elements of the operator d̂
between the two states vanish and only non-diagonal term are left:

⟨g| d̂ |g⟩ = ⟨e| d̂ |e⟩ = 0 (A.3)
⟨g| d̂ |e⟩ = ⟨e| d̂ |g⟩ = d (A.4)
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As a consequence, another term adds up to the previous Hamiltonian
Ĥ:

Ĥ ′ = −E(r, t)d̂ (A.5)

Ignoring the spontaneous emission, the Schrödinger equation for this
system will read:

(Ĥ + Ĥ ′) |t⟩ = iℏ
d

dt
|t⟩ (A.6)

Putting together all the equations from A.2 to A.6, explicit expressions
for the eigenvalues α(t) and β(t) of equation A.2 can be deduced:

α̇(t) = iβ(t)E0d

2ℏ
(
ei[(ωL−ω)t−k·r] + e−i[(ωL+ω)t−k·r]

)
(A.7)

β̇(t) = iα(t)E0d

2ℏ
(
e−i[(ωL−ω)t−k·r] + ei[(ωL+ω)t−k·r]

)
(A.8)

The quantity E0d/ℏ is commonly known as Rabi frequency. It is a
quantity associated with the strength of the light-matter interaction: the
higher this frequency, the stronger the interaction. Generally, if the tran-
sition |g⟩ − |e⟩ is illuminated with resonant light that is strong enough to
drive population, Rabi cycles, i.e. oscillations of population between the
two levels, at the Rabi frequency will be observed.

In order to proceed with the integration of the two coupled differential
equations A.7-A.8, we need to simplify these expressions by employing the
rotating-wave approximation, i.e. neglecting terms where the sum ωL + ω
appears and retaining those of the kind ωL − ω (see reference [184] for an
explanation of this approximation), and assuming that the incident wave is
perfectly resonant, such that ωL = ω, then equations A.7 and A.8 become:

α̇(t) = iβ(t)E0d

2ℏ e−ik·r (A.9)

β̇(t) = iα(t)E0d

2ℏ eik·r (A.10)
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whose solutions are straightforward:

α(t) = A1 cos
(
E0d

2ℏ t

)
+A2 sin

(
E0d

2ℏ t

)
(A.11)

β(t) = B1 sin
(
E0d

2ℏ t

)
+B2 cos

(
E0d

2ℏ t

)
(A.12)

The boundary conditions permit to establish the values of {Ai, Bi}, i = 1, 2:
since we know the initial values α(ti) and β(ti) at the beginning of the pulse,
then these coefficients can be determined; defining the pulse area θ as E0tpd

ℏ ,
then the amplitudes after the effect of the pulse read:

α(ti + tp) = cos
(
θ

2

)
α(ti) + i sin

(
θ

2

)
e−ik·rβ(ti) (A.13)

β(ti + tp) = i sin
(
θ

2

)
eik·rα(ti) + cos

(
θ

2

)
β(ti) (A.14)

Figure A.1 provides an intuitive physical picture of the effect of a pulse
on the atomic amplitudes: the ground (excited) state amplitude α(ti) (β(ti))
is transferred to the excited (ground) level with a factor containing the
phase eik·r (e−ik·r) and the amplitude sin

(
θ
2
)

of the incident pulse, and this
transfer is indicated by a red (blue) arrow pointing upwards (downwards).

A.1.2 Free-induction decay

For the next step, we need to introduce the concept of polarization. The po-
larization in a macroscopic volume is defined as the electric dipole moment
over the considered volume. To proceed with this treatment, we need to
calculate the dipole moment induced on the atom by the impinging pulse,
and this calculation can be carried out by evaluating the expectation value
of the d̂ operator on the atomic state as in references [185, 186]. Using
equations A.3-A.4 and referring to the state A.2, we can write:

⟨ψ(t)| d̂ |ψ(t)⟩ = de−iωtβ(t)α∗(t) + c.c. (A.15)
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Figure A.1: Effect of an incoming pulse (shown under the level scheme)
of wavevector k and area θ, shone from a time ti until ti + tp, on two-
level atom amplitudes. The initial ground (excited) state amplitude α(ti)
(β(ti)), in red (blue), is conserved with a factor cos(θ/2) for the ground
(excited) level and transferred to the excited (ground) state with a fac-
tor sin(θ/2)eik·r (sin(θ/2)e−ik·r). The dashed arrow indicates the coupled
terms by equation A.15 to give the dipole moment A.16. This figure is
taken from reference [183].

In principle, considering a pulse A.1 shone at ti = t0, the values of
α(t0) and β(t0) to be plugged into equation A.15 could be inferred from
equations A.13-A.14. Nonetheless, these amplitudes are not the same for
all the atoms in an ensemble; therefore, in order to ensure that their value
can be generalized to the whole medium, we need to assume the following
conditions:

1. all the atoms in the ensemble get excited at the same time. This
is not a necessary assumption, since atoms excited later will re-emit
later, but it simplifies the calculations;

2. no absorption or dispersion is experienced by the pulse propagating in
the sample. Together with the first assumption, this makes it possible
for all the atoms to sense the same pulse described in equation A.1;
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3. the atoms are all resonant with the pulse A.1, i.e. the transition is not
inhomogeneously broadened (see section 2.1.2.3 for an explanation of
the inhomogeneous broadening);

4. the irreversible decay mechanisms like spontaneous emission are slow
compared to the excitation process.

Thanks to these hypotheses, equation A.15 finally admits a solution that
can be generalized to all the atoms. The coupled amplitudes that enter this
calculation are linked by a double dashed arrow in figure A.1. Assuming
that the atoms are all relaxed to the ground state at a time t0 = 0 (hence,
α(t0 = 0) = 1 and β(t0 = 0) = 1), the explicit form of the expectation
value A.15 for the atomic system becomes:

⟨ψ(tp)| d̂ |ψ(tp)⟩ = 1
2 ide

−iωtp sin(θ)eik·r + c.c. (A.16)

and the polarization of the ensemble, called N the number of atoms inter-
acting with the pulse, is N times this dipole moment.

The dephasing of atomic dipoles after the pulse, causing the decay of
polarization, is induced by the inhomogeneous broadening. Therefore, al-
though we disregarded it during the excitation period by introducing our
third hypothesis, we will need to consider its effect in this phase. As I
treated in chapter 2, in crystals doped with rare-earth ions, the inhomoge-
neous broadening is typically caused by strain applied by the crystal lattice
matrix to the ions. Nevertheless, the distribution function adopted by ref-
erence [183] is inspired to gases at room temperature, and we can adopt
it with no loss of generality for what concerns the explanation of optical
echoes. This function ρ(∆) can be written as:

ρ(∆) =
√
π

∆0
exp

(
− ∆2

∆2
0

)
(A.17)

where: ∆ is the frequency detuning due to the Doppler shift, leading to a
resonance frequency of the atoms of ω + ∆; ∆0 = ω

c

√
2kBT

M is a constant,
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Figure A.2: Full evolution of an atomic system, whose transition is inhomo-
geneously broadened with central resonance frequency of ω+∆, initially in
the ground state and perturbed by a narrow pulse. The coefficients are now
expressed in the interaction picture. This sketch represent the evolution fol-
lowing the situation depicted in figure A.1: the excited state amplitude is
evolving, while the ground state one is unperturbed. This figure is taken
from reference [183].

with frequency dimension, which takes into account the mass M of atoms
and the temperature T of the ensemble (kB is the Boltzmann constant).

This distribution allows us to calculate the next evolution of atoms.
Taken ω + ∆ as resonant frequency, then the energies of |g⟩ and |e⟩ are
respectively 0 and ℏ(ω+ ∆). The time evolution of every atom is described
by its Hamiltonian, which accounts for the interaction with the environment
as well. The phase evolution of the excited state is then described by the
factor e−i(ω+∆)(t−tp), while the ground state amplitude is not evolving.

Figure A.2 depicts this situation, illustrating the evolution of the state
amplitudes due to the inhomogeneous broadening. The left side of the pic-
ture represents what was shown by figure A.1, but this time we adopted
the interaction representation rather than the Schrödinger one because it
enables easy generalizations of the current states. Therefore, the factor
e−i(ω+∆)(t−tp) in the Schrödinger picture corresponds to e−i∆(t−tp) in the
interaction picture, analogously to equation A.2. It can be seen from fig-
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ure A.2 that the excited state is acquiring a phase advance of ∆(t − tp)
with respect to the ground state.

The representation of figure A.2 is so powerful that we can read the
amplitude expressions for α and β directly from the figure and infer the
dipole moment by plugging them into equation A.15:

⟨ψ(t)| d̂ |ψ(t)⟩ = 1
2 ide

−iωtp sin(θ)eik·re−i∆(t−tp) + c.c. (A.18)

It is apparent from this last equation that the dephasing induced by the
factor e−i∆(t−tp) scrambles the polarization of the ensemble, because ∆ is
inhomogeneously distributed according to ρ(∆). The overall polarization
can be calculated by integrating equation A.18 over all possible frequencies,
accounting for the number of atoms N .

P (r, t) = i

2Nde
−iωt sin(θ)eik·r

∫ ∞

−∞
ρ(∆)e−i∆(t−tp)d∆ + c.c. ∝ e−

∆2
0(t−tp)2

4

(A.19)
where the last result is what emerges from the evaluation of the integral.
The decay time of this factor is ∼ 2

∆0
≈ 1 ns. Therefore, the polarization

decay lasts on average less than a typical pulse length of some ns, and
this phenomenon is usually called free-induction decay. It is important to
remark than, in this simplified model, no decay of atomic dipole moments
is allowed, due to the assumptions made at the beginning of this section.
What is really decaying in this model are the phase coherences. Luckily,
by shining a second pulse at a later time, even later than the free-induction
decay, we can restore these coherences and lead to an echo emission, as it
will be shown in the next section.

A.1.3 Rephasing and echo emission

Finally, we shine a second pulse on the atomic ensemble, resonant with the
transition as well. To adapt the notation and account for the second pulse,
we will call k the wavevector of the two pulses, {tp1 , tp2} their respective
durations and {θ1, θ2} their respective pulse areas. The distance τ between
the two pulses is usually in the µs regime, so that any free induction decay
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Figure A.3: Evolution of the atomic ensemble after two pulses (shown at the
bottom) are shone on it. With respect to figures A.1 and A.2, we defined
Ci ≡ cos(θi/2) and Si ≡ sin(θi/2), i = 1, 2. The description and the salient
points of the picture are provided in the text. This figure is taken from
reference [183].

effect has disappeared. Just before the second pulse is shone, the ground
state is not evolving, while the excited state is acquiring a phase e−i∆τ with
respect to |g⟩ due to free evolution. This is clearly displayed in figure A.3.
The most remarkable effect of the second pulse is that it induces a term
on the excited level—coming from the ground state—that is not evolving
with time (red arrow pointing upwards in figure A.3); on the other hand, it
also transfers the free evolution term from the excited to the ground level
(blue arrow pointing downwards in figure A.3). The ultimate effect of the
second pulse is then creating a phase-advanced term on |g⟩: this is the
so-called phase-reversal effect of the pulse. It can be seen that, if we use
equation A.15 to calculate the dipole moment at a time τ after the second
pulse, the dependence of this quantity on ∆ vanishes, since both amplitudes
in both levels contain the term exp(−i∆τ), and this holds for all the atoms
in the sample: this implies that the polarization has rephased and thus we
have the emission of the so-called echo. To find out the echo amplitude, we
first proceed with computing this dipole moment at a time t > tp1 + tp2 +τ ,
after the second pulse has acted. To perform this calculation, it suffices to
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consider the terms linked by the dashed black arrow in figure A.3, as they
are the only ones leading to an echo emission. The electric dipole moment
will thus be:

⟨ψ(t)| d̂ |ψ(t)⟩ = ide−iωtS2e
ik·rC1e

−i∆(t−τ−tp1 −tp2 )

×(iS2e
−ik·riS1e

ik·re−i∆τ )∗ + c.c. =

−1
2 ide

−iωt sin(θ1) sin2
(
θ2
2

)
eik·re−i∆(t−2τ−tp1 −tp2 ) + c.c.

where we defined Ci ≡ cos(θi/2) and Si ≡ sin(θi/2), i = 1, 2. As antic-
ipated, at a relative time τ after the second pulse, corresponding to an
absolute time of t = tp1 + tp2 + 2τ , the dependence on ∆ of the dipole
moment disappears.

Then, we repeat the same procedure as in equation A.19 to find the
polarization of the medium:

Pecho(r, t) = − i

2Nde
−iωt sin(θ1) sin2

(
θ2
2

)
eik·re−∆2

0(t−2τ−tp1 −tp2 )2/4 + c.c.

(A.20)
This describes the time and the duration of the echo: it consists in a pulse
of duration ∼ 4∆−1

0 emitted at a time ∼ 2τ after the first pulse. More de-
tails about how this echo is changed when the inhomogeneous broadening
is considered can be found in references [183, 186]. Under the assumptions
that the medium does not re-absorb completely the echo, and that diffrac-
tion effects are negligible, the polarization described in equation A.20 gives
rise to a plane-wave echo with intensity:

I ∝ |P (r, te)|2 ∝ N2d2 sin2(θ1) sin4(θ2/2) (A.21)

The maximum of this intensity is reached when θ1 = π
2 and θ2 = π.

The two pulses can be at different angles, e.g. the second pulse can
have a slight angle ϕ with respect to the first one: in this case, the echo
intensity is reduced because of lack of phase-matching (see section 5.2.1.1),
but the echo is still emitted at an angle 2ϕ with respect to the first pulse.
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Finally, in the case of a more detailed description accounting for all the de-
cay processes we neglected (e.g. spontaneous emission, relaxation, collisions
in gas), equation A.20 must be adapted phenomenologically by including
some decreasing exponential factors.
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Appendix B

Experimental tools and
techniques

In this chapter, I will introduce some experimental devices and procedures
that are common to the following chapters. In particular, I will deal with
the lasers (section B.1) and the cryostats (section B.2) we employ in our
labs, and I will speak about how to experimentally prepare an atomic
frequency comb, whose theory has been introduced in section 2.2, in a
Pr3+:Y2SiO5 crystal (section B.3.1). Finally, I will present our use of the
two-pulse photon echo technique, treated in appendix section A.1, to esti-
mate the T2 (section 2.1.2.2) of our crystal.

B.1 Lasers

B.1.1 606 nm laser

To perform optical pumping inside the Pr3+:Y2SiO5 crystals and to probe
them, we use a Toptica tapered amplifier (TA) SHG Pro laser system. This
laser generates narrow light centered around the 605.977 nm (494.726 THz)

143
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wavelength1 via the second-harmonic generation (SHG) non-linear process,
which I will briefly mention also in section 5.2.1. A master diode laser emits
light at 1212 nm, which is amplified by a TA and then injected in a bow-tie
ring cavity. Inside the cavity, a non-linear crystal is present, which enables
the second harmonic generation process (section 5.2.1): two photons at
1212 nm are converted into a photon with half the original wavelength, in
this case 606 nm. The cavity forces the light to interact multiple times with
the crystal, thus boosting the conversion efficiency. With this procedure,
we have almost 1 W of visible power available for our purposes.

We used two different generations of this laser system: the older one was
employed for the DLCZ experiment in chapter 3, whereas a newer laser was
purchased in 2020 and it was used to perform the experiments in chapters 4
and 5.

Despite this laser system is reaching very narrow linewidths—what Top-
tica guarantees is under 500 kHz in principle—the produced light is not
narrow enough for our purposes. To this aim, we purchased an optical ul-
trastable Fabry-Pérot cavity from Stable Laser Systems, whose modes are
used to lock the frequency of the 1212 nm light by means of the Pound-
Drevel-Hall (PDH) method [187]. The free spectral range of this cavity is
1.5 GHz, which means that we are able to scan the wavelength of the 606 nm
laser in steps of 3 GHz. This cavity enables us to reach laser linewidths
around 3 kHz.

B.1.1.1 Modulation of light

Obtaining the spectral features I will speak about in section B.3.2 requires
a very precise modulation of the light, with a sub-MHz precision. To this
end, we employ acousto-optic modulators (AOMs), which are driven by
an arbitrary waveform generator (Signadyne/Keysight). The maximum
shift the AOMs can provide is 200 MHz. To be able to sweep the light
frequency without changing the path alignment, we employ a double-pass
configuration, in which the diffracted modes crosses the same AOM twice,

1This frequency corresponds to the central frequency of the inhomogeneously broad-
ened Pr3+:Y2SiO5 transition we want to address, as stated in section 2.1.2.1.
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Figure B.1: Example of a double-pass configuration AOM. From the bottom
left, a vertically-polarized beam is coupled via a PBS into the AOM path.
Here it gets focused and it gets diffracted (dashed orange beams) by the
AOM (the angle of diffraction is emphasized in the picture). Each diffracted
beam has a frequency shift ∆ν that is voltage-depending. So, the shifts
will be 0, ±∆ν (±1 in the figure), ±2∆ν (±2 in the figure), and so on.
Usually, we are interested in the +1 shift, therefore we discard all the other
diffraction orders using a pinhole (not shown in the picture). The +1 order
is collimated and its polarization is rotated in double-pass by a QWP set
at 22.5◦, so to get a horizontally-polarized beam. The +1 order is bounced
back to the AOM, where it gets diffracted again (dashed blue beams), and
its +1 order is counterpropagating with respect to the original input beam
(solid blue beam), and it is thus transmitted by the PBS (top left). The
total effect is having a 2∆ν-frequency-shifted output beam from the AOM
path.

thus experiencing twice the frequency shift but maintaining the same path
in any case [188]. An illustration of this technique is provided by figure B.1.

B.1.2 994 nm laser

As a pump laser for the quantum frequency experiment reported in chap-
ter 5, we used a Toptica TA-pro highly tunable laser. The laser is composed
of two main stages: a tunable master diode laser and a tapered ampli-
fier (TA). The diode laser can output laser beams ranging from 934 nm to
995 nm. The emitted power changes with the wavelength, with a peak of
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emission at 987 nm. At the limit wavelength of 994 nm we are interested in,
the emission power is low. The tapered amplifier can enhance the amount
of emitted power, and at 994 nm we can expect a maximum power around
30 mW output from the TA. The main parameters dictating the emission
wavelength of the TA-pro are the current supplied to the diode and its
temperature. In addition to that, we can change the position of the grating
in front of it for a coarser tuning, or the position of the piezo of the laser
cavity for a finer tuning.

This power is too small for our conversion experiment, for which powers
of the order of 102 mW need to be coupled inside the waveguide. For this
reason, cascaded to the TA-pro, we installed a further Toptica BoosTA pro
tampered amplifier. This tapered amplifier outputs around 1.6 W.

The output mode from tapered amplifiers is usually elliptical in shape.
In order to make it Gaussian, cylindrical lenses are used. Usually, the shape
of the output beams is never perfectly Gaussian, so their coupling to single
mode fibers (SM-fibers) is never optimal. To couple into the BoosTA pro
a beam that is as Gaussian as possible, we couple the output of the TA
pro in a PM-fiber and then we out-couple it before the second tapered
amplifier. This is shown in figure B.2. This ensures that the input beam
to the tampered amplifier is Gaussian.

Since the output beam is too big to be coupled inside a fiber, we further
use a telescope to diminish the beam size and we couple it to a PM-fiber
bringing the beam all the way to the quantum frequency conversion setup,
shown in figure 5.3.

B.2 Cryostat

We need to cool our Pr3+:Y2SiO5 crystals to cryogenic temperatures in
order to benefit from their coherence properties described in chapter 2.
Our cryostat is a closed-cycle helium cryostat from Montana Instruments.
It manages to cool our crystals down to a temperature around to 3 K, with
a stability of 10 mK. It possesses 5 optical windows, 4 side ones and a top
one, all with 30 mm diameter round apertures.
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Figure B.2: Box enclosing the TA pro laser and the BoosTA pro tapered
amplifier. The first PM-fiber above the TA pro serves the purpose of bring-
ing its output to the external tapered amplifier, while the other one brings
the output of the BoosTA pro to the quantum frequency conversion exper-
iment setup.

Two cooling stages are meant to refrigerate the platform where our crys-
tals are located. Stage 1 is the warmer one, and it gets down to 40 K. It
is thermally linked to a radiation shield which prevents external radiation
from leaking inside. A thermometer is connected to this element and en-
ables us to read its temperature.
Stage 2 is the colder one. It is connected to the so-called cold finger, inside
which the helium expands when pumped inside by the compressor. This
stage temperature is around 2.7 K, and we can read it thanks to the ther-
mometer attached to it.
The platform, where the crystals are attached, is thermally linked to this
last stage. This stage also has its own thermometer. Our Montana cryostat
offers the possibility of installing an additional user thermometer.

A typical cooldown procedure from environmental temperature pro-
ceeds as follows:

• Vacuum is generated inside the vacuum chamber by means of an in-
built pump. Air is removed until the internal pressure reaches 2 Torr.



148 Experimental tools and techniques

This step might fail if the vacuum chamber is not properly sealed;

• The compressor starts pumping helium. Stage 2 temperature drops
faster than the platform temperature to trap potential impurities that
might be left inside the vacuum chamber, so that the platform is in
principle preserved from condensation effects on it. Stage 1 follows
immediately after it;

• the cooldown typically achieves TStage 2=2.7 K, TStage 1=27 K and
TPlatform=3.4 K.

The compressor—by compressing and expanding the helium—causes vi-
brations which are detrimental for our experiments. A careful study of the
vibrations induced by the compressor is presented in the next section.To
avoid these noise-related issues, we synchronize our experimental sequence
with the cryostat cycle: the cryostat has a BNC port from which a TTL
is output, which is produced by a built-in Hall probe sensor that is accom-
modated on top of the cold head. Therefore, since the cryostat cycle has
an 1 s period, we have to repeat the whole AFC preparation every second.

Throughout my PhD, we used two distinct cryostats of the same model.
The first one was used for the DLCZ experiment of chapter 3, but was then
devoted to a different experiment. Hence, we bought a second-hand one
from another ICFO group to perform the cavity experiment of chapter 4.

B.2.1 Cryostat noise

As I have just mentioned, the cryostat has a 1 s cycle. However, our duty
cycle is limited to a small portion of this cycle, because at some specific
times vibrations hit the crystal, causing strain-induced random frequency
shifts of the transitions that broaden the absorption peaks. One way of
tackling this issue is having the crystals sitting on spring mounts, as the
one I will present in the next section. However, it is usually convenient to
prepare the comb and perform measurements during some specific times
when vibrations are low. Figure B.3 displays the described cycle. This
measurement is referred to the newer cryostat. The noise is quantified
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Figure B.3: Ratio between the AFC echo and the transmission through the
transparency window, in single-pass, as a function of the delay between the
beginning of the cryostat cycle and the start of the sequence. The regions
with the most intense noise are the ones with higher standard deviation,
200 ms-300 ms and 700 ms-800 ms intervals. The AFC storage time is 10 µs.

estimating the ratio between the AFC echo and the transmission through
the transparency window when no AFC is prepared inside the crystal2. The
noisy regions appear as an increased standard deviation of this ratio, since
the vibrations are making the echo change dramatically in size, and they are
limited approximately to the 200 ms-300 ms region and to the 700 ms-800 ms
region. All the timings are referred to the starting point of the cryostat
TTL, which we define as the starting point of our cycle. A behavior of the
AFC efficiency in multi-pass configuration, i.e. with a cavity around the
crystal, will be shown in appendix section C.1.4.

2This ratio differs from the AFC efficiency estimation, since the efficiency is esti-
mated by calculating the ratio between the echo area and the input area when the input
polarization is set to non-interacting and a pit is prepared in the memory.
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B.2.2 Crystals and mounts

I have spoken about the optical properties of the Pr3+:Y2SiO5 crystals we
use in chapter 2. In the experiments described in chapters 3 and 4, we
used two Pr3+:Y2SiO5 crystals, a memory crystal (MC) and an interfero-
metric filter crystal (IFC). Both crystals have sizes 6 mm (width)× 4 mm
(height)× 3 mm (depth). Their doping concentration is around 0.05 % of
praseodymium ions (as mentioned in sections 2.1 and 2.1.2.1). In order to
assess the thermalization of these crystals, we always check their coherence
time, with the procedure described in section B.3.1. The thermalization
mainly depends on the cooling power of our cryostat, on the shielding from
black-body radiation and on the thermal contact between the copper mount
we use and the crystals. To glue the crystals to the mount, we use a spe-
cial varnish (GE Low Temperature Varnish by Oxford Instruments), and
we ensure that the crystals are adhering well to the copper by applying
a slight pressure. In general, to avoid any stress-induced shift of their in-
homogeneous line, we never have the crystals undergo constant pressure
during the varnish drying period. Nevertheless, it was also tried to tie the
crystal to the mount with aluminum foil to improve its thermal link to the
copper mount, as I will mention in appendix section C.1.1, and no evidence
of inhomogeneous shift was found: the measurement of the inhomogeneous
line reported in figure C.1 was meant to verify precisely that.

We have two different kinds of copper mounts: a stiff copper mount
and a spring copper mount. The first one was used in DLCZ experiment
of chapter 3 and in most part of the experiment of chapter 4 except sec-
tions 4.2.1 and 4.2.5. The spring mount can dampen vibrations very effec-
tively, as the spring are meant to decouple, vibration-wise, the upper part
where the crystals sit from the bottom part which is sensing the noise in-
duced by the cryostat compressor. However, one of the drawbacks is that it
generally termalizes worse than the monolithic mount, and for this reason
copper foils are installed on the two sides of the upper part to link it to the
lower part. The monolithic mount is shown in the first picture (from left)
of picture B.4, while the spring mount is displayed in the second picture.
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Figure B.4: Monolithic mount (on the left) and spring mount (on the right).
The memory crystal is the one accommodated on the suspended arm, while
the filter crystal is the lower one, orthogonally addressed with respect to the
memory one. The crystals are pasted with varnish to the mount (orange
substance below the crystals). Both kinds of mounts are fixed to a lower
cylinder, connected in turn to the cryostat platform. The upper part of
the spring mount has copper foils bridging it with the lower part in order
to ensure a good thermal link. The springs are 1 cm long, and have a
elastic constant of 0.125 N m−1 for a diameter of 0.3 mm (0.059 N m−1 for
a diameter of 0.25 mm).

B.3 Experimental techniques
In this section, I will report about some experimental procedures we nor-
mally employ in our lab and that are useful to know to better understand
our experimental work.

B.3.1 Two-pulse photon echo measurement

In section 2.1.2.6 and appendix A, I have introduced the theory behind
two-pulse photon echo (TPE) technique. The reverse of the dephasing in-
duced by the two pulses that was described applies only for the dephasing
caused by the inhomogeneous broadening. As mentioned at the end of ap-
pendix section A.1.3 and in reference [109], many other factors play a role
in the decay of atoms, and act randomly in time. Therefore, if we start
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increase the delay between the pulses, the likelihood that decays or losses
of coherence happen during the induced dephasing time (between tp1 and
tp1 + τ , to use the same notation as appendix section A.1.3) or during the
rephasing time (between tp1 + tp2 + τ and tp1 + tp2 + 2τ) increases, and the
intensity of the final echo will decrease. Thus, we use this phenomenon to
measure the optical coherence time T2 of our ensemble by distancing the
two pulses more and more in time, to extract the echo intensity at different
times. This measurement is extremely sensitive to the number of excited
ions. This amount of ions depends on the Rabi frequency defined in ap-
pendix section A.1.1, which in turn depends on the power of the exciting
beam, on its waist and on the number of available ions in the ground state.
When too many ions get excited, they experience instantaneous spectral
diffusion (defined in section 2.1.2.2), which limits the achievable coherence
time. Given all these parameters, our measurement of the coherence time is
therefore rather a lower limit to the coherence time and serves to verify the
thermalization in comparison to other cool-downs and other experimental
conditions. Referring to the setup depicted in figure 4.3, we always per-
form the TPE measurement with the cavity beam, set at about 1 mW (as
measured in front of the vacuum chamber of our cryostat) and with a waist
inside the cavity of 75 µm (appendix section C.1.2). The measurement is
performed in a single-pass fashion by re-routing the light to a detector with
a flip mirror before the second cavity mirror. Unlike what I described in
appendix section A.1.3, when we implement this protocol experimentally,
we use two Gaussian pulses with the same area and same duration (860 ns).
We first prepare a controlled absorption feature with a given OD, which we
probe with the two pulses.

The result of a measurement of the coherence time of the memory crystal
from the experiment in chapter 4 is depicted in figure B.5. As mentioned,
the echo is clearly decaying in the scanned interval (ranging from 12 µs to
50 µs). The T2 values we usually obtain fall in the range 30 µs-80 µs, and
are strongly affected by the vibrations of our cryostat and by the quality of
thermal links between its platform and the samples. In particular, this test
can be used for an assessment of the thermalization of our crystal. For the
reported measurement, the sample was not sitting on a spring-dampened
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Figure B.5: Example of a T2 measurement by employing the TPE tech-
nique. Two strong pulses, with pulse areas π/2 and π, are shone on the
ensemble. Their separation τ increases in 20 steps, from 12 µs to 50 µs. For
each step, 10 echo traces are recorded. The plots shows two fits, both with
the decreasing exponential law A exp(−t/B), where t is time and A and B
are respectively the initial amplitude and the wanted T2, performed on the
means of the values and on the maxima of the values. Unless differently
stated, I always quote the value of T2 extracted from the fit to the maxima.
The sequence was synchronized to the cryostat cycle.

mount, thus being affected by vibrations coupling through the stiff copper
mount attached to the platform of our cryostat. If we dampen vibrations
and if the sample is at the correct temperature, we can achieve values
around 80 µs. Much higher values were obtained in our group with low ex-
citation intensities (using low powers and large beam waists), up to 116 µs,
compatible with what has been measured in the literature previously [116].



154 Experimental tools and techniques

B.3.2 AFC preparation

The AFC has been described theoretically in section 2.2, and now I will
describe its experimental preparation. The steps of this technique will be
illustrated with figures that we obtained by an optical-pumping simulator
programmed by a former member of our group, Dr. Bernardo Casabone.

As shown in section 2.1.2.4, nine frequency classes of ions arise from the
crystal matrix strain experienced by the ions. The initial situation of these
classes in terms of population and transition intensities is summarized in
figure B.6, where we have not performed any optical pumping yet, while
the uppermost plot of figure B.11 shows the initial OD spectrum.
To create an atomic frequency comb on the ±1/2g −→ ±3/2e means that
we need to be able to address univocally this specific transition of one class
of ions. To this aim, we perform optical pumping to progressively shift all
the addressable classes, except one desired class, outside of the spectrum
of interest. This procedure is called class cleaning.

The comb creation procedure is usually divided into four steps:
1. the creation of a transparency window that we call pit;

2. the controlled repopulation of this transparency window with an ab-
sorption feature;

3. the creation of a comb on top of this absorption feature: this step is
different depending on whether we are using the hole-burning tech-
nique or the coherent method to shape the AFC. We will see the
difference between these two procedures in the comb paragraph.

4. the cleaning of the 3/2g level following the creation of the comb in
order to have a single-class comb and provide an empty level for spin-
wave storage. The previous step and this last step are performed
alternatingly and iteratively.

These steps are preceded by a cleaning affecting all the levels of interest,
when we wipe out any remains of the spectral structures prepared previ-
ously. We do so by shining a pulse centered at the pit frequency, chirped
by 120 MHz around it, at maximum power, 20 mW.
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Figure B.6: Level occupations as a function of frequency for the nine classes
of ions shown in figure 2.6 when no optical pumping has been performed, i.e.
with the pristine inhomogeneously broadened line. I followed the same con-
vention used in section 2.1.2.4, where the transitions starting from ±1/2g
are red, from ±3/2g are blue, from ±5/2g are green. The left side of
the plot shows the nine classes of ions (nine rows), with the transitions
±1/2g −→ ±1/2g,±3/2g,±5/2g (first three red rectangles of each row),
±3/2g −→ ±1/2g,±3/2g,±5/2g (second three blue rectangles of each row)
and ±5/2g −→ ±1/2g,±3/2g,±5/2g (third three green rectangles of each
row). Their height indicates the strength of the transition, while their fill-
ing indicates the amount of population left in the starting level. Their
separation in MHz is shown on the x axis. The overall occupation of the
three ground levels is summed up on the right side, where the height of
rectangles is proportional to the population of each level. As this plot is
representing the initial situation, there is total balance between all level
populations.
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B.3.2.1 Pit preparation

The first step consists in creating a transparency window where the optical
depth is close to zero. To perform the optical pumping required for the
creation of this feature, a strong chirped laser pulse is sent resonantly with
the six transitions involving ±1/2g and ±3/2g of figure 2.4. This pulse
is applied repeatedly so to empty completely those two ground levels. At
the end of this burning procedure, a 16 MHz broad window is created. The
width of the broadest pit that can be created is given by the difference of the
sum of separations of ground levels and the sum of separations of excited
states; in Pr3+:Y2SiO5 , this is equivalent to 18.1 MHz [110]. Performing
this procedure implies that only four classes of ions are left to interact with.
Figure B.7 shows the result of the pit preparation on the occupation level
of the nine classes of ions. The effect on the OD of the ensemble can be
seen in the second plot from above of figure B.11.

The creation of a spectral hole of 16 MHz changes the absorption in the
medium within the transparency region and hence the group velocity of
light, as I treated in section 4.2.4.

B.3.2.2 Broad spectral feature preparation

The pit preparation depletes ±1/2g and ±3/2g levels and, as a consequence,
fills ±5/2g, as discussed in section 2.1.2.5. The so-called burn-back pulse
addresses the ±5/2g −→ ±5/2e transition, which has the strongest dipole
moment among the 9 transitions (see table 2.1), to transfer some population
back to the ±1/2g and ±3/2g levels. Differently from the pit preparation,
the chirp and amplitude of this pulse are carefully tuned such that the re-
filling of these levels happens in a controlled way: the absorption structures
formed on these ground levels have a custom width and OD. Depending
on the technique we use to burn the comb, this absorption feature has
different characteristics. There are two different techniques to accomplish
this result, as we will see in the next section: the hole-burning technique
[51, 189] and the coherent technique [51]. In the experiments reported in
this thesis, both have been employed, in different cases: the hole-burning
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Figure B.7: Evolution of the level occupations of figure B.6 after a pit has
been created on the ±1/2g and ±3/2g levels. As it is apparent from the
figure, within the 16 MHz of the pit, we are now interacting only with the
first 4 classes.

procedure has been used with combs whose storage time was lower than
4 µs; the coherent technique, instead, has been shown to be more effective
when dealing with combs whose storage time exceeds 4 µs, like the ones
we prepared for the different storage times of section 4.2.3. For employing
the hole-burning technique, we repopulate this transition in a comb-like
manner, with a coarse spectral feature that already resembles an AFC;
for the coherent technique, we opt for preparing a single square spectral
feature to target with the pulses we create the comb with. For the comb-
like pedestal, we address the reservoir transition ±5/2g −→ ±5/2e with 5
adiabatic secant pulses [190], each with 40 µs duration and repeated 100
times, for a total preparation time of 20 ms.

Addressing the ±5/2g level eliminates another class, leaving three classes
with which the interaction is possible. In figure B.8, the effect on the pop-
ulation of the transitions is shown, and the third plot of figure B.8 shows
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Figure B.8: Evolution of the level occupations after an absorption fea-
ture has been burnt back onto the transparency window by addressing the
±5/2g −→ ±5/2e transition. The number of addressed classes reduces to 3.

the burnt-back features. In both the illustrated cases, the monolithic ab-
sorption feature has been simulated, i.e. the single square one.

B.3.2.3 Comb preparation

The last step consist in creating a comb on ±1/2g −→ ±3/2e starting from
the absorption feature. Independently of which of the two methods of comb
creation is used, the resulting AFC must be a single-class feature. This is
achieved by eliminating the two left classes from the transparency window
spectrum. This elimination is carried out by cleaning the ±3/2g −→ ±3/2e
transition. This cleaning step is iterated together with the comb-burning
technique so to get a comb on the ±1/2g −→ ±3/2e and to leave as little
population as possible on the 3/2g level. The cleaning effect on the level
occupation is shown in figure B.9, whereas its effect on the OD is shown in
the fourth plot of figure B.11.
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Figure B.9: Evolution of the level occupations after the ±3/2g level has
been cleaned thoroughly. The number of addressed classes reduces to 1.

Hole-burning technique The hole-burning technique [51, 189] consists
in tailoring the comb by shining several pulses resonant with the ±1/2g −→
±3/2e transition in order to create holes inside the burned-back absorption
feature. As already mentioned, to facilitate this operation, we are repop-
ulating the transparency window in a controlled way with a “comb”-like
structure.

Following this controlled optical repopulation, we shine 6 adiabatic
pulses whose spectral distance between each other is ∆ and whose spectral
extension is approximately ∆ − γ. This extension is achieved by chirping
the pulses. The preparation time for this comb is equivalent to the prod-
uct between the number of series of pulses that we send, the number of
pulses we shine and the duration of a single pulse. Typical figures for 2 µs,
which is one of the storage times that we addressed in the experiment of
chapter 4, are 225 series of 6 pulses with 120 µs, yielding a 162 ms prepa-
ration time. Note that the minimum duration for each single pulse is set
by the peak separation: in the 2 µs case, the separation between the peaks
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is 500 kHz and the peak width γ is 77 kHz (assuming FAFC = 6.5, which is
a reasonable experimental value as mentioned in section 4.1.2.1), and this
sets a minimal preparation time τprep for each peak of 13 µs; to avoid being
in this regime, we should always aim at γ ≫ 1

τprep
, which is our situation.

Since this is a serial method, the preparation time can also be defined as:

1
τ

= N

Tprep
= B

Tprep ∆ (B.1)

where, following the conventions of reference [51], I have called B the to-
tal bandwidth of the AFC (usually 4 MHz) and N the number of AFC
peaks. Therefore, for a given preparation time Tprep and a given comb, the
Fourier limitation of a preparation pulse is bound to be the one fixed by
equation B.1.

This technique has been applied in shaping the 1.5 µs and 2 µs combs. In
our group, this technique has been experimentally shown not to be optimal
for making combs with storage times longer than 4 µs. For this reason, we
resorted to the coherent technique for shaping all the longer storage time
combs.

I chose to picture the hole-burning procedure rather than the coherent
one, which would be less easy to implement with our simulator. Figure B.10
shows the effect of 7 hole-burning pulses shone on the absorption feature
created earlier. As anticipated, some of the classes eliminated with the
previous procedures go back to being available again, therefore the cleaning
procedure must be alternated to the comb preparation until a comb is
formed on the ±1/2g from the first class and at the same time the ±3/2g
is depleted on the same class. This repopulation of this latter level is also
apparent from the last plot of figure B.11, where an absorption feature has
re-grown where the cleaning pulse was shone.

Coherent technique The coherent technique [51] employs only one wave-
form, unlike the hole-burning procedure, shaped like the FFT of the desired
“negative AFC”, i.e., the part to be removed from the single absorption fea-
ture to get the desired AFC. This pulse contains all the Fourier components
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Figure B.10: Evolution of the level occupations after a comb has been
shaped onto the ±1/2g level absorption feature by shining 7 pulses on it
(hole-burning technique). The number of addressed classes increases, so
we have to loop the cleaning procedure of figure B.9 repeatedly with the
comb-creation procedure until we obtain a single-class comb.

of this structure and has the advantage of reaching the Fourier limit defined
in equation B.1 with a single preparation round: 1

τ = 1
Tprep

. In this case,
as the frequency periodicity of the AFC is embedded in the preparation
pulse and does not depend on the features of the pre-existing absorption
structure on the ±1/2g −→ ±3/2e transition, we simply create a square
absorption feature with no periodicity.

This different scaling as a function of ∆ and B makes this method
insensitive to the echo storage time, while the hole-burning method gets
slower and slower as the peak width shrinks, according to equation B.1.
Therefore, this technique is the most suitable to prepare combs from 8 µs up
to 50 µs storage time, which are the typical storage times of the experiment
of section 4.2.3.
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Figure B.11: Simulated inhomogeneous spectrum in a 48 MHz window in
the case of: starting situation, when no optical pumping is performed (first
plot); transparency window of 16 MHz, created by shining the blue semi-
transparent pulse shown (second plot); absorption feature burnt-back inside
the pit, where the burning back pulse is shown as well addressing a side
transition (third plot); a cleaned spectrum (fourth plot); comb, where only
the last of seven shone tooth-shaping pulses is shown (fifth plot). It is
evident that, if we want to have a single-class comb, we need to repeat the
cleaning procedure iteratively with the comb creation until the ±3/2g −→
±3/2e transition is cleaned (i.e. the absorption feature at the cleaning
frequency in the last plot). This simulation has been performed by taking
into consideration 5 × 104 ions distributed over 200 MHz of spectrum and
by assuming a laser linewidth of 10 kHz.



Appendix C

Further details for Chapter 4

C.1 Details of the setup
In this section, I will provide additional details about the setup for the
experiment reported in chapter 4.

C.1.1 Crystals

For our experiments, we used two Pr3+:Y2SiO5 crystals, a memory crystal
(MC) and an interferometric filter crystal (IFC), described in appendix sec-
tion B.2.2. The sizes of the two crystals are the same, 6 mm (width)× 4 mm
(height)× 3 mm (depth), and they are accommodated on the same copper
mount. In a first phase of the experiment (section 4.2.1), we employed the
spring mount described in appendix section B.2.2. For the experiments
in sections 4.2.2, 4.2.3 and 4.2.4.2, we switched to the monolithic mount
(described in the same section as before), because there seemed to be a
lack of crystal thermalization. At some point, we tied the memory crys-
tal to its mount with some aluminum tape, to ensure even better thermal
conduction, and we were afraid this strain could shift the center of the
inhomogeneously broadened line. Thus, we proceeded to perform an in-
homogeneous broadening measurement, reported in figure C.1, where we
observed no spectral shift.
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Figure C.1: Measurement of the inhomogeneously broadened line of the
memory crystal. The green points are the experimental measurements,
while the magenta dotted line is a Gaussian fit to those points. The fit
predicts a FWHM of the broadened transition of 11.77 GHz.

C.1.2 Laser beams

The laser we employed was the Toptica tapered amplifier (TA) SHG Pro
laser described in appendix section B.1.1. In the same section, I described
how we can use AOMs to create different beams at different frequencies.
As mentioned in section 4.2, we have five different beams that are used to
address the ions, coming from four different AOM channels. I will provide
a description for each one of them. Note that all the AOMs we are using
employ the double-pass configuration described in appendix section B.1.1.1,
so all the frequency shifts I will quote must be multiplied by 2 to obtain
the real shift of the beams. The AOM scheme is pictured in figure C.2.

Memory preparation beam The memory preparation beam is used
to optically pump the memory crystal to create the desired features (see
appendix section B.3.2). Its AOM is aligned to operate around 160.65 MHz,
i.e., the first diffracted mode is shifted from the central frequency by this
amount (in single pass). In the setup in figure 4.3, this beam is represented
by the red dashed line, and 20 mW are typically out-coupled after the fiber;
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Figure C.2: Sketch of the AOM scheme we employed in our experiment. A
strong 606 nm laser is injected from the bottom right coupler into 4 different
AOM channels, all of them working in a double-pass configuration. The
preparation channel is used also to produce control pulses for spin-wave
storage: in that case, its polarization is changed with a Pockels cell to
couple them into a different coupler. All the paths are aligned on the +1
diffracted mode of AOMs, except the locking beam path, which is coupled
to the -1 mode.

in the spin-wave storage experiment reported in section 4.2.5, this value was
increased up to 46 mW, because the same AOM channel was used to produce
spin-wave control pulses with approximately the same power; however, it
was still employed at around 20 mW for tailoring spectral structures. The
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coupler focus is set in such a way to have a beam waist at the center of the
memory crystal of 300 µm. This beam waist ensures the overlap between
the spatial region prepared by the preparation beam and the cavity beam,
in order for this last beam to always interact with a prepared spectral
structure. Its polarization is first cleaned by means of a PBS—although
this light travels through a polarization-maintaining (PM) fiber—and then
is set parallel to the D2 axis of the crystal by means of a half-wave plate
(HWP). As we have seen in section 2.1.2.1, this polarization is the one
interacting the most with the Pr3+ ions; therefore, from now on, I will refer
to this polarization as the interacting one. In this specific case, it coincides
with the vertical polarization.

Control pulse beam The same AOM used for the memory preparation
beam is employed to generate control pulses for the spin-wave storage ex-
periment reported in section 4.2.5. In this case, the polarization of light is
turned back to vertical thanks to a Pockels cell, clearly visible in figure C.2,
and coupled to a different coupler. This beam has a typical power of 50 mW
and a waist of 150 µm at the memory crystal.

Cavity beam The cavity beam is employed for sending pulses to the
memory and to probe the spectral features we prepare. In the second case,
we usually block the cavity by lifting the flip mirror just before the second
cavity mirror and steer the beam onto the preparation/transmission detec-
tor, in order to be able to observe the prepared spectral features inside the
crystal in single-pass. This is accomplished by sending a 4 ms-long square
chirped pulse and detecting its transmission through the crystal. Its AOM
frequency is 160.65 MHz, as the preparation one, and it is controlled by the
same waveform generator. The power we route into this path is usually
around 160 µW after the PBS. For a photon echo measurement (appendix
sections A.1 and B.3.1), we increase the power to 1 mW, measured before
the vacuum chamber. For most of our applications, we set this beam to the
interacting polarization by tuning the half-wave plate before the BS. The
beam waist of this beam is 570 µm before the mode-matching lens, and it
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is bound to be 75 µm inside the cavity, which is the intrinsic waist of the
cavity (see section C.1.3).

This same beam is used to probe the filter crystal, in reflection. When
this procedure is carried out, we usually block the cavity after the first
mirror, such to observe the 40 % reflection from the first mirror, and we
couple the reflection output of the BS into the single-mode fiber going to the
filter crystal. After the fiber, its polarization is restored to the interacting
one, and, after interacting with the filter, it is recoupled into a SM fiber,
to be detected with a APD (in the case of classical pulses) or a SPAD (in
the case of weak coherent states).

Locking beam This beam is the only one whose AOM is controlled by
a voltage-controlled oscillator (VCO), the only beam set to the diffracted
mode minus one, as clearly highlighted in figure C.2—this means that its
central frequency is −160.65 MHz, so −642.60 MHz shifted (real shift) with
respect to the other memory crystal beams—and the only one usually set
to the non-interacting polarization, i.e., parallel to the D1 axis defined
in section 2.1.2.1. Since we use this beam to stabilize the cavity, as I
will describe in section C.1.5.2, we want this beam to interact as little
as possible with the memory crystal, otherwise any changes affecting the
crystal (e.g. vibrations) could have repercussions on the cavity stability.
As such, its spatial features such as its beam waist and its position are
the same as the cavity beam. Its transmission is monitored in transmission
from the cavity by means of the transmission photodetector PDB450A from
Thorlabs. The power of this beam does not have to be precise, since we
only need to detect some light in transmission. However, we usually set it
in the interval 13 µW–20 µW, as measured after the PBS. The VCO drives
it with a frequency of 160.5 MHz, and it only switches the beam on and
off, because we do not need to modulate it. This beam is employed in the
cavity stabilization procedure explained in section C.1.5.2.

Filter preparation beam Similarly to the memory preparation beam,
this beam is employed to tailor the inhomogeneously broadened line of
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Beam AOM Freq. Waist Driver Power
Memory preparation 160.65 MHz 300 µm SD-PXE-AOU-H0002 20 mW
Cavity 160.65 MHz 75 µm SD-PXE-AOU-H0002 160 µW
Locking −160.5 MHz 75 µm VCO 13 µW
Filter preparation 160.65 MHz 310 µm SD-PXE-AOU-H0002 10 mW
Control pulse 160.65 MHz 150 µm SD-PXE-AOU-H0002 50 mW

Table C.1: Summary of the relevant characteristics of the five beams de-
scribed in section C.1.2. The beam waist value is the value at the center of
the respective crystals. In case of different power values, only the minimum
ones reported in section C.1.2 were considered.

the filter crystal. It is controlled by the same RF generator and set at
160.65 MHz. Its polarization is interacting and its output power from the
fiber is usually set at 10 mW and its radius is around 320 µm, reaching a
waist of 310 µm in the crystal. Analogously to the memory preparation
beam, this waist permits the overlap with the filter probing beam, i.e. the
cavity beam reflected by the first cavity mirror and coupled into a SM fiber.

C.1.3 Cavity

Some details about our cavity have been introduced in section 4.2, and
throughout this section I am going to provide additional ones. The impedance-
matched cavity is built with two 1/2-inch plano-concave curved mirrors,
mounted on precision mounts. Both are installed on Thorlabs pillars sit-
ting on the optical table and clamped to it. The second mirror is glued to
a piezo actuator which is in turn glued to a piezo mount in teflon. This
piezo can be driven to expand and shrink, in order to be able to scan the
length of the cavity by some micrometers. Our cavity is asymmetrical, with
respective radii of rin=125 mm for the input mirror and rout=100 mm for
the output mirror. The reflectivity of the second mirror is Rout=97 %, so
some of the light is transmitted when the cavity is on resonance and can be
observed by means of a photodetector. If we fix the average optical depth of
our atomic frequency comb to d̃= 0.45, then, from the impedance-matching
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condition 2.13, we have Rin= Route−2d̃ ≈ 40 %. The length of the cavity is
fixed by setting the angle between the preparation beam and the cavity
beam to 5◦: once this condition is fixed, the minimum length of the cavity
that ensures its stability is L = 208 mm, which is a suitable length to fit the
vacuum chamber between the two mirrors and still be able to align it or
insert flip mirrors into the cavity path. The stability of this cavity is given
by g1·g2 = 0.72, where gi =1- L

ri
[191]. The beam waist of a beam coupled

to the TEM00 mode of this resonator is found at 117.8 mm (90.6 mm) from
the first (second) mirror. Its dimension at this point is 75 µm, while the
beam spot size is respectively 312 µm (245 µm) at the first (second) mirror.

The free spectral range (FSR) of the empty cavity only depends on
its length, and it is FSR = c

2L = 719 MHz. The finesse of the cavity Fcav
only depends on mirror reflectivities and intra-cavity losses and it is given
by Fcav = π 4√RinRout

1−
√

RinRout
≈ 6.5 (in the lossless case). The linewidth of the

empty cavity is finally the ratio between these two last quantities: γcav =
Fcav
F SR ≈ 111 MHz. In section 4.2.4, I reported on how manipulating the
absorption of the ions of the crystal sitting inside the cavity produces a
virtual enlargement of the cavity and hence a reduction of its FSR.

C.1.4 Cryostation and noise

To perform this experiment, we are using the last cryostat described in
appendix section B.2. I have already shown the effect of the cryostat noise
on the AFC echo in single-pass in figure B.3. We did not know whether
the cavity was going to affect our noisy regions, therefore we repeated this
investigation with the cavity echo. Figure C.3 mimics figure B.3, and we
can observe that no substantial change, in the qualitative behaviour, is
observed with respect to the single-pass case.

A more thorough analysis is shown in figure C.4. Here both the positions
of the input pulse with respect to the end of the AFC preparation and the
position of the sequence in the cryostat cycle are scanned, with a resolution
of 4.5 ms and 40 steps for the first delay and 40 steps for the second delay.
In the end, a color plot is constructed by calculating the echo efficiency for
each position.
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Figure C.3: AFC efficiency in cavity as a function of the delay between the
beginning of the cryostat cycle and the start of the sequence. The regions
with the most intense noise are the ones with higher standard deviation,
200 ms-310 ms and 730 ms-830 ms intervals. The AFC storage time is 10 µs.

C.1.5 Cavity alignment and stabilization

C.1.5.1 Aligning the cavity

As introduced in section C.1.3, our impedance-matched cavity is mounted
on two pillars clamped onto the optical table. In order to align it, we drive
the piezo on the back of the second mirror with a triangle wave to change
the length of the cavity and observe the cavity modes in transmission. In
figure C.5, an example of what we observe on the oscilloscope is reported.
The piezo is driven by an Arduino Due microcontroller, whose digital-to-
analog converter output is connected to the piezo amplifier, from 0.5 V
to 2.5 V in around 10 ms, and this signal is then amplified by means of a
PiezoMaster VP7206 amplifier to the range 88 V to 141 V and eventually
supplied to the piezo actuator.

In figure C.5, the Lorentzian modes out of the cavity are shown in blue.
It is apparent that they are quite broad and they display some deviations
from the Lorentzian shape close to the minima. This behavior conceals
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Figure C.4: AFC efficiency in cavity when delaying both the input pulse to
the AFC with respect to the AFC preparation and the sequence inside the
cryostat cycle. The AFC storage time is 10 µs.

the imperfection of our alignment procedure and does not allow to reach a
perfect alignment only by assessing the shape of the modes.

The alignment procedure of the cavity beam on the cavity involves
adjusting several degrees of freedom of the setup, the main one being the
vertical and horizontal tilts of the two cavity mirrors and of the two input
mirrors the beam is impinging on. Additionally to that, we can change
the position of the mode-matching lens, a lens of 15 cm focal length put at
7.3 cm from the first cavity mirror. In terms of focus, also the focus of the
coupler outcoupling the cavity beam can be modified. These procedures
are performed iteratively to achieve a condition close to the one showed in
figure C.5.

For the locking beam, the only degrees of freedom we can optimize are
the tilts of its input mirrors and the focus of its outcoupler, because all
the other elements are in common with the cavity beam. The alignment
procedure for the locking beam should accomplish an overlap between it
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Figure C.5: Plot of the cavity modes and of the ramp signal supplied to the
piezo. The piezo signal trace has been re-scaled to have the same height as
the modes, but was originally ranging from 0.5 V to 2.5 V.

and the cavity beam, with its same beam waist and divergence, such that
the two beams have the same alignment into the cavity.

C.1.5.2 Stabilizing the cavity

Our impedance-matched cavity mirrors, as described at the beginning of
this appendix, are clamped to the optical table separately. As such, both
of them are independently affected by noise coupled to the optical table
or by air movements in the lab. One example of this noise is vibrations
coming from the compressor, which I describe thoroughly in appendix sec-
tion B.2.1 and section C.1.4. The effect of these environmental factors is
bringing the cavity out of resonance. So, we need an active stabilization
mechanism to be able to restore it into the resonant configuration.

To fulfill this task, we use an auxiliary beam with respect to the cavity
beam, that is, the locking beam mentioned in the previous section. This
beam is shone through the same spatial path as the cavity beam, and it is
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partially transmitted by the second mirror. We pick up this light by means
of the transmission detector shown in figure 4.3, and its output is fed to the
Arduino Due. The strength of this transmitted signal can be maximized
to keep the cavity on resonance. We can distinguish three phases of the
locking mechanism:

1. Arduino tries to shrink and enlarge the piezo, to find which of the
two directions yields a better transmission;

2. Then, it pushes the piezo in that direction, until it reaches the maxi-
mum;

3. Finally, it wiggles the piezo around the maximum position, but always
ensuring that the transmission does not drop. If something pushes
the cavity off-resonance, the whole procedure starts over.

The algorithm is very basic because, as I have just described, it does not
look for the global maximum in transmission, nor has it the capability to
understand in which direction to move the piezo prior to scanning it, like
the Pound-Drever-Hall locking system mentioned in appendix section B.1.1
has. Nevertheless, considering the high degree of passive stability of our
cavity and the fact that no modulation of the light is required in our case,
this logic is satisfying our demands. A trace of the cavity transmission is
shown in figure C.6. In the first phase, encompassed by the Arduino TTL,
the cavity is actively stabilized for 450 ms. For the left 550 ms, the cavity
has no active stabilization, but nonetheless remains in resonance. The small
drop shown in the free-drifting phase is 24 % of the whole fringe (which is
the blue shaded area between the maximum transmission, in green, and
the minimum transmission, in dark red), which shows that our cavity is
resilient enough against external perturbations.

In the actual experiment, employing this method of stabilization for the
whole experimental cycle is not feasible. Indeed, when we send weak coher-
ent light to the cavity, we connect single photon detectors to the reflection
path (see figure 4.3); but this path is shared with the locking light, which
has a power on the order of µW, which would be coupled to the detectors
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Figure C.6: Typical locking cycle of our cavity. After a first 450 ms-long
locking phase, when Arduino is actively maximizing the transmission (in
dark green) of non-interacting polarization light through the cavity (high
TTL), the active locking is suspended and the cavity is free-drifting for
550 ms. The small decrease in transmission around 750 ms is around 24 %
of the difference between the maximum transmission and the minimum
transmission (in dark red).

and damage them. In these circumstances, locking the cavity and perform-
ing measurements at the same time is impossible. Therefore, we divide the
experiment into two distinct phases:

1. During the first phase, lasting approximately from 190 ms to 400 ms
(depending on the specific performed experiment), the VCO switches
the locking AOM on, so the locking light is circulating into the setup;
during this period, mechanical shutters on the detector path are in
the closed position to protect the detector. We use this period of time
to prepare the AFC (see appendix section B.3.2) inside the crystal,
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since the preparation beam is off-axis;

2. In the second phase (whose length changes depending on the experi-
ment we are performing, but it is usually ranging from 10 ms to some
hundreds of ms), the locking AOM is turned off and the shutter on the
locking path is switched to close. In order to block potential leakage
through the AOM, the preparation shutter is also closed, although no
pulse is coming from that AOM. The detector path is now free and
weak coherent states are sent to the cavity and retrieved in reflection.

The entire procedure is repeated once per second, synchronized with the
cryostat cycle.

As I mentioned in section C.1.2, the locking light is detuned by −642.60 MHz
with respect to our cavity light interacting with the comb. As such, the
length of the cavity yielding maximum transmission for it does not cor-
respond to the same length for which the cavity light has the maximum
interaction with the comb, since the cavity FSR is 720 MHz. Therefore, in
order to overcome this limitation, our locking logic stabilizes the cavity to
the maximum locking light transmission position; then, after the lock has
finished working, it shifts the piezo very slowly to another position, the one
which guarantees an input beam mode to be at the spectral position of the
comb. The offset of the piezo voltage with respect to the resonant position
is adjusted empirically by us by turning a potentiometer which changes
the voltage supplied by the Arduino to the piezo. The best method we
devised in order to choose this position is sending a bright pulse to the
AFC and maximizing its echo intensity by fine-tuning the position of the
potentiometer.

At the end of the cycle, the piezo is slowly brought again back to the
locking light resonance position, and the locking mechanism starts acting
again on the piezo to maximize the transmission.

The whole experimental cycle is sketched in figure C.7. The locking
period covers approximately all the phase up to the Wait time.
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Figure C.7: Sketch of the sequence timings for preparing a comb via the
coherent technique (first row) or with the hole-burning technique (second
row), with scaled durations. The first 4 steps are common to both tech-
niques: after resetting the ion ensemble by shining a stong chirped laser on
it, a pit in the memory (Pit) and in the filter crystal (FPit) are prepared,
followed by the preparation of an absorption feature (A.F.) in the memory.
Coherent comb: with the coherent comb, we never need a comb in the fil-
ter crystal (which is only needed for the AFC interferometer of section C.2,
when the memory comb is a hole-burned one), so we proceed by preparing
a comb in the memory (C.Comb.), with an extra clean phase (E.C.); after
a waiting time (Wait), meant to wait for the shutters to close or open and
to the AOMs to switch on or off completely, we can finally measure (Mea-
surement/Idle time).
Hole-burned comb: in this case, an absorption feature in the filter is
prepared (F.A.F., filter absorption feature), and hole-burned combs are
prepared both in the memory (H.B. Comb) and in the crystal (FComb).
The rest of the cycle is the same as with the coherent comb.

C.2 Analysis of the AFC interferometer

In section 4.2.2, I have showed how we analyzed the visibility and the fi-
delity of our qubits stored in our quantum memory, and I called it system
fidelity. This does not account for the fidelity of the AFC-based unbalanced
Mach-Zehnder interferometer, through which we can calculate the fidelity
of our quantum memory. As I already described in chapter 4, every other
cryostat cycle we prepared a saturated absorption feature inside the mem-
ory, such that the cavity was stopped. Therefore, only the reflected qubits
were crossing the interferometer, and we used them to estimate the interfer-
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ometer visibility and fidelity. In figure C.8, interference fringes for the inter-
ferometer are visible, together with their visibilities. The fringe visibilities
are V interf

0◦ = (91.6 ± 2.4) %, V interf
45◦ = (88.5 ± 2.7) %, V interf

90◦ = (83.6 ± 3.1) %
and V interf

135◦ = (82.6 ± 3.2) %; repeating the same procedure adopted for the
qubit visibility, we estimated a visibility of V interf

avg = (86.6 ± 2.8) %; this, to-
gether with the fidelity in the computational basis F interf

poles = (96.0 ± 0.3) %,
yields an interferometer fidelity of Finterf = (94.2 ± 1.0) %.
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Figure C.8: Interference fringes for different measurement bases obtained
by sending only the reflected pulses from the first cavity mirror to the
interferometer. The plots show the detection probability per trial (pD)
versus the comb phase change, expressed in units of π. These measurements
were recorded with 2000 qubits per second. The detection window for this
analysis was 1 µs.

The whole procedure for the memory and for the interferometer is sum-
marized in figure C.9; in particular, the characterization is visible in the
lower sketch of the same figure.
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Figure C.9: Sketch of the two different cases. Upper sketch: the pre-
pared qubit (blue and magenta pulses on the left, where |e⟩ is blue and
|l⟩ magenta) is absorbed by the AFC in the memory (QM) embedded in
the cavity, and gives rise to two echoes. Its reflected components from the
cavity are respectively shown in time-bins 1 and 2 (green and yellow), while
its echoes are contained in bins 3 and 4 (light blue and light red). The size
of each bin is 1 µs. After crossing the interferometric filter crystal (IFC), 5
temporal bins will be occupied: both reflections and echoes from the cavity
will be either transmitted or stored and re-emitted from the 1 µs AFC. Since
the separation between the qubit components is also 1 µs, interference will
occur in bins 1–4. We are interested in the interference between the echoes
from the memory crystal, contained in bin 4. Lower sketch: the cavity is
blocked by a high OD absorption feature, so the input pulses are reflected
from the cavity and no echo is emitted by the memory. Interference in the
filter crystal only occurs in bin 2 between the reflected |e⟩ and |l⟩.



Appendix D

Further details for Chapter 5

D.1 Details of the setup
In this section, I will provide additional details about the new setup that
includes the filtering cavity for the experiment reported in chapter 5.

D.1.1 Filtering cavity

The filtering cavity was designed by Josep Maria Batllori Berenguer, a
master student of our group. All the relevant quantities about Fabry-Perot
cavities I will mention are explained in detail in appendix section C.1.3.
The cavity is a Fabry-Perot cavity, 12.1 cm long, therefore its FSR (from
equation 4.3 with ng = 1) is 1.24 GHz. The two plano-concave (100 mm
curvature) cavity mirrors have a reflectivity at 1552 nm of about 96.9 %,
yielding a cavity finesse of 99.8. From these values, we can calculate a filter
cavity bandwidth as 1.24 GHz

99.8 ≈ 12.4 MHz.
In figure D.1, we can see the spectra of the etalon, the Semrock bandpass

filter, the FBG and our filter cavity. We can notice that the overlap is very
narrow.

We have actually installed the cavity and figure D.2 shows the setup
built around it. A temperature controller stabilizes the cavity temperature
around 25 ◦C, and this temperature is often tweaked manually by us to
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Figure D.1: Spectra of the filters introduced throughout this section: the
etalon, the Semrock band-pass filter (Semrock BFG), the fiber Bragg grat-
ing (FBG), and the filter cavity. The spectra are shown in a 10 MHz interval
around the 0. The central green shaded area represents the spectral overlap
of these 4 filters.

bring the cavity back into the frequency range that the piezo can span.
The signal is coupled through the planar facet of the first mirror, which is
AR-coated (< 0.2 % reflection), via a 250 mm lens at 20 cm from the cavity
center. The cavity stabilization is performed in a very similar fashion as the
one used in the experiment reported in chapter 4 and detailed in appendix
section C.1.5.2: the locking mechanism is alternating between active sta-
bilization and measurement time (passive stability). To implement it, two
synchronized chopper wheels are installed in the setup: the first one either
lets a classical 606 nm laser beam through or blocks it. The second chopper
wheel either blocks the detector path when the first one is “open” or lets
light pass. When the classical 606 nm light is passing through the waveg-
uide, it gets converted to 1552 nm (the pump beam at 994 nm is always
on) and is coupled to the filter cavity, but it does not reach the detector
because the second chopper wheel is blocking it. The converted signal is
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observed with a photodetector in transmission and fed-back to an Arduino
Due micro-controller, which can move the cavity piezo and stabilize the
cavity around the maximum transmission. When the strong 606 nm path is
blocked, only weak coherent light is propagating into the waveguide. In this
phase, we rely on the passive stability of the cavity, and the only actively
stabilized parameter is the cavity temperature. Weak coherent states get
converted and filtered and they can reach the detector because the path is
free.

Figure D.2: QFC new setup. Its full explanation is provided in the main
text. The main differences with respect to the old setup are concerned with
the use of the new NTT waveguide and with the filtering stages, where a
new filtering cavity is added and chopping wheels are used to prevent the
cavity locking light from reaching the single-photon detectors.
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