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0.1 Introduction

The present thesis focuses on investigating the impact of Synthetic Jet Actua-
tor (SJA) as an Active Flow Control (AFC) device on the Selig Donovan (SD)
7003 airfoil at Reynolds 60,000 and different angles of attack (AoA) using Com-
putational Fluid Dynamics (CFD) simulations. By conducting an optimization
study, the optimal SJA design parameters for each studied AoA (4, 6, 8, and
14) are determined. The optimization process is performed by coupling an in-
house Genetic Algorithm (GA) optimizer with a CFD solver (OpenFOAM) and
a mesh generator (GMSH) using python scripts, which allows for the automatic
meshing, execution, and post-processing of the CFD simulations until finding the
optimals at each AoA. For the CFD simulations, the Reynolds-Averaged Navier-
Stokes (RANS) with Spalart-Allmaras (SA) turbulence model was employed since
is computationally affordable in comparison to the Large Eddy Simulation (LES)
and Direct Numerical Simulation (DNS). The effect of actuation was found to be
more pronounced at a post-stall AoA of 14 degrees. Therefore to validate the accu-
racy of the RANS-SA results at this AoA, the LES was conducted on the optimal
cases, maximum lift and maximum efficiency. A comprehensive comparison of the
RANS-SA results with the LES results was performed. In addition, the sensitiv-
ity of the RANS-SA results to the inlet and jet turbulence levels are thoroughly
analyzed using parametric studies.

This Thesis comprises five chapters. The first three serve as the backbone of
the thesis with a focus on AFC and chapters four and five reflect our collaboration
with other researchers in separate studies implementing CFD simulations. The
following sections provide a brief overview of each chapter.

Chapter 1.

The first chapter provides details on the main core of the research. We explore the
potential of SJA as an AFC device to influence the forces on the SD7003 airfoil at a
Reynolds number of Re = 6×104. Our goal is to find the optimum SJA parameters
(jet’s location, width, momentum coefficient, pulsating frequency and injection
angle) at pre- and post-stall AoAs (4, 6, 8, and 14 degrees) for which the lift and
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aerodynamic efficiency of the airfoil is maximum. To accomplish this, we coupled
an in-house GA optimizer to a CFD solver and a mesh generator using python and
run over 2200 2D CFD simulations until finding the optimals. The RANS with
SA turbulence model was selected due to its computational affordability.

The results revealed that as the angle of attack increases, the benefits of AFC
become more apparent, resulting in enhanced aerodynamic efficiency. The mech-
anism necessary for maximum efficiency was found to differ between pre-stall and
post-stall angles of attack. At AoA of α = 14◦, a 251% increase in aerodynamic ef-
ficiency was observed compared to the baseline case, while at AoA of α = 8◦ a mere
39% increase in aerodynamic efficiency was achieved. The interaction between the
incoming flow and the pulsating synthetic jet at different injection angles was also
analyzed, providing valuable insight into the mechanism of AFC.

Chapter 2.

In this chapter, the focus is placed on the same Reynolds number and only the
post-stall AoA of 14 degrees since the AFC is shown to be more effective on a fully
separated boundary layer. To assess the reliability of our RANS-SA optimization,
we conduct LES with a Wall-Adapting Local Eddy-viscosity (WALE) sub-grid scale
(SGS) model for the two optimal cases, maximum lift and maximum efficiency.

Our findings indicate that our LES, which employs the optimal SJA parameters
obtained through Genetic Algorithms and SA turbulence model, surpasses the
suboptimal actuated LES reported by other researchers. Their SJA parameters
were not determined through pre-optimization studies, underscoring the need for
such studies before conducting costly LES in AFC research.

Furthermore, we compare RANS-SA against LES and find that while LES is
more accurate, SA can still provide reasonably accurate lift and drag coefficient
predictions when its turbulent parameter, ν̃, is tuned at the domain inlet. We
conducted a parametric study to obtain the optimal ν̃ at the domain inlet, and
results show that the average flow behavior of RNAS-SA is comparable with a
good level of agreement to the LES if ν̃/ν falls within the range of [10−6, 10−3],
being ν the fluid kinematic viscosity.
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Finally, we examine the flow topology and wake dynamics of both the baseline
and actuated cases to gain a better understanding of the aerodynamic improve-
ment.

Chapter 3.

In the third chapter, we delve deeper into the sensitivity of the RANS-SA maximum
efficiency actuated case’s results to different ν̃ boundary conditions applied at the
inlet and, more specifically, at the jet. In the previous chapter, we conducted a
parametric study solely at the inlet, while the Neumann BC remained fixed at the
jet boundary in all cases. Here we aim to minimize the impact of inlet turbulence
level by setting ν̃/ν to 10−20 (a laminar upstream flow) and explore the variation
of the results as a function of different ν̃/ν at the jet. We analyze the results and
compare them with the previous chapter’s parametric study and LES.

The findings indicate that by setting the jet ν̃/ν value two orders of magnitude
higher than the one used at the inlet in the previous parametric study, the same
force coefficients, Cl and Cd, can be obtained. This time, the optimal ν̃/ν (to
get results closer to the LES) value falls within a range of [10−4, 10−1]. This
discovery suggests that utilizing zero-gradient (Neumann) at the jet may not have
been the most effective approach. Essentially, we were indirectly introducing a
value at the jet by manipulating the inlet BC and relying on the boundary layer
instability to amplify the value at the jet boundary. To achieve a realistic baseline
turbulence level in the boundary layer that promotes transition and facilitates
the proper interaction between the jet and boundary layer, it is imperative to
introduce turbulence through the jet rather than relying on the upstream flow.
This approach yields a more natural and genuine outcome.

Chapter 4.

In this chapter, we present a hybrid optimization method that combines the
strengths of Genetic Algorithms (GA) and gradient based methods. This method
aims to overcome the limitations of both methods, such as slow convergence of GA
and lack of robustness in gradient based methods. The performance of the Hybrid
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Method is compared with a gradient based method and a GA, both used alone.
The rate of convergence is used as a metric to compare the performance, and the
robustness is evaluated by executing each method multiple times with different
starting points and random seeds. The Hybrid Method is tested on an Active
Flow Control (AFC) optimization problem on a 2D Selig–Donovan 7003 (SD7003)
airfoil at Reynolds number 6 × 104 and a 14 degree angle of attack. Five design
variables are considered, and the objective function is to minimize the lift coeffi-
cient (−Cl). The Hybrid Method is capable of working with multiple optimization
algorithms, objective functions, and design variables per optimization algorithm.

Chapter 5.

In this chapter, we investigate the discharge coefficient of a T-shaped nozzle used in
heavy vehicle suspensions. The study determines the discharge coefficients under
compressible dynamic real flow conditions using experimental data with air as the
working fluid.

The results show that the discharge coefficients depend on both the pressure
gradient between chambers and the flow direction. CFD simulations were also
carried out to understand the dynamic discharge coefficients, considering air as a
compressible and ideal fluid. The comparison of the experimental results with the
CFD results validated both the experimental procedure and numerical methodolo-
gies presented. The information gathered in this study will be used to mathemat-
ically characterize the dynamic performance of a real suspension.
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Chapter 1

Active Flow Control Optimisation
on SD7003 Airfoil at Pre and
Post-stall Angles of Attack using
Synthetic Jets

1.1 Abstract

The use of Active Flow Control (AFC) technologies to modify the forces acting
on streamlined bodies is one of the most active research fields in aerodynam-
ics. For each particular application, finding the optimum set of AFC parameters
which maximises lift, minimises drag or maximises lift-to-drag ratio (aerodynamic
efficiency), has become a necessary design requirement. In the present paper,
the AFC technology was applied to the Selig-Donovan 7003 (SD7003) airfoil at
Reynolds number 6 × 104. Synthetic jets were employed to modify the lift and
drag forces acting on the airfoil. Four angles of attack (AoA) of 4◦, 6◦, 8◦ and
14◦ were considered, alongside five AFC parameters: jet position, jet width, mo-
mentum coefficient, forcing frequency and jet inclination angle. A multi objective
optimisation based on genetic algorithms (GA) was performed for each angle of
attack to find the optimum combination of AFC parameters. Each GA genera-
tion was simulated using Computational Fluid Dynamics (CFD). A home-made
GA package was linked with a mesh generator and the CFD solver, and the re-
sults were automatically fed back to the GA code. Over 2200 CFD simulations
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were performed in two dimensions, using the Spalart-Allmaras turbulent model.
The motivation behind the current study is to understand the dependence of the
optimum set of AFC parameters on the AoA. Results show that, as AoA is in-
creased, the potential benefits of AFC become more pronounced, which allows
for considerable improvement in aerodynamic efficiency. The physics involved in
the interaction between the main flow and synthetic jet are clearly presented and
clarifies that the physical phenomenon to obtain maximum efficiency is completely
different at pre-stall and post-stall AoA. In particular, the aerodynamic efficiency
was increased by 251% from baseline (no actuation) by using a moderate/finite
momentum coefficient at AoA=14◦, while a mere 39% increase was obtained at
AoA=8◦. In addition, the interaction between the incoming flow and the synthetic
jet pulsating flow at different injection angles has been thoroughly investigated.

1.2 Introduction

Increasing lift and reducing drag have major effects on fuel usage, stability, dura-
bility and maneuverability of aircraft. Active Flow Control (AFC) technology
consists of adding/subtracting momentum to/from the main flow in particular lo-
cations in order to interact with the boundary layer, and delay or promote its
separation. Moreover, it has the advantage over passive flow control techniques
of not introducing drag penalty in off-design conditions. When defining the AFC
technique, special care should be taken to assess the energy balance, i.e. the net
energy saved due to drag reduction, after the subtraction of the energy required
to actuate the AFC device. A very useful classification of AFC strategies was
proposed by Cattafesta and Sheplak [1] by dividing AFC techniques into three
different classes. 1) Moving body actuators, whose purpose consists in inducing
local fluid motion without the need of adding mass [2]. 2) Plasma actuators, which
generate jets of ionized fluid with very fast temporal response [3, 4]. The reader
can also check other references on Dielectric Barrier Discharge (DBD) also called
plasma actuator devices [5, 6], where the authors proposed the combination of
DBD plasma actuator experiments with numerical optimisation. And finally, 3)
fluidic actuators (FA), which are the most common type of actuators, and whose
working principle consists in injecting/sucking fluid to/from the boundary layer.
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Recent research has set the focus on elucidating the origin of the self-sustained
oscillations [7, 8]. Recent references also include the outcome of two European
projects; namely MARS (Manipulation of Reynolds Stress for Separation Control
and Drag Reduction) and DRAGY (Drag Reduction in Turbulent Boundary Layer
via Flow Control). The two projects were devoted to mature the AFC technology
in views of future industrial applications. Several AFC methods were assessed and
the results obtained from the projects were outlined in [9, 10], where a review of
the major AFC technologies and their applications on airplanes were presented.

Among the different fluidic actuators, Synthetic Jet Actuators (SJA), also
called Zero Net Mass Flow Actuators (ZNMFA), have gained particular atten-
tion because of their simplicity and high capabilities in controlling flow separation
(see for example, [11, 12, 13, 14]). Moreover, when studying the effectiveness of
different AFC actuators on a stator compressor cascade, it was concluded that
Synthetic Jet (SJ) actuators were more efficient than Continuous Jet Actuators
(CJA) at comparable power input levels [15, 16, 17, 18]. Unlike CJAs, SJAs do
not require external fluid supply. In SJA, an oscillating membrane is located inside
a tiny cavity housed right beneath the surface. The role of the membrane is to
inject momentum into the near-wall flow by alternatively sucking low momentum
fluid into the chamber and then blowing it back with increased momentum.

During the last two decades, SJA-AFC has been implemented on different
airfoils and studied both experimentally and numerically. The focus has been
mostly set on assessing the effect of two important parameters related to these
jets, namely the non-dimensional frequency (F+ = fC/U∞, with f the dimen-
sional frequency, C the airfoil chord and U∞ the free-stream velocity) and the
momentum coefficient (Cµ). In the case of SJAs, this latter is defined as Cµ =

(hρjet(U
2
j ) sin θ)/(Cρ∞(U2

∞)), where h is the jet width, ρjet and ρ∞ are the jet and
far field densities, respectively, Uj is the maximum jet velocity and θ is the jet
inclination angle with respect to the adjacent surface.

Amitay et al. [19] investigated experimentally the effects of momentum co-
efficient, frequency and position of a synthetic jet actuator employed to control
flow separation from an unconventional symmetric airfoil. They realised that by
placing the actuator closer to the separation position, a lower momentum coef-
ficient was needed to reattach the separated flow. In a second paper [20], they
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discussed the role of actuation frequency on the reattachment of the controlled
flow and found that, when the non-dimensional actuation frequency was of the
same order of magnitude as the shedding frequency of vortices in the wake of the
stalled airfoil (F+O(1)), unsteady reattachment was achieved, whereas full flow
reattachment was obtained when the actuation frequency was well above shedding
frequency (F+O(10)). Gilarranz et al. [21] applied SJA on a NACA0015 airfoil at
Re = 8.96×105 experimentally. They managed to increase the stall angle of airfoil
from 12◦ to 18◦ and realised that actuation effectiveness widely improved beyond
AoA> 10◦. They also observed that higher actuation frequencies were required
to obtain remarkable effects at AoA> 25◦. You and Moin [22] performed a Large
Eddy Simulation (LES) for the same airfoil and Reynolds number as Gilarranz
et al. [21]. They used an actuation with Cµ = 0.0123, F+ = 1.284 and θ = 30.2o

and succeeded in delaying separation, which entailed a lift increase of 70%. Tuck
and Soria [23] experimentally studied the effect of using SJA on a NACA0015
profile at Re = 3.9× 104. They observed that optimal actuation frequencies were
F+ = 0.7 and 1.3, and that the highest one was most effective with an optimum for
Cµ = 0.0123. Under this forcing conditions, the stall AoA improved from 10◦ to
18◦. Kitsios et al. [24] conducted a LES study using the same airfoil and Reynolds
number previously analysed by Tuck and Soria [23]. They realised that the optimal
frequencies found in the experiments actually coincided with the baseline shedding
frequency (fwake) and its first harmonic (2fwake). This was also experimentally con-
firmed by Buchmann et al. [25]. Kim and Kim [26] numerically investigated flow
separation control with SJAs on a NACA23012 at Re = 2.19×106. They observed
maximum lift happened when F+ = 1 and the jet was located in the close vicinity
of the separation point. The small rolling vortices generated by the actuator at
this low frequency were very unstable and therefore were easily affected by ex-
ternal disturbances, a conclusion previously reported by Amitay and Glezer [20].
Monir et al. [27] used a RANS model to study the effect of SJA parameters on the
performance of a NACA23012 wing profile at Re = 2.19 × 106. They found that
applying SJA tangentially yielded better results than doing it normal to the sur-
face. They concluded that momentum injection into the boundary layer was more
efficient in this new configuration. Goodfellow et al. [28] studied experimentally
the effects of SJA on separation control and wake topology on a NACA0025 airfoil
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at Re = 105 and AoA=5◦ and realised that momentum coefficient was the primary
control parameter, and that exceeding a given threshold caused a drag decrease
of almost 50%. Feero et al. [29] examined the exact same airfoil and Reynolds
number, but at AoA=10◦. They noticed that the required momentum coefficient
to reattach the flow was one order of magnitude lower for excitation frequencies
in the range of the vortex shedding frequency than for high frequency. In a later
study [30] of the same airfoil and at the same Reynolds number but at AoA=12◦,
they focused on understanding the effect of jet position in controlling the separa-
tion. They found that, placing the jet slot close to the separation point, either
downstream or upstream, yielded effective results, with a mild advantage for the
upstream configuration. Zhang and Samtaney [31] performed a direct numerical
simulation (3D-DNS) on a NACA0018 airfoil at AoA=10◦ and at Re = 1000. They
studied the effect of three different non-dimensional frequencies (F+ = 0.5, 1 and
4) on airfoil performance. Performances improved in all three cases, the optimum
corresponding to F+ = 1. Perhaps one of the latest simulations of SJA applied to
airfoils is the one done by Rodriguez et al. [32]. They studied the SD7003 airfoil
at Re = 6 × 104 at three AoA=4◦, 11◦ and 14◦. They observed an aerodynamic
efficiency (lift-to-drag ratio) increase of 124% at the highest AoA=14◦.

In all the studies just cited, the effects of synthetic jets were assessed via para-
metric analysis, which is a very limited and time consuming approach, particularly
so when optimum values of the parameters are sought. In what follows, some of
the latest research involving optimisation methods are briefly presented.

Duvigneau and Visonneau [33] coupled the flow solver with an automatic op-
timisation, which relies on the derivative-free multi-directional search algorithm
introduced by Torczon [34], to optimise three parameters of SJA; namely, non-
dimensional frequency, velocity amplitude and jet angle. The study was performed
on a NACA0015 airfoil at Re = 8.96 × 105 and for a range of AoA ∈ [12◦, 24◦].
By setting the control parameters to their optimal values, the maximum lift was
increased by 34%, and the stall angle delayed from 19◦ to 22◦. In a further study
[35], they used a derivative-free algorithm to find the optimal SJA location on a
NACA0012 airfoil at Re = 2 × 106. They considered two AoA=18◦, 20◦ across
stall. The results showed that, at an AoA=20◦ the influence of jet location on
lift increase (by 57%) was more noticeable than at AoA=18◦. Kamari et al. [36]
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studied the optimisation of four AFC parameters when using constant blowing and
sucking on the SD7003 airfoil at Re = 6 × 104, they coupled Genetic Algorithms
(GA) with Artificial Neural Networks (ANN). They concluded that constant suck-
ing was more effective than using constant blowing. In a further study, using the
same methodology, airfoil and Reynolds number, Tadjfar and Kamari [37] opti-
mised five SJA parameters. Two injection configurations, tangent and normal to
the boundary layer as well as two AoA=13◦ and 16◦ were considered, aerodynamic
efficiency was the only objective function. A maximum aerodynamic efficiency of
591% was obtained at AoA=13◦ using the tangent injection configuration.

The airfoil and Reynolds number chosen for the present study are respectively
the Selig-Donovan 7003 (SD7003) and Re = 6× 104. This is due to the fact that
for this airfoil and Reynolds number many numerical and experimental data are
available in the literature (see for example, [38, 39, 40, 41, 42, 43, 44]). SD7003 is
a thin airfoil with a thickness-to-chord ratio of 8.5% (t/C=0.085) which is often
employed in micro air vehicles (MAV). One of the particularities of this airfoil
at such a low Reynolds number is the formation of a laminar separation bubble
(LSB) on its suction side. LSB is formed when, due to the strong adverse pressure
gradient, the laminar boundary layer initially separates from the upper surface
and after a laminar-to-turbulent transition, reattaches further downstream. As
the angle of attack increases, LSB moves towards the leading edge and reduces
its length. Ultimately, at a critical angle, stall AoA, downstream reattachment
is not occurring and causes a large recirculation zone which is accompanied by a
sudden drop in the lift and a sharp increase in the drag. In the present study,
via using a Genetic Algorithm optimisation method, the focus has been placed on
demonstrating how different AoA, from pre-stall (4◦, 6◦, 8◦) to post-stall (14◦), can
affect the optimum set of parameters associated with the synthetic jet actuator.
For the present airfoil and Reynolds number, it is the first time five SJA parameters
are being optimised at these four AoA. The optimisation methodology presented in
this paper is completely novel and consists of linking, via using an in-house program
developed in Python, a mesh generator (GMSH), a CFD package (OpenFOAM)
and a Genetic Algorithm optimiser developed by the authors. After obtaining
the two objective functions (maximum lift and maximum efficiency) determined
by the CFD simulations, and once transferred to the GA optimiser, the optimiser
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generates a new set of five Active Flow Control (AFC) parameters, which are being
used to automatically create a new mesh and to reset the boundary conditions in
the CFD package. Due to the new methodology employed to optimise the AFC
parameters, which involved performing over 2200 2D-CFD simulations, it was not
possible to perform the simulations in 3D. Nevertheless, as the main aim of the
paper was to optimise five AFC parameters for each AoA, the resulting optimised
AFC parameters presented in this manuscript are having the maximum possible
degree of accuracy.

The remainder of the paper is structured as follows. The problem formulation
and numerical methods are presented in section §1.3, followed by an overview of
the optimisation methods in section §1.4. Results are presented in section §1.5
and discussed in section §1.6. Section §1.7 summarises the main conclusions of the
study.

1.3 Numerical Method

1.3.1 Equations and flow solver

The present study is based on a large number of simulations aiming to optimise
the flow around an airfoil at different AoA in order to minimise or maximise
the forces acting over it. Although some authors have applied Direct Numerical
Simulation (DNS) or Large Eddy Simulation (LES) for the simulation of AFC
applications [45]. The use of 3D models for the optimisation study presented in
this paper is not feasible due to the extreme demand in computational power. To
overcome this drawback, a 2D unsteady Reynolds Averaged Navier-Stokes model
(URANS) has been used. To perform all the simulations a finite volume CFD
solver (OpenFOAM) was employed. Also a second order discretization method
was used for all parameters. For pressure-velocity coupling the Pressure-Implicit
with Splitting of Operators (PISO) scheme [46] was chosen due to its capability
in handling unsteady flow. When considering the Navier-Stokes equations under
incompressible flow conditions, after substituting each variable by its average and
fluctuating values, the resulting averaged continuity and momentum equations are
expressed as:
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∇ · ū = 0 (1.1)

ρ
∂ū

∂t
+ ρū · ∇ū = −∇p̄+ (µ+ µt)∇2ū (1.2)

where u and p respectively represent the ensemble-averaged velocity and pres-
sure, and µt is the turbulence viscosity, which expresses the effects of the fluctu-
ating component of velocity on the averaged field. The Spalart-Allmaras (S-A)
one-equation turbulent model [47] has been employed for all the simulations per-
formed.

1.3.2 Domain and Boundary Conditions

A sketch of the computational domain containing the SD7003 airfoil with a chord
length C is shown in Fig. 1.1a. The leading edge was placed at the origin of the
coordinate system, and the horizontal distance between this point and the inlet
was set to 15C. The outlet domain was located 19C downstream of the airfoil
trailing edge. The wing profile was fixed at zero degree and the different angles of
attack were achieved by tilting the free-stream velocity. For the cases where the
active flow control technology is implemented, a groove across which a synthetic
jet flows is needed. A generic synthetic jet implementation is sketched in Fig. 1.1b
where a section of the airfoil upper surface, nearby the leading edge, along with
the synthetic jet and its geometrical design parameters, jet angle (θ), position (x)
and width (h), is presented.

The boundary conditions employed were defined as follows. At the inlet, which
was located along the curve connecting the points A and B in anticlockwise di-
rection, see Fig. 1.1a, a constant velocity profile was imposed and its components
were set to (u, v) ≡ (U∞ cosα, U∞ sinα). Neumann boundary conditions for pres-
sure were employed. Non-slip boundary conditions for velocity and Neumann for
pressure were applied on the airfoil surface. At the outlet, which comprises the
upper curve between points A and B in Fig. 1.1a, wound in clockwise direction,
Dirichlet boundary conditions for pressure and Neumann boundary conditions for
velocity were chosen. Whenever the SJA was implemented, Neumann boundary
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(a) (b)

Figure 1.1: (a) 2D Computational domain and (b) synthetic jet geometrical design
parameters

condition for pressure and Dirichlet boundary condition for velocity were consid-
ered. The time dependent velocity profile of the synthetic jet actuator has been
defined according to

uj = Uj sin(2πft) (1.3)

where Uj is the maximum jet velocity, f is the dimensional jet frequency and t is
the dimensional time. Notice that the top-hat velocity profile chosen for the SJA
is widely used in the literature, see for example [16, 18, 37]. The evaluation of how
different SJ spatial velocity profiles affect the AFC parameters optimisation was
left as future work. In order to properly capture the laminar separation bubble
(LSB), the free stream turbulence was set as proposed by Catalano and Tognaccini
[43].

1.3.3 Non-dimensional parameters

The non-dimensional groups employed in the present manuscript are introduced
in this section.
The definition of the Reynolds number is:

Re =
U∞C

ν
(1.4)

15



where C is the chord length, U∞ characterises the free-stream velocity and ν is the
kinematic viscosity. The non-dimensional wall coordinate (y+) is defined as:

y+ =
yuτ

ν
, uτ =

√
τw
ρ

(1.5)

where y is the distance to the wall, uτ is the friction velocity, ρ stands for the free-
stream fluid density and the term τw characterises the wall shear stresses. Drag
and lift coefficients respectively, are defined as:

Cd =
2D

ρCU2
∞

(1.6)

Cl =
2L

ρCU2
∞

(1.7)

In these equations, D and L are the dimensional drag and lift forces per unit span,
respectively. The aerodynamic efficiency is as follows:

η = L/D = Cl/Cd (1.8)

The definition of the pressure coefficient is given by:

Cp =
p− p∞
1
2
ρU2

∞
(1.9)

where p is the pressure at any given point and p∞ is the free-stream pressure. The
skin friction coefficient is obtained using the following expression:

Cf =
τw

1
2
ρU2

∞
(1.10)

The momentum coefficient associated with the pulsating jet is given by:

Cµ =
hρjU

2
j sin θ

CρU2
∞

(1.11)

where h and ρj respectively represent the jet width and the pulsating flow fluid
density, θ characterises the jet inclination angle with respect to the airfoil surface.
The non-dimensional frequency is defined as:

F+ = fC/U∞ (1.12)
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being f the dimensional frequency. The equation characterising the advective time
is expressed as:

T = tU∞/C (1.13)

For the present study, the chord length is taken as one (C = 1), the free-
stream velocity is equal to one (U∞ = 1), the densities of the synthetic jet and
the incoming flow are the same (ρj = ρ = 1) and the Reynolds number remains
constant and equal to Re = 6× 104.

1.3.4 Mesh sensitivity study

In order to make sure the final CFD results were independent of the employed grid,
a mesh sensitivity study was performed for an AoA of 8◦. Four different meshes
having different resolutions, A, B, C and D (see Table 1.1), were considered. To
properly solve the boundary layer around the airfoil, a hybrid mesh was used to
be able to generate a highly refined mesh near the airfoil without drastically in-
creasing the total number of cells. Fig. 1.2a, shows the full computational domain,
Figs. 1.2b and 1.2c represent zoom views of the mesh refinement nearby the airfoil
surface leading and trailing edges, respectively.

(a) (b) (c)

Figure 1.2: (a) Overall mesh view, (b) leading edge’s and (c) trailing edge’s zoomed
views of the mesh

In Table 1.1, the main characteristics of the four different considered meshes
(A, B, C and D) are introduced. The coarsest mesh consisted of 26256 cells, while
the finest one was made of 92504 cells. The third column of Table 1.1 presents the
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Mesh Ncell y+ xs/C xt/C xr/C Cl Cd η

A 26256 4.0 0.033 0.154 0.228 0.941 0.0332 28.30
B 34448 1.0 0.040 0.165 0.246 0.938 0.0329 28.49
C 45466 0.3 0.041 0.170 0.250 0.934 0.0327 28.56
D 92504 0.1 0.041 0.170 0.250 0.934 0.0327 28.56

Table 1.1: Time-averaged LSB characteristics and airfoil aerodynamic coefficients for
different meshes at α = 8◦

maximum y+ value of the first cell layer away from the airfoil surface, as computed
after the simulations. The next three columns present the location along the chord
where separation, transition to turbulence and reattachment occur, respectively.
The separation point is gauged by cancellation of the friction coefficient. This is a
particularly important point, as AFC effectively critically depends on its location
relative to separation. The separated boundary layer undergoes a turbulent tran-
sition, gets re-energised, and reattaches further downstream. The reattachment
point can be identified by a second change of sign of the wall shear stress. All
these locations can be identified from the skin friction and pressure coefficients
distribution presented in Fig. 1.3, where they are initially introduced. The air-
foil lift and drag are reported, alongside the aerodynamic efficiency, in columns
7 through 9 of Table 1.1. All four meshes, exception made of mesh A, produce
very similar results in terms of aerodynamic performances and LSB characteristic
properties. Furthermore, Cp and Cf distributions are indistinguishable from one
another among meshes B, C and D, as shown in Fig. 1.3. Quantitatively, mesh C
yielded three significant digits accuracy of all parameters considered with about
half the resolution of mesh D, rendering it a particularly good choice in terms of
compromise between accuracy and computational requirements. This mesh con-
sists of 16800 quadrilateral cell, distributed in 40 layers of 420 cells around the
airfoil surface. The first layer thickness has a maximum y+ below 0.3, which is
well within the viscous sublayer as required by the wall treatment of the Spalart-
Allmaras turbulence model.

Three time steps of 7× 10−5, 5× 10−5 and 2× 10−5 were tested with identical
results for the converged solutions. In order to accurately resolve AFC cases, the
lowest time step has been chosen and the convergence criterion set to 10−6, such
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(a) (b)

Figure 1.3: Distributions of (a) pressure coefficient and (b) skin friction coefficient, for
four meshes at α = 8◦

that all residuals are required to fall below this value. Convergence was always
achieved before 30 time units, so that the maximum time horizon was set to T = 30

for all simulations.

1.3.5 Baseline computations and numerical validation

Once the mesh has been chosen, it is essential to validate the baseline performances
at all AoA. To do so, initially the temporal averaged lift and drag coefficients as
a function of AoA are presented in Fig. 1.4. These graphs compare two sets of
experimental results, Exp 89 [38], Exp 95 [39], and four CFD ones, ILES [40], LES
[32], the standard k-ω SST and the k-ω SST LR, both from Catalano and Tognac-
cini [43, 44]. The comparison with the results from the present work shows very
good agreement. Ranges of pre and post-tall AoA are depicted in Fig. 1.4a. The
lift is properly captured at pre-stall AoA, at post-stall, nevertheless, it generates
a lower value than the ILES and LES ones. When comparing the drag coefficient
(see Fig. 1.4b), we realised that the S-A model under-estimates the values versus
the ones obtained using LES and ILES. In fact, the present drag coefficient values
are especially similar to the ones gathered using the k-ω SST model. As a result,
the aerodynamic efficiency (see Fig. 1.4c), at pre-stall AoA, presents the same dif-
ferences as observed in the drag coefficient but at post-stall AoA, it has a good
agreement with the previous introduced studies.

Fig. 1.5 shows the comparison of the pressure and skin friction coefficients
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(a) (b) (c)

Figure 1.4: (a) Lift and (b) drag coefficients as well as (c) aerodynamic efficiency versus
the angle of attack and their comparison with some of the numerical and experimental
results. Exp 89 [38], Exp 95 [39], ILES [40], LES [32], the standard k-ω SST and the k-ω
SST LR, [43, 44]

from the present study, for the baseline cases at AoA 4◦, 6◦, 8◦ and 14◦, with
the numerical ones available in the literature. At pre-stall AoA of 4◦, 6◦ and 8◦,
it is observed that as the AoA increases, the separation and reattachment points
keep moving upstream and the laminar bubble reduces its length. Notice that the
friction coefficient maximum and minimum values increase with the AoA increase.
It is observed that the results of the current S-A model have a very good agreement
with the ones presented by Catalano and Tognaccini [43] when using the k-ω SST
turbulent model. Larger differences are observed in the transition-to-turbulent
region and the location of the reattachment point between these two RANS models
and the 3D ones [40, 32]. These differences were expected, then as stated by
Catalano and Tognaccini [43, 44], in order to properly capture the reattachment
point, pre-definition of the transition location needs to be implemented. For the
present study, it is particularly relevant to determine the location of the separation
point, which is very well captured at all AoA (see the right column of Fig. 1.5).
For an AoA of 14◦, the present 2D simulation results were compared with the only
available results [40, 32], see the two bottom graphs in Fig. 1.5. Despite the fact
that at this AoA the flow is fully separated and 3D, the present results agree very
well with the ILES ones performed by Galbraith and Visbal [40]. Small differences
are observed when comparing with the LES one [32]. It can be seen that when
the flow is fully separated, the present RANS model is capable of quite precisely
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(a) AoA 4◦ (b) AoA 4◦

(c) AoA 6◦ (d) AoA 6◦

(e) AoA 8◦ (f) AoA 8◦

(g) AoA 14◦ (h) AoA 14◦

Figure 1.5: Distributions of pressure (left column) and skin friction coefficients on
the upper surface (right column) for the baseline cases at all angles of attack and their
comparison with previous available results. Figures (a) and (b), corresponds to AoA of
4◦, figures (c) and (d) characterises the results at 6◦, figures (e) and (f) are defining the
information at 8◦ and the information for AoA of 14◦ is found in figure (g) and (h).
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determining the airfoil pressure and skin friction coefficients. The separation point
is properly predicted, fully matching the previous researchers work.

In order to further assess the results under actuation condition, the different
SJA parameters along with the boundary conditions used by Rodriguez et al. [32]
and Tadjfar and Kamari [37] were implemented and studied using our S-A model.
The resulting lift and drag coefficients as well as the aerodynamic efficiency were
compared in Table 1.2. ϵ represents the relative error which is defined as ϵx =

(xpresentS−A − xliterature)/xliterature, where x characterises any of the aerodynamic
coefficients presented. The comparisons at post-stall AoA of 14◦ with Rodriguez
et al. [32] gave differences of less than 3.6% in all these three parameters. When
comparing our results with the ones from Tadjfar and Kamari [37] at AoA 13◦, the
lift was exactly the same, while the maximum error regarding the drag coefficient
was around 14%. The drag coefficient difference is likely due to the different
turbulent models used in these two studies and the differences in the mesh density
employed to perform this particular simulation.

α◦ Cases F+ Cµ θ◦ x/C h/C Cl ϵCl
(%) Cd ϵCd

(%) η ϵη(%)

14 LES [32] 1.0 0.0030 90.00 0.007 0.0070 1.078 — 0.129 — 08.35 —
Present S-A 1.116 03.52 0.130 00.77 08.58 02.70

13 k-ω SST γ −Reθ [37] 3.8 0.0424 23.57 0.040 0.0029 1.432 — 0.057 — 25.12 —
Present S-A 1.432 00.00 0.065 14.03 22.03 12.30

Table 1.2: Aerodynamic coefficients of actuated cases using present S-A model and their
comparison with other turbulent models employed by other researchers. The Reynolds
number is Re=6× 104.

Based on all the comparisons presented in this section, it can be concluded that
the 2D simulations performed generate results fully reliable at these four studied
angles of attack, therefore allowing to the present researchers to proceed with the
optimisation implementation of the active flow control jets (synthetic jets) on the
baseline cases, and study the effects of the five different AFC parameters on the
airfoil lift and efficiency.

1.4 Optimisation of AFC parameters

The selection of the values corresponding to the different AFC parameters can be
performed through the use of an optimisation method. Optimisation problems are
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addressed from many different approaches. The classical optimisation techniques
are useful in finding the optimum solutions of functions that are continuous and
differentiable. These methods use differential calculus techniques, are fast and
accurate, but lack the capacity to deal with non-differentiable functions, either
objective or restriction functions, which limits their application [48]. Other meth-
ods include linear programming (LP) [49], which are a set of techniques to find the
best solution of a problem with a linear objective function (single objective prob-
lems), and linear equalities and inequalities as restrictions. Their application is
limited by the linearity of the functions they require to use. For problems involving
AFC applications, it is not possible to use (LP) for this same reason. Nonlinear
optimisation methods appear to be more appropriate [50, 51, 52].

Among the methods capable of handling non-linearities are the gradient-based
methods [53], they use information of the function gradient to select the search
direction and, iteratively converge to the optimum solution. These methods can
get stuck on local optima and are highly dependent on the starting solution of the
iterative method. They are usually efficient, fast and accurate. Their efficiency
increases with the accuracy associated with the gradient information computed.
Different methods have been proposed to estimate the gradient whenever it can
not be directly computed.

Stochastic strategies are those which use random or pseudo-random methods
to define the variables along the iterations. They are capable of performing multi-
objective optimisation and do not impose restrictions on the objective functions
or restrictions behaviour. Their robustness is probably one of the most interest-
ing aspects of these methods and do not usually require gradient information,
although some methods can be improved using such information. In comparison
with other methods, their main drawback is that they usually need a larger amount
of iterations to converge [54, 55, 56, 57, 58]

Usually, optimisation methods when coupled with CFD packages are computa-
tionally very expensive. When considering the optimisation methods and in order
to save computational time, the use of surrogate models is often a typical solution
[59]. Artificial Neural Networks or Kriging models are, among many others, two
of these surrogate models [60, 61]. The results obtained from a surrogate model
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are often based on a set of previously CFD computed samples and require a train-
ing process to ensure an accurate outcome. The accuracy of the results obtained
when using a surrogate model is usually lower than the one gathered when per-
forming a CFD simulation. A recent application of a surrogate model in AFC can
be found in [37]. In the present paper and in order to guarantee the maximum
accuracy of the results the authors decided not to use any surrogate model. All
results are gathered from CFD simulations, this could be done thanks to the large
computational power available. The computational time required to complete all
simulations needed for a given AoA (considering 400 2D-CFD cases) was about 18
days, using a single node of 48 cores in a supercomputer based on two 24 cores
Intel Xeon Platinum processor.

A general description of the optimisation method and the configuration chosen
is presented in the following sub-section.

1.4.1 Optimisation method

The problem under study requires the definition of a multi-objective optimisation.
Two different strategies can be used to solve such a problem. On one hand, a
temporary objective function can be calculated as the weighted sum of the real
objective functions. In this way, the multi-objective problem is expressed as a
single objective one. The weight values multiplying each original function require
a decision, which can greatly affect the final result of the analysis. One should also
consider the fact that to obtain the Pareto Front [62], several runs of the optimiser
with different weight values will be required. On the other hand, the authors are
proposing to use a pure multi-objective approach, which will enable to identify
the whole Pareto Front at once, and therefore the best solutions regarding the
combination of the whole set of objective functions. A multi-objective optimisation
problem can be defined in its minimisation form as Eq. 1.14.
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



min(f1(x⃗), f2(x⃗), ..., fk(x⃗)), k = 1, ..., K

Subject to:

gl(x⃗) ≥ 0, l = 1, ..., L

hm(x⃗) = 0, m = 1, ...,M

Where:

x⃗ ∈ X, X feasible set of decision variables.

(1.14)

In order to clarify the nomenclature, the following definitions are stated:

Design Variables (DVs) are the set of decision variables, the independent vari-
ables of the optimisation problem: x⃗ ∈ X.

Objective Functions (FOs) are the set of fitness functions. The functions that
express the aptitude of a set of DVs: f1(x⃗), f2(x⃗), ..., fK(x⃗). Being K the
number of objectives functions.

Constraints (Ctrts) are the set of expressions that need to be satisfied in order
to consider the DVs as feasible. It includes both types, inequality gl and
equality hm expressions. Being L and M the numbers of inequality and
equality constraints, respectively.

In this study a Genetic Algorithm (GA) is used. The reason to use a GA is to
capture the Pareto Front in a single optimisation. It is also a very robust method
that usually works well regardless of the objective space shape which is unknown
for this case. Furthermore, it is also robust enough to treat configurations that
fail and can not be computed due to problems in the automatic mesh generation
or any of the automation process involved in the numerical evaluation of each
case. Genetic Algorithms were initially proposed by Holland [63] and further
developed by Goldberg and Holland [64]. Their methodology is inspired by the
natural evolution process, which selects the best fitted individuals to generate
new offspring. The GA, including the steps performed to modify the geometry,
boundary conditions and mesh for the design variables, is presented in Algorithm 1.

Initially, in the InitialisePopulation() function, a random population is gener-
ated. The size of all populations is 20 individuals, which has been considered a
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Algorithm 1: Genetic algorithm
InitialisePopulation();
while Stopping criteria is not met do

ObjectiveFunctionsCalculation();
BoundaryConditionsDefinition();
GeometryCreation();
MeshGeneration();
CFD-Calculations();
PostProcess();

Selection();
Crossover();
Mutation();

good trade-off between performance of the method and computational cost. Then
the population is prepared and computed in the ObjectiveFunctionsCalculation()
function, which obtains the objective functions for each individual in the popula-
tion, as it will be explained later in §1.4.2. Each individual is prepared using an
in-house Python script that links the mesh generator (GMSH), the CFD package
(OpenFoam) and the GA. This script automates the process of translating the for-
mat of the different packages, modify the mesh and apply the boundary conditions.
After the population is computed, the optimisation operators are applied, these are
Selection(), Crossover() and Mutation(). In the implementation used in this study
the Selection() operator employs a µ+λ strategy with a Crowded-Comparison Op-
erator [62]. For the Crossover() operator, a Simulated Binary Crossover (SBX)
[65] is used and the Mutation() operator is performed with Polynomial Mutation
[66]. It is important to notice that the optimiser tracks the individuals that sur-
vive to the next generation without altering their design variables and does not
compute again its objective functions, which is not uncommon when using genetic
algorithms. Those individuals beat the odds and pass the crossover and mutation
operators without suffering any modifications. In applications that are highly de-
manding in computational resources and time consuming, it is very important to
take this behaviour into account to avoid repeating the CFD analysis. The values
of the parameters of the GA used are presented in Table 1.3.

26



Parameter Value

Population size 20
Probability of crossover 0.9
Probability of mutation 0.1

Table 1.3: Parameters of the Genetic Algorithm.

In the next section the detail of the objective functions and the design variables
definition as well as the range employed for each design variable are presented.

1.4.2 Objective functions and Design variables definitions

The aim of this study is to maximise the lift coefficient and the aerodynamic
efficiency of an airfoil at different angles of attack. The GA used solves the op-
timisation problem as a minimisation problem, which means it will minimise the
objective functions. Taking this into account, two objective functions f1 and f2

were defined, which are minimised when the lift coefficient and the efficiency were
maximum:

f1 = −Cl (1.15)

f2 = −η (1.16)

The optimisation was performed at four angles of attack, 4◦, 6◦, 8◦ and 14◦,
being four independent optimisation analysis defining the design variables as five
AFC parameters associated with the synthetic jet. These parameters were the
non-dimensional frequency (F+), momentum coefficient (Cµ), jet angle (θ), jet
position (x/C) and jet width (h/C). A scheme representing the geometrical design
parameters was introduced in Fig. 1.1b. Fig. 1.6 shows a zoomed view around the
jet position introduced in Fig. 1.1b for one of the automatic generated meshes.
In the function BoundaryConditionsDefinition() from Algorithm 1, the first three
design variables (F+, Cµ and θ) were selected. In the next step, using the function
GeometryCreation(), and according to the two last design variables (x/C) and
(h/C), a new geometry was created using the GMSH program. Once the new
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geometrical changes were applied, the function MeshGeneration() created a new
mesh, deciding as well the number of cells required along the groove width in
order to guarantee a good mesh quality. At this point the CFD simulations were
ready to start, the function CFD-Calculations() was doing so. Finally, the two
objective functions were post-processed in PostProcess() function and the results
were transferred to the three GA operators, already discussed in §1.4.1.

(a)

Figure 1.6: Mesh view nearby the jet, automatically generated.

The process just described was repeated until the stopping criteria was met.
In the present study the stopping criteria used consisted in computing a minimum
of 400 individuals. The reason why 400 individuals were sufficient is detailed in
Fig. 1.7, which shows the convergence evolution and the Pareto Front history at a
pre-stall AoA of 8◦ and at the post-stall AoA of 14◦. At low angles of attack of 4◦,
6◦ and 8◦, the number of CFD simulations required to minimise the two objective
functions (f1) and (f2), or in other words, to maximise the lift coefficient (Cl) and
the aerodynamic efficiency (η), was around 400. Notice from Fig. 1.7a that after
300 simulations the two objective functions show a negligible improvement. In
order to assure a full convergence of the two objective functions at post-stall AoA,
it was initially decided to run 600 simulations (see Fig. 1.7c), but it was realised
that after 400 simulations the objective functions suffered minor modifications.
The same conclusion can be reached from the observation of the Pareto Front
history’s presented in Figs. 1.7b and 1.7d for 8◦ and 14◦ respectively. Notice that
after 15 generations in Fig. 1.7b and 28 generations in Fig. 1.7d, the Pareto Front
curves suffer minor variations.
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(a) (b)

(c) (d)

Figure 1.7: Evolution of the objective functions as the number of simulated cases
increase (a and c). Pareto Front history at several generations (b and d). AoA of 8◦ is
represented in figures (a and b). Figures (c and d) characterise the results at AoA 14◦

The ranges of evaluation for the five AFC design variables and for the four
different AoA, are presented in Table 1.4. At AoA of 4◦, 6◦ and 8◦, the ranges of the
different variables were F+ ∈ [0.1, 10], Cµ ∈ [0.0001, 0.02], θ◦ ∈ [15, 165], x/C ∈
[0.015, 0.32] and h/C ∈ [0.005, 0.02]. The reason for selecting these particular
ranges is upon several previous studies. For example, in the literature, frequencies
around F+ = 1 are commonly used for the pulsating flows (see for example, [32]).

α◦ F+ Cµ θ◦ x/C h/C

4,6,8 0.1-10 0.0001-0.02 15-165 0.015-0.320 0.005-0.020
14 0.1-10 0.0001-0.02 15-165 0.0001-0.04 0.005-0.015
14 0.1-10 0.0001-0.10 15-165 0.0001-0.04 0.005-0.015

Table 1.4: AFC Design variables and their evaluation ranges for the different angles of
attack.
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In the present study and considering that the pulsating frequency is an important
parameter to activate the boundary layer, we decided to set the limits, ten times
smaller and bigger than the baseline one. Regarding the range of momentum
coefficients, the upper limit was set based on the maximum momentum coefficient
used in the experimental work done by Gilarranz et al. [21] and Goodfellow et al.
[28]. In the case of jet width (h/C), we decided to use a larger upper limit in
comparison to the one used by Kamari et al. [36] (h/C = 0.003). This is due to
the fact that after checking their results, we noticed that the optimum solution for
this parameter was located around 0.003. The range chosen for the jet position
(x/C) was such that the separation point, at each AoA, was always located inside
the chosen margins. For the pulsating jet inclination angle (θ◦), Kamari et al. [36]
set a range varying from 1 to 180 degrees. Since their optimum solutions were
located in a region between 65 and 94.6 degrees, we decided to limit the upper and
lower bounds of the jet angle to 15 and 165 degrees, respectively. This decision
was also taken to reduce the computational cost.

At 14◦, initially the same ranges for F+, Cµ and θ were employed, but smaller
modifications were allowed on the ranges of position (x/C) and width (h/C) of the
jet, see the second line of Table 1.4. The reason for this is that, at an angle of attack
of 14◦, separation occurs very close to the airfoil leading edge, and as the position
of the groove as well as its width have to be placed around the separation point,
the ranges of the groove location and width need to be accordingly restricted.
Consequently, at 14◦, only the initial 4% of the chord length was evaluated by
the optimiser. Due to the physical restrictions just explained and to the high
curvature of the airfoil near the leading edge, the maximum non-dimensional jet
width at 14◦ was set to a size of h/C = 0.015, which is 25% smaller than the
maximum jet width employed at pre-stall AoA. As it will be explained in the
next sections, the present authors observed that, the maximum efficiency obtained
when employing the AFC parameters just defined for AoA 14◦, was lower than
what other researchers obtained in similar investigations. In order to increase
the maximum aerodynamic efficiency, a second set of optimisation tests at 14◦

was carried out (see the third line of Table 1.4). All AFC parameters remained
unchanged except the momentum coefficient range, in this second optimisation
evaluation Cµ was allowed to change in the range 0.0001 < Cµ < 0.1. In other
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words, the maximum momentum coefficient was allowed to be five times larger
than the one employed in the previous optimisation case.

1.5 Results

In the following sections, the optimum AFC parameters to maximise the airfoil
lift and efficiency, at three pre-stall angles of attack (4◦, 6◦ and 8◦) and also at
one post-stall angle of attack (14◦), are presented. The main idea of studying the
optimum AFC parameters at all these angles of attack is to be able to evaluate how
each AFC parameter is changing as the AoA increases, with the hope of finding a
pattern which could be used in future applications.

1.5.1 Pre-stall angles of attack of 4◦,6◦ and 8◦

The aerodynamic efficiency for each of the 400 CFD studied cases at all pre-stall
AoA and versus each AFC parameter is shown in Fig. 1.8. Each column represents
the aerodynamic efficiency as a function of the different AFC parameter at given
AoA. From left to right, AoA=4◦, 6◦ and 8◦. The evolution of the aerodynamic
efficiency as a function of a given AFC parameter, for several different AoA, can be
observed at each row of Fig. 1.8. The first row characterises the efficiency versus
the non-dimensional frequency for the three studied AoA. Maximum efficiencies
are obtained at pulsating frequencies F+ around 9. Lower frequencies appear of
minor interest in terms of having high efficiency. For comparison, the horizontal
line introduced in all graphs shows the baseline case efficiency at each AoA. The
efficiency values for each particular baseline case is found in Table 1.5. The second
row of graphs presents the efficiency as a function of the momentum coefficient Cµ.
For AoA of 4◦ and 6◦, the optimum Cµ is around 0.019 and the momentum coef-
ficient is reduced to about 0.015 as the AoA increases to 8◦. This small reduction
of the momentum coefficient at 8◦ is likely to be due to the particularly successful
groove location. The next row in Fig. 1.8 introduces the aerodynamic efficiency
as a function of the jet inclination angle θ. The origin of the angular position was
presented in Fig. 1.1b. The optimum jet injection angle is about 130◦ at AoA 4◦

and decreases to about 125◦ as the AoA increases to 8◦. What it is particularly
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Figure 1.8: Aerodynamic efficiency η versus non-dimensional frequency F+, momentum
coefficient Cµ, jet angle θ◦, jet position x/C and jet width h/C for all the CFD cases at
AoA of 4◦, 6◦ and 8◦ are presented in left to right columns respectively. The horizontal
dashed line represents the baseline case efficiency for each AoA.
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interesting to observe is that regardless of the pre-stall AoA chosen, the flow is
injected facing upstream. This fact needs to be understood in combination of the
groove location, which is presented in the next row of Fig. 1.8. Groove location
clearly moves upstream as the AoA increases, the optimum groove location at 4◦,
6◦ and 8◦ is respectively x/C = 0.313, x/C = 0.250 and x/C = 0.122. In fact, this
evolution was expected. Then, as explained in §1.3.5, the separation point moves
upstream with the increase of AoA. The respective separation and reattachment
points for the different studied AoA were, x/C = 0.2436 and x/C = 0.66 for
and AoA of 4◦, x/C = 0.1125 and x/C = 0.3958 at 6◦, and x/C = 0.04 and
x/C = 0.248 for an AoA of 8◦. As it will be clarified in Fig. 1.10, the optimum
groove location (maximum efficiency) falls inside the laminar bubble for all pre-
stall studied AoA. What appears to be more interesting is to observe that the
groove location versus the location of the separation point for each AoA, further
moves downstream as the AoA increases. The location of the groove is displaced
about 29% downstream versus the separation point at AoA 4◦, this displacement
increases to 122% when the AoA is of 6◦ and reaches a 205% for an AoA of 8◦.
The authors observed that when the groove is located just before the transition to
turbulence point, for the present study this is particularly happening at 8 degrees
AoA, the momentum needed to trigger the flow reattachment can be lower. The
final row of Fig. 1.8 shows the aerodynamic efficiency as a function of the groove
width h/C. Optimum groove widths at 4◦ and 6◦ are around h/C = 0.19 and
decrease to h/C = 0.13 at 8◦ AoA. For an AoA of 8◦, this reduction appears to
be triggered by the advantageous location of the groove inside the laminar bubble,
where the transition occurs. In this region, the boundary layer becomes turbulent
and it requires a smaller amount of energy to be activated.

Fig. 1.9, for the three pre-stall AoA, characterises the two objective functions
considered in this study, the aerodynamic efficiency and the lift coefficient. In each
figure, over 400 points defining each of the CFD simulations are presented. The
red broken line represented on the right hand side of each figure is the so called
Pareto Front, which indicates the optimum values of the AFC parameters to obtain
maximum efficiency, maximum lift and the optimum combination of both. The
blue dot shown in each figure represents the airfoil baseline case characteristics
associated with each studied AoA. For an AoA of 4◦ the Pareto Front is almost
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vertical, the efficiency increase is mostly due to a decrease of the average drag. As
the AoA raises, aerodynamic efficiency improvement is due to the lift increase and
drag decrease.

The first three tables presented in 1.8.1 summarise the values of each of the
five AFC parameters corresponding to each point of the Pareto Front for AoA
4◦, 6◦ and 8◦, respectively introduced in Fig. 1.9. Descending in the tables, lift
and drag coefficients decrease and efficiency increases. The first and the last rows
of each table are underlined and correspond to the maximum lift and maximum
efficiency, respectively. For an AoA of 8◦, the highest obtained efficiency was
39.71, see Table 1.3 in 1.8.1. Notice that the point of maximum efficiency corre-
sponds to the point of minimum drag. When comparing with the baseline case
efficiency, an increase of almost 39% is observed. The values related to the five
AFC parameters which generate the maximum aerodynamic efficiency are; non-
dimensional frequency F+ = 9.3, momentum coefficient Cµ = 0.0147, jet angle
126◦, jet position 12%C, x/C = 0.12 and jet width 1.3%C, h/C = 0.013. The val-
ues characterising AFC parameters capable of generating the maximum lift are;
F+ = 8, Cµ = 0.0058, θ = 67◦, x/C = 0.116 and h/C = 0.015. A maximum
lift increase versus the baseline case of around 11% could be obtained. Compar-
ing the lift coefficients of all points defined in the Pareto Front with the baseline
case one Cl = 0.934 at AoA 8◦, see Table 1.3 in 1.8.1, it is seen an improvement
in all optimum cases, whereas when considering the drag coefficient, an improve-

(a) (b) (c)

Figure 1.9: Pareto Front at angles of attack of (a) 4◦, (b) 6◦ and (c) 8◦. The blue dots
represent the efficiency versus lift coefficient for the baseline cases at different AoA.
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α◦ cases F+ Cµ θ◦ x/C h/C Cl Cl% Cd η η%

4
max lift 9.4 0.0193 015 0.021 0.013 0.6185 +5.76 0.0317 19.51 -35.61
max efficiency 8.8 0.0194 132 0.313 0.019 0.5740 -1.84 0.0108 52.86 +74.45
baseline — — — — — 0.5848 — 0.0193 30.30 —

6
max lift 9.1 0.0195 015 0.308 0.006 0.8371 +9.14 0.0338 24.76 -22.50
max efficiency 9.2 0.0194 124 0.250 0.019 0.7802 +1.72 0.0153 50.85 +59.15
baseline — — — — — 0.7670 — 0.0240 31.95 —

8
max lift 8.0 0.0058 067 0.116 0.015 1.0413 +11.45 0.0504 20.66 -27.66
max efficiency 9.3 0.0147 126 0.122 0.013 0.9460 +1.28 0.0238 39.71 +39.00
baseline — — — — — 0.9340 — 0.0327 28.56 —

Table 1.5: Optimum five synthetic jet parameters associated with the maximum lift
and maximum efficiency cases at pre-stall angles of attack of 4◦,6◦ and 8◦

ment (reduction of drag force), only happens when the lift coefficients are below
Cl = 0.985. In other words, increasing the lift coefficient a value of higher than
0.985 introduces a drag penalty higher than in the non-actuated case. A similar
effect is observed at the other two pre-stall studied AoA, see Tables 1.1 and 1.2 in
1.8.1.

Table 1.5 presents the aerodynamic coefficients (Cl, Cd and η) as well as five
SJA parameters (F+, Cµ, θ, x/C and h/C) associated with the maximum lift and
maximum efficiency cases. These cases represent two points of the Pareto front at
each AoA (4◦, 6◦ and 8◦). When comparing these optimum cases with the baseline
ones, the first thing to realise is that aerodynamic efficiencies can be increased
by over 39% for all pre-stall AoA. The maximum efficiency was found to decrease
with the AoA increase. During the simulations it was observed that the efficiency
increase was linked to the low average value of the drag coefficient. Regardless
of AoA, the lift coefficient associated with the highest efficiency cases suffered a
variation smaller than ±2% versus the baseline case. The maximum lift coeffi-
cient, in percentage versus the baseline case, raised with the AoA increase. For an
AoA of 4◦ the maximum lift coefficient increase was of around 5.7%, reaching a
value of about 11.5% when the AoA was 8◦. When comparing the jet inclination
angles θ required to obtain maximum lift and maximum efficiency, it is observed
that the maximum lift is associated with small jet inclination angles, maximum
efficiencies are linked with high θ. To understand why it is so, it is needed to
study the interaction between the incoming flow and the pulsating jet. This study
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is presented in §1.6.4. Regarding the AFC parameters and based on the results
presented, maximum aerodynamic efficiencies are linked with high injection angles,
high momentum coefficients and high pulsating frequencies. At AoA 8◦, the differ-
ences in the AFC parameters characterising the maximum lift and the maximum
efficiency cases are mostly coming from the angle of the jet and the momentum
coefficient. The rest of the parameters are almost in the same range. For the
AoA of 4◦ and 6◦ the differences in AFC parameters to obtain maximum lift and
maximum efficiency reside in the jet inclination angle, the groove width and the
groove position.

In reality the effects of the groove location x/C are better observed in Fig. 1.10.
For each pre-stall AoA studied, it is presented the pressure and friction coefficients
as a function of the chord length. The comparison between the baseline, maximum
efficiency and maximum lift cases is also introduced. From the friction coefficient
curves and regardless of the AoA, it is observed that the optimum groove location
to obtain the maximum efficiency as well as the maximum lift falls inside the
laminar bubble. The only exception is observed at 4◦, where the maximum lift
is reached when locating the groove almost at the airfoil leading edge. For AoA
6◦, the location of the groove to obtain the highest efficiency is slightly upstream
than the one needed to obtain maximum lift. At AoA 8◦ the groove location
remains approximately unchanged, for both the maximum efficiency and lift cases.
From the friction coefficient curves and considering the highest efficiency cases (red
lines), regardless of the AoA, it is observed that the length of the bubble appearing
on the airfoil upper surface reduces whenever AFC is applied.

The effect of the AFC parameters on the pressure coefficient can clearly be seen
in Figs. 1.10a,1.10c and 1.10e. Notice that regardless of the AoA, the application
of AFC tends to maintain the flow pretty much attached downstream of the AFC
jet groove location and therefore, slightly decreasing the pressure at the airfoil
upper surface. Such decrease is particularly relevant between the leading edge
and synthetic jet location. The pressure is especially low at the groove location,
generating as well a decrease on the friction coefficient. In some cases, the use
of AFC generates small alternative vortices emanating from the interaction of the
main stream with the synthetic jet, and they roll downstream on the airfoil upper
surface. Under these conditions, the pressure on the upper airfoil surface decreases,
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increasing the lift as well as the drag. Evolution of vortical structures on the airfoil
surface will be further discussed in §1.6.

To further understand the effect of actuation on the airfoil upper surface for
the three pre-stall AoA of 4◦, 6◦ and 8◦, the streamlines along with the turbulence

(a) (b)

(c) (d)

(e) (f)

Figure 1.10: Distributions of pressure coefficient (Cp) and skin friction coefficient (Cf )
for the baseline (black solid lines), maximum efficiency (red dashed lines) and maximum
lift (blue dotted lines) cases at three pre-stall AoA. (a), (b) AoA 4◦; (c), (d) AoA 6◦; (e),
(f) AoA 8◦.
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(b
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(c
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=
8◦

Figure 1.11: Streamlines of the temporal average velocity field and contours of tur-
bulence viscosity at the three pre-stall AoA. (a) 4◦, (b) 6◦ and (c) 8◦. The baseline,
maximum lift and maximum efficiency cases are introduced as the top, central and bot-
tom panel in each sub-figure, respectively.
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viscosity contours for the baseline and actuated cases are presented in Fig. 1.11.
Regardless of the AoA, all baseline cases show a laminar bubble appearing just
after the separation point. Notice that as previously explained in Fig. 1.10, the
laminar bubble length decreases with the AoA increase. For an AoA 8◦ the bubble
appears almost near the leading edge. For all cases, the flow remains reattached
downstream of the separation bubble. When observing the highest lift cases (cen-
tral panel in each sub-figure), a bubble is seen on the airfoil upper surface. This
bubble is related to the pressure distribution introduced in Fig. 1.10, from where it
can be concluded that the highest lift is achieved due the low pressure distribution
along the airfoil upper surface. This pressure is lower than the one for the rest of
the cases studied and it is particularly observed upstream of the groove location
and also downstream of this point, where the bubble is generated. For an AoA
of 4◦, this is being accomplished via displacing the laminar bubble further down-
stream. At 6◦, the laminar bubble is drastically reduced respective the baseline
case one. At 8◦, the lowest upper surface pressure is obtained when removing the
laminar separation bubble at the leading edge and generating a large separation
bubble around the airfoil position x/C = 0.8, the bubble origin and end are re-
spectively located at x/C = 0.6 and x/C = 1. This large bubble explains the
drag increase and the decrease of efficiency in this particular case. It must be kept
in mind that, having low pressures at the airfoil upper surface, always tends to
increase the drag. The length of the arrows observed in the central and bottom
panels characterises the Synthetic Jet momentum coefficient, while their width is
proportional to the groove width and their inclination represents the injection an-
gle. The three bottom panels in each sub-figure show the streamlines configuration
when the maximum aerodynamic efficiency is obtained. At all AoA, the maximum
efficiency is reached when the flow is attached along the entire airfoil chord and
just a small bubble appears downstream of the synthetic jet location. This vortical
structure is larger at small AoA. Therefore it seems that at all pre-stall AoA the
same physical phenomenon is controlling the flow reattachment. One of the details
which is important to highlight is the relationship between the vortical structures
observed in Fig. 1.11 and the evolution of the pressure and friction coefficients
presented in Fig. 1.10. This relation can be clearly seen when observing that the
position of the vortical structures presented in the maximum efficiency cases of
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Fig. 1.11. Such a position coincides with the sudden drop of the friction coefficient
and the sharp increase of the pressure coefficient observed in Fig. 1.10. From the
contours of turbulence viscosity presented in Fig. 1.11, it is observed that under
all conditions studied, the turbulence begins to grow inside the laminar separation
bubble and then develops along the upper surface of the airfoil. As soon as tran-
sition to turbulence occurs, a turbulent boundary layer is developed and extends
until the end of the chord. Flow reattachment occurs after the laminar separation
bubble as a consequence of the transition to turbulence.

1.5.2 Post-stall angle of attack of 14◦

In this subsection, the results obtained from the optimisation at the post-stall AoA
14◦ are presented. Fig. 1.12, from (a) to (e), introduces the aerodynamic efficiency
as a function of each five AFC parameters evaluated in the present manuscript,
the AoA was kept constant at 14◦. When comparing the aerodynamic efficiency
versus the non-dimensional frequency F+, Fig. 1.12a, the maximum efficiency ap-
pears at frequencies around 2.5 < F+ < 3.5. Notice that at pre-stall conditions,
the optimum frequencies were around F+ ≈ 9. The aerodynamic efficiency as a
function of the momentum coefficient Cµ is presented in Fig. 1.12b. Maximum ef-
ficiency is obtained for momentum coefficients around 0.005, when comparing this
Cµ with the optimum ones at pre-stall AoA, it can be concluded the Cµ needed for
the present case is over three times lower than the ones previously required. The
explanation of why it is so needs to be found when analyzing the injection angle,
which is introduced in Fig. 1.12c, along with the groove location. At post-stall
AoA the optimum injection angle is around 18◦, indicating the fluid is injected
almost tangentially. This is completely different than the optimum jet angles at
pre-stall AoA, which were around 120◦. This injection angle as well as the mo-
mentum coefficient differences, along with the fact that at post-stall AoA there is
no laminar bubble, direct the attention to different flow phenomenon to achieve
flow attachment. Due to the fact that at post-stall AoA the AFC jet is injected al-
most tangentially, to further understand the coupling between the main flow and
the injected pulsating one, the relation of the main flow reattachment with the
Coanda effect should be further studied. At pre-stall AoA the interaction between
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the AFC jet and the boundary layer flow generates small vortical structures which
are alternatively shed downstream, lowering the local pressure and promoting fluid
reattachment. The position of the groove, which is introduced in Fig. 1.12d, ap-
pears to be optimum at around 1% of the chord, which is just the location of the
flow separation point. It seems at high AoA, the jet injection needs to be im-
plemented where the separation point is, while at low AoA the optimum position
is located further downstream, inside the laminar bubble. From Fig. 1.12e, it is
observed that groove widths around h/C = 0.005 seem to be the optimum ones at
14◦. These widths are three to four times smaller than the ones needed at pre-stall
AoA. Finally the Pareto Front curve characterising the maximum efficiency and
maximum lift coefficient points, as well as the optimum combination of them, is
presented in Fig. 1.12f. In order to understand which is the effect of the different
AFC parameters on the main flow, the relation between the instantaneous stream-
lines at different jet pulsating instants and the boundary layer evolution will be
further discussed, in §1.6.4.

The optimum AFC parameters to obtain the maximum efficiency and max-
imum lift for an AoA of 14◦, obtained from the optimisation process and after
performing 600 CFD simulations, is presented in Table 1.6. All optimum points
characterising the full Pareto Front curve are introduced in Table 1.4, 1.8.1. From
Tables 1.6 and 1.4 it is observed that the AFC parameters required for maximum
lift and maximum efficiency are very similar. The highest variation appears at the
jet inclination angle θ, which is of 44◦ for the maximum lift and reduces to 18◦

for the maximum efficiency. The second AFC parameter suffering high variations
is the F+, which for the maximum lift condition decreases by 37% versus the F+

required for the maximum efficiency. Regarding the groove position, for maximum

α◦ cases F+ Cµ θ◦ x/C h/C Cl Cl% Cd η η%

14
max lift 1.5 0.0051 44 0.0082 0.005 1.3435 +68.36 0.1343 10.00 +156.41
max efficiency 2.4 0.0055 18 0.0097 0.005 1.1702 +46.64 0.0854 13.70 +251.28
baseline — — — — — 0.7980 — 0.2040 03.90 —

Table 1.6: Optimum five synthetic jet parameters associated with the maximum lift
and maximum efficiency cases at a post-stall angle of attack of 14◦ (small momentum
coefficient range). 600 CFD cases
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(a) (b) (c)

(d) (e) (f)

Figure 1.12: aerodynamic efficiency versus (a) non-dimensional frequency, (b) momen-
tum coefficient, (c) jet angle, (d) jet position, (e) jet width and (f) lift coefficient at
α = 14o. The horizontal dashed line and the blue dot represent the baseline case effi-
ciency.

lift it is displaced upstream about 15% when compared with the groove position
required for maximum efficiency. Table 1.6 shows that a maximum aerodynamic
efficiency increase of about 251% can be obtained. When comparing Tables 1.5 and
1.6 it becomes clear that efficiency at the pre-stall AoA slightly decreases with the
AoA increase, but at post-stall conditions it sharply increases. At post-stall AoA
and considering the baseline case, due to the large vortical structure generated
above the airfoil, see Fig. 1.13 top panel, considerable efficiency improvements can
be obtained when implementing the AFC technology. In fact, from Table 1.6 it is
observed a lift increase of 46% and a drag decrease of 58%, therefore explaining
the large efficiency increase at AoA 14◦. From the comparison of Tables 1.5 and
1.6 it is seen, for the pre-stall AoA the optimum jet inclination angles to obtain
the maximum aerodynamic efficiency are around 120◦, while at post-stall the jet
inclination angles are of around 18◦. But at pre-stall AoA the jet injection angles
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to obtain maximum lift are similar to the ones to obtain maximum lift and or effi-
ciency at post-stall AoA. When analysing the momentum coefficient, jet injection
angle and groove location required at pre and post-stall AoA, clear differences are
observed between them, suggesting that the interaction between the incoming flow
and the synthetic jet one may be characterised by a different physical phenomenon,
further research is required in this regard.

The time averaged streamlines and contours of turbulence viscosity on the
airfoil top surface for the baseline, maximum lift and maximum efficiency cases at
AoA 14◦ is presented in Fig. 1.13. The baseline case (top panel) is characterised
by a large separation bubble, which is drastically reduced for the maximum lift
and efficiency cases (middle and bottom panels respectively). For the highest lift
condition, a small vortex is alternatively generated at a position around x/C = 0.1,
which keeps rolling downstream onto the airfoil surface, creating a particularly low
pressure on the airfoil upper surface and therefore producing the maximum lift. For
the maximum efficiency case, a very small vortical structure alternatively appears
at the groove location. It seems the boundary layer is slightly separating and

(α
=

14
◦ )

Figure 1.13: Streamlines of the temporal average velocity field and contours of turbu-
lence viscosity at the post-stall AoA. of 14◦. The baseline, maximum lift and maximum
efficiency cases are introduced as the top, central and bottom panel, respectively.
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reattaching again, maintaining the vortical structure locked in the same position.
The same performance was previously observed at 13◦ AoA by Tadjfar and Kamari
[37]. Airfoil profile and Reynolds number were the same in both cases. When
comparing the contours of turbulence viscosity at this post-stall AoA with the
ones presented at pre-stall AoA, (see Figs. 1.13 and 1.11) it is realised that at
post-stall AoA the maximum turbulence viscosity is about an order of magnitude
higher. This is due to the fact that at 14◦ AoA (baseline case) the flow is fully
separated. At this post-stall AoA and for the actuated cases, the boundary layer
becomes turbulent just after the Synthetic Jet location, the high level of turbulence
viscosity associated with the fluid inside the turbulent boundary layer maintains
the flow attached along the entire chord length.

The effects on the pressure and friction coefficients when using the optimum
AFC parameters at 14◦ are introduced in Fig. 1.14. The comparison with the
baseline case is also presented. For both optimum AFC cases, on the initial 50%
of the chord, the pressure on the upper airfoil surface is drastically reduced, and
then increases to a higher value than the one associated with the baseline case.
The friction coefficient shows that, for both optimum actuated cases, at around
50% of the chord, a small vortical structure appears. Such structure is already
seen in Fig. 1.13, highlighting the point where the pressure coefficient is beginning
to have a value higher than the baseline case one. For both actuated cases, friction
coefficient suffers a particular decrease at a position x/C = 0.1, which is the point
where the small laminar bubble is generated just after the jet, see Figs. 1.13b and
1.13c. When comparing Fig. 1.14 with Fig. 1.10, it can be concluded that at post-
stall AoA, the pressure and friction coefficients suffer large variations versus the
baseline case ones. These changes are minor at pre-stall AoA, therefore explaining
the relatively small efficiency variations.

The evolution of the mean streamwise velocity profiles at several streamwise
locations, from x/C=0.1 to x/C=1, as a function of the normalised wall normal
distance and for an AoA 14◦, is introduced in Fig. 1.15. The comparison between
the baseline, maximum lift and maximum efficiency cases is presented in the same
figure. A drastic reduction of the boundary layer thickness is observed when the
AFC cases are considered. For the baseline case and when moving downstream, the
flow is separated, the vertical position at which negative velocity distribution exists
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(a) (b)

Figure 1.14: Distributions of (a) pressure coefficient and (b) skin friction coefficient for
the baseline (black solid lines), maximum efficiency (red dashed lines) and maximum lift
(blue dotted lines) cases at 14◦

keeps growing therefore indicating the existence of a large vortical structure located
onto the airfoil surface, as observed in Fig. 1.13. For any of the optimum AFC
cases presented in Fig. 1.15 and regardless of the streamwise location chosen, fluid
velocity remains always positive, indicating there is no boundary layer separation.
Small differences are observed between maximum lift and maximum efficiency
cases. At the airfoil trailing edge (x/C=1) and for the baseline case, the velocity
profile nearby the surface shows a positive velocity sign (see Fig. 1.15b). This
behaviour is linked to the existence of a relatively small vortical structure, turning
anticlockwise, and located at the airfoil trailing edge, such structure can be seen
in Fig. 1.13.
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(a) (b)

Figure 1.15: Mean streamwise velocity profiles at several streamwise locations, (a) from
x/C=0.1 to x/C=0.5 and (b) from x/C=0.6 to x/C=1, as a function of the normalised
wall normal distance. Individual profiles are separated by horizontal offset of 2 with
the corresponding zero lines located at 2, 4, 6, 8, 10. The black solid, red dashed and
blue dotted lines represent the baseline, maximum efficiency and maximum lift cases,
respectively.

1.6 Discussion

In this section, some physical characteristics of the flow which helps in understand-
ing the implementation effects of the AFC technology are introduced.

1.6.1 Boundary layer thickness for different AoA and actu-
ation cases

The non-dimensional boundary layer thicknesses as a function of the non-dimensional
abscissa axis for AoA of 4◦, 6◦, 8◦ and 14◦ are represented in Fig. 1.16. The thick-
nesses for the maximum lift, maximum efficiency and baseline cases are introduced
in each figure, except at AoA 14◦, where the curve representing the boundary layer
thickness for the baseline case is not presented, as the flow is fully separated. The
first thing to realise is that for the pre-stall AoA, the boundary layer thickness
decreases with the AoA increase. Under these conditions, the AFC technology
slightly modifies the boundary layer thicknesses versus the respective baseline cases
ones, yet a clear reduction of the BL thickness is observed at AoA 6◦ under the
maximum lift conditions. For AoA of 14◦ and 8◦, the highest efficiency case is
characterised by a boundary layer thickness thinner than the one observed for the
maximum lift case. At AoA of 4◦ and 6◦ the opposite happens, high lift conditions
have associated thinner boundary layers than the ones observed at high efficiency
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conditions. In fact, the streamlines presented in Figs. 1.11 and 1.13 help in clari-
fying the evolution of the boundary layer thicknesses. The location of the groove
along with the different jet injection angles could further explain the different
trend in boundary layer thicknesses. Further research to understand the mixing
phenomenon is needed.

(a) (b)

(c) (d)

Figure 1.16: Boundary layer thickness as a function of the chord length and for the
four AoA studied cases; (a) 4◦, (b) 6◦, (c) 8◦ and (d) 14◦. The black solid, red dashed
and blue dotted lines represent the baseline, maximum efficiency and maximum lift cases,
respectively.

1.6.2 Further investigation on AoA of 14◦

Recalling now the work done by Tadjfar and Kamari [37], where they studied the
same airfoil profile at the same Reynolds number and for post-stall AoA of 13◦ and
16◦, they obtained efficiencies much higher than what it is obtained in the present
paper at 14◦ (see Tables 1.6 and 1.4). These differences seem to be mostly due
to the 4 times higher momentum coefficient they employed in their study. In the
present work the maximum momentum coefficient was limited to avoid using large
amounts of energy to drive the synthetic jet. Yet, in order to check if the use of
a higher momentum coefficient could further increase the aerodynamic efficiency,
a second set of 400 CFD optimisation cases was run. The ranges of the different
AFC parameters used for this second set of tests were already presented in the last
line of Table 1.4. Notice that the only difference in the range of the different AFC
parameters defined for the new case at 14◦ introduced in Table 1.4, resides in the
larger momentum coefficient range allowed for this second optimisation process.
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From now on, this second case will be called the unrestricted momentum coefficient
case.

Table 1.7 introduces the optimised AFC parameters to obtain the new maxi-
mum lift and efficiency. When comparing the results presented in Table 1.7 with
the ones previously presented in Table 1.6, it is observed the efficiency has in-
creased from the previous 251% to the actual 460%. The groove width h/C re-
mains unchanged, the jet injection angle θ has reduced to 15◦ clearly indicating
that tangential injections lead to higher efficiencies, the position of the groove has
moved around 180% further downstream, the injection frequency has doubled and
the momentum coefficient has increased by over 600%. Based on this information
it can be concluded that, for post-stall AoA the momentum coefficient as well as
the groove location are essential to obtain high aerodynamic efficiencies. The flow
needs to be injected almost tangentially. Under these conditions the aerodynamic
efficiency is perfectly comparable with the one obtained by Tadjfar and Kamari
[37], being the AFC parameters of a similar order of magnitude.

α◦ cases F+ Cµ θ◦ x/C h/C Cl Cl% Cd η η%

14
max lift 6.7 0.0985 15 0.02854 0.005 1.7635 +121.00 0.0966 18.24 +367.69
max efficiency 5.2 0.0390 15 0.02764 0.005 1.5690 +096.61 0.0717 21.86 +460.5
baseline — — — — — 0.7980 — 0.2040 03.90 —

Table 1.7: Optimum five synthetic jet parameters associated with the maximum lift
and maximum efficiency cases at a post-stall angle of attack of 14◦ (large momentum
coefficient range). 400 CFD cases

To further visualise the advantages obtained when using an unrestricted mo-
mentum coefficient, Fig. 1.17 is introduced. It compares the former Pareto Front
obtained with the restricted momentum coefficient and initially presented in Fig. 1.12f,
with the new Pareto Front obtained with the unrestricted momentum coefficient.
The advantages of employing quite unrestricted momentum coefficients are clearly
stated. The full values of the new Pareto Front are presented in Table 1.5 in 1.8.1.
In the next subsection the comparison between the different flow structures ob-
tained over the airfoil and generated due to the interaction of the main flow stream
and the synthetic jet, are presented and discussed.
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Figure 1.17: Comparison of the two Pareto Fronts obtained at AoA 14◦ with the
restricted and unrestricted momentum coefficient.

1.6.3 Energy assessment

In the present section in order to determine the effectiveness of the AFC technology,
the power per unit length used by the SJA (Wj) and the one gained after the
actuation (WG), at each AoA and for the optimum case of maximum efficiency, is
calculated and presented in Table 1.8. The power required by the synthetic jet is
defined in Equation 1.17.

Wj =
1

2
ρjAj sin(θ)u3

j (1.17)

where Aj = hl is the cross-sectional flow area of the synthetic jets, in the present
study as the spanwise length of the airfoil is equal to unity l = 1, the area is
equivalent to the jet width h. As previously introduced in §1.3.3, θ is the jet
inclination angle with respect to airfoil surface.

The time dependent velocity profile of the synthetic jet actuator to the power
three, u3

j , has been defined according to [15, 17].

u3
j =

1

T/2

∫ T/2

0

Uj
3 sin3(2πft)dt =

4

3π
Uj

3 (1.18)

where Uj represents the maximum jet velocity. The power saved due to the reduc-
tion of the drag force when AFC is applied can be given as:

WG = U∞ (Dbaseline −Dactuated ) =
ρU∞

3C

2
(Cdbaseline − Cdactuated ) (1.19)
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where D and Cd represent the drag force and drag coefficient respectively. The
parameter representing the power ratio when AFC is applied reads:

WG/Wj (1.20)

Whenever this parameter becomes negative, it indicates the drag coefficient
after the actuation is bigger than the one generated at the baseline case. When
this value is positive but smaller than one, it means that despite a drag reduction
being observed when AFC is implemented, the energy saved is lower than the one
needed to actuate the synthetic jet. Also when the power ratio has values higher
than the unity, there is energy saving. All related information is summarised in
Table 1.8 from where it can be stated that under the maximum efficiency conditions
at nearly all AoA the power ratio is higher than one. At AoA 14◦ the power ratio
is particularly high. This is perfectly understandable when considering that at
this AoA the flow is fully separated under baseline conditions, the application
of AFC reattaches the flow drastically reducing the drag forces acting over the
airfoil. Nevertheless, if the unrestricted momentum coefficient is employed, (see
the row of 14◦(u) from Table 1.8) the power ratio drops, although the airfoil is still
energetically efficient.

In conclusion, it is interesting to notice that although the AFC technology is
effective in modifying lift and drag forces, under some conditions it is energetically
efficient. In fact, at the three pre-stall AoA, under baseline conditions, the flow
is attached to the airfoil and the application of AFC slightly improves the flow
conditions. The drag is slightly increased but the energy used to do so is almost
the same as the amount saved (considering the maximum efficiency conditions). At
post-stall AoA, the situation is completely different as the flow is fully separated
(before actuation). Whenever AFC is applied the flow attaches to the airfoil,
causing a large drag reduction. As a result, the energy used is much smaller than
the amount saved. From the energy point of view, the conclusion of this sub-
section is that Synthetic Jet Actuators are efficient at high AoA and specially at
post-stall AoA.
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cases α◦ Uj [m/s] Aj [m2] θ◦ Wj [W ] WG [W ] WG/Wj

max efficiency

4 1.17 0.019 132 0.00479 0.00425 0.885
6 1.11 0.019 124 0.00457 0.00435 0.951
8 1.18 0.013 126 0.00366 0.00445 1.213
14 1.89 0.005 018 0.00221 0.05930 26.789
14 (u) 5.49 0.005 015 0.04544 0.06615 1.455

Table 1.8: Power ratio obtained for the maximum efficiency case and at pre and post
stall AoA.

1.6.4 Flow structures

In the present subsection it will be explained for AoA 6◦ and 14◦, how the vortical
structures created by the interaction of the AFC synthetic jet and the main flow,
generate, collapse and are being shed downstream. Two injection angles θ of
124◦ and 15◦, which respectively correspond to the cases of maximum efficiency
and maximum lift for an AoA of 6◦ are initially analyzed, see Figs. 1.18 and
1.19. For an AoA of 14◦, the two maximum efficiency cases corresponding to the
restricted and unrestricted momentum coefficient ones are respectively presented
in Figs. 1.20 and 1.21. In all these figures, a full jet oscillation period is divided
in eighth equally spaced time periods. The initial four time periods correspond to
the blowing phase, and the remaining four time periods obey to the suction phase.
At phase 1/8T the synthetic jet has just started to blow fluid and therefore has
associated a low injection velocity, the maximum blowing velocity will be reached
in the next time period 2/8T . The time periods 5/8T and 6/8T characterise the
initial and maximum sucking velocities respectively, which are equivalent to the
1/8T and 2/8T blowing periods. The time periods 4/8T and 8/8T define the final
blowing and sucking periods respectively. At these two time periods the synthetic
jet velocity is zero.

Fig. 1.18, represents the case characterised by an AoA of 6◦ and an injection
angle of θ = 124◦. During the blowing phase, at the initial time period 1/8T , the
interaction between the external flow and the low synthetic jet velocity facing up-
stream generates a small laminar bubble just before the groove location. An even
thinner bubble is created just upstream of this one. Downstream of the groove lo-
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cation, at a distance about x/C = 0.05 versus the groove position, a third laminar
bubble of a size slighly larger than the previous two ones is observed. When the
time period is 2/8T the blowing velocity is maximum, the two upstream attached
vortical structures have decrease in length while slightly increasing in thickness.
This is due to the slightly increase of the boundary layer thickness at the groove
location. Downstream of the groove location, the former third laminar separa-
tion bubble still remains in the same position and directly after the groove, a
fourth vortical structure is generated. At the next time period 3/8T , the syn-
thetic jet blowing velocity is the same as at 1/8T . This decrease of velocity versus
the previous time period enhances the growth of the four vortical structures. A
particular large growth is observed on the eddy located just downstream of the
jet. The maximum dimension of the vortical structures is observed at 4/8T , the
two upstream structures, which where connected in the previous time periods are
now quite independent. The two downstream structures are rather joined and the
eddy located just downstream of the jet has now moved upstream into the jet area
while considerably increasing its dimension. The external flow simply passes over

(a) (b)

Figure 1.18: Instantaneous velocity streamlines at different phases of synthetic jet
for the maximum efficiency case at AoA 6◦ with F+ = 9.2, Cµ = 0.0194, θ = 124◦,
x/C = 0.25 and h/C = 0.019.
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the four eddy structures drastically reducing the downstream perturbed zone. As
soon as the suction phase starts, at time 5/8T , the former four vortical structures
drastically reduce in size while maintaining their central core position. In the next
time period 6/8T , the sucking velocity is maximum, the two upstream structures
have almost completely disappeared and the structure just downstream of the jet
still remains, although it is largely being dragged into the groove. Finally, the
further downstream structure is being pushed slightly downstream. As the time
period increases to 7/8T , and due to the low sucking velocity, the almost dragged
downstream structure is regaining intensity and places again just downstream of
the groove. The further downstream structure completely collapses while the re-
maining of one of the upstream structures can still be seen. The last time period
characterises the end of the sucking phase, where the sucking velocity is zero, the
former upstream and downstream structures have grown in size and a third smaller
structure has been created just on the groove zone. This smaller structure will be
blown away in the next time period, blowing phase.

Taking the blowing and suction phases globally and when the jet injection angle
is of 124◦, it can be said that the synthetic jet is creating around the jet zone several
small laminar bubbles which keep appearing and disappearing while maintaining
the flow outside this area rather attached to the airfoil. All information presented
here is based on the 2D CFD RANS simulations. In fact, a further 3D-DNS set of
simulations are needed to carefully evaluate the flow interaction just outlined in
the present manuscript.

When maintaining the AoA at 6◦ but changing the jet injection angle to θ =

15◦, which characterises the maximum lift case, the evolution of the flow around
the jet area is presented in Fig. 1.19. From the comparison of Figs. 1.18 and
1.19 three main details are initially observed. When injecting at small angles, the
groove position needs to be moved downstream, the groove width is reduced by
over 66% and the eddies previously observed in Fig. 1.18, are now largely reduced.
In fact, the vortical structures previously seen downstream of the groove are now
completely gone. Regarding the upstream structures, two to three rather elongated
eddies having a very small thickness are observed during the blowing phase, such
structures almost disappear during the suction phase. Fig. 1.19 indicates the
boundary layer thickness has to be thinner for the maximum lift case than for the
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maximum efficiency case, which was analysed in Fig. 1.18, and this is exactly what
Fig. 1.16 shows for this AoA.

The analysis of the vortex shedding phenomenon for the maximum efficiency
case at AoA 14◦ and when the momentum coefficient was restricted to a maximum
value of Cµ = 0.02 is presented in Fig. 1.20. Blowing and suction phases are
characterised by a set of vortical structures generated just downstream of the
synthetic jet and rolling onto the airfoil surface. Their dimension grows as they
move downstream and once the vortices reach the trailing edge they separate
from the airfoil and are being shed downstream. From the observation of time
periods between 1/8T and 4/8T , it is seen that during the blowing phase the
vortical structures simply move downstream. Very small vortical structures seem
to be appearing at the end of the blowing phase. Seen from the airfoil leading
edge, the first, rather circular, and the second, much elongated, vortical structures
observed at 1/8T , are approaching each other as they roll downstream, finally
joining at time period 5/8T , which is the beginning of The suction phase. At this
particular time period, an elongated laminar bubble is observed just downstream

(a) (b)

Figure 1.19: instantaneous velocity streamlines at different phases of synthetic jet for
the maximum lift case at AoA 6◦ with F+ = 9.1, Cµ = 0.0195, θ = 15◦, x/C = 0.308
and h/C = 0.006.
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of the jet. In fact, this laminar bubble was initially observed as 3/8T and kept
growing until reaching the actual time period. On the next time period, 6/8T ,
where the suction velocity is maximum, the elongated laminar bubble previously
seen wraps up generating a high intensity rounded vortex, which rolls downstream
faster than the three smaller vortical structures initially generated at time period
2/8T and clearly seen downstream of the laminar bubble at 5/8T . At time period
8/8T the high intensity vortical structure generated at 6/8T , has already cached
one of the three smaller vortical structures initially generated at 2/8T , and it will
take a full synthetic jet oscillation period until it will catch the remaining two small
vortical structures, until reaching the time period 5/8T . It can be concluded that
the formation of the main vortical structures which will be shed downstream is due
to the merging process of several small eddies initially generated at time period
2/8T , with a higher intensity one generated at time period 6/8T . This merging
process takes a full synthetic jet oscillation cycle, counted from the moment the
higher intensity vortex is created.

(a) (b)

Figure 1.20: Instantaneous velocity streamlines at different phases of synthetic jet
for the maximum efficiency case at AoA 14◦ with F+ = 2.4, Cµ = 0.0055, θ = 18◦,
x/C = 0.0097 and h/C = 0.005. Restricted momentum coefficient.

The final results presented in this paper, Fig. 1.21, characterise the maximum
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efficiency case at AoA 14◦ but with the unrestricted momentum coefficient. In
Table 1.7 it was already stated that for this particular case, the efficiency increase
versus the baseline one was of 460%, notice that the efficiency increase associated
with Fig. 1.20 was of 251%. Fig. 1.21 shows that regardless of the blowing or
suction phase chosen, the streamlines are completely attached to the airfoil, just a
small elongated laminar bubble slightly changing in size appears upstream of the
jet groove. The dimension of the laminar bubble is minimum at the end of the
suction phase. One of conclusions from this figure which is one of the conclusions
of the present study is that if large momentum coefficients can be employed, the
flow can be completely reattached to the airfoil surface. Nevertheless, we observed
that the amount of energy required by this AFC actuation was not compensated
by the energy saving due to the improved profile performance.

(a) (b)

Figure 1.21: Instantaneous velocity streamlines at different phases of synthetic jet
for the maximum efficiency case at AoA 14◦ with F+ = 5.2, Cµ = 0.039, θ = 15◦,
x/C = 0.02764 and h/C = 0.005. Unrestricted momentum coefficient.
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1.7 Conclusions

The paper evaluates five AFC parameters and optimises their combination to ob-
tain the maximum lift and efficiency for the SD7003 airfoil at three pre-stall and
one post-stall AoA. The Reynolds number is kept constant at 6× 104.

The paper presents the results of over 2200 2D RANS simulations. 400 CFD
cases were run for each of pre-stall AoA, 4◦, 6◦ and 8◦. 600 CFD cases were run at
140 with a restricted momentum coefficient and another 400 CFD cases were run
at AoA 14◦ with an unrestricted momentum coefficient. A Genetic algorithm opti-
miser was linked with a mesh generator and a CFD solver in order to automatically
perform the simulations for each new Genetic algorithm generation.

The use of an optimisation tool considering two objective functions, lift co-
efficient and efficiency, has allowed to obtain for each of the four studied AoA, a
Pareto Front which contains all the optimum set of AFC parameters characterising
the maximum efficiency, the maximum lift and their optimum combinations.

The use of AFC has improved the efficiency and lift coefficient under all studied
angles of attack. The percentage of improvement of both parameters versus the
baseline case values is particularly relevant at post-stall AoA.

An aerodynamic efficiency increase of almost 39% was obtained for an AoA
of 8◦. This efficiency was related to the following values for the different AFC
parameters, non-dimensional frequency F+ = 9.3, momentum coefficient Cµ =

0.0147, jet angle 126◦, jet position 12%C, x/C = 0.12 and jet width 1.3%C,
h/C = 0.013. The efficiency increased to 251% when the AoA was 14◦ and using
a restricted momentum coefficient, the AFC parameters associated were, F+ =

2.4; Cµ = 0.0055; θ = 18◦, x/C = 0.0097 and h/C = 0.005. When using an
unrestricted momentum coefficient at AoA of 14◦, the efficiency increased to 460%,
being the AFC parameters F+ = 5.2; Cµ = 0.039; θ = 15◦, x/C = 0.02764 and
h/C = 0.005.

To obtain a maximum aerodynamic efficiency, the synthetic jet optimum incli-
nation angles at pre-stall AoA are about 125◦. The jet inclination angles to obtain
the maximum lift are around 15◦. At post-stall AoA maximum lift and maximum
efficiency are obtained when employing jet inclination angles around 18◦
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At pre-stall AoA the optimum position of the synthetic jet, to obtain the max-
imum efficiency, is inside the laminar separation bubble corresponding to each
angle of attack. For the momentum coefficient restricted case at post-stall AoA,
the groove needs to be located just where the separation point is. The momentum
coefficient required is several times lower than the one needed at pre-stall AoA,
yet the efficiency increase is much higher. For the unrestricted case at 14◦, the
jet location has moved further downstream, the required momentum coefficient is
about seven times larger the one needed for the restricted case at the same AoA
and the efficiency has now increased to 460% versus the base case one.

Large momentum coefficients are associated with high frequencies and vice-
versa. The required jet width at post-stall AoA is about one third of the one
required at pre-stall AoA.

The physics phenomenon characterising the interaction between the boundary
layer and the pulsating jet flow is highly dependent on the jet inclination angle and
the airfoil angle of attack. Despite the fact the simulations are two dimensional,
a further inside into the interaction between the synthetic jet and the external
flow is obtained. At pre-stall AoA and when using large injection angles, injecting
upstream, a set of small vortical structures are observed. But when the injection
angle is facing downstream, downstream vortical structures completely disappear.
At post-stall AoA it has been demonstrated that injecting almost tangentially
and employing large momentum coefficients completely reattaches the flow to the
airfoil, hugely increasing its efficiency.

1.8 appendix

1.8.1 Full Pareto Front results, at all AoA

Table 1.1: All the Optimum cases of Pareto Front at 4◦

F+ Cµ θ◦ x/C h/C Cl Cl% Cd η η%

9.4 0.0193 15 0.021 0.013 0.6185 5.76 0.0317 19.51 -35.61
8.4 0.0183 15 0.020 0.013 0.6141 5.01 0.0314 19.56 -35.44
8.4 0.0134 16 0.111 0.012 0.6047 3.40 0.0297 20.34 -32.84
8.4 0.0134 15 0.131 0.012 0.6019 2.92 0.0295 20.37 -32.75
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8.7 0.0121 15 0.131 0.013 0.5987 2.39 0.0289 20.70 -31.70
8.4 0.0135 111 0.307 0.015 0.5867 0.32 0.0177 33.09 9.20
8.4 0.0121 111 0.307 0.012 0.5854 0.10 0.0170 34.26 13.07
8.3 0.0178 110 0.313 0.018 0.5846 -0.03 0.0162 35.94 18.62
8.8 0.0193 109 0.313 0.018 0.5845 -0.04 0.016 36.54 20.59
8.2 0.0177 111 0.313 0.017 0.5843 -0.07 0.0158 36.77 21.35
8.2 0.0178 111 0.313 0.017 0.5843 -0.07 0.0158 36.81 21.51
7.2 0.0193 115 0.313 0.013 0.5826 -0.36 0.0145 39.92 31.76
8.7 0.019 114 0.313 0.018 0.5821 -0.44 0.0143 40.58 33.93
8.5 0.0193 114 0.313 0.017 0.5821 -0.44 0.0143 40.64 34.14
8.8 0.019 115 0.313 0.017 0.5820 -0.46 0.0140 41.46 36.85
8.8 0.0185 119 0.313 0.015 0.5809 -0.65 0.0133 43.64 44.02
8.8 0.0185 119 0.309 0.016 0.5803 -0.75 0.0132 43.66 44.12
8.8 0.0185 120 0.308 0.015 0.5802 -0.77 0.0132 43.92 44.97
9.2 0.0184 121 0.313 0.019 0.5800 -0.80 0.0127 45.53 50.29
7.3 0.0199 123 0.313 0.017 0.5799 -0.83 0.0125 46.07 52.05
8.7 0.0185 123 0.313 0.019 0.5795 -0.89 0.0122 47.15 55.61
8.8 0.0194 123 0.313 0.017 0.5795 -0.90 0.0122 47.43 56.53
9.4 0.0199 123 0.313 0.017 0.5790 -0.99 0.0121 47.78 57.69
8.8 0.0194 125 0.313 0.019 0.5787 -1.04 0.0117 49.45 63.21
7.1 0.0187 133 0.313 0.019 0.5754 -1.60 0.0111 51.78 70.91
7.1 0.0187 133 0.312 0.019 0.5752 -1.63 0.0110 51.95 71.48
7.1 0.0187 133 0.311 0.019 0.5748 -1.70 0.0110 52.02 71.68
8.8 0.0194 131 0.313 0.019 0.5747 -1.71 0.0109 52.54 73.41
8.8 0.0194 132 0.313 0.019 0.5740 -1.84 0.0108 52.86 74.45

baseline 0.5848 0.0193 30.30

Table 1.2: All the Optimum cases of Pareto Front at 6◦

F+ Cµ θ◦ x/C h/C Cl Cl% Cd η η%

9.1 0.0195 15 0.308 0.006 0.8371 9.14 0.0338 24.76 -22.50
9.1 0.0195 15 0.308 0.007 0.8370 9.13 0.0337 24.79 -22.41
9.1 0.0192 15 0.308 0.006 0.8363 9.03 0.0336 24.88 -22.13
9.1 0.0195 19 0.308 0.006 0.8360 9 0.0332 25.17 -21.22
9.1 0.0195 23 0.307 0.006 0.8345 8.80 0.0327 25.46 -20.31
9.1 0.0195 24 0.313 0.007 0.8344 8.79 0.0327 25.48 -20.25
9.1 0.0192 23 0.307 0.006 0.8337 8.70 0.0326 25.58 -19.93
9.1 0.0195 34 0.307 0.006 0.8311 8.36 0.0317 26.21 -17.96
9.1 0.0198 40 0.307 0.006 0.8310 8.34 0.0310 26.73 -16.33
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9 0.0199 47 0.308 0.006 0.8307 8.31 0.0300 27.68 -13.36
9.1 0.0195 47 0.308 0.006 0.8297 8.17 0.0297 27.87 -12.77
9.1 0.0195 55 0.308 0.006 0.8263 7.73 0.0286 28.90 -9.55
9.1 0.0195 59 0.308 0.006 0.8241 7.44 0.0280 29.43 -7.88
9.1 0.0194 59 0.308 0.006 0.8238 7.40 0.0279 29.46 -7.79
9.1 0.0195 62 0.308 0.006 0.8220 7.17 0.0276 29.78 -6.79
9.2 0.0194 66 0.311 0.006 0.8183 6.68 0.0267 30.56 -4.35
9.1 0.0158 64 0.308 0.005 0.8121 5.88 0.0254 31.88 -0.22
9.1 0.0144 64 0.308 0.005 0.8076 5.29 0.0249 32.39 1.38
9.3 0.0194 82 0.311 0.007 0.8071 5.22 0.0233 34.54 8.10
9.3 0.0194 83 0.311 0.007 0.8066 5.16 0.0231 34.84 9.05
9.3 0.0177 82 0.311 0.007 0.8050 4.95 0.0230 34.92 9.29
9.2 0.0158 82 0.308 0.008 0.8046 4.90 0.0225 35.76 11.92
9.2 0.0158 85 0.305 0.009 0.8031 4.70 0.0219 36.58 14.49
9.2 0.0194 91 0.309 0.008 0.8027 4.65 0.0214 37.47 17.27
9.2 0.0194 94 0.311 0.009 0.7989 4.16 0.0212 37.63 17.78
9.2 0.0155 94 0.311 0.009 0.7952 3.68 0.0211 37.67 17.90
9.2 0.0154 95 0.306 0.009 0.7948 3.62 0.0209 37.95 18.78
9.2 0.0155 99 0.309 0.010 0.7918 3.23 0.0205 38.55 20.66
9.2 0.0192 105 0.305 0.018 0.7895 2.93 0.0195 40.34 26.26
9.2 0.0192 106 0.305 0.018 0.7890 2.87 0.0193 40.73 27.48
9.2 0.0192 112 0.305 0.018 0.7849 2.33 0.0184 42.59 33.30
9.2 0.0192 113 0.305 0.018 0.7840 2.21 0.0183 42.77 33.86
9.2 0.0194 119 0.250 0.019 0.7810 1.82 0.0167 46.69 46.13
9.2 0.0194 123 0.250 0.019 0.7805 1.76 0.0155 50.07 56.71
9.2 0.0194 124 0.250 0.019 0.7802 1.72 0.0153 50.85 59.15

baseline 0.767 0.0240 31.95

Table 1.3: All the Optimum cases of Pareto Front at 8◦

F+ Cµ θ◦ x/C h/C Cl Cl% Cd η η%

8 0.0058 67 0.116 0.015 1.043 11.45 0.0504 20.66 -27.66
8 0.0058 68 0.114 0.015 1.040 11.42 0.0502 20.72 -27.47
7.8 0.0056 68 0.120 0.014 1.039 11.20 0.0498 20.85 -27.02
8.1 0.0058 69 0.120 0.014 1.037 11.02 0.0480 21.57 -24.50
7.8 0.0057 68 0.120 0.007 1.030 10.27 0.0468 22.01 -22.96
7.4 0.0057 68 0.120 0.007 1.026 9.89 0.0440 23.27 -18.55
7.4 0.0056 68 0.120 0.007 1.026 9.85 0.0440 23.30 -18.44
9.9 0.0147 31 0.173 0.007 1.002 7.28 0.0341 29.33 2.66
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9.9 0.011 30 0.169 0.013 0.988 5.78 0.0328 30.08 5.28
7.4 0.0104 26 0.173 0.006 0.985 5.46 0.0327 30.08 5.28
7.4 0.0098 30 0.173 0.006 0.982 5.14 0.0323 30.41 6.44
7.7 0.0059 67 0.167 0.005 0.967 3.53 0.0293 32.92 15.22
7.7 0.0058 69 0.166 0.005 0.967 3.53 0.0291 33.14 15.99
7.7 0.0059 71 0.166 0.005 0.967 3.53 0.0291 33.15 16.03
9.3 0.0049 128 0.122 0.014 0.950 1.71 0.0265 35.82 25.37
9.1 0.0056 128 0.122 0.016 0.950 1.71 0.0264 35.97 25.90
9.3 0.0096 126 0.122 0.014 0.948 1.50 0.0253 37.37 30.80
9.4 0.0098 128 0.120 0.014 0.947 1.40 0.0251 37.71 31.99
9.2 0.0121 127 0.123 0.014 0.947 1.40 0.0245 38.65 35.28
9.4 0.0121 128 0.121 0.013 0.946 1.28 0.0244 38.74 35.59
9.3 0.0147 126 0.122 0.013 0.946 1.28 0.0238 39.71 39

baseline 0.934 0.0327 28.57

Table 1.4: All the Optimum cases of Pareto Front at 14◦ (restricted momentum coeffi-
cient)

F+ Cµ θ◦ x/C h/C Cl Cl% Cd η η%

1.5 0.0051 44 0.0082 0.005 1.3435 68.36 0.1343 10 156.41
1.5 0.0052 44 0.0082 0.005 1.3433 68.33 0.1343 10 156.41
1.5 0.0061 43 0.0082 0.005 1.3403 67.96 0.1318 10.17 60.77
1.5 0.0054 43 0.0082 0.005 1.3123 64.45 0.1232 10.65 173.07
1.5 0.0052 43 0.0082 0.005 1.3025 63.22 0.1223 10.65 173.07
1.6 0.0052 54 0.0089 0.005 1.2914 61.83 0.1207 10.70 174.35
1.6 0.0068 54 0.0089 0.005 1.2873 61.32 0.1190 10.81 177.18
2 0.0056 29 0.0097 0.005 1.2850 61.03 0.1108 11.59 197.18
2 0.0056 34 0.0097 0.005 1.2815 60.59 0.1104 11.60 197.43
2 0.0056 33 0.0097 0.005 1.2761 59.91 0.1099 11.61 197.69
2 0.0056 38 0.0097 0.005 1.2678 58.87 0.1086 11.67 199.23
2.3 0.0061 15 0.0089 0.005 1.2547 57.23 0.0962 13.04 234.36
2.4 0.0061 15 0.0089 0.005 1.2544 57.19 0.0925 13.56 247.69
2.4 0.0055 15 0.0089 0.005 1.1769 47.48 0.0859 13.69 251.02
2.4 0.0055 18 0.0097 0.005 1.1702 46.64 0.0854 13.70 251.28

baseline 0.798 0.204 3.90
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Table 1.5: All the Optimum cases of Pareto Front at 14◦ (unrestricted momentum
coefficient)

F+ Cµ θ◦ x/C h/C Cl Cl% Cd η η%

6.7 0.0985 15 0.0285 0.005 1.764 121 0.0966 18.24 367.69
6.8 0.098 15 0.0285 0.005 1.763 120.86 0.09625 18.31 369.48
4.7 0.0965 25 0.0285 0.005 1.750 119.32 0.09419 18.58 376.41
4.9 0.0965 25 0.0223 0.005 1.749 119.22 0.08777 19.93 411.02
6.7 0.0740 15 0.0276 0.005 1.706 113.79 0.08530 20.00 412.82
6.8 0.0645 15 0.0276 0.005 1.678 110.30 0.08091 20.74 431.79
6.7 0.0615 15 0.0276 0.005 1.668 109.06 0.07967 20.94 436.92
6.7 0.0565 15 0.0276 0.005 1.651 106.90 0.07748 21.31 446.41
7.4 0.0490 15 0.0285 0.005 1.624 103.48 0.07434 21.84 460
5.2 0.0390 15 0.0276 0.005 1.569 96.61 0.0717 21.86 460.5

baseline 0.798 0.204 3.90
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Chapter 2

Large Eddy Simulation of Optimal
Synthetic Jet Actuation on a
SD7003 airfoil in post-stall
conditions

2.1 Abstract

Aerodynamic performances may be optimised by the appropriate tuning of Active
Flow Control (AFC) parameters. For the first time, we couple Genetic Algorithms
(GA) with an unsteady Reynolds-Averaged Navier-Stokes (RANS) solver using
the Spalart-Allmaras (SA) turbulence model to maximise lift and aerodynamic
efficiency of an airfoil in stall conditions [1], and then validate the resulting set
of optimal Synthetic Jet Actuator (SJA) parameters against well-resolved three-
dimensional Large Eddy Simulation (LES). The airfoil considered is the SD7003, at
the Reynolds number Re = 6× 104 and the post-stall angle of attack α = 14◦. We
find that, although SA-RANS is not quite as accurate as LES, it can still predict
macroscopic aggregates such as lift and drag coefficients, provided the free-stream
turbulence is prescribed to reasonable values. The sensitivity to free-stream tur-
bulence is found to be particularly critical for SJA cases. Baseline LES simulation
agrees well with literature results, while RANS-SA would seem to remain a valid
model to a certain degree. For optimally actuated cases, our LES simulation pre-
dicts far better performances than obtained by suboptimal SJA LES computations
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as reported by other authors [2] for the same airfoil, Re and α, which illustrates the
applicability and effectiveness of the SJA optimisation technique applied, despite
using the less accurate yet computationally faster SA-RANS. The flow topology
and wake dynamics of baseline and SJA cases are thoroughly compared to elucidate
the mechanism whereby aerodynamic performances are enhanced.

2.2 Introduction

Active Flow Control (AFC) may be applied to airfoils and wings to suppress or
postpone flow separation thereby improving aerodynamic performance. One of
the main advantages of AFC as compared to passive flow control is that no drag
penalty is incurred in off-design conditions. AFC techniques usually fall in one of
three different categories [3], namely moving body, plasma and fluidic actuation.
Moving body actuators act on the geometry of the body to inject momentum into
the flow [4]. Plasma actuators generate fast temporal response jets of ionized fluid
by applying large electric potential differences [5, 6, 7, 8, 9]. Fluidic actuators
(FA), which are by far the most common, inject/suck fluid to/from the boundary
layer.

Among fluidic actuators, Synthetic Jet Actuators (SJA, sometimes also called
Zero Net Mass Flow Actuators ZNMFA) are of particular interest because of their
simplicity and demonstrated capability of suppressing flow separation [10, 11, 12,
13, 14]. For instance, SJAs have been shown more effective than Continuous Jet
Actuators (CJA) at comparable power input levels in improving the performances
of a stator compressor cascade [15, 16, 17, 18, 19]. SJAs do not require an external
fluid supply, since their zero net mass flux can be simply obtained with an oscil-
lating membrane (or reciprocating piston) housed inside a tiny cavity just beneath
the surface. The back and forth displacement of the membrane alternatively sucks
low momentum fluid from the near-wall and injects the fluid back with increased
momentum.

A large number of numerical and experimental studies involving SJA imple-
mentation on airfoils has been published over the last couple of decades. Most
of the research focuses on assessing the combined effect of two SJA parameters,
namely the actuation frequency fj and the jet momentum coefficient Cµ. The
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former is nondimensionalised with the airfoil chord C and the free-stream ve-
locity U∞ following fj/(U∞/C), while the momentum coefficient is defined as
Cµ = (ρjU

2
j hj sin θj)/(ρ∞U2

∞C), with hj the jet width, ρj and ρ∞ the jet and
far field fluid densities, respectively, Uj the maximum jet velocity and θj the jet
inclination angle with respect to the surface.

One of the first experimental studies looking into the effect on flow separa-
tion over an unconventional symmetric airfoil of the momentum coefficient, fre-
quency and position of a synthetic jet actuator was undertaken by Amitay et al.
[19], Amitay and Glezer [20]. They found that placing the actuator close to the
boundary layer separation point minimised the momentum coefficient required for
flow reattachment. Actuating with frequencies of the same order of magnitude
as the natural von Kármán vortex-sheddding frequency (fj ∼ fvK ≃ 0.7U∞/C)
produced unsteady reattachment, while full flow reattachment could be obtained
by actuating at about ten times the vortex-shedding frequency (fj/fvK ∼ O(10)).

The effect of SJA on a NACA0015 airfoil at Re = 8.96 × 105 was studied
experimentally by Gilarranz et al. [21] and numerically (using LES) by You and
Moin [22]. In the experiments, while actuation was rather ineffective below α ≤ 10,
its effectiveness was seen to largely improve at higher values of α, managing to
push the stall angle of attack from αs = 12◦ to 18◦. At α > 25◦ the required
actuation frequencies needed to obtain high lift coefficients were particularly large.
Numerical simulations produced a 70% lift increase for SJA AFC parameters Cµ =

0.0123, fj = 1.284U∞/C and θrevPj = 30.2◦ with respect to baseline. The same
airfoil was experimentally analysed by Tuck and Soria [23] at the lower Re =

3.9 × 104, and then simulated numerically via LES [24]. Maximum efficiency
was obtained for SJA frequencies fj = 0.65U∞/C and 1.3 in the experiments,
intermediate values being not quite so effective. The combination of Cµ = 0.0123

momentum coefficient with the highest frequency delayed stall from αs = 10◦ for
baseline to 18◦. The numerical simulations revealed that the optimal frequencies
coincided with the baseline shedding frequency (fvK) and its first harmonic (2 fvK).
The same particulars were observed again by Buchmann et al. [25] in their high-
repetition-rate PIV experiments. Itsariyapinyo and Sharma [26] revisited the same
airfoil at Re = 1.1 × 105 with LES simulations of SJA acting tangentially to the
surface precisely at the trailing edge. The lift coefficient was seen to increase

72



linearly when raising the momentum coefficient up to a certain threshold, beyond
which point further improvement slowed down and saturated.

Kim and Kim [27] applied flow separation control to a NACA23012 airfoil
at Re = 2.19 × 106 and α ∈ [6◦, 22◦] in 5 different slat/flap/jet configurations
using the Reynolds-averaged Navier-Stokes (RANS) equations and the k-ω SST
turbulence model. Low actuation frequencies were found the most adequate to
the reduction of the large separated regions, while the jet momentum coefficients
required were large. They proposed the implementation of multi-array/multi-
location SJA to reduce the required jet velocity, a solution that was successful.
The same airfoil and Reynolds number were addressed by Monir et al. [28] in two
different configurations using RANS and the Spalart-Allmaras turbulence model.
They found that while SJA actuation at θj = 43◦ could improve aerodynamic
efficiency substantially, tangential actuation was by far the optimum.

Experimental studies to evaluate the effects of SJA on separation control and
wake topology on a NACA0025 airfoil at Re = 105 and α = 5◦ were undertaken by
Goodfellow et al. [29]. They noticed that momentum coefficient was the primary
control parameter, and obtained up to 50% drag decrease with Cµ above a certain
threshold. The same airfoil at the same Reynolds number was anlyzed by Feero
et al. [30], but at the higher α = 10◦. They reported that momentum coefficients
required for flow reattachment were one order of magnitude lower for excitation
frequencies about the vortex shedding frequency than for high frequencies. In a
later study they considered the effects of jet location at the still larger α = 12◦ [31].
Flow control was all the more effective by locating the jet slot in the vicinity of the
natural separation point. Zhang and Samtaney [32] investigated the dependence
of SJA efficacy on excitation frequency for a NACA0018 airfoil at α = 10◦ and
ultralow Re = 1000 using three-dimensional Direct Numerical Simulation (DNS).
Three different frequencies were assessed (fj = 0.5U∞/C, 1 and 4) and, although
aerodynamic performances improved in all cases, fj = 1U∞/C was found the
optimal.

As an airfoil specifically designed for low Reynolds number applications, the
Selig-Donovan 7003 (SD7003) [33, 34] has been recently investigated at Re =

6 × 104 employing LES [35, 36, 2]. Breuer [35] tested several inlet turbulence
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intensities, ranging from nil to Tu = 11%, at α = 4◦ with the object of under-
standing its impact on the Laminar Separation Bubble (LSB). He concluded that
high Tu values managed to reduce and even suppress the LSB, thereby enhanc-
ing aerodynamic performance. Freestream unsteadiness effects were also assessed
by Qin et al. [36], this time by exploring different inlet velocity oscillation ampli-
tudes and frequencies, at the same α = 4◦. Flow separation was delayed and even
suppressed during the acceleration phase, while the separation point progressed
upstream towards the leading edge in the deceleration phase. Rodriguez et al. [2]
applied SJA AFC to the SD7003 in their LES simulations at α = {4◦, 11◦,14◦} and
obtained an aerodynamic efficiency increase of up to ∆η/η = 124% at the highest
α, actuation being less effective at pre-stall angles of attack.

All research on SJA AFC application to airfoils discussed so far was limited to
straightforward parametric explorations merely intended to elucidate the separate
effects of the various actuation parameters on aerodynamic performance. There
exist, however, a number of studies aiming at systematic optimisation. Duvigneau
and Visonneau [37] optimised SJA non-dimensional frequency, velocity amplitude
and injection angle on a NACA0015 airfoil at Re = 8.96 × 105 and for a range
of α ∈ [12◦, 24◦]. To do so, they coupled their flow solver with an optimisation
algorithm first developed by Torczon [38]. An optimum choice of the three SJA
parameters produced a lift increase of 34% and a stall angle delay from αs = 19◦

to 22◦. A study of SJA on a NACA0012 airfoil at Re = 2×106 and α = {18◦, 20◦}
followed shortly after that employed a derivative-free algorithm to find the optimal
location for actuation [39]. The influence of jet location on lift was remarkable at
α = 20◦, with up to 57% increase, but not so noticeable at 18◦.

Kamari et al. [40] optimised constant blowing and constant suction on the
SD7003 airfoil at Re = 6 × 104 by coupling Genetic Algorithms (GA) with Ar-
tificial Neural Networks (ANN) previously trained with a set of almost 45 CFD
runs. Optimal constant suction was shown more effective. The same numerical
methods where applied to the same airfoil, at the same Reynolds number and SJA
parameters by Tadjfar and Kamari [41], but at α = 13◦ and 16◦ and with two
alternative injection configurations, namely tangent and normal to the airfoil sur-
face. Aerodynamic efficiency was the objective/target function. Optimal tangent

74



injection at α = 13◦, produced an astonishing maximum aerodynamic efficiency
increase of 591%.

Perhaps the latest, and possibly the most extensive, research in the field of
AFC application to airfoils is the one undertaken by Tousi et al. [1]. Five SJA pa-
rameters were optimised in a coupled fashion for a SD7003 airfoil at Re = 6× 104

and several pre- and post-stall α = {4◦, 6◦, 8◦, 14◦} using GA and RANS. The
key difference between Tadjfar and Kamari [41] and Tousi et al. [1] resides in
the methodology employed. While the former used ANN to estimate most of the
SJA AFC parameters, the latter based the entire optimization process on precise
RANS-CFD simulations with the Spalart-Allmaras (SA) turbulence model, which
enhances the accuracy of the results at the cost of incurring a high computational
burden. This is the first time, to the best of our knowledge, that genetic algorithms
have been coupled with an unsteady RANS CFD solver with the aim of optimally
tuning a set of SJA AFC parameters to maximise aerodynamic performances of
an airfoil in stall conditions. The resulting optimals could not at the time un-
dergo validation against experiments or well-resolved simulations, nor were the
flow mechanisms responsible for optimally enhancing aerodynamic performances
examined in any detail.

The study presented here builds up on the optimal SJA AFC configurations
found by Tousi et al. [1]. Their analysis implicitly relied on the dubious accuracy
of RANS-SA simulations of massively detached wake flows and/or deploying SJA
AFC. Literature recommendations as to the setup of computations in regards to
the tuning of turbulence model parameters and the prescription of free-stream
turbulent viscosity boundary conditions were blindly followed. Here we undertake
the ensuing natural step and put the optimization results thus obtained to the test.
We analyse optimal SJA on the SD7003 at Re = 6 × 104, at a single post-stall
α = 14◦, with accurate, well-resolved, 3D-LES computations. The object is two-
fold. On one side, we evaluate the reliability of RANS-SA simulation in assessing
SJA application to airfoils in post-stall conditions at moderate Reynolds numbers.
On the other hand, we exploit the higher accuracy of LES simulation to better
understand the physics behind SJA AFC application to the SD7003 airfoil.

A wealth of numerical and experimental data is available on the literature for
the SD7003 airfoil [see, for example, 33, 34, 42, 43, 44, 45, 46], which makes it a

75



particularly convenient choice for the study of AFC. The SD7003 is a thin airfoil
with a thickness-to-chord ratio t/C = 8.5% that is often employed in micro air
vehicles (MAV) intended to fly at moderate Reynolds numbers. A LSB forms on
the suction side at low Reynolds number, even for low to moderate values of α. The
strong adverse pressure gradient existing beyond the suction peak on the upper
surface causes the laminar boundary layer to detach, but separation is shortly
followed by turbulent transition and this induces reattachment. The LSB drifts
towards the leading edge and shrinks as α increases. Above a critical value of α,
however, the reattachment ceases to occur and the recirculation region bursts and
extends into the wake, which results in a sharp drop of lift and a dramatic surge
of aerodynamic drag.

The remainder of the paper is structured as follows. The governing equations
for LES and RANS-SA turbulence models are presented in §2.3. Section §2.4 is
devoted to the computational domain, boundary conditions and grid assessment.
The results and conclusions are presented in §2.5 and §2.6, respectively.

2.3 Governing equations and numerical modeling

The Navier-Stokes equations for an incompressible Newtonian fluid of density ρ

and dynamic viscosity µ (ν ≡ µ/ρ is the kinematic viscosity) read

∇ · u = 0, (2.1)

ρ
∂u

∂t
+ ρ(u · ∇)u = −∇p+∇ · (µ∇u). (2.2)

The advection term can be expressed in conservation form by applying the
vector calculus identity (u · ∇)u = ∇ · (u ⊗ u) −����(∇ · u)u, where ⊗ denotes the
outer product and the divergence term cancels out due to incompressibility. Taking
the ensemble average of the Navier-Stokes equation or applying spatial filtering,
yields

∇ · u = 0, (2.3)

ρ
∂u

∂t
+ ρ∇ · (u⊗ u+ u⊗ u) = −∇p̄+∇ · (µ∇u), (2.4)

where the linear averaging/filtering operator commutes with all operators but the
nonlinear term. Switching back to the non-conservation form of the ensemble
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averaged/filtered advective term following ∇ · (u⊗ u) = (u · ∇)u +����(∇ · u)u and
rearranging terms, results in

∇ · u = 0, (2.5)

ρ
∂u

∂t
+ ρ(u · ∇)u = −∇p̄+∇ · (µ∇u− ρu⊗ u). (2.6)

Here, −ρu⊗ u is the Reynolds stress tensor, which must be modeled using a
turbulence model for RANS or a subgrid scale (SGS) model in the case of LES. The
turbulence models used in the present RANS and LES are the Spalart-Allmaras
(SA) [47] and the Wall-Adapting Local Eddy-Viscosity (WALE) [48], respectively.
The accuracy of the former was assessed as acceptable in an earlier study [1], but
the choice of LES in the present study is based on its demonstrated capabilities in
dealing with turbulent transition as well as unstructured grids [48]. The WALE
model is based on a tensor invariant that reproduces correctly wall asymptotic
behaviour.

Both turbulence models used by either of the CFD methods employed here
approximate the Reynolds stress tensor using the Boussinesq hypothesis, which
states that the deviatoric part of the tensor can be written as

−u⊗ u− 1

3
(∇ · u)I = −2νtS. (2.7)

I denotes the identity matrix, S = 1/2
(
∇u+∇(u)T

)
is the rate-of-strain tensor,

and νt is the turbulent kinematic viscosity scalar field, which is the target of the
so-called turbulent viscosity models.

The RANS SA model solves a single transport equation for a modified form of
the turbulent kinetic viscosity ν̃ that is the same with νt everywhere but in the
near-wall region where viscosity effects dominate. Both turbulent viscosities are
related by νt = ν̃fv1, where fv1 = χ3/(χ3 + C3

v1), χ = ν̃/ν and Cv1 = 7.1. On the
other hand, the LES WALE model, instead of solving a transport equation for νt,
it models it via SGS, based on the following expression

νt = νsgs = (Cw∆)2
(
Sd : Sd

)3/2

(S : S)5/2 + (Sd : Sd)5/4
(2.8)

where Sd = 1
2

[
(∇u)2 + (∇(u)T )2

]
− 1

3
(∇ · ū)2I is the traceless symmetric part of

the square of the velocity gradient tensor, ∆ =
√
∆x∆y∆z is the cut-off width
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used for filtering the flow field, and ∆x, ∆y and ∆z denote grid sizing along the
three orthonormal coordinates. The sole parameter of the model has been set to
Cw = 0.325, which is a standard choice [49, 50]. For the RANS-SA optimisation
simulations we initially set the free-stream turbulent viscosity to a very low value
ν̃/ν = 10−20 following Catalano and Tognaccini [51], who claimed that this was
required to properly capture the LSB at low pre-stall α, only to find out at the
end that the choice was not the most appropriate for post-stall actuated cases.

Numerical computations have been carried out using the OpenFOAM [52]
computational fluid dynamics (CFD) solver, which is based on the finite vol-
ume method (FVM). LES has been implemented on an unstructured grid using
the Linear-Upwind Stabilized Transport (LUST) [52] scheme in discretising the
non-linear advective term. This scheme stabilizes the solutions while retaining
second-order accuracy. Second-order central-differences has been employed for the
diffusive term, and an implicit second-order Backward Euler method has been
chosen for evolving the equations in time. The pressure-velocity coupling problem
has been tackled by the Pressure-Implicit algorithm with Splitting of Operators
(PISO) [53]. The stopping criteria for both the pressure and velocity residuals was
10−6.

For the RANS SA simulations, the same discretization methods were used as
for the preliminar optimisation study by Tousi et al. [1]. These were second order
discretization schemes for all parameters, and the pressure-velocity coupling PISO
scheme, which can cope with transient simulations as required. The averaged solu-
tions presented in the results section, obtained from either LES or SA simulations,
are all considered after all initial transients have been overcome.

Each one of the 360 RANS computations required about 84CPUh of supercom-
puting time at Marenostrum IV – Barcelona Supercomputing Centre, while LES
cases consumed 660kCPUh apiece.

2.4 Domain, boundary conditions and mesh vali-
dation

For simplicity, the SD7003 chord length has been taken as C = 1 and the free-
stream velocity as U∞ = 1 so that the Reynolds number is simply set as Re =
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Figure 2.1: (a) Computational domain. (b) Synthetic jet parameters.

U∞C/ν = 1/ν = 6 × 104 and all simulation parameters (including time and
space coordinates) and results are already non-dimensional with length and time-
scales C and C/U∞, respectively. The computational domain used for both LES
and RANS simulations is depicted in Fig. 2.1. The airfoil (thick black line) is
placed with its chord line horizontal and its leading edge at the coordinate origin
(x, y, z) ≡ (0, 0, 0). The two-dimensional spanwise projection of the domain is
delimited upstream by a half circle of radius R = 15 and centered at the origin,
two horizontal lines above and below at y = ±15 and a vertical line downstream
at x = 20. The angle of attack is prescribed by tilting the inlet velocity, so that
the inlet (blue line) and outlet (red) boundaries are not coincident with the geo-
metrical elements just described (Figure 2.1a). For the 3D LES computations, a
periodic span of 0.2 has been considered, as this size was shown sufficient for cap-
turing the largest spanwise length scales of the flow at α = 14◦ and Re = 6× 104

[42, 2].
The usual boundary conditions have been applied. At inlet (blue line), a uni-

form velocity profile of free-stream velocity U∞ = 1 and tilt α = 14◦ has been
prescribed, along with zero normal pressure gradient (∇p · n̂ = 0). At outlet, the
roles of pressure and velocity are reversed, so that homogeneous Dirichlet bound-
ary condition is used for pressure (p = 0) and homogeneous Neumann (∇u · n̂ = 0)

for velocity. The airfoil surface is treated as an impermeable no-slip wall by setting
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Figure 2.2: An overview of LES baseline mesh along with a zoomed view of its near-wall
and wake regions

both velocity (u = 0) and the normal gradient of pressure to zero. On the upper
surface of the airfoil, a short portion of length the jet slot width h is cut straight
and switched to inlet-type boundary conditions at the jet location for the actuated
cases. Here, the time-dependent jet velocity uj = Uj sin(2πfjt) is prescribed, with
2Uj the jet velocity amplitude and fj the actuation frequency. The jet velocity
is tilted at an angle θj with respect to the airfoil surface and the velocity profile
simply taken as a top-hat function in the streamwise direction and uniform along
the wing span. Homogeneous Neumann boundary conditions are used for pressure
at the jet boundary. Finally, periodic boundary conditions are enforced to the
lateral boundaries of the domain for three-dimensional simulations.

A sketch representing the synthetic jet design parameters is presented in Fig. 2.1b.
These parameters are the jet location along the chord xj, the jet width hj, and
the jet angle θj (with respect to the airfoil surface), frequency fj, and momentum
coefficient Cµ = (hjρjU

2
j sin θj)/(CρU2

∞), with the jet fluid density ρj = ρ = 1 the
same as free-stream density on account of incompressibility.

An unstructured computational grid, consisting of about 28.7 million control
volumes has been employed for the LES unactuated baseline case. The mesh was
highly refined around the airfoil and along the wake, but left to coarsen in the far-
field, as shown in Fig. 2.2. For the actuated cases, cell count has been increased to
nearly 30 million due to the higher grid resolution required to resolve the jet. The
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spanwise length has been discretised into 48 layers, as shown adequate by previous
simulations for this same airfoil at the same Reynolds number and angle of attack
[42].

According to Piomelli and Chasnov [54], the near-wall mesh resolution required
for wall-resolved LES simulations involving mainly attached boundary layers is
∆x+ = O(50 − 150), ∆y+ < 2, and ∆z+ = O(15 − 40), where the + superscript
denotes wall units. The first cell layer thickness in wall units is ∆y+ = yuτ/ν,
where y is the dimensional normal distance to the wall, uτ =

√
τw/ρ is the friction

velocity and τw the wall shear stress. ∆x+ and ∆z+ characterise the wall-grid
spacing in the streamwise and spanwise directions, respectively, and are obtained
from dimensional grid spacing in the same way as ∆y+. The maximum ∆x+, ∆y+

and ∆z+ on the upper surface of the airfoil are about 0.2, 0.5 and 18, respectively.
The excess resolution in the streamwise wall-parallel direction could have been
avoided by resolving the near-wall region with a structured mesh of prisms, which
would have resulted in a lower cell count, but due to the massively separated
nature of the baseline flow we deemed it prudent to keep cells short.

The resolved-to-total turbulent kinetic energy (TKE) ratio (kres/ktot where
ktot = kres + ksgs, the total kinetic energy, is the sum of the resolved and modelled
parts) provides yet another means of assessing LES mesh quality. The resolved
component of TKE is obtained from the velocity field fluctuations of the resolved
scales as kres = (⟨u′u′⟩+ ⟨v′v′⟩+ ⟨w′w′⟩) /2, whereas the modelled component is
ksgs = νsgs/Ck∆. The model parameter was set to a standard Ck = 0.094, which
combined with the also standard value for Cϵ = 1.048 results in the classic value for
the Smagorinsky constant Cs = C3

k/Cϵ = 0.1677. Sound LES simulations should
resolve at least 80% of TKE [55], and this is the case of our baseline simulation,
as clearly shown in Fig. 2.3. The mesh was sufficiently fine to resolve above 95%

of TKE in all cases, leaving less than 5% to the sub-grid scale model in the most
critical regions, namely the proximal part of the shear layer after boundary layer
separation.

The Courant-Friedrichs-Levy number was limited to CFL< 0.8 by means of an
adaptive time-stepper.

The mesh-independence and time-resolution analyses for the 2D RANS-SA
simulations were performed and reported in an earlier study [1], concluding that
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(a) (b) (c)

Figure 2.3: Resolved kres and b) modeled ksgs parts of the turbulent kinetic energy
(TKE). c) Resolved-to-total TKE ratio ksgs/ktot.

domain Lx × Ly Lz Nxy Nz T Cl Cd fvK η

LES FVM (Present) C-grid 35×30 0.2 597,916 48 35 0.895 0.239 0.69 3.744
LES FEM [2] H-grid 15×16 0.2 467,812 64 65 0.886 0.238 3.726
ILES FDM [42] O-grid 30×30 0.2 47,565 101 15 0.875 0.221 3.960
2D-RANS-SA [1] C-grid 35×30 - 45,466 - 60 0.798 0.204 3.911

Table 2.1: Literature review of the aerodynamic performances of the SD7003 airfoil at
Re = 6× 104 and α = 14◦. Lx, Ly and Lz are the domain size in the streamwise, cross-
stream and spanwise directions, respectively, in units of C. Nxy and Nz are the in-plane
and spanwise resolutions, and T the time-span of the simulations in C/U∞ units.

a hybrid mesh of 45,466 cells and a time step ∆t = 2 × 10−5 was sufficient to
properly capture the flow dynamics and to resolve boundary layers down to the
viscous sublayer. The mesh truncation error was estimated at about 0.01% (see
table 1 of that paper).

The baseline LES case has been validated against the simulations by Rodriguez
et al. [2] and Galbraith and Visbal [42], both corresponding to the same airfoil at
the same Reynolds number and angle of attack. The former study employed LES
on a grid of nearly 30 million nodes, while the latter used Implicit LES (ILES) on
a more modest mesh of about 5.7 million grid points. The values of time-averaged
lift (Cl) and drag (Cd) coefficients, along with aerodynamic efficiency (η = Cl/Cd)
and the Strouhal number or von Kármán frequency of vortex shedding (fvK), are
presented in Table 2.1. Current baseline simulation shows very good agreement
with Rodriguez et al. [2] (within 1%) and a fairly good match with ILES simula-
tions by Galbraith and Visbal [42]. The mesh and numerical approaches under-
taken are sufficiently different that the mesh truncation error can be trusted to
be contained within reported discrepancies for average aerodynamic performance
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(a) (b)

Figure 2.4: Spanwise- and time-averaged chord distributions of (a) pressure Cp and (b)
skin friction Cf coefficients along the SD7003 surface(s) at Re = 6 × 104 and α = 14◦.
Shown are the present LES (solid red), the LES case by Rodriguez et al. [2] (dashed
green), ILES by Galbraith and Visbal [42] (dashed black) and SA RANS by Tousi et al.
[1] (dashed blue).

parameters and, therefore, amount to less than 1%. RANS-SA results, however,
tend to underestimate both aerodynamic force coefficients, particularly so Cd.

Aggregate quantities such as forces are always prone to misleading conclu-
sions due to unnoticed compensation. Local quantities convey a better degree
of appreciation as to whether the flow dynamics are being adequately captured.
Fig. 2.4a depicts the chord distribution of the spanwise averaged pressure coeffi-
cient Cp = (p− p∞)/(0.5ρU2

∞) along both upper and lower surfaces. No apparent
differences exist among the various simulations considered for the Cp distribution
on the lower surface, except perhaps very slightly in the vicinity of the trailing
edge. On the upper surface, the match between present results and Rodriguez
et al. [2] is remarkably accomplished, while the ILES of Galbraith and Visbal [42]
and the 2D RANS-SA by Tousi et al. [1] are fair but not excellent due to the
less precise computational methods employed and the coarser grids. The afore-
mentioned compensation effect is clear for the simulation by Galbraith and Visbal
[42], which clearly transfers some lift from the back of the airfoil to the front.
The resulting Cl is about the same obtained in the LES simulations, but at the
cost of a nose-up shift of the pitching moment coefficient Cm. The skin friction
coefficient Cf = τw/0.5ρU

2
∞ again shows a fair agreement with Rodriguez et al.
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[2]. The boundary layer separation on the upper surface is, on average, located
at xsep ≃ 0.011, and is also farily well predicted by ILES and RANS-SA simu-
lations, although downstream from the separation point these present noticeable
discrepancies with respect to the two LES simulations. This may challenge the
alleged capabilities of RANS-SA to properly reproduce highly separated flows, at
least from a quantitative point of view, but since actuation is intended to reduce
or even suppress separation, the method might still work acceptably for actuated
cases.

2.5 Results

An optimisation procedure was employed by Tousi et al. [1] to determine optimal
SJA parameters in terms of maximising both Cl and η. The set of five SJA param-
eters, the design variables of the optimisation problem, comprises the actuation
frequency fj, the jet inclination angle with respect to the airfoil surface θj, the slot
streamwise location measured from the airfoil leading edge xj, the jet slot width
hj and the jet momentum coefficient Cµ ≡ (ρjU

2
j hj sin θj)/(ρ∞U2

∞C). The method
coupled a scripted mesh generator (GMSH [56]), a CFD package (OpenFOAM)
and a Genetic Algorithm (GA). The GA population size was set to 20 individuals
(each one consisting in a CFD case with a different set of prescribed SJA parame-
ters) per generation/iteration, which was considered a reasonable trade-off between
method performance and computational cost. The first generation was initialised
with a random set of individuals, and all CFD cases run. The two objective func-
tions, Cl and η, were obtained for each of the simulations and passed onto the GA
optimiser, where the Selection, Crossover and Mutation operators were applied to
produce a new set of values for the five SJA parameters defining the individuals
for the next generation. The Selection phase employed a µ + λ strategy with a
Crowded-Comparison Operator [57]. Simulated Binary Crossover (SBX) [58] (with
a probability of 0.9) and Polynomial Mutation [59] (with a probability of 0.1) were
adopted for the Crossover and Mutation phases, respectively. This process was re-
peated until having completed 18 generations (360 CFD simulations), the overall
improvement being found marginal after the sixteenth generation. For a detailed
account of the optimisation method used, we refer the reader to Tousi et al. [1].
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Figure 2.5: Optimisation procedure and optimal cases in objective function space (Cl, η)
space.

Each additional individual requires a full CFD simulation, such that aspiring to
be overly accurate results in unfeasible optimisation time spans. For this rea-
son, a compromise was done by using two-dimensional RANS simulations with the
Spalart-Allmaras model.

Fig. 2.5 presents a summary of the results obtained along the optimization
process, as seen in objective function space. The 2D RANS-SA baseline case
(gray-filled black square) starts at low values of both Cl and η. Actuated cases
(gray-filled black circles corresponding to the 360 cases run) progressively move
to higher lift coefficient and aerodynamic efficiency values to finally delineate a
multi-objective Pareto front (black line) with optimum Cl (up-pointing empty blue
triangle) and maximum η (down-pointing empty blue triangle). The optimisation
was run further by Tousi et al. [1] by increasing the initial set of 360 cases with
an additional 240 runs thus reaching a final population of up to 600 individuals
(gray circles and gray line for the second Pareto front), but the final results were
still not available by the time the present study began, and the further refinement
obtained was anyway expected to be within the accuracy limits of RANS-SA. The
LES baseline case (red square), as for Rodriguez et al. [2] (green square), has a
larger Cl than the 2D RANS-SA case, as already pointed out, so that it is to
be expected that some discrepancies might be encountered when switching from
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SJA parameters Aerodynamic performance parameters
fj Cµ θj (

◦) xj hj Cl Cd η ∆Cl/Cl ∆η/η

Baseline
SA [1] 0.798 0.204 3.91
LES (present) 0.895 0.239 3.74
LES [2] 0.886 0.238 3.72

Actuated
SA-Cmax

l

1.6 0.0053 53 0.0097 0.005
1.295 0.129 10.42 +62.3% +157.4%

SA-Cmax
l (ν̃) 1.220 0.1194 10.21 +52.9% +161.1%

LES-Cmax
l 1.263 0.108 11.69 +41.1% +212.5%

SA-ηmax

2.6 0.0055 18 0.0089 0.005
1.109 0.083 13.25 +31.1% +239.7%

SA-ηmax(ν̃) 1.288 0.097 13.27 +61.4% +239.4%
LES-ηmax 1.313 0.094 13.96 +46.7% +273.2%

LES-[2] 1.0 0.0030 90 0.0070 0.007 1.078 0.129 08.35 +21.6% +124.4%

Table 2.2: Baseline case, and optimal SJA actuation cases corresponding to maximum
lift Cmax

l and maximum aerodynamic efficiency ηmax. The values of the five actuation
parameters (jet frequency fj , jet momentum coefficient Cµ, jet inclination angle with
respect to the airfoil surface θj , jet streamwise location from leading edge xj and jet slot
width hj) are listed alongside the resulting aerodynamic performances.

RANS-SA to LES for the optimally actuated cases. In any case, the LES non-
optimised actuated case run by Rodriguez et al. [2] (green triangle) falls largely
short of the results expected from the optimisation.

The optimum SJA parameters at either end of the Pareto Front, corresponding
to cases SA-Cmax

l and SA-ηmax, and the resulting aerodynamic performances are
presented in Table 2.2. The case featuring maximum lift achieved a considerable
improvement ∆Cl/Cl = 62.3% with respect to baseline. Beside improving lift,
this actuation setup also enhances aerodynamic efficiency by ∆η/η = 157.4%.
Meanwhile, the maximum aerodynamic efficiency case boosted it by an impressive
∆η/η = 239.7%, retaining still an appreciable ∆Cl/Cl = 31.1% increase in lift.
Three of the SJA parameters, namely Cµ ≃ 0.005, xj ≃ 0.009 (just upstream of
the separation point) and hj ≃ 0.005, take essentially the same value for the two
optimal cases considered. The main differences concern the actuation frequency
fj and injection angle θj. Maximum efficiency is obtained by actuating almost
tangentially with θj = 18◦ at frequency fj = 2.6, while maximum lift requires
larger actuation angle θj = 53◦ and lower frequency fj = 1.6.
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Since the optimally actuated RANS-SA cases might be afflicted by the same
shortcomings that plague the baseline run, two LES simulations at the same op-
timal set of actuation parameters were also undertaken. The results are indicated
in Fig. 2.5 (up-pointing and down-pointing red triangles for the Cmax

l and ηmax

cases, respectively) and accordingly listed in Table 2.2. While both LES simula-
tions outperformed amply the unoptimised actuated case by Rodriguez et al. [2],
the results notably differ from the 2D RANS-SA estimation. While the maximum
lift case produced slightly lower Cl and somewhat higher η, the maximum aerody-
namic efficiency case yielded remarkably higher Cl without notably modifying η.
As a result, the latter case became at once optimal in terms of both Cl and η.

It must be born in mind that optimisation techniques for non-linear problems,
GA being no exception, provide no guarantee that the best SJA configuration
found is indeed optimal, let alone the absolute optimum. The configurations se-
lected here as optimal are thus tagged in the weaker sense that nearly doubling
the GA population of RANS-SA individuals did not produce better aerodynamic
performances [1] than those obtained here for the two LES cases tested and, more
importantly, that the well-resolved simulations widely outperformed available sub-
optimal results for the same airfoil and flight conditions.

The discrepancies between 2D RANS-SA and LES simulations, also for the
actuated cases, disputes the applicability of the former to low Reynolds number
aerodynamics past airfoils at post-stall conditions, even in situations for which
boundary layers remain attached through the action of SJA. RANS is specifi-
cally designed for turbulent flow conditions, and performs reasonably provided the
model parameters are appropriately tuned. Some models can deal with laminar-
turbulent transition, but their reliability is largely dependent on parameter tuning.
In the case of the SA turbulence model, this sensitivity extends crucially to the
free-stream boundary conditions for the unique turbulent field ν̃. Following Cata-
lano and Tognaccini [45, 51], which states that free-stream turbulent viscosity
must be sufficiently low so as to properly capture the LSB at pre-stall α, we set
ν̃/ν = 10−20 for the SJA optimisation RANS simulations. As it happens, the
optimisation process was run in post-stall conditions and with a time-dependent
fluidic actuation that crucially acts on the LSB. Such a low turbulent viscosity
might be artificially stabilising the laminar flow region and thus inducing wrong
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Figure 2.6: Results sensitivity to free-stream preturbulence levels as prescribed by ν̃/ν.
(a) Average lift coefficient Cl. (b) Average drag coefficient Cd. Baseline (squares), max-
imum lift (up-pointing triangles) and maximum aerodynamic efficiency (down-pointing
triangles) SJA setups are shown for both RANS-SA (blue) and LES (red) computations.

results. To check sensitivity to free-stream preturbulence levels, the baseline, max-
imum lift and maximum aerodynamic efficiency cases were run for a wide range
ν̃/ν ∈ [10−20, 102]. The results are presented in Fig. 2.6. Unrealistically high free-
stream turbulent viscosity of the order of the fluid viscosity and above (ν̃/ν ≥ 1)
produce unphysical results and must be discarded. At the low-values end of the
range, RANS-SA results (blue lines) are fairly stable but diverge considerably from
LES (red horizontal lines). Not much is gained at intermediate levels of ν̃/ν for the
baseline case, which produces pretty stable but wrong Cl and Cd values all along.
The actuated cases, however, traverse a regime ν̃/ν ∈ [10−6, 10−3] with RANS-SA
Cl and Cd values decently close to LES results. The aerodynamic performance
of the maximum lift and maximum aerodynamic efficiency cases for ν̃/ν = 10−5

are shown in Fig. 2.5 (filled blue symbols) and listed in Table 2.2 as SA-Cmax
l (ν̃)

and SA-ηmax(ν̃), respectively. If not quite on top of the LES results, they at least
are much closer and clearly align with the trend. The deviation from the origi-
nal RANS-SA optimals as obtained from a reduced population of 360 individuals
serves as an a-posteriori justification for not having waited for the completion of
the 600 runs before starting the two optimal LES cases. It is clear enough that the
error incurred by using RANS-SA in the optimisation process is sufficiently large
and unsystematic to consider both Pareto fronts, the preliminar and the refined,
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as not significantly distinct. The reason for this better agreement between RANS-
SA and LES at intermediate values of the free-stream turbulent viscosity, only for
actuated cases, remains a mystery. Unfortunately, the apparent improvement of
the RANS-SA model with a more appropriate choice for ν̃ was not known at the
time the optimisation process was run and it was later thought inexpedient, on
cost-benefit grounds, to re-run it anew. Besides, there is no guarantee that this
same value of ν̃/ν will produce accurate results at other post-stall flight regimes or
under different SJA operating conditions. A thorough parametric exploration, far
beyond the scope of this study, will be required to cast light on the issue. Breuer
[35] oberved that high inlet turbulent intensities tend to reduce and even suppress
the LSB on the upper surface of the unactuated airfoil. This would explain the
sharp drop of Cd and the surge of Cl we observe for the baseline case when high
values of ν̃ are prescribed at inlet. The LSB shrinks and vanishes and the airfoil
performs as in pre-stall conditions on account of the turbulent boundary layer and
the delay in its separation. For actuated cases, too high free-stream ν̃ over-rides
the SJA capabilities and the airfoil behaves much as in the baseline case, all the
more so for maximum efficiency SJA.

In the remaining of the manuscript, RANS-SA optimal cases have been con-
sidered for ν̃/ν = 10−5 instead of the original runs used for optimisation. Further-
more, since the maximum aerodynamic efficiency case outperforms the maximum
lift efficiency case in all respects when assessed with these new RANS-SA or LES
simulations, only the corresponding set of SJA parameter values will be considered
further, as an absolute optimum.

2.5.1 RANS-SA vs LES comparison of optimally actuated
cases

The pressure and skin friction coefficient distributions along the upper and lower
surfaces corresponding to the maximum efficiency SJA set of parameters are plot-
ted in Fig. 2.7 alongside baseline LES results (dashed red line). As expected, SJA
manages to reattach the flow over a large portion of the upper surface. The sep-
aration point, identified by Cf = 0, is retarded for all three actuated simulations,
LES-ηmax (solid red), SA-ηmax(ν̃) (solid blue) and the sub-optimal LES-act case
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(a) (b)

Figure 2.7: Optimal SJA vs baseline (a) Pressure Cp and (b) skin friction Cf coefficient
distributions. Shown are the LES-baseline (dashed red), the LES-ηmax (solid red), RANS
SA-ηmax(ν̃) (solid blue) and sub-optimal actuated LES-act case by Rodriguez et al. [2]
(dash-dotted green).

by Rodriguez et al. [2] (dash-dotted green), with respect to baseline (dashed red
line) The separation bubble, though, is short and reattachment is effected shortly
behind the jet location. The reattachment contributes to slightly increasing the
pressure on the lower surface and, more notably, to enhancing the suction effect
on the upper surface, particularly so along the front half of the airfoil. Suction on
the back half is reduced but the net effect is that of a lift increase and a sharp
pressure drag reduction. All three SJA cases show similar features. In particular,
the SA-ηmax(ν̃) and LES-ηmax computations, run with the same SJA parameter
values, present very similar pressure distributions, which indicates that the main
flow features are being appropriately dealt with also by the less accurate RANS-SA
model when free-stream turbulent viscosity is appropriately prescribed to a moder-
ate realistic value. The sub-optimal LES-act produces less suction in the front part
of the upper surface and therefore lower lift, as a result of its being suboptimal.
Friction distributions are very similar for the LES-ηmax and LES-act cases except
around the actuation location, where the different actuation parameters produce
very different local outcomes. The SA-ηmax(ν̃) reproduces quite accurately the
behaviour of Cf in the front part of the airfoil, as comparison with the LES-ηmax

simulation avows, but the reattachment is not properly fulfilled and the friction
remains negative over most of the upper surface when it should in reality be small
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(a) (b)

Figure 2.8: Spanwise-averaged ⟨u′v′⟩ component of the Reynolds stress tensor and time-
and spanwise-averaged streamlines. (a) RANS-SA-baseline (top) and RANS-SA-ηmax(ν̃)
(bottom). (b) LES-baseline (top) and LES-ηmax (bottom).

but positive and decisively contribute to friction drag. The effect on total net drag
is however not noticeable, as form drag largely dominates. All in all, 2D RANS-SA
simulation seems an appropriate cost-effective tool for extensive optimisation of
SJA parameters provided an adequate amount of turbulent viscosity is allowed at
the inlet of the domain, and final optimal results are further refined with LES (or
DNS if feasible).

Fig. 2.8 shows colourmaps of the ⟨u′v′⟩ component of the Reynolds stress tensor
along with a collection of time- and spanwise-averaged streamlines for the base-
line and maximum aerodynamic efficiency actuated cases. The baseline separation
bubble exhibits similar topologies for the LES-baseline and RANS-SA-baseline
simulations. The dynamical behviour, as represented by ⟨u′v′⟩, is however quite
different. Streamwise-cross-stream cross-correlation is evenly distributed along the
shear layer bounding the separation bubble at the top for RANS-SA-baseline, while
it is much more concentrated in the vortex formation region at the back of the
airfoil for LES-baseline. The RANS-SA model is not expected to behave partic-
ularly well in post-stall conditions. Once actuation is switched on, the quality
of RANS-SA results improves remarkably. The RANS-SA-ηmax(ν̃) and LES-ηmax

cases display a very similar distribution of ⟨u′v′⟩. These are particularly high in the
region of the jet as it bends downstream, blown by the incoming flow. Also stream-
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(a)

(b)

Figure 2.9: Evolution of the upper-surface boundary layer along the airfoil. Time- and
spanwise-averaged streamwise velocity profiles ⟨u(x, y, z; t)⟩t,z at streamwise coordinates
(a) x/C = 0.1 through x/C = 0.5 and (b) x/C = 0.6 through x/C = 1, as a function
of wall-normal distance. Shown are the baseline (dashed) and actuated (solid) cases, for
both LES (red) and RANS-SA (blue) simulations. The actuated cases are LES-ηmax and
SA-ηmax(ν̃)

lines reveal a fairly comparable pattern, except that RANS-SA does not manage
to completely suppress the separation bubble and a narrow but relatively long
recirculation region extends on the upper surface from the trailing edge upstream.
The boundary layer is therefore attached for LES but not for RANS-SA. However,
the effects on the pressure distribution are not large, and although the friction on
the aft portion of the upper surface differs notably, the net lift and drag, which
are pressure dominated, do not suffer exceedingly from the inaccuracies incurred
by the RANS-SA model.

To clarify the evolution of the boundary layer along the upper surface of the
airfoil, the time- and span-averaged velocity profiles are presented in Fig. 2.9 at
several streamwise locations. The baseline case (dashed lines) has the boundary
layer already separated at x = 0.1, as clear from the reverse flow in the close
proximity of the wall. The LES simulation (red), however, features lower recircu-
lation velocity than the RANS-SA computation (blue), but spread over a wider
cross-section. The peak of reverse flow is indeed located further from the wall
for LES. These differences between the two methods region remain as the sepa-
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rated cross-section widens downstream all the way down to x = 0.5, beyond which
point RANS-SA starts underpredicting negative streamwise velocity with respect
to LES. Maximum aerodynamic efficiency actuation (solid lines) suppresses sep-
aration, notably at x = 0.2 and beyond. The reattached boundary layer is very
similar for LES and RANS-SA, an indication that the latter method is properly
capturing the effects of SJA. The match is very good for x ≤ 0.2 and gradually de-
teriorates downstream. Nonetheless, agreement remains acceptable in all respects
except for the slight flow reversal RANS-SA predicts in the immediate proximity
of the wall over most of the upper surface.

To better characterise the boundary layer in terms of the viscous blockage,
the displacement (δ1) and momentum (δ2) thicknesses help quantify the near-wall
mass-flow and momentum deficits resulting from the effects of viscosity. These are
computed following

δ1 =

∫ δ

0

(
1− û

ûe

)
dŷ, (2.9)

δ2 =

∫ δ

0

û

ûe

(
1− û

ûe

)
dŷ, (2.10)

where ŷ is the local wall-normal coordinate, û the streamwise (wall-parallel) ve-
locity component, ûe its value at the boundary layer edge, and δ the boundary
layer thickness, formally infinite but in practice the wall-normal distance required
to reach the virtually inviscid flow region. As boundary layer thickness we have
used δ = δτ , defined as the wall-normal distance where the shear ∥τ∥ is seen to
decay a 95% with respect to the maximum value recorded on the airfoil surface
τmax
w (∥τ∥ < 0.05τmax

w ). The evolution of δτ , δ1, δ2 and the shape factor H ≡ δ1/δ2

along the upper surface is shown in Fig. 2.10 for both the LES-ηmax and RANS-SA-
ηmax(ν̃) cases. All three thicknesses grow steadily along the chord but are much
reduced in relation to baseline (not shown in the figure) following the suppression
of boundary layer separation. RANS-SA slightly overestimates δ1 over the aft half
of the airfoil and underestimates δ2 on the last third. As a result, shape factor is
larger in this region for the RANS-SA simulation than for LES. The separation
bubble visible in Fig. 2.8 must be held responsible for the discrepancies. It is also
interesting to observe that both actuated cases show particularly large Reynolds
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(a) (b)

Figure 2.10: Evolution of boundary layer characteristic properties along the upper
surface of the airfoil for actuated cases LES-ηmax (red lines) and RANS-SA-ηmax(ν̃)
(blue). (a) Boundary layer (δτ , dotted), displacement (δ1, solid), and momentum (δ2
dashed) thicknesses. (b) Shape factor H.

stresses values at the injection/suction zone, Reynolds stresses are also observed
along the airfoil upper surface especially in the LES-maxη case. This fact explains
why the boundary layer remains reattached under these conditions.

2.5.2 Baseline vs optimally actuated case comparison.

The three LES simulations for baseline, (allegedly) maximum lift and maximum
aerodynamic efficiency cases have been minutely analysed to elucidate the flow
mechanism whereby SJA attains enhanced aerodynamic performances at post-stall
angles of attack. In order to characterise the time dependence of the flow, five probe
arrays were deployed in the flow field as indicated in Fig. 2.11a. All five probe lines
are located in regions where high fluctuation levels are expected, as indicated by the
high values of ⟨u′v′⟩. Three are distributed along the shear layer resulting from the
early separation of the boundary layer, and the remaining two in the very near wake
region. The streamwise (u(x,y)(z, t)) velocity signal along spanwise probe arrays
P2 (within the shear layer at (x,y)=(0.098,0.08), gray lines) and P5 (in the near
wake at (x, y) = (1.1, 0.08), black) have been Fourier-transformed to obtain the
Power Spectral Density (PSD) |û(x,y)(z, f)| and then spanwise averaged into panels
Fig. 2.11b-d for the LES-baseline, LES-Cmax

l and LES-ηmax cases, respectively.
Quadratic interpolation pinpoints the main frequency peaks in the spectrum. For

94



(a) (b)

(c) (d)

Figure 2.11: Power Spectral Density (PSD) of the streamwise velocity signal as recorded
from spanwise probe arrays P2 and P5. (a) LES-baseline spanwise-averaged ⟨u′v′⟩
colourmap showing the location of the five probe-arrays. Three probes are placed along
the shear layer, while the other two are in the very near wake. The PSD of the signals
from probes P2 (x, y) = (0.098, 0.08) and P5 (x, y) = (1.1, 0.08) are represented for the
(b) LES-baseline, (c) LES-Cmax

l and (d) LES-ηmax cases. Shown are the spectra for the
signal read from P5 (black) and P2 (light gray), which has been further filtered (dark
gray).
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the baseline case, the Strouhal frequency associated with the vortex-shedding of
Kármán vortices is identifiable at fvK = 0.69, both at locations P2 and P5. The
-5/3 energy slope that is typical of the inertial range of developed turbulence is
also noticeable despite the transitional nature of the flow considered here. Probe
P2 also detects a broadband peak at about fKH = 15.5 that may be associated with
the passage of Kelvin-Helmholtz vortices. In order to precisely detect the fKH, the
filtered signal form probe P2 is represented as a dark-gray line in Fig. 2.11b. Probes
P1 and P3 also record the same phenomenon, albeit with decreasing intensity,
while P4 and P5 do not in the least reflect it. This is clearly suggestive of a local
instability that develops precisely along the shear layer, i.e. a Kelvin-Helmholtz
instability.

Actuating with fj = 2.6, as corresponds to the LES-ηmax case, the jet fre-
quency is imprinted on the flow and recorded at all probes. The vortex-shedding
frequency is superseded by actuation, and no wake vortices are discernible. Several
harmonics of the jet actuation frequency are also visible in the spectrum of signals
recorded close to the actuation location. The same happens for the LES-Cmax

l , al-
beit with the reduced frequency fj = 1.6. Again, the main peak is detected at all
probes, while harmonics -a large number of them- are only detected by probes that
are sufficiently close to the jet location. The actuation frequency for maximum
aerodynamic efficiency (and incidentally also lift) is about 4 times larger than the
natural vortex-shedding frequency.

Fig. 2.12 displays instantaneous vortical structures through Q-criterion iso-
surfaces coloured by streamwise velocity. The LES-baseline case (panel a) is char-
acterised by the early separation of the boundary layer and the clear development
of Kelvin-Helmholtz vortices along the detached shear layer. These vortices remain
predominantly two-dimensional as do all large-scale structures in the vicinity of
the airfoil, and are subsumed downstream within the Kármán vortices forming at
the top of the wake. The separated region is massive and determines the size of
the Kármán vortices that are shed into the wake. The sinuous arrangement of
vortices, connected by braids is clearly recognisable and streamwise-cross-stream
vortices populate the braid region already one chord distance downstream from
the trailing edge.
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(a)

(b) (c)

Figure 2.12: Instantaneous vortical structures visualised through iso-surfaces of the
Q-criterion Q = 30U2

∞/C2, coloured by streamwise velocity u. (a) LES-baseline. (b)
LES-Cmax

l . (c) LES-ηmax.

Actuation drastically reduces the low-speed region above the airfoil and, with
it, the width of the wake. Accordingly, lift is enhanced and pressure drag, and
along with it total drag, greatly reduced. The SJA-generated spanwise vortices are
clearly visible downstream from the jet location as fairly two-dimensional spanwise
structures and govern the flow dynamics. They are somewhat more spaced for the
LES-Cmax

l (panel b) than for the LES-ηmax case (panel c), on account of the lower
actuation frequency of the latter as compared with the former. Kármán vortex-
shedding is completely suppressed for LES-ηmax, and highly attenuated for LES-
Cmax

l , for which case smaller-scale spanwise vortices are visible in the wake that
become synchronised with the high-frequency vortices induced by the actuator.
Two videos showing the vortical structures for the LES-baseline and LES-ηmax are
provided as supplementary data.
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2.6 Conclusions

Following the Synthetic jet Actuation parameters optimisation undertaken by
Tousi et al. [1] on the SD7003 airfoil at moderate Re = 6 × 104 and post-stall
α = 14◦, we have analysed, using Large Eddy Simulation, the aerodynamic per-
formances and flow properties of optimally actuated scenarios. The original opti-
misation study, coupled a RANS solver that used the Spalart-Allmaras turbulence
model with a Genetic Algorithm specifically devised for maximising either lift or
aerodynamic efficiency.

Our Large Eddy Simulation of the baseline case reasonably validated the base-
line RANS-SA computation, not without conspicuous discrepancies attributable
to the inadequacy of the latter model for the simulation of massively separated
flow configurations. However, the two optimal Active Flow Control LES cases,
while still producing impressive enhancement of aerodynamic performances, did
not align with RANS-SA results as expected. In point of fact, the maximum
aerodynamic efficiency case outdoes the other alleged optimum both in terms of
aerodynamic efficiency and lift, in this sense constituting an absolute optimum.
And not only this, but it also further improves on RANS-SA estimations, with
increases from baseline of ∆Cl/Cl = 46.7% and ∆η/η = 273.2%.

The problem being highly nonlinear, there is no guarantee that the SJA config-
urations reported here as optimal are indeed absolute optima. They do, however,
amply outperform the one SJA study available on the SD7003 airfoil at the same
Re and α [2] and produce aerodynamic performances improvements with respect
to baseline broadly comparable to those reported in the literature for other airfoils
and post-stall flight regimes using alternative optimisation techniques.

A parametric study varying the free-stream turbulent viscosity prescribed at
the inlet boundary for actuated simulations with the RANS-SA model reveals
that flow topology and aerodynamic performance parameters are highly sensitive,
unlike what happens for the baseline case. Turbulent-to-fluid viscosity ratios of
around ν̃/ν ∼ 10−5 enable RANS-SA simulations to better reproduce the actual
flow past the actuated airfoil. For these levels of free-stream turbulence, RANS-SA
simulation of actuated cases aligned comfortably with LES results, thus proving
the convenience of the former for AFC optimisation given their sufficient accuracy
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and cost-effectiveness. Setting the right amount of free-stream turbulence is how-
ever essential, as too low or too large values result in unrealistic flows, possibly
due to the poor capabilities of the SA turbulence model for predicting turbulent
transition.

The application of optimal (or quasi-optimal) SJA suppresses the boundary
layer separation from the upper surface and the shedding of von Kármán vortices
in the wake. Actuation-jet-induced spanwise vortices pervade the flow and help
maintain quasi-two-dimensionality over a long distance. They also replace the
Kelvin-Helmholtz vortices that naturally arise with fKH ≃ 15.5 from a shear layer
instability of the separated boundary layer for the baseline case. The jet actuation
frequency dominates the spectrum of velocity signals far downstream from the jet
location, which indicates that actuation is governing the time- and length-scales
of the vortical structures in the flow. Kármán vortices, originally shed with a
frequency fvK = 0.69 for the baseline case are no longer present in the wake nor
imprint their periodicity on the spectrum of any of the probe signals.

The dependence of the optimum set of SJA parameters on the angle of attack is
a matter worth considering, as also is the sensitivity of aerodynamic performances
to suboptimal configurations. Some of the parameters, such as actuation frequency,
amplitude and, possibly, injection angle, can be adjusted dynamically, while others
must be necessarily fixed (slot location and width). For these latter, the sensitivity
analysis is particularly relevant, as the one-size-fits-all solution is a must. Also,
actuation cannot in practice be continuously distributed along the span, as we have
considered here. A discrete number of actuators must instead be distributed along
the span with a prescribed spacing, and each could potentially be endowed with
a different amplitude, phase or even frequency, such that the set of optimisation
parameters can be enlarged unboundedly. These detailed analyses will require
extremely costly parametric explorations that are beyond the scope of the present
study.
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Chapter 3

Spalart-Allmaras turbulence
parameter tunning for active flow
control applications

3.1 Abstract

The current study employs previously optimized Synthetic Jet Actuator (SJA)
parameters obtained by Tousi et al. [1, 2] to evaluate the suitability of Reynolds-
averaged Navier-Stokes (RANS), using the Spalart Allmaras turbulence model
(SA), in the optimization of synthetic jet actuator parameters. This is achieved
through a comparison of results obtained from the SA-RANS model against those
obtained from Large Eddy Simulations (LES) on a SD7003 airfoil, at a post-stall
angle of attack of α = 14◦ and with a Reynolds number of Re = 6 × 104. The
aim is to assess the accuracy of the 2D-RANS-SA turbulence model in Active
Flow Control (AFC) applications by tuning the turbulent parameter ν̃ at the
computational domain inlet and at the AFC groove outlet.

Although SA-RANS is not as accurate as LES, it can still predict macroscopic
aggregates such as lift and drag coefficients quite accurately, providing that the jet
turbulence level is adequate. This study emphasizes the critical role played by the
jet turbulence level in obtaining the correct flow behavior in the boundary layer
of the optimal actuated case.
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3.2 Introduction

The application of the Active Flow Control (AFC) technology to airfoils or any
bluff-body is mend postpone or even suppress flow separation thereby improv-
ing aerodynamic performance. AFC techniques fall into one of three different
categories [3], namely moving body, plasma and fluidic actuation. Moving body
actuators act on the geometry of the body to inject momentum into the flow [4].
Plasma actuators generate fast temporal response jets of ionized fluid by applying
large electric potential differences [5, 6, 7, 8, 9]. Fluidic actuators (FA), inject/-
suck fluid to/from the boundary layer, they are by far the most common sort of
actuators, some recent advances towards the understanding of such devices can be
found in [10, 11, 12].

Among the fluidic actuators, Synthetic Jet Actuators (SJA) also called Zero
Net Mass Flow Actuators (ZNMFA) are particularly used due to their simplicity
and capability of suppressing flow separation [13, 14, 15, 16, 17]. SJAs do not
require an external fluid supply, since their zero net mass flux can be simply
obtained with an oscillating membrane housed inside a tiny cavity just beneath
the surface. SJAs have proven to be more effective than Continuous Jet Actuators
(CJA), at comparable power input levels, in improving the performances of a stator
compressor cascade [18, 19, 20, 21, 22].

Most of the previous research studied the combined effect of two SJA pa-
rameters, the actuation frequency fj and the jet momentum coefficient Cµ. The
former is nondimensionalised with the airfoil chord C and the free-stream ve-
locity U∞ following fj/(U∞/C), while the momentum coefficient is defined as
Cµ = (ρjU

2
j h sin θ)/(ρ∞U2

∞C), with h the jet width, ρj and ρ∞ the jet and far
field fluid densities, respectively, Uj the maximum jet velocity and θj the jet incli-
nation angle with respect to the surface.

Among the first experimental studies on the effects of the momentum coeffi-
cient, frequency and position of a synthetic jet actuator over a symmetric airfoil
was undertaken by [22, 23]. They observed that locating the actuator close to
the boundary layer separation point minimised the momentum coefficient required
for flow reattachment. Actuating with frequencies of the same order of magni-
tude as the natural vortex shedding one produced unsteady reattachment, while
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full flow reattachment could be obtained when actuating at about ten times the
vortex-shedding frequency.

Experimental and numerical studies on a NACA0015 airfoil at Re = 8.96×105

were carried on by Gilarranz et al. [24] and You and Moin [25], respectively, in
both cases SJA’s were employed. The effectiveness of the actuation was rather low
at angles of attack below α ≤ 10, but rather high at α values around α = 12◦.
For angles of attack α > 25◦ the actuation frequencies required to obtain high
lift coefficients were particularly large. When using the following AFC parameters
Cµ = 0.0123, fj = 1.284U∞/C and θ = 30.2◦, the lift increase versus the baseline
case obtained by the numerical simulations was of 70%. The same airfoil but at a
lower Reynolds number Re = 3.9 × 104 was experimentally studied by Tuck and
Soria [26], and simulated numerically via LES by Kitsios et al. [27]. Maximum
efficiency was obtained for SJA nondimensional frequencies around 1.3 in the ex-
periments. The combination of a momentum coefficient value of Cµ = 0.0123 with
the highest frequency, delayed stall from αs = 10◦ baseline case, to 18◦. Numeri-
cal simulations revealed that the optimal frequencies coincided with the baseline
shedding frequency (fvK) and its first harmonic (2 fvK). Via PIV experimentation
Buchmann et al. [28] obtained the same conclusion. Itsariyapinyo and Sharma [29]
numerically studied via LES the same airfoil at Re = 1.1 × 105, SJA was placed
tangentially to the surface at the airfoil trailing edge. The lift coefficient increased
linearly with the momentum coefficient up to a certain threshold, a further increase
of the momentum coefficient tended to a lift coefficient saturation.

Reynolds-averaged Navier-Stokes (RANS) equations and the k-ω SST turbu-
lence model on a NACA 23012 airfoil at Re = 2.19 × 106 and α ∈ [6◦, 22◦] was
applied by Kim and Kim [30] to analyse the flow separation control using 5 differ-
ent slot/flap/jet configurations. Low actuation frequencies and large momentum
coefficients were found the most adequate to reattach the boundary layer in large
separated regions. They proposed multi-array/multi-location SJA implementa-
tion to reduce the required jet velocity magnitude. Via using the RANS-Spalart-
Allmaras turbulence model, the same airfoil and Reynolds number were studied by
Monir et al. [31]. Aerodynamic efficiency was substantially increased when using
SJA actuation at θj = 43◦, but tangential actuation was by far the optimum.
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The effect of SJA on a NACA0025 airfoil at Re = 105 and α = 5◦ was exper-
imentally studied by Goodfellow et al. [32]. They realized that the momentum
coefficient was the primary flow control parameter, obtaining up to 50% drag de-
crease when the momentum coefficient Cµ overcome a certain threshold. The same
airfoil and Reynolds number but at α = 10◦ and α = 12◦ were respectively as-
sessed by Feero et al. [33, 34]. When using excitation frequencies around the vortex
shedding one, the momentum coefficients required for flow reattachment were one
order of magnitude lower than when employing higher frequencies. Flow control
was more effective when pacing the jet slot nearby the baseline case temporal av-
eraged boundary layer separation point. The effect of AFC excitation frequency
on a NACA0018 airfoil at α = 10◦ and Re = 1000 using three-dimensional Di-
rect Numerical Simulation (DNS) was investigated by Zhang and Samtaney [35].
Three different non-dimensional frequencies were assessed (fj = 0.5U∞/C, 1 and
4), being fj = 1U∞/C the optimal one.

The Selig-Donovan 7003 (SD7003) [36, 37] airfoil was designed for low Reynolds
number applications, and it has been recently studied at Re = 6 × 104 via LES
[38, 39, 40]. Using an angle of attack of α = 4◦, Breuer [38] evaluated several
inlet turbulence intensities, ranging from nil to Tu = 11%, with the aim of un-
derstanding its impact on the LSB. They observed that high turbulence intensity
values could reduce and even suppress the LSB, thereby enhancing aerodynamic
performance. Different inlet velocity oscillation amplitudes and frequencies at the
same α = 4◦ were analysed by Qin et al. [39]. Flow separation was delayed dur-
ing the acceleration phase while progressing upstream towards the leading edge
in the deceleration phase. LES simulations at α = {4◦, 11◦,14◦} and using SJA
were performed by Rodriguez et al. [40]. Aerodynamic efficiency increase of up
to ∆η/η = 124% at α = 14◦, actuation effectiveness largely decreased at pre-stall
angles of attack.

Recent research in the field of AFC application to airfoils has been extensive,
with notable contributions made by Tousi et al. [1, 2]. The study conducted
by these authors involved the optimization of five SJA parameters for a SD7003
airfoil at a Reynolds number of 6 × 104 and at various pre- and post-stall angles
of attack (α = 4◦, 6◦, 8◦, 14◦) using Genetic Algorithm (GA) and the RANS with
Spalart-Allmaras turbulence model.
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A key difference between the research of [41] and that of [1] is the methodology
employed. While the former utilized an Artificial Neural Network (ANN) to predict
the majority of the AFC parameters, the latter relied on precise CFD simulations
for the entire optimization process, resulting in higher accuracy of the results at
the expense of increased computational cost.

Further comparisons between LES and RANS-SA simulations are presented in
[2], where it was necessary to modify the turbulence parameter ν̃ at the inlet of the
computational domain to maximize the performance of the SA turbulence model
in AFC applications. The primary focus of this paper is to examine the impact of
the turbulence parameter ν̃ defined at the jet and inlet boundaries, with the aim of
optimizing the results obtained by the SA turbulence model in AFC applications.

The rest of the paper is structured as follows. The governing equations for
the RANS-SA model are presented in §3.3. Section §3.4 introduces numerical
modeling. The results and conclusions are respectively presented in sections §3.5
and §3.6.

3.3 Governing equations

The CFD simulations, performed in the optimization study [1], were all based on
the Unsteady Reynolds-Averaged Navier-Stokes (URANS) with Spalar-Allmaras
(SA) turbulence model [42]. Employing Direct Numerical simulations (DNS) or
Large Eddy Simulations (LES) was not feasible due to their massive computation
power requirement. The Navier-Stokes equations for incompressible flow take the
form of,

∂ui

∂xi

= 0 (3.1)

∂ui

∂t
+

∂uiuj

∂xj

= −1

ρ

∂p

∂xi

+ ν
∂2ui

∂xj∂xj

(3.2)

Calling ϕ(x, t) any generic flow variable, it can be written as the sum of its mean
ϕ̄(x, t) and fluctuating components ϕ′(x, t), being ϕ(x, t) = ϕ̄(x, t)+ϕ′(x, t). After
substituting each variable by its mean and fluctuating components in the Navier-
Stokes equations and taking the time average, the following Reynolds-averaged
Navier–Stokes equations are obtained.
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∂ūi

∂xi

= 0 (3.3)

∂ūi

∂t
+

∂ūiūj

∂xj

= −1

ρ

∂p̄

∂xi

+ ν
∂2ūi

∂xj∂xj

−
∂u′

iu
′
j

∂xj

(3.4)

The term u′
iu

′
j is called the Reynolds stress tensor and it is usually denoted by

Rij. Considering the Boussinesq hypothesis, the deviatoric part of the tensor is
represented as.

Rij −
1

3
Rkkδij = −2νtS̄ij (3.5)

where νt is the kinematic eddy viscosity that needs to be modeled using a RANS
turbulence model.

As stated earlier, the turbulence model selected for the present applications was
the Spalart-Allmaras (SA). This model was proposed by [42] and solves a single
transport equation for the modified form of the turbulent kinetic energy called ν̃.
This new parameter is identical to νt except in the viscous-affected region nearby
the wall.

νt = ν̃

(
χ3

χ3 + C3
v1

)
(3.6)

The transport equation of ν̃ is expressed as:

∂ν̃

∂t
+ uj

∂ν̃

∂xj

=
1

σ

[
∂

∂xj

(
(ν + ν̃)

∂ν̃

∂xj

)
+ Cb2

∂ν̃

∂xi

∂ν̃

∂xi

]
+ Cb1(1− ft2)S̃ν̃−

[
Cw1fw − Cb1

κ2
ft2

](
ν̃

d

)2 (3.7)

where:

fω = g
[

1+C6
ω3

g6+C6
ω3

]1/6
, g = r + Cω2(r

6 − r), r = min
[

ν̃
S̃κ2d2

, 10
]

S̃ = Ω+ ν̃
κ2d2

fv2, ft2 = Ct3exp(−Ct4χ
2), fv2 = 1− χ

1+χfv1

fv1 =
χ3

χ3+C3
v1
, χ = ν̃

ν

(3.8)

Being d the distance from a given point to the nearest wall, and Ω the magni-
tude of the vorticity. The model constants have the following default values:
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Cb1 = 0.1355, Cb2 = 0.622, σ = 2
3
, Cω1 =

Cb1

κ2 + (1+Cb2)
σ

Cω2 = 0.3, Cω3 = 2.0, Cv1 = 7.1, κ = 0.4187, Ct3 = 1.2
Ct4 = 0.5

(3.9)

3.4 Domain, boundary conditions and mesh

This section explores the numerical modeling approach employed, including key
aspects like domain specifications, boundary conditions, and mesh details.

Fig. 3.1a shows the computational domain encompassing the SD7003 airfoil
with a chord length of C. The leading edge is located at the origin of the coordinate
system and the horizontal distance between this point and the computational
domain inlet (blue curve) is set to 15C. The computational domain outlet (red
line) is located 19C downstream of the airfoil trailing edge. The wing profile is
set horizontally, and the 14 degrees angle of attack is achieved by tilting the free-
stream velocity. For the cases where the SJA is implemented, a groove through
which the fluid is injected/sucked is required. Fig. 3.1b depicts the airfoil with a
generic synthetic jet implementation on the upper surface nearby the leading edge.
The synthetic jet geometrical design parameters, jet angle (θ), position (x) and
width (h), are shown in the zoomed view.

15C

20C

C

x

y

α

α

inlet

outlet

U∞

(a)

t̂

n̂

uj(t) = Uj sin(2πfjt)

θj

hj

xj

x

y

C

y

(b)

Figure 3.1: (a) Computational domain. (b) Synthetic jet parameters.
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The boundary conditions (BC) used for the velocity and pressure are as follows.
At the inlet, a constant velocity profile is imposed; its components are set to
(u, v) ≡ (U∞ cosα, U∞ sinα) where α is the angle of attack. Neumann BC are
prescribed for the inlet pressure. At the outlet, Dirichlet for pressure and Neumann
for velocity is considered. At the wall, no-slip condition for velocity and Neumann
for pressure is applied. In active flow control cases, the jet BC is specified by
a time-varying velocity profile and a Neumann BC for pressure. Specifically, the
velocity profile is given by uj = Uj sin(2πft), where Uj is the maximum jet velocity,
f is the dimensional frequency of the jet oscillations, and t is the dimensional time.
The top-hat velocity profile is chosen for the SJA, as already employed in [19, 21].

In the previous section, it was demonstrated that the SA model contains a
single turbulence parameter, ν̃, for which boundary conditions must be defined at
all boundaries. In [2], it was observed that actuated cases at α = 14◦ are heavily
influenced by the free-stream turbulent level prescribed at the inlet. To investigate
this relationship, the researchers conducted a parametric study by exploring a
wide range of ν̃/ν ∈ [10−20, 102] at the inlet while employing Neumann boundary
conditions at the jet and outlet boundaries. They also imposed ν̃ = 0 at the wall,
as no wall function was used.

The aim of this paper is to further investigate the impact of utilizing different
combinations of ν̃ boundary conditions at the jet and inlet boundaries. To simplify
the discussion, we have labeled these combinations as iDjD, iNjN , and iNjD, where
i and j denote the inlet and jet boundaries, and D and N refer to the Dirichlet
and Neumann boundary conditions, respectively. It is worth noting that the iDjN

configuration has already been analyzed in [2].
The mesh assessment was performed in [1], where it was concluded that a hy-

brid mesh with 45,466 cells and y+=0.3 was capable of yielding mesh-independent
results; a general overview of the mesh is shown in Fig. 3.2. Another study [2]
demonstrated the efficacy of an unstructured grid with 28.7 million cells for LES.
The mesh was determined to produce aerodynamic coefficients consistent with
those reported in the literature and was fine enough to accurately resolve over
95% of the turbulent kinetic energy, leaving less than 5% to be modeled by the
sub-grid scale model.
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Figure 3.2: Mesh overview and zoomed views around the airfoil and leading edge

3.5 Results

As stated earlier, the optimization of synthetic jet actuator (SJA) parameters ap-
plied to the SD7003 airfoil at Re = 60,000 and 14-degree angle of attack was
undertaken using RANS-SA in [1], where the optimum jet parameters with which
maximum lift and efficiency achieved were reported. In a subsequent study [2],
the previously obtained optimals were simulated anew using wall-resolved large
eddy simulation (LES), demonstrating that the RANS-SA requires turbulence pa-
rameter adjustment to attain decently similar results to the LES. A parametric
analysis of the RANS-SA turbulent viscosity ratio at the inlet was conducted in
the same study, covering a wide range of ν̃/ν values ranging from 10−20 to 102

while maintaining the jet to Neumann boundary conditions (iDjN). It was ob-
served that for the optimum AFC cases (maximum lift and efficiency) prescribing
ν̃/ν ∈ [10−6, 10−3] at the domain inlet and Neumann boundary conditions at the
jet outlet yield comparable aerodynamic coefficients to the respective LES cases.

Here, we mainly focus on the iDjD configuration applied to the RANS-SA
maximum efficiency case. To minimize the free-stream turbulence effect the inlet
ν̃/ν is fixed at 10−20 for all the cases and the sensitivity of results to the different
jet values, ν̃/ν ∈ [10−20, 102], is thoroughly assessed.

It is worth noting that the other two remaining ν̃/ν boundary condition com-
binations, namely iNjN and iNjD, are also evaluated. It was observed that consid-
ering zero gradient BC at both inlet and jet boundaries (iNjN) is not an effective
adjustment since under this condition, SA model fails in triggering the correct
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value of ν̃/ν in the boundary layer, and the results show sensitivity to the ν̃/ν

initial condition. On the other hand, iNjD configuration shows a similar behavior
as the iDjD setup, indicating that the effect of inlet turbulence level can be mini-
mized by setting ν̃/ν BC to either a low value of 10−20 or a Neumann BC. Under
these conditions, jet turbulence level plays a decisive role in flow dynamics around
the airfoil.

Fig. 3.3 shows the Cd and Cl values obtained for the iDjD (ν̃i/ν = 10−20

and ν̃j/ν ∈ [10−20, 102]) (red circles) and compare them with the ones of iDjN

(ν̃i/ν ∈ [10−20, 102] and ν̃j/ν = zeroGradient) (blue circles) [2]. For the latter
configuration, the levels of ν̃/ν at the jet outlet are read after the simulations and
depicted as yellow circles in this figure.

(a) (b)

Figure 3.3: Results sensitivity to the jet preturbulence levels (iDjD, red) and its com-
parison with the results sensitivity analysis to the inlet preturbulence level (iDjN , blue)
[2]. For the latter, the turbulence level obtained after the simulations at the jet (ν̃j/ν) is
shown by the yellow circles (iDjN , (ν̃j/ν)). The horizontal back lines are the LES result
[2]. (a) Average lift coefficient Cl. (b) Average drag coefficient Cd.

The first thing that draws attention is the coincidence of the ν̃/ν values ob-
tained at the jet (yellow circles) with the given ν̃/ν at the jet in the present study
(blue circles). This indicates that employing Neumann BC at the jet boundary
[2] was like introducing a value at the jet but doing so indirectly by acting on
the inlet BC and letting the value at the jet be boosted by the boundary layer
instability. Furthermore, comparing the iDjD trend line (blue) against the LES
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(black line) reveals that for the RANS-SA maximum efficiency case, a range of
ν̃/ν ∈ [10−4, 10−1] at the jet is sufficient to deliver comparable results to the LES.

It is also noteworthy to mention that the impact of high turbulence levels
on the behavior of eddies generated by a jet. Specifically, when a turbulence
intensity level greater than the kinematic viscosity ratio (ν̃/ν > 1) is induced, the
eddies originating from the jet are swiftly suppressed at the outlet. This leads to
a reduction in the momentum exchange between these eddies and the boundary
layer. Consequently, this phenomenon effectively negates the beneficial effects of
actuation, resulting in a fully separated flow, diminished lift, and increased drag.

In the remaining of the manuscript, the focus has been placed on the RANS-
SA cases with ν̃j/ν = 10−3 (jet-optimal), ν̃j/ν = 10−5 (jet-suboptimal) and ν̃i/ν =

10−5 (inlet-optimal) [2]. The accuracy of their results is assessed with respect
to the LES [2]. The aerodynamic coefficients of these cases are summarised in
Table. 3.1

Case Turbulence model ν̃/ν Cl Cd
Cl

Cd

inlet jet

LES [2] LES - - 1.313 0.094 13.96
inlet-optimal [2]

RANS-SA
1e-05 zeroGradient 1.288 0.097 13.27

jet-optimal (present) 1e-20 1e-03 1.283 0.097 13.17
jet-suboptimal (present) 1e-20 1e-05 1.164 0.105 11.06

Table 3.1: Aerodynamic coefficients for the jet-optimal, jet-suboptimal, inlet-optimal
and LES cases

Fig. 3.4 shows the mean pressure coefficient Cp = 2(p − p∞)/ρu2
∞ and skin-

friction coefficient Cf = 2τw/ρu
2
∞ distribution along the upper surface of the airfoil

obtained by jet-optimal (red), jet-suboptimal (gray), inlet-optimal (blue) and LES
(black).
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(a) (b)

Figure 3.4: Skin friction coefficient (a) and pressure coefficient (b) for jet-optimal (red),
jet-suboptimal (grey), inlet-optimal (blue) and LES (black). The zoomed view shows the
separation locations for different cases.

The jet-optimal and inlet-optimal simulations, unlike jet-suboptimal, are able
to accurately reproduce the Cf in the front part of the airfoil. They captured
the separation and reattachment point locations (xs = 0.031 and xr = 0.14)
rather close to the LES ones (xs = 0.028 and xr = 0.132), whereas jet-suboptimal
detect these locations with larger discrepancies further downstream (xs = 0.037

and xr = 0.162). After the reattachment, the friction coefficient should remain
positive (Cf > 0) until the trailing edge, indicating the attached boundary layer
across the airfoil. However, the RANS-SA cases do not properly emulate such
a trend. While Cf in jet-optimal and inlet-optimal remain a small and negative
value across the major part of the airfoil, in jet-suboptimal delivers a wavy trend,
indicating consecutive separations and reattachments over the airfoil. The reason
for such behavior in the latter is likely because of the passage of vortical structures
originating from the jet and shedding downstream. These structures ideally have
to be modeled by the turbulence model, but due to insufficient turbulence injection
through the jet, the eddies are not properly modeled and in return contaminate
the average flow field.

Pressure distributions on the pressure side of the airfoil obtained by RANS-SA
coincide with the LES. On the suction side, jet-optimal and inlet-optimal cases
are able to replicate the LES distribution, except for a small portion near the
transition region where the suction is slightly less in RANS-SA cases than LES.
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The jet-suboptimal, on the other hand, presents larger discrepancies across the
entire upper surface. Significantly lower suction in the front portion and slightly
higher at the back half causes the net effect of a lift decrease and sharp pressure
drag increase.

The time- and span-averaged streamlines, as well as colormaps of the negative
Reynolds shear stress ⟨u′v′⟩ for LES and three RANS-SA simulations are displayed
in Fig. 3.5.

(a) (b)

Figure 3.5: Spanwise-averaged ⟨u′v′⟩ component of the Reynolds stress tensor and
time- and spanwise-averaged streamlines. (a) LES (top) and inlet-optimal (bottom). (b)
jet-suboptimal (top) and jet-optimal (bottom).

Negative shear-stress values are associated with a positive and a negative fluc-
tuation term, whether streamwise fluctuation velocity is positive (u′ > 0) and
the cross-stream one is negative (v′ < 0), or vice-versa. It characterizes the areas
where a large momentum interchange between fluid particles exists, and represents
the exchange of momentum that occurs between the separated shear layer and the
outside inviscid flow, as well as between the shear layer and the inner recircula-
tion zone. Notice that such a large momentum interchange is particularly large
around the jet injection area. From the streamlines plot and considering the LES
simulation, it can be seen that the boundary layer remains attached to the upper
surface of the airfoil, whereas it accompanies several consecutive separations and
reattachments when using the RANS-SA model, this is particularly seen in sub-
optimal turbulence conditions. In all cases near the leading edge, a small bubble

119



forms right after the jet location due to the interaction between the freestream and
jet stream flows. This region is characterized by high-shear stress which despite
the inducement of high friction drag, it contributes to boundary layer reattach-
ment, reducing the drag pressure term and increasing the lift. When analyzing the
downstream area, the averaged flow patterns obtained from the different RANS
cases deviate from the LES one. In optimal conditions, a thin and elongated sep-
aration bubble covers almost the second half of the airfoil. On the other hand,
the sub-optimal RANS generates two separated bubbles, one in the middle and
one larger at the trailing edge. One possible explanation for such behavior is that
the turbulence intensity associated with the AFC jet is insufficient to reattach the
boundary layer.

Fig. 3.6 introduces the variation of the mean streamwise velocity profiles at
various streamwise positions, from x/C = 0.1 to x/C = 1, as a function of the
normalized wall normal distance.

Figure 3.6: Evolution of the upper-surface boundary layer along the airfoil. Time- and
spanwise-averaged streamwise velocity profiles ⟨u(x, y, z; t)⟩t,z at streamwise coordinates
x/C = 0.1 through x/C = 1, as a function of wall-normal distance. Shown are the LES
(black), inlet-optimal (blue), jet-optimal (red) and jet-suboptimal (grey).

The flow profiles obtained from LES indicate that the boundary layer remains
attached over the majority of the upper surface due to the influence of the synthetic
jet actuator. The only instance of flow separation, manifesting as a negative flow
profile, occurs at x = 0.1, where a small bubble is generated downstream of the
jet location, as previously depicted in Fig. 3.5. The velocity profiles obtained by
inlet-optimal (blue) and jet-optimal (red) are identical along the entire surface,
further reinforcing the notion that the appropriate setting of the jet turbulence
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level is critical for a realistic boundary layer flow behavior. These velocity profiles
are in good agreement with those obtained from LES, particularly so in the front
portion of the airfoil. However, as the flow moves downstream from x = 0.4, a small
negative velocity in close proximity to the wall is observed that is corresponding to
the thin recirculation bubble depicted in Fig. 3.5. On the other hand, the velocity
profiles obtained from the suboptimal jet turbulence level (gray), show significant
discrepancies as compared to the LES results.

3.6 Conclusions

In previous studies, [1, 2] performed the optimization of synthetic jet actuator
parameters to obtain the maximum lift and efficiency on the SD7003 airfoil at a
Re = 60, 000 and 14◦ angle of attack. The Reynolds-Averaged Navier-Stokes with
Spalart-Allmaras turbulence model was used for the optimization; the suitability
of this model was assessed by conducting Large Eddy Simulations over optimals. It
was concluded that when actuation is switched on, the SA results are sensitive to
the inlet turbulence level defined by the ν̃ parameter. A parametric study revealed
that the optimum ν̃/ν at the inlet falls within [10−6, 10−3] range. In that study,
the ν̃ at the jet boundary was kept to zero gradient BC (Nuemann) for all the
simulations.

Here, we explore the impact of various ν̃ boundary condition combinations
at the jet and inlet boundaries. We observed that employing Neumann BC at
both the inlet and jet boundaries is not an effective approach since the results
become dependent on the ν̃ initial condition. On the other hand, adapting Dirichlet
BC at both boundaries seems to be the most appropriate method. We study
ν̃/ν ∈ [10−20, 102] range at the jet boundaries while fixing the inlet ν̃/ν to a very
low value (10−20) in all cases i.e minimizing the inlet turbulence effect. It was
observed that for a range of ν̃/ν ∈ [10−4, 10−1] at the jet, the results are exactly
the same as the [2] work with an optimum range of ν̃ ∈ [10−6, 10−3] imposed at
the inlet. This finding suggests that utilization of zero gradient at the jet may not
have been the most effective approach. Essentially, it is like indirectly introducing
a value at the jet by manipulating the inlet BC and relying on the boundary layer
instability to amplify the value at the boundary.
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To achieve a realistic baseline turbulence level in the boundary layer that pro-
motes transition and facilitates the proper interaction between the jet and up-
stream flow, it is imperative to introduce turbulence through the jet rather than
relying on the upstream flow.
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Chapter 4

A New Hybrid Optimization
Method, application to a Single
Objective Active Flow Control Test
Case

4.1 Abstract

Genetic Algorithms (GA) are useful optimization methods for exploration of the
search space, but they usually have slowness problems to exploit and converge to
the minimum. On the other hand, gradient based methods converge faster to local
minimums, although are not so robust (e.g., flat areas and discontinuities can cause
problems) and they lack exploration capabilities. This article presents a hybrid
optimization method trying to combine the virtues of genetic and gradient based
algorithms, and to overcome their corresponding drawbacks. The performance of
the Hybrid Method is compared against a gradient based method and a Genetic
Algorithm, both used alone. The rate of convergence of the methods is used to
compare their performance. To take into account the robustness of the methods,
each one has been executed more than once, with different starting points for the
gradient based method and different random seeds for the Genetic Algorithm and
the Hybrid Method. The performance of the different methods is tested against
an optimization Active Flow Control (AFC) problem over a 2D Selig–Donovan
7003 (SD7003) airfoil at Reynolds number 6×104 and a 14 degree angle of attack.
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Five design variables are considered: jet position, jet width, momentum coefficient,
forcing frequency and jet inclination angle. The objective function is defined as
minus the lift coefficient (−Cl), so it is defined as a minimization problem. The
proposed Hybrid Method enables working with N optimization algorithms, multi-
ple objective functions and design variables per optimization algorithm.

4.2 Introduction

Optimization methods usually excel in exploration or exploitation, they have to
make a trade-off between those characteristics. The balance between exploration
and exploitation capabilities will affect the usability of the optimization method.
A method that excels in exploitation may lack the capacity to find the candidate
regions and get stuck in local minima. On the other hand, a method that excels
in exploration may lack the capacity to quickly converge to a refined solution, but
it can find the candidate regions efficiently. Evolutionary bio-inspired methods
usually excel in exploration capabilities and gradient based methods usually excel
in exploitation capabilities.

Traditionally, bio-inspired optimization methods provide good exploration ca-
pabilities with robustness in providing global minimum. Nevertheless, this requires
a large number of evaluations of the objective functions, this being its main draw-
back, especially when dealing with applications to industry and engineering. We
can see examples of this type of solution using particle swarm optimization al-
gorithms in microwave engineering at A. Lalbakhsh and Smith [1], or resonator
antennas at A. Lalbakhsh and Esselle [2]. Genetic Algorithms have also been used
on environmental sensing problems at Lalbakhsh et al. [3], or improving satellite
darkness at Lalbakhsh et al. [4]. Gray Wolf Optimization has been used for the
solution of flow measurement and instrumentation problems at [5].

In practice, one could think in a sequential combination of different optimiza-
tion methods in order to combine their main advantages and to overcome the
different limitations of each one. For instance, first use an evolutionary algorithm
(e.g., a Genetic Algorithm) to perform an exploration and, next, use its results to
start a gradient based method (e.g., a conjugate gradient) to exploit the interesting
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regions found by the evolutionary algorithm. If we do that with all the individu-
als provided by the evolutionary method, the total computational cost would be
even more prohibitive. However, one could also think of applying a deterministic
improvement with only a reduced set of promising individuals. This is considered
a form of hybridization. An example of this kind of hybridization can be found at
Kelly Jr and Davis [6], which proposes a combination of a Genetic Algorithm and
a k-nearest neighbors classification algorithm. Another example of hybridization
with multiple algorithms is proposed at Jih and Hsu [7]. In this case, a Genetic
Algorithm and dynamic programming is used to address vehicle routing optimiza-
tion problems. Other examples can be found at El-Mihoub et al. [8], Kulcke and
Lorenz [9].

Other forms of hybridization are the definition of new operators, including
multi-population methods. A multi-population Hybrid Method was proposed in
Lee et al. [10] where games strategies were combined with bio-inspired optimization
methods. In this approach there are different players, all of them using Genetic
Algorithms applied to the solution of different complementary optimization prob-
lems.

This approach was used for the optimization of aeronautic shape configurations
in Lee et al. [10] , Lee et al. [11] and D. S. Lee and Srinivas [12]. This was applied
in the optimization of composite structure design at Lee et al. [13].

In this paper, an extended implementation of this approach combining a player
using a Genetic Algorithm with another player using a conjugate gradient is pre-
sented and tested against a single objective problem on an Active Flow Control
device optimization. The performance of this approach is compared with the use
of the Genetic Algorithm and the conjugate gradient methods used alone.

There are two players:

• One population-based for exploration, which could be an evolutionary algo-
rithm or swarm intelligence.

• One which tries to improve a selection of the most promising individuals
coming from the population of the bio-inspired algorithm which uses a de-
terministic gradient based method.
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4.3 Hybrid Method Description

In this section, the proposed Hybrid Method is described. Hybrid Methods have
been researched by Lee et al. [10] among others. In the work of Lee et al. [10],
there are different optimization algorithms inside the Hybrid Method that are also
called players, as it uses the Nash games concepts and hybridizes a Nash game with
a global Pareto player. In Lee et al. [10], the authors use Genetic Algorithms for
all optimization algorithms (i.e., players) which compound the Hybrid Method.
When working with two objective functions, it uses three players. The first one
is the Pareto player or global player and it deals with the whole problem, two
objective functions and all design variables. The other two players are the Nash
players, and each one only deals with one objective function. The design variables
are also split between the two Nash players, resulting in each Nash player working
with a subset of the search space.

The proposed Hybrid Method, which has been derived from the one proposed
by Lee et al. [10], enables working with N players, multiple objective functions
and design variables per player, and a different optimization algorithm for each
player. The structure of the method is divided into three main components:

• General Algorithm: It contains the initialization of the player, the main
optimization loop and the post-process of the optimization. It is not intended
to be changed for different variants of the Hybrid Method.

• Migration epoch algorithm: It is the function that defines the exchange of
information between the different players. It defines which individuals are
migrated between players, under which circumstances, etc.

• Immigrate methods: The immigrate method is a function that has to be
defined for each type of player. The way each optimization algorithm used
as a player can incorporate and use an individual highly depends on the
internal algorithm of each type of player. This function defines how each
type of player incorporates the individuals that emigrate into them.

The Hybrid Method interlaces the execution of its internal optimization al-
gorithms. Each player runs one iteration of its optimization algorithm, then a
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migration epoch occurs before the other method runs one iteration of its own
algorithm. The migration epoch is the mechanism that allows the exchange of
information between players. The information exchanged by the players are the
design variables of a selection of individuals. The migration epoch implementa-
tion is what defines the main functionality of the Hybrid Method. The general
algorithm of the Hybrid Method is described in Algorithm 2.

Algorithm 2: General algorithm of the Hybrid Method

foreach player do
player-Initialize;

while not stop criteria is met do
foreach player do

player-Generate;
player-Compute;
MigrationEpoch(players[i] );

foreach player do
player-PostProcess;

PostProcess;

In this article, the optimization method selected to perform the exploration
is a Genetic Algorithm based on the NSGAII [14]. Other population based opti-
mization algorithms, such as differential evolution, particle swarm optimization,
etc., could also been used here. The Genetic Algorithm is known for its robustness
and exploration capabilities and it is one of the most widely used optimization
algorithms for complex problems. It should perform the task well in exploring the
full search space. On the other hand, the method selected for the exploitation
is a conjugate gradient [15]. As shown in Algorithm 2, first of all, the Initialize
process for each player is called. These methods are called once and are used to
initialize each optimization algorithm. After the initialization of each optimization
algorithm, the optimization loop is started. Inside the loop, as mentioned above,
each optimization player runs one iteration before the migration epoch. One iter-
ation consists of generating a set of new individuals (i.e., a set of design variables)
and computing them. For the Genetic Algorithm player, the genetic operators
of selection, crossover and mutation are performed inside the Generate process,
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which yields a new population, known as the offspring. After the population is
computed, the MigrationEpoch process is called, and after that the conjugate gra-
dient runs an iteration of its algorithm starting with the migrated individual, and
the process repeats until the stop criteria is met.

The MigrationEpoch process is responsible for managing the exchange of infor-
mation between the different players. The definition of this process is what defines
most of the hybrid algorithm. For example, it defines the criteria of which individ-
uals migrate between players, how often they migrate, etc. The internal algorithm
of the MigrationEpoch process that describes the Hybrid Method presented and
tested in this article is detailed in Algorithm 3.

Algorithm 3: Hybrid Method With Gradient Game

After computing a full iteration of a player the
MigrationEpoch(this-player) function does:

if iter = 0 then
foreach player do

player-Immigrate(this-player-Bestfits );

else
if this-player-Bestfits < players[0]-Bestfits then

foreach player do
player-Immigrate(this-player-Bestfits );

else
GetMinBestfits;
this-player-Immigrate(Bestfit );

The tested Hybrid Method combines two players (i.e., optimization algorithms).
One player is intended to perform the exploration of the full search space. The
second player is responsible for the exploitation of the promising regions found by
the first one. The Hybrid Method shares information between the two players, in a
bidirectional way, to overcome the main drawbacks of the optimization algorithms
that is formed of. It tries to achieve a fast rate of convergence and to avoid getting
stuck at local minimums.

The Hybrid Method initially runs the Genetic Algorithm player. After the
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first iteration, the best individual found by the Genetic Algorithm is transferred
to the conjugate gradient player (first if of the Algorithm 3). The player-Bestfits
is the individual with the best objective function found so far, and it is stored for
each player. It is updated every time a better individual is found. The conjugate
gradient player will use this individual as the starting point of its internal algorithm
for its own iteration. The iteration of the conjugate gradient consists of computing
the gradient at the location of the starting point and performing a line search in the
direction of the gradient. After the iteration of the conjugate gradient, another
migration epoch occurs. If the best individual found by the conjugate gradient
outperforms the best individual found by the Genetic Algorithm, then the best
individual of the conjugate gradient is sent to the Genetic Algorithm.

If the first conditional is not met, a second if condition is evaluated, taking
into account the values of the objectives functions achieved so far. The inner if
condition compares the objective function of the last evaluated player (this-player)
against the objective function of the first player, which in this case is a Genetic
Algorithm. The condition this-player-Bestfits < players[0]-Bestfits is clear in a
single-objective optimization case, as it is a direct comparison between values of
the objective function. If the objective function of this-player is better (lower)
than the first player, this individual is migrated to the other player.

If the objective function of this-individual is not better, the inner else part of
the algorithm is conducted. In the function GetMinBestfits, a search for the best
individual (Bestfit) among all players is performed, and the individual is migrated
to this-player, the last player that was executed.

For the full comprehension of the hybrid algorithm, it is important to specify
the Immigrate process. This process is defined for each player, and its implemen-
tation depends on the type of optimization algorithm, and it affects the general
hybrid algorithm. It has one input parameter, the individual that has been selected
to migrate into this player. The Immigrate process is responsible for incorporating
the individual into the player. The Immigrate process of the Genetic Algorithm
substitutes the design variables of the last individual of its internal population
with the one that comes from the conjugate gradient. This introduces the genetic
information of this individual into the population. In the next iteration, the design
variables of this individual will be used in the genetic operators.
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In order not to repeat computations, the conjugate gradient player only per-
forms a new iteration when the Genetic Algorithm one provides a best individual
different than in the previous global iteration.

On the other hand, the Genetic Algorithm player always incorporates to the
population the best individual coming from the conjugate gradient, even if it is
the same as in any previous global iteration. The stochastic nature of the Genetic
Algorithm can benefit from maintaining the best individual in the population at
each iteration. There is a probability that the best individual is not selected in
the genetic operators, and to keep the best individual in the population, keeping
its genetic information can help to converge in that region. One could think about
problems with elitism, but the method only forces one individual to remain in the
population, the absolute best so far. If this happens for too long, most probably
the optimization has converged, and in case it is not converged, the algorithm
should still be capable to explore other regions with the mutation operator and
the stochastic nature of the Genetic Algorithm.

For more clarity, the general algorithm with two players, the Genetic Algorithm
as the first player and the conjugate gradient as the second one, is schematized at
Figure 4.1. As mentioned previously, a migration epoch occurs after each iteration
of each player. This executes the process detailed in the Algorithm 3, enabling the
possibility of exchanging information between the two players.

The configuration of the Genetic Algorithm is specified in Table 4.1 and the
configuration of the conjugate gradient is specified in Table 4.2. The configuration
of both optimization algorithms is the same when running alone and when running
as a player of the Hybrid Method.

One of the main drawbacks of the proposed Hybrid Method, using both popula-
tion and gradient-based optimization methods, is that it requires the independent
configuration of each optimization method for each player. In this case, the config-
uration of the Hybrid Method requires the configuration of the Genetic Algorithm
and the conjugate gradient players. On the other hand, it also enables the possibil-
ity to fine-tune the players to perform better, but in cases with high computational
costs, it is difficult to perform tests with different configuration values. Another
drawback of the Hybrid Method is that the parallelization of the evaluations of
the individuals can become more ineffective because each method may have its
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Parameter Value

Crossover operator Simulated Binary Crossover [16]
Mutation operator Polynomial Mutation [17]

Selection operator µ+ λ & Crowded-Comparison
Operator [14]

Probability of crossover 0.9
Probability of mutation 0.1

Population size 20

Table 4.1: Parameters of the Genetic Algorithm.

Parameter Value

Search Direction Method Fletcher-Reeves [18]
Optimal Step Size Method Golden Section [19]

Epsilon for numerical
diferentiation 1.0× 10−6

First step size 1.0× 10−3

Optimal step size tolerance 1.0× 10−3

Table 4.2: Parameters of the conjugate gradient algorithm.

optimum number of CPUs which may be different for each method. For example,
in this case, the evaluation of the Genetic Algorithm population can benefit from
using 20 CPUs, one for each individual of the population because they can be
computed at the same time. On the other hand, to evaluate the individuals of the
conjugate gradient, the parallelization is not that clear. The individuals to com-
pute the gradient can be evaluated at the same time, in this case there are eleven
individuals, the central point plus two for each design variable. The line search
could also be parallelized, but it is not in the implementation used in this study.
The difference in the parallelization capabilities between players could result in an
under utilization of the computational resources at some stages of the process.
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Figure 4.1: General algorithm of the tested Hybrid Method.

4.4 Numerical Results

In order to evaluate the performance of the proposed Hybrid Method, it has been
compared against two classical optimization methods, a plain conjugate gradient
and a plain Genetic Algorithm. The conjugate gradient method is the same as
that which forms part of the Hybrid Method, but running on its own. The Genetic
Algorithm used to compare the hybrid algorithm is also the same that forms part
of the Hybrid Method, but also running alone. To take into account the random
component of the Genetic Algorithm and the strong dependence on the starting
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point of the conjugate gradient, multiple optimizations with each algorithm have
been conducted.

Two optimizations have been conducted with the Genetic Algorithm, starting
with different random populations. The Hybrid Method was also run twice, start-
ing with the same random populations as the Genetic Algorithm, so both methods
started with the same populations. Finally, the conjugate gradient was run six
times, starting with six individuals of the first random population generated by
one of the Genetic Algorithms.

All the optimization methods have been tested against the same test case. The
test case consists of a single objective optimization of an Active Flow Control
optimization problem based on the work of Tousi et al. [20]. The objective of that
work is to determine the optimum parameters of the Synthetic Jet actuator design
at different angles of attack in a multiple objective optimization problem. The
test case details for the comparison of optimization algorithms are presented in
Section 4.4.1.

4.4.1 Test Case Description

The test case focuses on the optimization of an Active Flow Control device, more
precisely, a Synthetic Jet actuator. The device is tested on a SD7003 airfoil at
an angle of attack of 14 degrees. For the comparison between the optimization
algorithms, which is the main objective of this work, a single optimization problem
with five design variables has been used. The objective function is to maximize
the lift coefficient, and to do so the objective function is set to:

f = −Cl

At high angles of attack, the Synthetic Jet can greatly affect the flow structure,
improving the lift coefficient. The Synthetic Jet actuator, if set properly, can help
to reattach the flow to the airfoil or to almost avoid the detachment of the flow.

The design variables are the same as the previous work by Tousi et al. [20].
For a full explanation and detail of the Synthetic Jet actuator design variables
meaning refer to [20]. The five design variables are:

F+ Non-dimensional frequency.
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Cµ Momentum coefficient.

θ Jet inclination angle.

x/C Non-dimensional jet position.

h/C Non-dimensional jet width.

The evaluation range of each design variable is shown in Table 4.3. The same
ranges are used with all optimization algorithms.

Design Variable Minimum Value Maximum Value

F+ 0.1 10
Cµ 0.0001 0.02
θo 5 175
x/C 0.001 0.3
h/C 0.005 0.015

Table 4.3: Active Flow Control design variables and their evaluation ranges.

The flow has been solved with an unsteady Reynolds averaged Navier–Stokes
model (URANS), using the OpenFOAM software. Other models, like direct nu-
merical simulation (DNS) or large eddy simulation (LES) could be used to solve
the Synthetic Jet simulation, but their computational cost is too high to perform
so many optimizations with the available resources. In addition, there is no need
to use such precise solvers to evaluate the performance of the Hybrid Method.
More details on the solver used can be consulted at [20], as this study uses the
same model.

The mesh used, see Figure 4.2a, is one of the meshes previously evaluated
in [20], although having a smaller number of cells (34,448) than the final one
employed in that paper, the maximum y+ after the simulation was y+ = 1. The
mesh nearby the Synthetic Jet actuator is presented in Figure 4.2b. The run time
of the simulation has been adjusted to 30 time units, which as shown in [20] is
sufficient to reach convergence. It is important to note that this study is not
about the Synthetic Jet actuator optimization, but to compare the optimization
algorithms in a real world application with a significant computational cost and
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complexity. The study of the physical problem is not the main purpose of this
study, which justifies reducing the precision of each CFD simulation in order to
reduce the overall computational cost.

(a) (b)

Figure 4.2: Full mesh of the domain (a) and Mesh nearby the Synthetic Jet actuator
(b).

In Figure 4.3, the temporal averaged streamlines and pressure field for the
non-actuated case is presented. This configuration is called the baseline. From the
streamlines, it can be seen that the flow is fully separated and the airfoil is under
stall conditions.

Figure 4.3: Averaged streamlines and pressure field of baseline case (Cl = 0.80).

4.4.2 Results from the Optimizations Methods

This section introduces the results obtained for the proposed comparison. The
convergence of the different optimization algorithms are shown in Figure 4.4. The
results shown in the graph of Figure 4.4 reflect the problems encountered by the
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gradient based method. Most runs of the conjugate gradient initially improve faster
than the Genetic Algorithm but then get stuck between Cl ≈ 1.35 and Cl ≈ 1.45

(except for two runs that get stuck at Cl ≈ 0.8 and Cl ≈ 1.25, respectively). Those
lift coefficient values are achieved with almost 100 evaluations of the objective
function for each optimization of the conjugate gradient. The strong dependence
of the conjugate gradient on the starting point is also reflected on these results,
as it presents very different solutions between runs than the other methods. In all
cases, the conjugate gradient method was stopped because the algorithm found a
local minimum and could not compute the gradient to further improve the results.

On the other hand, the Genetic Algorithm provides optimal solutions similar to
the conjugate gradient, but with a higher computational cost, approximately four
times higher. Both runs of the Genetic Algorithm achieve values of the objective
function in the range of the conjugate gradient results. One of the runs achieves a
better objective function than all of the conjugate gradient runs, with a value of
Cl = 1.49. It is important to note that the Genetic Algorithm optimizations could
run additional iterations and achieve better results, but with a high computational
cost.

Figure 4.4: Comparative of the convergence of the different optimization methods.

The Hybrid Method is the method that achieved better results, outperforming
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all runs of the other algorithms in both of its runs. During the first iterations,
it achieved a convergence rate similar to the conjugate gradient. However, the
improvement of the solution has continued, avoiding being trapped in any local
minimum. It is also the most robust, as both runs are very similar in their per-
formance. Both Hybrid Method runs outperformed all the other optimization
methods with a Cl = 1.52 and Cl = 1.54. One run of the Genetic Algorithm
achieved a comparable solution (Cl = 1.49), but it took more than twice the com-
putational cost of the Hybrid Method. Case 3, with a lift coefficient of Cl = 1.49,
obtained by the Genetic Algorithm with around 375 objective function evalua-
tions, improves the baseline lift coefficient by 86%. Cases 4 and 5, obtained by
the Hybrid Method runs, achieved a lift coefficient of Cl = 1.52 and Cl = 1.54,
respectively. Both runs needed around 125 objective function evaluations, which is
67% the number of evaluations of case 3, with an increase in the lift coefficient of
90% and 93%, respectively, from the baseline. The best lift coefficient achieved by
each optimization is presented in Table 4.4. The mean (Cl) and standard deviation
(σ) of the lift coefficient achieved by each optimization method is also presented.
The Hybrid Method presents the best lift coefficient mean (Cl = 1.53) followed by
the Genetic Algorithm (Cl = 1.44) and the conjugate gradient (Cl = 1.29). The
conjugate gradient is the least robust, with a standard deviation of σ = 0.2458, but
four of the six optimizations achieved similar results than the Genetic Algorithm
with less computational effort.

Looking at these results, one can conclude that the proposed Hybrid Method
performs much more robustly than the conjugate gradient method and much faster
than the Genetic Algorithm.

142



Genetic Algorithm Hybrid Method Conjugate
Gradient

Cl

1.39 1.52
0.81
1.26
1.38

1.49 1.54
1.42
1.42
1.46

Cl 1.44 1.53 1.29

σ 0.07071 0.01414 0.2458

Table 4.4: Best lift coefficient of each optimization case, means and standard deviation.

4.4.3 Results Based on the Fluid Flow Performance

This subsection provides a comparison between the characteristics of the flow field
corresponding to each of the optimal solutions labeled in Figure 4.4. The lift
coefficient and design variables of each of the optimal solutions are presented in
Table 4.5. For a full explanation of the flow structure and details on the Synthetic
Jet actuator performance, the reader is directed to [20].

Case Cl F+ Cµ θo x/C h/C

1 0.81 8.6 1× 10−4 136 3× 10−1 5× 10−3

2 1.39 0.3 1.47× 10−2 24 1× 10−3 1.4× 10−2

3 1.49 3.2 1.92× 10−2 8 2× 10−2 5× 10−3

4 1.52 6.7 2× 10−2 7 2.6× 10−2 5× 10−3

5 1.54 9.9 2× 10−2 5 1.97× 10−2 5× 10−3

Table 4.5: Values of the lift coefficient and design variables of the five labeled cases.

As explained in the Section 4.4.1, the flow without the Synthetic Jet actuator
is fully detached, see Figure 4.3. The objective of the Synthetic Jet actuator is to
prevent or minimize flow separation. The averaged streamlines and pressure field
of the optimized cases are presented and discussed in this section. The flow field
corresponding to Case 1 is presented in Figure 4.5. Despite the fact that the flow
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separation is slightly delayed versus the baseline case, a large vortical structure is
still observed over the airfoil.

Figure 4.5: Averaged streamlines and pressure field of the Case 1 (Cl = 0.81).

In Figure 4.6, the averaged streamlines and pressure field obtained from case
2 is presented. It shows a late reattachment of the flow, which improves the lift
coefficient of the baseline by 74%. This solution has been obtained by one of the
Genetic Algorithm’s runs, with around 400 evaluations of the objective function.
The resulting lift coefficient is Cl = 1.39.

Figure 4.6: Averaged streamlines and pressure field of case 2 (Cl = 1.39).

The averaged streamlines and pressure fields of cases 3, 4 and 5 are presented
in Figures 4.7–4.9, respectively. All of them show a complete flow reattachment,
with very minor differences in the size of the laminar bubble appearing close to
the airfoil leading edge. The bubbles are in fact located near the Synthetic Jet
position, just downstream of it, as can be seen in the above mentioned figures. The
optimization of the flow control actuation parameters has managed to successfully
reattached the flow along the entire airfoil chord.
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Figure 4.7: Averaged streamlines and pressure field of case 3 (Cl = 1.49).

Figure 4.8: Averaged streamlines and pressure field of case 4 (Cl = 1.52).

Figure 4.9: Averaged streamlines and pressure field of case 5 (Cl = 1.54).

4.5 Discussion

This article presents a new Hybrid Method which combines two optimization meth-
ods (a Genetic Algorithm and a conjugate gradient) of a very different nature.
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The test case used to evaluate the performance of the new Hybrid Method is a sin-
gle objective optimization with five design variables associated with a Synthetic
Jet actuator. The CFD simulations are solved using a URANS model, which
has proven precise enough to capture the active flow actuator effect and to com-
pare between different designs. For the test case of the Synthetic Jet actuator,
the Hybrid Method has outperformed both of the traditional optimization algo-
rithms. The new Hybrid Method successfully combines the best characteristics of
both optimization algorithms. It shows a great convergence rate, like a gradient
based method, but without the lack of robustness that usually comes with gradient
based methods and complex applications. The increase in robustness is provided
by the Genetic Algorithm player which avoids local minimums. The strategy to
exchange information between the two optimization algorithms proposed in this
Hybrid Method has proven efficient to overcome the main drawbacks of both clas-
sical optimization methods, and the result is an optimization method capable of
exploring and exploiting the full search space.

The future work aims to further test the new Hybrid Method in a multi-
objective optimization problem such as the one introduced in Tousi et al. [20].
In high CPU-demanding applications, such a Synthetic Jet actuator optimization
is important when working with optimization algorithms that require a low num-
ber of evaluations of the physical model, and the new Hybrid Method has proven
a good option.
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Chapter 5

Discharge coefficients of a heavy
suspension nozzle

5.1 Abstract

The suspensions used in heavy vehicles often consist of several oil and two gas
chambers. In order to perform an analytical study of the mass flow transferred
between two gas chambers separated by a nozzle and when considering the gas as
compressible and real, it is usually needed to determine the discharge coefficient
of the nozzle. The nozzle configuration analysed in the present study consist of
a T shape and it is used to separate two nitrogen chambers employed in heavy
vehicle suspensions. In the present study, under compressible dynamic real flow
conditions and at operating pressures, discharge coefficients were determined based
on experimental data. A test rig was constructed for this purpose, air was used as
working fluid. The study clarifies that discharge coefficients for the T shape nozzle
studied not only depend on the pressure gradient between chambers but also on
the flow direction. Computational fluid dynamic (CFD) simulations using air as
working fluid and when flowing in both nozzle directions were as well undertaken,
the fluid was considered as compressible and ideal. The CFD results deeply helped
in understanding why the dynamic discharge coefficients were dependent on both
the pressure ratio and flow direction, clarifying at which nozzle location and for
how long chocked flow was to be expected. Experimentally based results were
compared with the CFD ones, validating both the experimental procedure and
numerical methodologies presented. The information gathered in the present study
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is aimed to be used to mathematically characterise the dynamic performance of a
real suspension.

5.2 Introduction

Hydro-pneumatic suspensions consist on two or more oil chambers and a couple of
gas ones. During the alternative displacement of the suspension, oil and gas flows
back and forth between two consecutive chambers often separated by one or several
nozzles or valves, therefore generating the smooth suspension displacement char-
acteristic of such devices. Figure 5.1 introduces a typical heavy vehicle suspension,
where several oil and gas chambers can be observed. To mathematically evaluate
the dynamic fluid variations associated with the compression and extension of a
given suspension, it is required to obtain the dynamic discharge coefficient of the
different nozzle shapes separating the gas chambers. The discharge coefficient is
defined as cd = ṁ

ṁt
, where ṁ characterises the real mass flow flowing through the

nozzle while ṁt is the mass flow obtained using a theoretical equation. For the
suspension configuration presented in Figure 5.1, the gas chambers consist of a
constant volume chamber and a variable volume one. Compressible gas, gener-
ally nitrogen, flows between two chambers through a narrow passage of constant
cross-section, a nozzle. In the suspension of the present study, the pressure in
both nitrogen chambers is time dependent, this the reason why it is important
to determine the discharge coefficient variation for a real compressible flow under
transient conditions.

Figure 5.1: Scheme of a typical heavy vehicle suspension.

The main advantage of knowing the discharge coefficient of a given nozzle, is
that it allows to determine the real mass flow through the nozzle via employing the-
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oretical equations. From the existing literature, several traditional experimental
procedures [1, 2] are described to experimentally determine the discharge coeffi-
cients on nozzles under real flow compressible conditions. The accuracy of these
methods is good for a limited range of pressures, but it is jeopardized in applica-
tions involving high pressure metering. One of the most relevant early papers on
non-ideal gas flow through orifices is the work undertaken by Johnson [3], where an
expression for one-dimensional real flow through nozzles and based on the Beattie-
Bridgeman equation was developed. The specific heat ratio was considered to
be constant. Air at room temperature and for 10 MPa pressure differential was
used as working fluid and he observed a deviation of 3.5 percent for critical flow
in nozzles when employing real versus ideal gas equations. Bober and Chow [4],
using Methane as working fluid and for a pressure differential of 23 MPa between
chambers, compared the ideal and real gas flow performance through a venturi
shaped nozzle using the Redlich-Kwong equation. Under choked flow conditions,
the difference between ideal and real gas models was about 20%. Based on these
early papers, it became clear that real gas effects had to be considered if precision
metering was required.

Kouremenos et al. [5] and Kouremenos and Antonopoulos [6], based on the
Lee-Kesler and Redlich-Kwong equations of state, described a constant entropy
process via using three isentropic exponents. A set of simulations and experimen-
tal measurements of real compressible flow though convergent divergent nozzles, at
very high pressure differentials, were recently undertaken by Kim et al. [7, 8] and
Nagao et al. [9, 10]. They observed that for a given range of Reynolds numbers the
discharge coefficient exceeded unity. This fact was previously reported by Nakao
[11] experimentally. They realised that the molecules’ vibrational energy had to
be considered in the non-equilibrium thermodynamic process. Working with hy-
drogen, Ding et al. [12] observed the discharge coefficient was not just dependent
on the Reynolds number but also on the throat diameter, stagnation pressure and
stagnation temperature. They realised that the compressibility factor (Z) was
changing in opposite direction than the discharge coefficient and concluded that
the compressibility factor was likely the most important parameter when studying
the discharge coefficient. They also noticed that, due to real gas effects, the fluid
density at the nozzle throat became smaller than the theoretical one. In most of
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the research undertaken previously, the theoretical work was not supported by an
experimental method, which could allow working directly with the experimental
data. These aspects were covered in [13], where for constant section short nozzles
an expression defining the discharge coefficient was developed using an experimen-
tal method and a gas flow model based on the Lee-Kesler equation of state [14].
Experimental results were compared with the ones obtained from the new devel-
oped equation, observing that for tests performed using nitrogen up to 7.6 MPa
pressure differential, a good correlation was obtained.

Computational Fluid Dynamic (CFD) applications are gaining reliability ev-
ery day. The consideration of the gas as real and compressible, under sonic or
supersonic flow conditions, is still not fully extended. In reality, turbulent models
quite often have some difficulties in dealing with such kind of flows. Neverthe-
less, there are many industrial applications where sonic and even supersonic flow
is used. CFD simulations on compressible flow through valves, whether purging
or relief ones, have recently been performed in [15, 16]. The modelling of flow
ejectors under sonic flow conditions was considered in [17, 18, 19, 20, 21]. Some of
the recent papers simulating compressible flow conditions at high Mach numbers
inside nozzles are [22, 23, 24, 25].

From all these studies it is particularly relevant to highlight the work done by
Farzaneh-Gord et al. [15] where they numerically evaluated the exit flow of natural
gas through a purging valve, during its opening time. They considered the gas as
real and compressible, being the maximum pressure differential of 3.5 MPa. As a
turbulent model the standard k − ϵ was selected. They concluded supersonic flow
was to be expected at the pipe outlet. García-Todolí et al. [16] performed CFD
simulations on air valves under compressible flow condition. They showed how
CFD models are efficient to represent the behavior of air entering and leaving the
valve. The maximum pressure differential studied was 0.1MPa. In their analysis,
they used the realizable k− ϵ turbulent model and their results matched very well
with the experimental data. Mazzelli et al. [17] performed numerical and experi-
mental analyses in order to check the effectiveness of the commonly-used compu-
tational techniques when predicting ejector flow characteristics at supersonic flow
conditions. For the numerical part, they considered the working fluid as an ideal
gas. They tested different Reynolds-averaged Navier–Stokes (RANS) turbulent
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models, among them the k − ω SST and k − ϵ realizable ones, and observed that
in general all turbulent models generated very similar results, although epsilon-
based models were more accurate at low pressure differentials, (around 0.2MPa).
The different pressure differentials they evaluated were of, 0.2, 0.35 and 0.5MPa.
On the other hand, they stated that the main differences between the numerical
and experimental results appeared when comparing 2D and 3D models. Lakzian
et al. [18] performed a compressible 2D RANS simulation on an air ejector pump.
In their analysis they assumed the working fluid as ideal gas and the walls were
treated as adiabatic. Pressure differentials of 0.5, 0.6, 0.7 and 0.8MPa were con-
sidered. They used a k − ϵ realizable turbulent model along with a wall function
and a very good agreement with experimental data was obtained. They concluded
that the main sources of entropy are the mixing and normal shock occurred in
the mixing chamber and diffuser, respectively. Arias and Shedd [21] used CFD
to develop a 3D model of compressible flow across a venturi in which obstacles
were located inside. Air was considered as compressible and was treated as ideal
gas. The turbulent model they used was RNG k − ϵ and the maximum pressure
differential was about 0.1MPa. The results showed that the obstacles located at
the converging nozzle of the venturi causes negligible pressure losses, while other
obstacles that generate wakes in the flow are responsible for the largest pressure
drop. Discharge coefficients of critical nozzles used for flow measurement under
compressible flow conditions were evaluated by Ding et al. [22]. Fluid was consid-
ered as real, the standard k−ϵ turbulent model with a wall function was employed
in all simulations. Nozzle roughness was considered, being the maximum pressure
differential between nozzle inlet-outlet of 120MPa. They observed that when the
nozzle roughness was very small and for pressure differentials until 1MPa, the
effect on the discharge coefficient was negligible. Sonic and supersonic flow in-
side micro/nanoscale nozzles was studied by Darbandi and Roohi [23]. They used
a density-based solver (rhoCentralFoam) employed in OpenFOAM. Second order
spatial discretisation scheme along with a first order Euler-scheme for time inte-
gration were implemented. They observed supersonic flow was impossible to set in
nanoscales once Knudsen number exceeded a given value. Zhao et al. [24] numer-
ically studied the fuel flow in a nozzle considering the fuel compressibility. They
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used the RANS method with a Realizable k-epsilon turbulent model and they in-
vestigated the effect of injection pressure on the fuel flow under fuel compressibility
conditions. They concluded that the nozzle discharge coefficient for compressible
flow was larger than when fluid was considered as incompressible.

According to the authors knowledge, the nozzle configuration studied in the
present paper, which has a T shape, has not been previously studied under real
gas compressible flow conditions, just the work done by Farzaneh-Gord et al. [15]
presents some similarities. In fact under incompressible flow conditions a similar
shape was studied by [26, 27], where it was stated the discharge coefficient was
highly dependent on the flow direction. The present study consists of the follow-
ing parts, initially the test rig employed to do all experimental tests is introduced,
then the mathematical equations used to analytically determine the flow param-
eters are presented. In a third stage, the Computational Fluid Dynamics (CFD)
methodology employed to numerically evaluate the compressible flow between the
two tanks is introduced. Next the experimentally based and numerical results are
presented and compared. Finally the discharge coefficients as a function of the
Reynolds number and for both flow directions are presented and discussed, the
paper ends with the conclusions.

5.3 Experimental test rig

Since the primary idea in the present paper was to experimentally determine the
directional dynamic discharge coefficients for a real gas, air, the test rig introduced
in Figure 5.2 was created. Figures 5.2a and 5.2b, respectively, shows a general view
of the test rig and the two reservoirs. Figure 5.2c presents a schematic view of
the two reservoirs’ central section with the different transducers employed. Apart
from the two reservoirs, the test rig consisted of a stopper cylinder, which was
employed to displace the shutter valve located inside the large reservoir, see Fig-
ure 5.2c. When this valve was closed, it prevented the fluid from flowing between
the two reservoirs, allowing to pressurize each of them independently. The volume
of each reservoir was of 2288.48 and 700.18 cm3. Notice that the volume of the
large reservoir was slightly increasing as the shutter valve was opening. Therefore
in order to know at each instant which was the real volume, a position transducer
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was attached to the stopper cylinder. The pressure multiplier in conjunction with
the pressurize-depressurize valve was connected to the large reservoir and allowed
to set the required pressure in the reservoir chambers. Static and dynamic pressure
transducers were connected to each reservoir, this was done due to the uncertainty
of the static transducer in properly measuring the dynamic pressure variations.
The fluid temperature was aimed to be measured by several dynamic thermocou-
ples placed on the internal reservoir walls, one of them was located in the large
reservoir and three were placed on the smaller one, then larger temperature vari-
ations were expected in there.

It is important to notice that the dynamic thermocouples were welded to the
internal walls of the reservoirs, therefore the measured temperature was in re-
ality the internal wall temperature, which may not be exactly the same as the
fluid temperature, specially under dynamic conditions. Considering known the
dynamic temperature at the upstream reservoir, Kagawa et al. [2] identified the
susceptibility of the pressure response to temperature changes in a reservoir at
natural conditions, and suggested the use of an upstream isothermal chamber to
guarantee no temperature variation. This idea appears to be a good solution since
it reduces the number of variables, and assuming pressure is a known variable,
it would be possible to mathematically determine the temperature, heat transfer
and the mass flow downstream by means of integration. The main difficulty lies in
achieving no upstream temperature variation during the discharge, Kagawa et al.
[2] suggested stuffing extremely thin steel wool or copper wire in the upstream
reservoir to obtain isothermal conditions. For the present experimental test rig
and in order to tend to achieve isothermal conditions during experimentation,
both reservoirs walls were constructed with a thickness of 35mm.

The main characteristics of the different transducers were: the static pressure
sensors were from Keller series model 21/21PRO, capable of measuring pressures
of 10 MPa and having a resolution of 100Pa. To properly evaluate the dynamic
pressure, Kistler transducers model 601A were used, their resolution was of 100Pa
and the time response was of 1µs. Dynamic temperature was measured using
low inertia Nammac thermocouples model E6-20, their resolution was of 0.01◦C.
The transducer used to measure the position of the shutter valve was a LVDT
type, model CGA-2000 from TE connectivity, its resolution was of 0.001mm. The
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(a) (b)

(c)

Figure 5.2: (a) Test rig main view; (b) The two reservoirs with their pressure and
temperature transducers; (c) schematic view of the reservoirs and the transducers local-
ization.

dynamic variables were recorded thanks to an in-house LabVIEW program specifi-
cally developed for this application. Table Table 5.1 introduces the initial absolute
pressure on both reservoirs employed in each experimental test as well as in each
CFD case. The main dimensions of the T shape nozzle are defined in Figure 5.2c.
The constant section nozzle diameter of both the horizontal and vertical nozzle
branches was d = 1.5mm, the horizontal branch length (L1) was L1 = 29.5mm

157



and the length of the vertical branch (L2) was L2 = 10mm.
The process followed to perform the simulations was a function of the flow

direction, it was depending on which of the two reservoirs was initially pressurized.
In other words, if the discharge was from the large to the small reservoir (L-to-S)
or from the small to the large (S-to-L) one. It is important to notice that the T
shape nozzle was always kept in the same position regardless of the flow direction.

Pressure large reservoir [MPa] 0.4 0.6 0.9 1.1 1.2 0.1 0.1 0.1 0.1 0.4 0.4 1.1 0.1 0.4
Pressure small reservoir [MPa] 0.1 0.1 0.1 0.1 0.4 0.4 0.6 0.9 1.1 1.2 0.1 0.1 0.6 1.2

CFD CFD CFD CFD

Table 5.1: Initial absolute pressure at both reservoirs for all different experimental tests
performed and for all CFD simulations undertaken.

The measurements were done when the large reservoir was pressurized, started
with the shutter valve open and both reservoirs at the atmospheric pressure,
0.1MPa absolute pressure. Under these conditions, the shutter valve was closed and
the large reservoir was filled with air, passing through the pressurize-depressurize
valve, until reaching the required pressure. Then, the pressurize-depressurize valve
was closed. The last step consisted in opening the shutter valve, which was ac-
complished by pressurizing the stopper cylinder, and the flow was allowed to go
from the large to the small reservoir. The stopper cylinder position, the static
and dynamic pressure as well as the internal wall temperature on both reservoirs
were recorded using an external computer and thanks to a labVIEW program.
For tests at which the fluid was going from the small reservoir to the large one,
the same procedure was used but initially, both reservoirs were pressurized at the
pressure required for the small reservoir. After closing the shutter valve and using
the pressurize-depressurize valve, the pressure at the large reservoir was decreased
until obtaining the one needed. It is important to highlight at this point that each
test was done ten times, the resulting curves presented in the results section are
the average value of the ten measurements done for each variable.
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5.4 Mathematical equations and analytical process
followed to determine the physical variables.

From the experimental tests, it was soon realised that as the temperature trans-
ducers were welded to the reservoirs internal walls, in reality they were measuring
the temperature of the wall and not the fluid temperature at each reservoir. The
measured temperature was almost constant in both reservoirs and it was used to
instantaneously estimate the heat transferred through the walls. Therefore, pro-
viding that the only trustworthy dynamic information in both reservoirs was the
temporal pressure evolution, the methodology employed to determine the mass
flow between reservoirs, was based on the following equations, developed by the
authors in a former paper [13]. Equation Equation (5.1) was obtained from the
application of the energy equation in the upstream reservoir, it characterises the
temporal mass variation in the upstream reservoir, dmu

dt
, as a function of the tank’s

temperature Tu, the heat transferred to the fluid dQu

dt
, the upstream pressure tem-

poral variation dpu
dt

, the variation of the compressibility factor versus the tempera-
ture and specific volume ∂Zu

∂T
; ∂Zu

∂ν
, the mass of the fluid in the upstream reservoir

mu, the enthalpy hu and the internal energy uu associated with the upstream
fluid. The heat transferred across the walls of the reservoir was estimated based
on the Fourier equation Q = −λdT

dx

∣∣
x=0

, being the value of the thermal conduc-
tivity λ = 54( W

mK
). Equations Equation (5.2) and Equation (5.3) arise from the

differentiation of the real gas equations applied to the upstream and downstream
reservoirs, pu∀u = ZumuRuTu; pd∀d = ZdmdRdTd, they link the pressure, volume,
temperature, mass flow and compressibility factor temporal variations existing in
the respective upstream and downstream reservoirs. Equation Equation (5.4) sim-
ply characterises the mass transfer balance. In all these equations, sub-indices u

and d stand for upstream and downstream, respectively.

dmu
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1
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(5.1)
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dTu

dt
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dpu
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+
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∀u

d∀u
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(5.2)

dTd

dt
=

Td

pd

dpd
dt

+
Td

∀d

d∀d

dt
− Td

md

dmd

dt
− Td

Zd

dZd

dt
(5.3)

dm

dt
=

dmd

dt
= −dmu

dt
(5.4)

An in-house computer program was created to solve the preceding equations
Equation (5.1) to Equation (5.4) with a Runge-Kutta method based on DVERK
from the IMSL library. The air density was determined every time step using the
Lee-Kesler equation iteratively as performed by Plocker and Knapp [28]. According
to this equation, the compressibility factor as a function of the reduced parameters,
can be expressed as:

Z(r) =

(
Prνr
Tr

)
= 1 +

B

νr
+

C

ν2
r

+
D

ν5
r

+
c4

T 3
r ν

2
r

(
β +

γ1
ν2
r

)
e

−γ1
ν2r (5.5)

The parameters B, C, D, c4, β and γ1 for various gases can be determined from
reference [5]. Pr, Tr and νr stand for reduced pressure, reduced temperature and
reduced specific volume, respectively.

According to Lee and Kesler [14], the compressibility factor can be defined as:

Z = Z(0) +
ω

ω(R)

(
Z(R) − Z(0)

)
(5.6)

where Z(R) and Z(0) are the compressibility factors for a reference fluid and simple
fluid, respectively, while ω(R) and ω stand for the acentric factors of the reference
and working fluids.

Considering known the pressure and temperature in a given location and time,
the following steps were used to calculate the fluid compressibility factor. Initially
the reduced upstream pressure and temperature (Pr and Tr) were obtained based
on the working fluid critical properties (Pc; Tc) and the values of the pressure
and temperature. When introducing the values of Pr and Tr in equation Equa-
tion (5.5), introducing as well the values of the parameters given for a simple fluid
and obtained from reference [5], the value of νr could be determined. Substituting
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the value of νr in the same equation Equation (5.5), the corresponding compress-
ibility factor for a simple fluid Z(0) was obtained. Following the same procedure
just described, but using the values of the parameters characterising the reference
fluid, which for the present study was n-octane, values obtained from [5], the value
of Z(R) was determined. Substituting the compressibility factors Z(0) and Z(R)

in equation Equation (5.6) and considering the acentric factor values ω(R)=0.3978
and ω= 0.039, the compressibility factor for the working fluid could finally be ob-
tained. This procedure allows to determine the compressibility factor and the fluid
density at any position and time, just the values of the pressure and temperature
are required at the generic location where the information is needed.

To be able to determine the instantaneous mass at each reservoir, the pres-
sure evolution was measured in both reservoirs at any time, the volume of both
reservoirs was also known and the fluid temperature as well as the compressibility
factor were estimated based on the previous equations. The variation of the fluid
mass between two consecutive time steps allowed to calculate the instantaneous
mass flow leaving one reservoir and entering the other one. The only problem
associated with this methodology was that the fluid temperature had to be esti-
mated. As previously defined by Kagawa et al. [2] and Comas et al. [13], if the
reservoirs were large enough, the fluid temperature was likely to remain constant.
Yet, which were the required dimensions to fulfil this condition for each particular
case was not clearly stated.

Based on the previous information, the instantaneous space averaged fluid ve-
locity at the nozzle minimum section S = πd2

4
was determined as presented in

equation Equation (5.7). The fluid velocity at the critical section was determined
based on the experimentally based mass flow ṁ, the nozzle section S and the fluid
downstream density ρd.

ϑ =
ṁ

Sρd
(5.7)

To determine the Mach number, the sound speed was initially obtained from
equation Equation (5.8), when substituting equations Equation (5.7) and Equa-
tion (5.8) in equation Equation (5.9), the Mach number at the nozzle critical
section was obtained.
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(
∂p

∂ρ

)

s

= −v2
(
∂p

∂v

)

s

(5.8)

M =
ϑ

c
(5.9)

On the other hand and due to the fact that the pressure differential between
both reservoirs was relatively small, see table Table 5.1, the following equation was
employed to calculate the theoretical mass flow.

ṁt =
πD2

4

√√√√ 2γ

γ − 1
puρu

((
pd
pu

) 2
γ

−
(
pd
pu

) γ+1
γ

)
(5.10)

The instantaneous discharge coefficient was determined at each time step by
comparing the real and theoretical mass flows. Actually, the discharge coefficient
at each time step was obtained according to equation Equation (5.11).

cd =
ṁ

ṁt

; (5.11)

Where ṁ is the real mass flow obtained based on the temporal variation of the
mass in the upstream reservoir. Which was determined from the experimental up-
stream and downstream pressure evolution, the initial fluid temperature and after
calculating the compressibility factor as well as the fluid temperature evolution at
each time step. ṁt is the mass flow obtained via using equation Equation (5.10).

At each instant, the Reynolds number was determined using the following
equation.

Re =
4ṁ

πDµ
; (5.12)

Where µ is the fluid dynamic viscosity.

5.5 Dynamic computational fluid dynamic simula-
tions

In order to be able to analyse the dynamic flow evolution between the two reser-
voirs, several 3D Computational Fluid Dynamic (CFD) simulations were under-
taken. The working fluid was air and it was considered as ideal and compressible.
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Some recent papers in which the fluid was considered as ideal and compressible
and working under similar pressure differentials are [18, 17]. In the present paper,
the simulations were performed under dynamic conditions therefore matching the
experimental test conditions.

Figure 5.3 shows the two reservoirs separated by the T shape nozzle, the di-
mensions of both reservoirs and the T shape nozzle were the same as the ones
used in the experimental tests. The only difference was the shutter valve needed
in the experimental test rig, see Figure 5.2c, which was not required in the CFD
simulations. The mesh employed was generated using GMSH, it was unstructured
and consisted of 126633 cells. The OpenFOAM software was used for all 3D simu-
lations, finite volumes is the approach OpenFOAM uses to discretise Navier Stokes
equations. The solver rhoCentralFoam was used for all tests, the spatial discreti-
sation was set to second order being the first order Euler scheme the one used
for time discretisation. The maximum Courant number was kept below 0.8, being
the time step around 5e-8s. Turbulence intensity was set to 0.05% in all cases.
The realizable k − ϵ turbulent model along with a wall function, as previously
used by Lakzian et al. [18], were employed in all the simulations. The maximum
y+ on the wall of the nozzle was about 90. Volumetric Dirichlet pressure and
temperature boundary conditions were initially set in both reservoirs, Newman
boundary conditions for pressure and temperature were set in all walls, Dirichlet
boundary conditions for velocity were established in all walls. Regarding the heat
transfer, all walls were set as adiabatic. To compare with the experimental re-
sults four simulations were performed, in two of them the flow was going from the
large to the small reservoir, the respective L-to-S reservoirs pressures were, 0.4-
0.1MPa and 1.1-0.1MPa. In the other two simulations the fluid was flowing from
the small to the large reservoir, being the S-to-L reservoirs pressures respectively
of, 0.6-0.1MPa and 1.2-0.4MPa, see Table Table 5.1.
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(a)

(b) (c)

Figure 5.3: (a) Reservoirs main mesh; (b) T shape nozzle section mesh; (c) T shape
nozzle mesh general view.

5.6 Results and discussion

In the present section, initially the measured temporal pressure evolution inside
the reservoirs is compared with the ones obtained from the CFD simulations. The
same is later being done with the temporal temperature at the upstream reservoirs.
Next the time dependent mass at each reservoir is also compared between CFD
and experimentally based results, which is followed by the temporal mass flow
comparison. The time dependant Mach numbers at the respective critical sections
and the discharge coefficients versus the Reynolds number are presented next. At
the end of this section, a figure showing the flow inside the nozzle and for both
flow directions is introduced. In this figure, the critical sections where the flow
becomes sonic and the locations where supersonic flow is to be expected are clearly
stated.
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Figure 5.4 presents the temporal pressure variation measured in both reservoirs
for the different initial pressure differentials introduced in Table Table 5.1. Each
curve is in reality the average one obtained after performing each test ten times.
Although not presented in Figure 5.4, the standard deviation of each point was
smaller than 1% for all tests performed. From Figure 5.4a, it is observed the dis-
charge lasts about two seconds regardless of the initial pressure differential existing
between the two reservoirs. In fact the time needed to complete the discharge, suf-
fers an increase of about 22.5% when comparing the discharge from 0.4 to 0.1 MPa
with the 1.1 to 0.1 MPa one. This phenomenon is clearly understandable then the
higher the upstream pressure the higher is the mass to be transferred from one
reservoir to the other. Notice that the initial mass of fluid in the downstream reser-
voir is the same for all cases presented in Figure 5.4a, except the case at which the
initial downstream pressure is of 0.4MPa, being the upstream pressure of 1.2MPa.
This case shows clear differences versus the rest of the discharges, then the time
required to complete the discharge is about 10% shorter than the one needed to
complete the discharge when the upstream/downstream reservoir pressures were
0.4 and 0.1 MPa, respectively. In fact, the discharge time is directly related to the
initial fluid density ratio ρupstream/ρdownstream between reservoirs. Given the rest of
the parameters, reservoirs volumes and initial fluid temperature as constant, the
smaller the initial upstream/downstream density ratio ρupstream/ρdownstream, the
shorter the discharge time.

From the observation of the temporal pressure decay when the flow goes from
the small reservoir to the large one, Figure 5.4b, it is realised that the discharge
time obeys the same upstream/downstream density rule just presented. It is as
well interesting to observe that when comparing discharge times for the same
pressure differential and opposite flow directions, the discharge time is larger when
the fluid goes from the small to the large reservoir. This is likely linked to the
resistance the T shape nozzle is presenting when the fluid flows in such a direction.
The time the flow remains under chocked conditions it is expected to depend on
such resistance. This point is to be clarified in the remaining part of the paper.
Figure 5.4 also compares the pressure decay and increase measured experimentally
with the ones obtained from the CFD simulations, two cases are compared for each
flow direction. The comparison shows a very good agreement, generating the same
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discharge times and final pressures as the ones measured experimentally. Small
discrepancies are observed in the final pressure values when the flow goes from the
small to the large reservoir, a discrepancy of 4.4% is observed for a discharge from
1.2 to 0.4 MPa, the variation reaches 11.3% for a discharge from 0.6 to 0.1 MPa.
Such relatively small discrepancies are understandable when considering that in
the CFD simulations the process is considered adiabatic, the fluid is considered as
ideal and the large volume remains constant.

(a) (b)

Figure 5.4: Measured temporal pressure variation in both reservoirs, comparison be-
tween experimental and CFD results. (a) Flow from large to small reservoir. (b) Flow
from small to large reservoir. Five different pressure decays are considered for each flow
direction, see Table 5.1.

Figure 5.5 presents the fluid temperature evolution in both reservoirs and for
the four cases numerically evaluated. When the discharge is from the large to the
small reservoir, Figure 5.5a, the fluid temperature on the large reservoir suffers
a decrease of less than 20◦, the increase of the fluid temperature in the small
reservoir lies between 55◦ and 85◦, such large increase is perfectly understandable
when considering the reduced volume of this particular reservoir and that the walls
are considered adiabatic. Notice as well that the temperature decrease and increase
are directly dependent on the pressure ratio between reservoirs. When the flow
goes from the small to the large reservoir, Figure 5.5b, the temperature decrease
in the small tank oscillates between 50◦ and 70◦, a maximum temperature rise of
around 30◦ is observed in the large reservoir.
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(a) (b)

Figure 5.5: Numerical temperature evolution in the upstream and downstream reser-
voirs. (a) The flow goes from the large to the small reservoir. (b) The flow goes from the
small to the large reservoir.

A point which needs to be considered and which could help explaining why the
discharge from the small to the large reservoir takes longer than the one in the
opposite direction is that, regardless of the flow direction the temperature variation
at the small reservoir is several times larger than the one observed at the large one.
Another possible explanation, needs to be found in the possible existence of a flow
restriction under these conditions, therefore reducing the effective flow section. In
fact, the most plausible explanation is likely to be the different nozzle resistance
the fluid is facing when flowing in opposite directions. These hypotheses will be
analysed in the remaining part of the paper.

Figure 5.6, introduces the experimentally based fluid temperature temporal
variation on both reservoirs for the two flow directions and for all pressure dif-
ferentials evaluated, see Table 5.1. Figures 5.6a and 5.6b, characterise the tem-
perature decrease in the large and small reservoirs when the flow goes from the
large to the small and from the small to the large reservoirs, respectively. The
fluid temperature evolution in both reservoirs obtained from the CFD simulations
is also presented for comparison.
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(a) (b)

Figure 5.6: Experimentally based and numerical temperature decay in the upstream
reservoir. (a) The flow goes from the large to the small reservoir. (b) The flow goes from
the small to the large reservoir.

The first thing to be observed is that the fluid temperature decay is propor-
tional to the initial pressure ratio between reservoirs, the higher the pressure ratio
the higher the fluid temperature decay in the upstream reservoir. As previously
observed , the temperature drop is particularly high in the small reservoir. Tem-
peratures decrease of over 50◦ are observed in the small reservoir, such decrease is
of less than 20◦ in the large one. When comparing the temperature evolution ex-
perimentally based with the CFD one, it is observed a particularly good agreement
in the large reservoir, a maximum difference between experimental and numerical
results of about 3.3% is observed in the small reservoir when the discharge is from
0.6 to 0.1 MPa. The experimentally based results generate final temperatures,
slightly lower than the ones obtained via CFD simulations. As the walls were
assumed adiabatic in the CFD simulations, Figure 5.6 confirms this assumption
then the heat transferred through the walls appears to be negligible.

Based on the experimental pressure temporal evolution and the calculated tem-
perature, the temporal mass variation at each reservoir for both flow directions
and for all different pressures studied is presented in Figure 5.7. The same figure
presents as well the mass decay/increase obtained via CFD. Figures 5.7a and 5.7b
introduce the reservoirs temporal mass variation when the air flows from the L-to-
S and S-to-L reservoirs, respectively. As previously observed, when the discharge
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is from 1.2 to 0.4MPa, the discharge time is minimum, this is due to the small
density ratio associated to the fluid. Regardless of the flow direction, the curves
representing the temporal mass variation on both reservoirs are, for the discharge
initial first second, having a constant pendent, but during the next 1.5 discharge
seconds the curves are rounded. The constant pendent is likely to indicate chocked
flow conditions. The curves of the Mach number versus time should clarify this
hypothesis.

(a) (b)

Figure 5.7: Temporal mass variation in each reservoir based on experimental data and
for all pressures studied. (a) Flow from large to small reservoir. (b) Flow from small to
large reservoir.

The instantaneous mass flow flowing between the two reservoirs for all pressures
studied and for both flow directions, is presented in Figure 5.8. Notice that the
information presented in this figure was directly extracted from Figure 5.7. For
each pressure ratio, Figure 5.7 is presenting two curves, representing the mass
decrease in one reservoir and the mass increase in the other, therefore each of
the mass flow curves could be obtained twice, considering the mass decrease and
increase in the respective reservoirs. Since both mass flow curves were almost
identical, in Figure 5.8 just the curves representing the mass flow decrease in the
upstream reservoir are presented. Figure 5.8a, characterises the mass flow between
reservoirs when the fluid is going from the large to the small reservoir. Notice that
as the pressure ratio increases, the mass flow also increases. In reality this mass
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flow increase associated with the pressure ratio increase is due to the upstream
fluid density increase. It is as interesting to see that as the pressure ratio increases
the overall discharge time and the time at which the flow remains under sonic
conditions, also increases, Figure 5.9 shall further clarify this point. Figure 5.8b
presents the mass flow for the fluid going from the small to the large reservoir. It is
interesting to realise that regardless of the pressure ratio evaluated, the discharge
time lasts almost a second longer than when the flow goes in opposite direction. As
already observed in Figure 5.8a, for a discharge from 1.2 to 0.4 MPa, the pendent
of the mass flow curve is much higher than for the rest of the cases evaluated,
clearly showing that, the initial downstream density plays an important role when
considering the discharge temporal evolution and final time, such time decreases
with the density ratio decrese.

(a) (b)

Figure 5.8: Mass flow between reservoirs, based on experimental data and for all pres-
sures studied. (a) Flow from large to small reservoir. (b) Flow from small to large
reservoir.

Figure 5.8 also compares the mass flow obtained experimentally with the nu-
merical one, the agreement appears to be very good for all cases studied, just when
the discharge is from 1.2 to 0.4 MPa and the flow goes from the small to the large
reservoir, the pendent of the mass flow during the initial 0.5 seconds show some
discrepancy. In fact already in Figure 5.7b, clear differences in the temporal mass
evolution is observed for this particular discharge. When comparing Figures 5.8a
and 5.8b for any given pressure differential, it is observed that at time zero the
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(a) (b)

Figure 5.9: Temporal evolution of the maximum Mach number obtained at the nozzle
separating the two reservoirs. Comparison between the numerical results and the exper-
imentally based ones. (a) Flow from large to small reservoir. (b) Flow from small to
large reservoir.

mass flow when the fluid goes from L-to-S is slightly larger than when the fluid
goes from the S-to-L. This is indicating the flow is seeing a higher restriction when
the fluid is going from S-to-L reservoir.

Figures 5.9a and 5.9b, introduce the Mach number temporal evolution at the
nozzle minimum section as a function of the pressure differential and for the two
flow directions, L-to-S and S-to-L reservoirs, respectively. The information pre-
sented obeys to the cases where numerical and experimentally based results can
be compared. When the fluid goes from the large to the small reservoir, the flow
is initially sonic, the time during which the flow remains under sonic conditions
increases with the pressure ratio increase, Figure 5.9a. When the fluid is flowing
from the small to the large reservoir and for initial respective pressures of 1.2MPa
and 0.4MPa, the discharge is sonic during a very small time. But when the initial
reservoirs pressure is of 0.6MPa and 0.1MPa, respectively, the time at which the
flow remains sonic is of nearly 1 second, which is almost the same time observed
when the fluid goes from the large to the small reservoir and for a respective
pressure of 1.1MPa and 0.1MPa, compare figures Figures 5.9a and 5.9b.

The reason why the fluid remains sonic during a longer time, when the flow goes
from S-to-L reservoirs, is likely to be caused by the sudden flow restriction the fluid
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is suffering when the flow enters the horizontal section of the nozzle and coming
from the two T shape branches. The two T shape branches promote the existence
of a flow restricted section at the horizontal nozzle inlet, restricting as well the
entrance of the fluid from a vertical plane, the fluid can only move vertically in
the two vertical branches of the T nozzle. In reality this effect is creating a smaller
effective section of the flow in this case than when flow goes from large to small
reservoir. In other words, the nozzle resistance to the fluid is larger when the
flow goes from the small to the large reservoir and therefore the mass flow is also
smaller. In fact, when comparing the mass flow curves for the same pressure drop
presented in Figures 5.8a and 5.8b, it can be clearly seen that the mass flow is
higher during the initial times when the fluid goes from the L-to-S reservoir. At
this point it must be highlighted that the location where the Mach number values
are computed is always where the spatially averaged Mach number is maximum.
Such location is at the end of the horizontal nozzle, beginning of the T junction,
when the flow goes from L-to-S reservoir and at the end of the horizontal nozzle
and beginning of the large tank, when the flow goes from the S-to-L reservoir.
Such different locations were expected, then regardless of the flow direction the
fluid at the entrance of the horizontal nozzle has to be subsonic and accelerates
along it.

The temporal discharge coefficients as a function of the Reynolds number and
for the four cases at which CFD and experimentally based results are generated
is presented in Figure 5.10. The variations of the discharge coefficient when the
flow goes from the large to the small tank and vice-versa is given in Figures 5.10a
and 5.10b, respectively. For both flow directions, the numerical and experimen-
tally based results are presented for the pressure differentials studied using both
methodologies.
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(a) (b)

Figure 5.10: Nozzle discharge coefficient based on experimental data and for all pres-
sures studied. (a) Flow from large to small reservoir. (b) Flow from small to large
reservoir.

The first thing to notice is that for a given flow direction, the discharge coef-
ficient shows a very similar temporal trend regardless of the pressure ratio evalu-
ated. In fact this is to be expected then the discharge coefficient depends on the
Reynolds number, but not on the pressure ratio between reservoirs. Some differ-
ences are observed between the discharge coefficients obtained numerically and the
ones obtained based on experimental data, particularly at low Reynolds numbers.
Authors believe such differences are due to the differences in fluid temperature
between experimental and CFD results appearing at the end of the discharge.
However for a given flow direction, the asymptotic values of the discharge coeffi-
cients are almost the same regardless of the methodology employed to calculate
them. The discharge coefficients obtained when the flow is going from the large
to the small reservoir are slightly higher than the ones obtained when the flow
is going in the opposite direction. This supports what has been presented until
the moment, which is the time required to discharge from the small to the large
reservoir is larger than the one needed when the discharge is from the large to the
small tank. In other words, the fluid is finding more resistance to flow from the
small to the large reservoir than in opposite direction. As explained before, this
must be due to the restriction the fluid is observing when flowing from the two T
branches and entering the horizontal one.
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In order to obtain a single curve representing the evolution of the discharge
coefficient as a function of the Reynolds number and for each flow direction, at
each Reynolds number the average discharge coefficient was determined. The
mathematical equation of the resulting curves is presented in Equation (5.13),
which represents the generic equation for the discharge coefficient as a function
of the Reynolds number and for both flow directions. The parameters a0.....a10

characterising the discharge coefficient curve for each flow direction, are defined in
Table 5.2. Notice that as in Figure 5.10b the maximum Reynolds number is 50000,
the parameters given in the first two rows of Table 5.2 are valid for this Reynolds
number range. Nevertheless, based on the results from the CFD simulations, a
second set of parameters valid for a Reynolds number range 1000 ≤ Re ≤ 130000

are also presented in the last two rows of Table 5.2.

Cd = a0 + a1Re+ a2Re2 + · · ·+ a10Re10 (5.13)

Reynolds range flow direction a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

1 to 50 000
L to S 1.470e-01 2.625e-05 -9.852e-10 3.077e-14 -8.131e-19 1.774e-23 -2.904e-28 3.252e-33 -2.300e-38 9.184e-44 -1.572e-49
S to L 3.608e-02 1.053e-04 -5.156e-09 -1.795e-13 3.144e-17 -1.407e-21 2.351e-26 1.988e-31 -1.406e-35 2.063e-40 -1.047e-45

1000 to 130 000
L to S 1.480e-01 2.566e-05 -8.676e-10 1.981e-14 -2.541e-19 7.886e-25 2.838e-29 -4.980e-34 3.824e-39 -1.481e-44 2.350e-50
S to L 6.400e-02 5.258e-05 -4.250e-09 2.382e-13 -8.453e-18 1.909e-22 -2.779e-27 2.594e-32 -1.499e-37 4.884e-43 -6.857e-49

Table 5.2: Constant values of the discharge coefficient equation for two different range
of Reynolds number and different flow directions, large to small reservoirs and vice versa.

One of the advantages of performing 3D-CFD simulations is that it allows to
carefully analyse the flow evolution inside the nozzle. The flow field dynamics given
as instantaneous velocity contours at both ends of the horizontal pipe, for both
flow directions, reservoir pressures and at three different time instants, 0.02s, 0.5s
and 1s, is introduced in Figure 5.11. Each column characterises the time at which
the velocity field is presented. The initial two rows of Figure 5.11 show the flow
field at both horizontal nozzle ends when the fluid goes from the L-to-S reservoir,
the initial upstream-downstream pressure on each tank is 0.4MPa-0.1MPa, and
1.1MPa-0.1 MPa respectively. The final two rows show the velocity field when the
flow goes from the S-to-L reservoir, the upstream-downstream initial pressures are
0.6MPa-0.1MPa and 1.2MPa-0.4MPa, respectively.

When the fluid goes from the large to the small reservoirs and for the two
pressure ratios studied, during the initial milliseconds, t = 0.02s, the fluid reaches
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sonic conditions at the horizontal nozzle outlet just before the T junction, super-
sonic flow conditions are observed as the fluid expands to the two lateral verti-
cal branches, see the first and second rows of Figure 5.11. At t = 0.5s and for
upstream-downstream initial pressures of 0.4MPa-0.1MPa, the fluid has become
subsonic at all points, the maximum spatial averaged velocity is 239m/s, which
corresponds to M=0.74, and the fluid still remains detached when entering the T
junction. After 1 second of the origin of the discharge, the maximum fluid velocity
has decreased to 120m/s but the flow keeps being detached at the T junction en-
trance. But, when the L-to-S reservoirs initial pressure is of 1.1PMa and 0.1MPa,
respectively, after 0.5 seconds the flow is still under sonic conditions, the Mach
number and the associated spatial averaged velocities at the inlet and outlet of
the horizontal pipe are of M=0.53 (176 m/s) and M=0.99 (310 m/s), respectively.
The respective values of the Mach number in these two pipe locations are of 0.45
and 0.56, after the initial second of the discharge.

The discharge when the fluid flows from the small to the large reservoir at
initial pressures of 0.6MPa and 0.1MPa, respectively, is presented in the third
row of Figure 5.11. Now, the maximum Mach number appears at the entrance
of the large reservoir, horizontal pipe outlet, as expected according to the theory
[29, 30]. At time t = 0.02s, the respective Mach numbers and spatial averaged fluid
velocities at the horizontal pipe inlet and outlet are M=0.6 (198 m/s) and M=1
(353 m/s). For these particular initial pressures, and after 0.5 seconds, the flow
still remains under sonic conditions, the inlet and outlet Mach numbers and fluid
velocities are M=0.59 (190 m/s) and M=1 (317 m/s), respectively. At this point
it is important to realise that under sonic conditions, the spatial averaged fluid
velocity depends on the instantaneous fluid temperature. When comparing these
figures with the ones characterising the initial pressure drop of 1.2MPa to 0.4MPa,
presented as the bottom row of figure Figure 5.11, it is realised that now just at
the initial instants, t = 0.02s, the flow is sonic, but the pressure drop is not large
enough to generate a supersonic expansion as the fluid enters the large reservoir.
After 0.5s, the discharge is completely subsonic, being the horizontal pipe inlet and
outlet Mach numbers and associated spatial averaged fluid velocities of M=0.57
(182 m/s) and M=0.73 (230 m/s), respectively. At this point it is interesting to
observe the agreement between the CFD results presented in Figure 5.11 and in
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Figure 5.11: Velocity contours of all CFD cases studied and at three instants, 0.02, 0.5
and 1 second. The first and second rows, represent the fluid evolution when the fluid
goes from the L-to-S reservoir, the respective upstream/downstream initial pressures are
0.4MPa-0.1MPa and 1.1MPa-0.1MPa. The third and fourth rows, characterise the two
cases when the flow goes from S-to-L reservoir, being the upstream/downstream initial
pressures of 0.6MPa-0.1MPa and 1.2MPa-0.4MPa, respectively.
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Figure 5.9, notice that the time during which flow is sonic has a perfect match for
all pressures studied.

The observations made in Figure 5.11 are clarifying why during the experimen-
tal tests and CFD simulations, the discharge time was larger when the flow was
flowing from the S-to-L reservoir than when flowing in the opposite direction, see
all figures between Figure 5.4 and Figure 5.8. Notice as well from Figure 5.8 that
the maximum mass flow at time zero is always larger when the flow is going from
the L-to-S reservoir than when going from the S-to-L one, clearly indicating the
added difficulty for the fluid to flow from the small to the large reservoir. This
difficulty can be understood when analysing the inlet section under both flow con-
ditions. When the flow goes from the large to small reservoir, the flow enters the
horizontal nozzle from any direction, 360 degrees, but when the flow goes from the
small to the large reservoir, initially the fluid needs to enter from the two ends of a
T branch and then the fluid needs to enter the horizontal nozzle from the two sides
of the T branch, therefore facing a particularly narrow inlet when compared to the
opposite fluid direction. The effects of this higher flow restriction, when the fluid
is going from the small to the large reservoir, can also be observed when analysing
the discharge coefficients in both flow directions. Notice that the discharge coef-
ficient when the fluid is going from the S-to-L reservoir is asymptotically smaller
than what when the fluid flows from the L-to-S reservoir, see Equation 13 and
Table 2.

The work presented in the present manuscript consisted in evaluating the dis-
charge coefficient of a T shape nozzle under compressible flow conditions. Exper-
imental and numerical analyses were performed. Numerical simulations clarified
where the sonic conditions are to be expected. Discharge coefficients were depen-
dent on the flow direction and the Reynolds number, they agree well with the ones
obtained by Comas et al. [13] and Nagao et al. [9], specially when considering the
different nozzle length to diameter ratio. In the CFD simulations, the fluid was
considered as ideal, similar CFD simulations were performed by Lakzian et al. [18]
and Mazzelli et al. [17], where the fluid was as well considered as ideal and stud-
ied under similar pressure differentials and the same turbulence model. From the
comparison of the present study with references [9, 13, 18, 17], it can be concluded
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that the error generated by the CFD simulations is small and acceptable under
the engineering applications point of view.

5.7 Conclusions

The discharge time is proved to be directly related to the upstream/downstream
density ratio. The discharge coefficients on both flow directions of a T shape nozzle
and considering the fluid as compressible and real, were obtained in the present
manuscript based on experimental data. The same information was obtained from
CFD simulations. The CFD simulations performed showed a good match with the
experimental results, and allowed to understand the differences of the temporal
flow evolution inside the nozzle at different flow directions. The exact locations
where the flow was sonic and even supersonic were detected, allowing to further
modify the T shape nozzle design in future applications. The theoretical methodol-
ogy presented was based on the experimental data and proved to be very accurate
and reliable, particularly when temporal pressure and temperature were known.
The final equations characterising the discharge coefficient as a function of the
Reynolds number and for both flow directions are provided.
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a b s t r a c t 

The use of Active Flow Control (AFC) technologies to modify the forces acting on stream- 

lined bodies is one of the most active research fields in aerodynamics. For each partic- 

ular application, finding the optimum set of AFC parameters which maximises lift, min- 

imises drag or maximises lift-to-drag ratio (aerodynamic efficiency), has become a nec- 

essary design requirement. In the present paper, the AFC technology was applied to the 

Selig-Donovan 7003 (SD7003) airfoil at Reynolds number 6 × 10 4 . Synthetic jets were em- 

ployed to modify the lift and drag forces acting on the airfoil. Four angles of attack (AoA) 

of 4 ◦ , 6 ◦ , 8 ◦ and 14 ◦ were considered, alongside five AFC parameters: jet position, jet width, 

momentum coefficient, forcing frequency and jet inclination angle. A multi objective op- 

timisation based on genetic algorithms (GA) was performed for each angle of attack to 

find the optimum combination of AFC parameters. Each GA generation was simulated us- 

ing Computational Fluid Dynamics (CFD). A home-made GA package was linked with a 

mesh generator and the CFD solver, and the results were automatically fed back to the GA 

code. Over 2200 CFD simulations were performed in two dimensions, using the Spalart- 

Allmaras turbulent model. The motivation behind the current study is to understand the 

dependence of the optimum set of AFC parameters on the AoA. Results show that, as AoA 

is increased, the potential benefits of AFC become more pronounced, which allows for con- 

siderable improvement in aerodynamic efficiency. The physics involved in the interaction 

between the main flow and synthetic jet are clearly presented and clarifies that the phys- 

ical phenomenon to obtain maximum efficiency is completely different at pre-stall and 

post-stall AoA. In particular, the aerodynamic efficiency was increased by 251% from base- 

line (no actuation) by using a moderate/finite momentum coefficient at AoA =14 ◦, while 

a mere 39% increase was obtained at AoA =8 ◦. In addition, the interaction between the 

incoming flow and the synthetic jet pulsating flow at different injection angles has been 

thoroughly investigated. 
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1. Introduction 

Increasing lift and reducing drag have major effects on fuel usage, stability, durability and maneuverability of aircraft. 

Active Flow Control (AFC) technology consists of adding/subtracting momentum to/from the main flow in particular loca- 

tions in order to interact with the boundary layer, and delay or promote its separation. Moreover, it has the advantage over 

passive flow control techniques of not introducing drag penalty in off-design conditions. When defining the AFC technique, 

special care should be taken to assess the energy balance, i.e. the net energy saved due to drag reduction, after the sub- 

traction of the energy required to actuate the AFC device. A very useful classification of AFC strategies was proposed by 

Cattafesta and Sheplak [1] by dividing AFC techniques into three different classes. 1) Moving body actuators, whose pur- 

pose consists in inducing local fluid motion without the need of adding mass [2] . 2) Plasma actuators, which generate jets 

of ionized fluid with very fast temporal response [3,4] . The reader can also check other references on Dielectric Barrier 

Discharge (DBD) also called plasma actuator devices [5,6] , where the authors proposed the combination of DBD plasma ac- 

tuator experiments with numerical optimisation. And finally, 3) fluidic actuators (FA), which are the most common type of 

actuators, and whose working principle consists in injecting/sucking fluid to/from the boundary layer. Recent research has 

set the focus on elucidating the origin of the self-sustained oscillations [7,8] . Recent references also include the outcome 

of two European projects; namely MARS (Manipulation of Reynolds Stress for Separation Control and Drag Reduction) and 

DRAGY (Drag Reduction in Turbulent Boundary Layer via Flow Control). The two projects were devoted to mature the AFC 

technology in views of future industrial applications. Several AFC methods were assessed and the results obtained from the 

projects were outlined in [9,10] , where a review of the major AFC technologies and their applications on airplanes were 

presented. 

Among the different fluidic actuators, Synthetic Jet Actuators (SJA), also called Zero Net Mass Flow Actuators (ZNMFA), 

have gained particular attention because of their simplicity and high capabilities in controlling flow separation (see for 

example, [11–14] ). Moreover, when studying the effectiveness of different AFC actuators on a stator compressor cascade, it 

was concluded that Synthetic Jet (SJ) actuators were more efficient than Continuous Jet Actuators (CJA) at comparable power 

input levels [15–18] . Unlike CJAs, SJAs do not require external fluid supply. In SJA, an oscillating membrane is located inside 

a tiny cavity housed right beneath the surface. The role of the membrane is to inject momentum into the near-wall flow by 

alternatively sucking low momentum fluid into the chamber and then blowing it back with increased momentum. 

During the last two decades, SJA-AFC has been implemented on different airfoils and studied both experimentally and 

numerically. The focus has been mostly set on assessing the effect of two important parameters related to these jets, namely 

the non-dimensional frequency ( F + = fC/ U ∞ 

, with f the dimensional frequency, C the airfoil chord and U ∞ 

the free-stream 

velocity) and the momentum coefficient ( C μ). In the case of SJAs, this latter is defined as C μ = (hρ jet (U 

2 
j 
) sin θ ) / (Cρ∞ 

(U 

2 ∞ 

)) , 

where h is the jet width, ρ jet and ρ∞ 

are the jet and far field densities, respectively, U j is the maximum jet velocity and θ
is the jet inclination angle with respect to the adjacent surface. 

Amitay et al. [19] investigated experimentally the effects of momentum coefficient, frequency and position of a synthetic 

jet actuator employed to control flow separation from an unconventional symmetric airfoil. They realised that by placing 

the actuator closer to the separation position, a lower momentum coefficient was needed to reattach the separated flow. In 

a second paper [20] , they discussed the role of actuation frequency on the reattachment of the controlled flow and found 

that, when the non-dimensional actuation frequency was of the same order of magnitude as the shedding frequency of vor- 

tices in the wake of the stalled airfoil ( F + O(1) ), unsteady reattachment was achieved, whereas full flow reattachment was 

obtained when the actuation frequency was well above shedding frequency ( F + O(10) ). Gilarranz et al. [21] applied SJA on a 

NACA0015 airfoil at Re = 8 . 96 × 10 5 experimentally. They managed to increase the stall angle of airfoil from 12 ◦ to 18 ◦ and 

realised that actuation effectiveness widely improved beyond AoA > 10 ◦. They also observed that higher actuation frequen- 
cies were required to obtain remarkable effects at AoA > 25 ◦. You and Moin [22] performed a Large Eddy Simulation (LES) 

for the same airfoil and Reynolds number as Gilarranz et al. [21] . They used an actuation with C μ = 0 . 0123 , F + = 1 . 284 and 

θ = 30 . 2 o and succeeded in delaying separation, which entailed a lift increase of 70%. Tuck and Soria [23] experimentally 

studied the effect of using SJA on a NACA0015 profile at Re = 3 . 9 × 10 4 . They observed that optimal actuation frequencies 

were F + = 0 . 7 and 1.3, and that the highest one was most effective with an optimum for C μ = 0 . 0123 . Under this forcing 

conditions, the stall AoA improved from 10 ◦ to 18 ◦. Kitsios et al. [24] conducted a LES study using the same airfoil and 

Reynolds number previously analysed by Tuck and Soria [23] . They realised that the optimal frequencies found in the ex- 

periments actually coincided with the baseline shedding frequency ( f wake ) and its first harmonic ( 2 f wake ). This was also 

experimentally confirmed by Buchmann et al. [25] . Kim and Kim [26] numerically investigated flow separation control with 

SJAs on a NACA23012 at Re = 2 . 19 × 10 6 . They observed maximum lift happened when F + = 1 and the jet was located in 

the close vicinity of the separation point. The small rolling vortices generated by the actuator at this low frequency were 

very unstable and therefore were easily affected by external disturbances, a conclusion previously reported by Amitay and 

Glezer [20] . Monir et al. [27] used a RANS model to study the effect of SJA parameters on the performance of a NACA23012 

wing profile at Re = 2 . 19 × 10 6 . They found that applying SJA tangentially yielded better results than doing it normal to the 

surface. They concluded that momentum injection into the boundary layer was more efficient in this new configuration. 

Goodfellow et al. [28] studied experimentally the effects of SJA on separation control and wake topology on a NACA0025 

airfoil at Re = 10 5 and AoA =5 ◦ and realised that momentum coefficient was the primary control parameter, and that exceed- 

ing a given threshold caused a drag decrease of almost 50% . Feero et al. [29] examined the exact same airfoil and Reynolds 
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number, but at AoA =10 ◦. They noticed that the required momentum coefficient to reattach the flow was one order of mag- 

nitude lower for excitation frequencies in the range of the vortex shedding frequency than for high frequency. In a later 

study [30] of the same airfoil and at the same Reynolds number but at AoA =12 ◦, they focused on understanding the effect 
of jet position in controlling the separation. They found that, placing the jet slot close to the separation point, either down- 

stream or upstream, yielded effective results, with a mild advantage for the upstream configuration. Zhang and Samtaney 

[31] performed a direct numerical simulation (3D-DNS) on a NACA0018 airfoil at AoA =10 ◦ and at Re = 10 0 0 . They studied 

the effect of three different non-dimensional frequencies ( F + = 0.5, 1 and 4) on airfoil performance. Performances improved 

in all three cases, the optimum corresponding to F + = 1 . Perhaps one of the latest simulations of SJA applied to airfoils is 

the one done by Rodriguez et al. [32] . They studied the SD7003 airfoil at Re = 6 × 10 4 at three AoA =4 ◦, 11 ◦ and 14 ◦. They 
observed an aerodynamic efficiency (lift-to-drag ratio) increase of 124% at the highest AoA =14 ◦. 

In all the studies just cited, the effects of synthetic jets were assessed via parametric analysis, which is a very limited 

and time consuming approach, particularly so when optimum values of the parameters are sought. In what follows, some 

of the latest research involving optimisation methods are briefly presented. 

Duvigneau and Visonneau [33] coupled the flow solver with an automatic optimisation, which relies on the derivative- 

free multi-directional search algorithm introduced by Torczon [34] , to optimise three parameters of SJA; namely, non- 

dimensional frequency, velocity amplitude and jet angle. The study was performed on a NACA0015 airfoil at Re = 8 . 96 × 10 5 

and for a range of AoA ∈ [12 ◦, 24 ◦] . By setting the control parameters to their optimal values, the maximum lift was in- 

creased by 34%, and the stall angle delayed from 19 ◦ to 22 ◦. In a further study [35] , they used a derivative-free algorithm 

to find the optimal SJA location on a NACA0012 airfoil at Re = 2 × 10 6 . They considered two AoA =18 ◦, 20 ◦ across stall. 

The results showed that, at an AoA =20 ◦ the influence of jet location on lift increase (by 57%) was more noticeable than 

at AoA =18 ◦. Kamari et al. [36] studied the optimisation of four AFC parameters when using constant blowing and suck- 

ing on the SD7003 airfoil at Re = 6 × 10 4 , they coupled Genetic Algorithms (GA) with Artificial Neural Networks (ANN). 

They concluded that constant sucking was more effective than using constant blowing. In a further study, using the same 

methodology, airfoil and Reynolds number, Tadjfar and Kamari [37] optimised five SJA parameters. Two injection configura- 

tions, tangent and normal to the boundary layer as well as two AoA =13 ◦ and 16 ◦ were considered, aerodynamic efficiency 

was the only objective function. A maximum aerodynamic efficiency of 591% was obtained at AoA =13 ◦ using the tangent 

injection configuration. 

The airfoil and Reynolds number chosen for the present study are respectively the Selig-Donovan 7003 (SD7003) and Re = 

6 × 10 4 . This is due to the fact that for this airfoil and Reynolds number many numerical and experimental data are available 

in the literature (see for example, [38–44] ). SD7003 is a thin airfoil with a thickness-to-chord ratio of 8.5% (t/C = 0.085) which 

is often employed in micro air vehicles (MAV). One of the particularities of this airfoil at such a low Reynolds number is the 

formation of a laminar separation bubble (LSB) on its suction side. LSB is formed when, due to the strong adverse pressure 

gradient, the laminar boundary layer initially separates from the upper surface and after a laminar-to-turbulent transition, 

reattaches further downstream. As the angle of attack increases, LSB moves towards the leading edge and reduces its length. 

Ultimately, at a critical angle, stall AoA, downstream reattachment is not occurring and causes a large recirculation zone 

which is accompanied by a sudden drop in the lift and a sharp increase in the drag. In the present study, via using a 

Genetic Algorithm optimisation method, the focus has been placed on demonstrating how different AoA, from pre-stall ( 4 ◦, 
6 ◦, 8 ◦) to post-stall ( 14 ◦), can affect the optimum set of parameters associated with the synthetic jet actuator. For the present 

airfoil and Reynolds number, it is the first time five SJA parameters are being optimised at these four AoA. The optimisation 

methodology presented in this paper is completely novel and consists of linking, via using an in-house program developed in 

Python, a mesh generator (GMSH), a CFD package (OpenFOAM) and a Genetic Algorithm optimiser developed by the authors. 

After obtaining the two objective functions (maximum lift and maximum efficiency) determined by the CFD simulations, and 

once transferred to the GA optimiser, the optimiser generates a new set of five Active Flow Control (AFC) parameters, which 

are being used to automatically create a new mesh and to reset the boundary conditions in the CFD package. Due to the 

new methodology employed to optimise the AFC parameters, which involved performing over 2200 2D-CFD simulations, it 

was not possible to perform the simulations in 3D. Nevertheless, as the main aim of the paper was to optimise five AFC 

parameters for each AoA, the resulting optimised AFC parameters presented in this manuscript are having the maximum 

possible degree of accuracy. 

The remainder of the paper is structured as follows. The problem formulation and numerical methods are presented in 

section §2 , followed by an overview of the optimisation methods in section §3 . Results are presented in section §4 and 

discussed in section §5 . Section §6 summarises the main conclusions of the study. 

2. Numerical method 

2.1. Equations and flow solver 

The present study is based on a large number of simulations aiming to optimise the flow around an airfoil at different 

AoA in order to minimise or maximise the forces acting over it. Although some authors have applied Direct Numerical 

Simulation (DNS) or Large Eddy Simulation (LES) for the simulation of AFC applications [45] . The use of 3D models for 

the optimisation study presented in this paper is not feasible due to the extreme demand in computational power. To 

overcome this drawback, a 2D unsteady Reynolds Averaged Navier-Stokes model (URANS) has been used. To perform all the 
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Fig. 1. (a) 2D Computational domain and (b) synthetic jet geometrical design parameters. 

simulations a finite volume CFD solver (OpenFOAM) was employed. Also a second order discretization method was used 

for all parameters. For pressure-velocity coupling the Pressure-Implicit with Splitting of Operators (PISO) scheme [46] was 

chosen due to its capability in handling unsteady flow. When considering the Navier-Stokes equations under incompressible 

flow conditions, after substituting each variable by its average and fluctuating values, the resulting averaged continuity and 

momentum equations are expressed as: 

∇ · ū = 0 (1) 

ρ
∂ ̄u 

∂t 
+ ρū · ∇ ̄u = −∇ ̄p + ( μ + μt ) ∇ 

2 ū (2) 

where u and p respectively represent the ensemble-averaged velocity and pressure, and μt is the turbulence viscosity, which 

expresses the effects of the fluctuating component of velocity on the averaged field. The Spalart-Allmaras (S-A) one-equation 

turbulent model [47] has been employed for all the simulations performed. 

2.2. Domain and boundary conditions 

A sketch of the computational domain containing the SD7003 airfoil with a chord length C is shown in Fig. 1 a. The 

leading edge was placed at the origin of the coordinate system, and the horizontal distance between this point and the inlet 

was set to 15C. The outlet domain was located 19C downstream of the airfoil trailing edge. The wing profile was fixed at 

zero degree and the different angles of attack were achieved by tilting the free-stream velocity. For the cases where the 

active flow control technology is implemented, a groove across which a synthetic jet flows is needed. A generic synthetic 

jet implementation is sketched in Fig. 1 b where a section of the airfoil upper surface, nearby the leading edge, along with 

the synthetic jet and its geometrical design parameters, jet angle ( θ ), position ( x ) and width ( h ), is presented. 

The boundary conditions employed were defined as follows. At the inlet, which was located along the curve connecting 

the points A and B in anticlockwise direction, see Fig. 1 a, a constant velocity profile was imposed and its components were 

set to (u, v ) ≡ (U ∞ 

cos α, U ∞ 

sin α) . Neumann boundary conditions for pressure were employed. Non-slip boundary condi- 

tions for velocity and Neumann for pressure were applied on the airfoil surface. At the outlet, which comprises the upper 

curve between points A and B in Fig. 1 a, wound in clockwise direction, Dirichlet boundary conditions for pressure and Neu- 

mann boundary conditions for velocity were chosen. Whenever the SJA was implemented, Neumann boundary condition for 

pressure and Dirichlet boundary condition for velocity were considered. The time dependent velocity profile of the synthetic 

jet actuator has been defined according to 

u j = U j sin (2 π f t) (3) 

where U j is the maximum jet velocity, f is the dimensional jet frequency and t is the dimensional time. Notice that the 

top-hat velocity profile chosen for the SJA is widely used in the literature, see for example [16,18,37] . The evaluation of how 

different SJ spatial velocity profiles affect the AFC parameters optimisation was left as future work. In order to properly 

capture the laminar separation bubble (LSB), the free stream turbulence was set as proposed by Catalano and Tognaccini 

[43] . 

2.3. Non-dimensional parameters 

The non-dimensional groups employed in the present manuscript are introduced in this section. 
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Table 1 

Time-averaged LSB characteristics and airfoil aerodynamic coefficients for different meshes at α = 8 ◦ . 

Mesh N cell y + x s /C x t /C x r /C C l C d η

A 26256 4.0 0.033 0.154 0.228 0.941 0.0332 28.30 

B 34448 1.0 0.040 0.165 0.246 0.938 0.0329 28.49 

C 45466 0.3 0.041 0.170 0.250 0.934 0.0327 28.56 

D 92504 0.1 0.041 0.170 0.250 0.934 0.0327 28.56 

The definition of the Reynolds number is: 

Re = 

U ∞ 

C 

ν
(4) 

where C is the chord length, U ∞ 

characterises the free-stream velocity and ν is the kinematic viscosity. The non-dimensional 

wall coordinate ( y + ) is defined as: 

y + = 

yu τ

ν
, u τ = 

√ 

τw 
ρ

(5) 

where y is the distance to the wall, u τ is the friction velocity, ρ stands for the free-stream fluid density and the term τw 
characterises the wall shear stresses. Drag and lift coefficients respectively, are defined as: 

C d = 

2 D 

ρCU 

2 ∞ 

(6) 

C l = 

2 L 

ρCU 

2 ∞ 

(7) 

In these equations, D and L are the dimensional drag and lift forces per unit span, respectively. The aerodynamic efficiency 

is as follows: 

η = L/D = C l / C d (8) 

The definition of the pressure coefficient is given by: 

C p = 

p − p ∞ 

1 
2 
ρU 

2 ∞ 

(9) 

where p is the pressure at any given point and p ∞ 

is the free-stream pressure. The skin friction coefficient is obtained using 

the following expression: 

C f = 

τw 
1 
2 
ρU 

2 ∞ 

(10) 

The momentum coefficient associated with the pulsating jet is given by: 

C μ = 

hρ j U 

2 
j 
sin θ

CρU 

2 ∞ 

(11) 

where h and ρ j respectively represent the jet width and the pulsating flow fluid density, θ characterises the jet inclination 

angle with respect to the airfoil surface. The non-dimensional frequency is defined as: 

F + = fC/ U ∞ 

(12) 

being f the dimensional frequency. The equation characterising the advective time is expressed as: 

T = t U ∞ 

/C (13) 

For the present study, the chord length is taken as one ( C = 1 ), the free-stream velocity is equal to one ( U ∞ 

= 1 ), the 

densities of the synthetic jet and the incoming flow are the same ( ρ j = ρ = 1 ) and the Reynolds number remains constant 

and equal to Re = 6 × 10 4 . 

2.4. Mesh sensitivity study 

In order to make sure the final CFD results were independent of the employed grid, a mesh sensitivity study was per- 

formed for an AoA of 8 ◦. Four different meshes having different resolutions, A, B, C and D (see Table 1 ), were considered. To 

properly solve the boundary layer around the airfoil, a hybrid mesh was used to be able to generate a highly refined mesh 

near the airfoil without drastically increasing the total number of cells. Fig. 2 a, shows the full computational domain, Figs. 2 b 

and 2 c represent zoom views of the mesh refinement nearby the airfoil surface leading and trailing edges, respectively. 
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Fig. 2. (a) Overall mesh view, (b) leading edge’s and (c) trailing edge’s zoomed views of the mesh. 

Fig. 3. Distributions of (a) pressure coefficient and (b) skin friction coefficient, for four meshes at α = 8 ◦ . 

In Table 1 , the main characteristics of the four different considered meshes (A, B, C and D) are introduced. The coarsest 

mesh consisted of 26,256 cells, while the finest one was made of 92,504 cells. The third column of Table 1 presents the 

maximum y + value of the first cell layer away from the airfoil surface, as computed after the simulations. The next three 

columns present the location along the chord where separation, transition to turbulence and reattachment occur, respec- 

tively. The separation point is gauged by cancellation of the friction coefficient. This is a particularly important point, as AFC 

effectively critically depends on its location relative to separation. The separated boundary layer undergoes a turbulent tran- 

sition, gets re-energised, and reattaches further downstream. The reattachment point can be identified by a second change 

of sign of the wall shear stress. All these locations can be identified from the skin friction and pressure coefficients distribu- 

tion presented in Fig. 3 , where they are initially introduced. The airfoil lift and drag are reported, alongside the aerodynamic 

efficiency, in columns 7 through 9 of Table 1 . All four meshes, exception made of mesh A, produce very similar results in 

terms of aerodynamic performances and LSB characteristic properties. Furthermore, C p and C f distributions are indistin- 

guishable from one another among meshes B, C and D, as shown in Fig. 3 . Quantitatively, mesh C yielded three significant 

digits accuracy of all parameters considered with about half the resolution of mesh D, rendering it a particularly good choice 

in terms of compromise between accuracy and computational requirements. This mesh consists of 16,800 quadrilateral cell, 

distributed in 40 layers of 420 cells around the airfoil surface. The first layer thickness has a maximum y+ below 0.3, which 

is well within the viscous sublayer as required by the wall treatment of the Spalart-Allmaras turbulence model. 

Three time steps of 7 × 10 −5 , 5 × 10 −5 and 2 × 10 −5 were tested with identical results for the converged solutions. In 

order to accurately resolve AFC cases, the lowest time step has been chosen and the convergence criterion set to 10 −6 , such 

that all residuals are required to fall below this value. Convergence was always achieved before 30 time units, so that the 

maximum time horizon was set to T = 30 for all simulations. 

2.5. Baseline computations and numerical validation 

Once the mesh has been chosen, it is essential to validate the baseline performances at all AoA. To do so, initially the 

temporal averaged lift and drag coefficients as a function of AoA are presented in Fig. 4 . These graphs compare two sets of 

experimental results, Exp 89 [38] , Exp 95 [39] , and four CFD ones, ILES [40] , LES [32] , the standard k- ω SST and the k- ω
SST LR, both from Catalano and Tognaccini [43] , 44 ]. The comparison with the results from the present work shows very 

good agreement. Ranges of pre and post-tall AoA are depicted in Fig. 4 a. The lift is properly captured at pre-stall AoA, at 
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Fig. 4. (a) Lift and (b) drag coefficients as well as (c) aerodynamic efficiency versus the angle of attack and their comparison with some of the numerical 

and experimental results. Exp 89 [38] , Exp 95 [39] , ILES [40] , LES [32] , the standard k- ω SST and the k- ω SST LR, [43,44] . 

Table 2 

Aerodynamic coefficients of actuated cases using present S-A model and their comparison with other turbulent models employed by other researchers. The 

Reynolds number is Re =6 × 10 4 . 

α◦ Cases F + C μ θ ◦ x/C h/C C l εC l (%) C d εC d (%) η εη(%) 

14 LES [32] 1.0 0.0030 90.00 0.007 0.0070 1.078 — 0.129 — 08.35 —

Present S-A 1.116 03.52 0.130 00.77 08.58 02.70 

13 k- ω SST γ − Re θ [37] 3.8 0.0424 23.57 0.040 0.0029 1.432 — 0.057 — 25.12 —

Present S-A 1.432 00.00 0.065 14.03 22.03 12.30 

post-stall, nevertheless, it generates a lower value than the ILES and LES ones. When comparing the drag coefficient (see 

Fig. 4 b), we realised that the S-A model under-estimates the values versus the ones obtained using LES and ILES. In fact, 

the present drag coefficient values are especially similar to the ones gathered using the k- ω SST model. As a result, the 

aerodynamic efficiency (see Fig. 4 c), at pre-stall AoA, presents the same differences as observed in the drag coefficient but 

at post-stall AoA, it has a good agreement with the previous introduced studies. 

Fig. 5 shows the comparison of the pressure and skin friction coefficients from the present study, for the baseline cases 

at AoA 4 ◦, 6 ◦, 8 ◦ and 14 ◦, with the numerical ones available in the literature. At pre-stall AoA of 4 ◦, 6 ◦ and 8 ◦, it is observed 

that as the AoA increases, the separation and reattachment points keep moving upstream and the laminar bubble reduces 

its length. Notice that the friction coefficient maximum and minimum values increase with the AoA increase. It is observed 

that the results of the current S-A model have a very good agreement with the ones presented by Catalano and Tognaccini 

[43] when using the k- ω SST turbulent model. Larger differences are observed in the transition-to-turbulent region and 

the location of the reattachment point between these two RANS models and the 3D ones [32,40] . These differences were 

expected, then as stated by Catalano and Tognaccini [43] , 44 ], in order to properly capture the reattachment point, pre- 

definition of the transition location needs to be implemented. For the present study, it is particularly relevant to determine 

the location of the separation point, which is very well captured at all AoA (see the right column of Fig. 5 ). For an AoA of 

14 ◦, the present 2D simulation results were compared with the only available results [32,40] , see the two bottom graphs in 

Fig. 5 . Despite the fact that at this AoA the flow is fully separated and 3D, the present results agree very well with the ILES 

ones performed by Galbraith and Visbal [40] . Small differences are observed when comparing with the LES one [32] . It can 

be seen that when the flow is fully separated, the present RANS model is capable of quite precisely determining the airfoil 

pressure and skin friction coefficients. The separation point is properly predicted, fully matching the previous researchers 

work. 

In order to further assess the results under actuation condition, the different SJA parameters along with the boundary 

conditions used by Rodriguez et al. [32] and Tadjfar and Kamari [37] were implemented and studied using our S-A model. 

The resulting lift and drag coefficients as well as the aerodynamic efficiency were compared in Table 2 . ε represents the 

relative error which is defined as εx = (x presentS−A − x literature ) /x literature , where x characterises any of the aerodynamic coef- 

ficients presented. The comparisons at post-stall AoA of 14 ◦ with Rodriguez et al. [32] gave differences of less than 3.6% in 

all these three parameters. When comparing our results with the ones from Tadjfar and Kamari [37] at AoA 13 ◦, the lift was 

exactly the same, while the maximum error regarding the drag coefficient was around 14%. The drag coefficient difference 

is likely due to the different turbulent models used in these two studies and the differences in the mesh density employed 

to perform this particular simulation. 

Based on all the comparisons presented in this section, it can be concluded that the 2D simulations performed generate 

results fully reliable at these four studied angles of attack, therefore allowing to the present researchers to proceed with the 

optimisation implementation of the active flow control jets (synthetic jets) on the baseline cases, and study the effects of 

the five different AFC parameters on the airfoil lift and efficiency. 
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Fig. 5. Distributions of pressure (left column) and skin friction coefficients on the upper surface (right column) for the baseline cases at all angles of attack 

and their comparison with previous available results. Figures (a) and (b), corresponds to AoA of 4 ◦ , figures (c) and (d) characterises the results at 6 ◦ , figures 
(e) and (f) are defining the information at 8 ◦ and the information for AoA of 14 ◦ is found in figure (g) and (h). 

442 



N.M. Tousi, M. Coma, J.M. Bergadà et al. Applied Mathematical Modelling 98 (2021) 435–464 

3. Optimisation of AFC parameters 

The selection of the values corresponding to the different AFC parameters can be performed through the use of an op- 

timisation method. Optimisation problems are addressed from many different approaches. The classical optimisation tech- 

niques are useful in finding the optimum solutions of functions that are continuous and differentiable. These methods use 

differential calculus techniques, are fast and accurate, but lack the capacity to deal with non-differentiable functions, ei- 

ther objective or restriction functions, which limits their application [48] . Other methods include linear programming (LP) 

[49] , which are a set of techniques to find the best solution of a problem with a linear objective function (single objective 

problems), and linear equalities and inequalities as restrictions. Their application is limited by the linearity of the functions 

they require to use. For problems involving AFC applications, it is not possible to use (LP) for this same reason. Nonlinear 

optimisation methods appear to be more appropriate [50–52] . 

Among the methods capable of handling non-linearities are the gradient-based methods [53] , they use information of the 

function gradient to select the search direction and, iteratively converge to the optimum solution. These methods can get 

stuck on local optima and are highly dependent on the starting solution of the iterative method. They are usually efficient, 

fast and accurate. Their efficiency increases with the accuracy associated with the gradient information computed. Different 

methods have been proposed to estimate the gradient whenever it can not be directly computed. 

Stochastic strategies are those which use random or pseudo-random methods to define the variables along the iterations. 

They are capable of performing multi-objective optimisation and do not impose restrictions on the objective functions or 

restrictions behaviour. Their robustness is probably one of the most interesting aspects of these methods and do not usually 

require gradient information, although some methods can be improved using such information. In comparison with other 

methods, their main drawback is that they usually need a larger amount of iterations to converge [54–58] 

Usually, optimisation methods when coupled with CFD packages are computationally very expensive. When considering 

the optimisation methods and in order to save computational time, the use of surrogate models is often a typical solution 

[59] . Artificial Neural Networks or Kriging models are, among many others, two of these surrogate models [60,61] . The 

results obtained from a surrogate model are often based on a set of previously CFD computed samples and require a training 

process to ensure an accurate outcome. The accuracy of the results obtained when using a surrogate model is usually lower 

than the one gathered when performing a CFD simulation. A recent application of a surrogate model in AFC can be found in 

[37] . In the present paper and in order to guarantee the maximum accuracy of the results the authors decided not to use any 

surrogate model. All results are gathered from CFD simulations, this could be done thanks to the large computational power 

available. The computational time required to complete all simulations needed for a given AoA (considering 400 2D-CFD 

cases) was about 18 days, using a single node of 48 cores in a supercomputer based on two 24 cores Intel Xeon Platinum 

processor. 

A general description of the optimisation method and the configuration chosen is presented in the following sub-section. 

3.1. Optimisation method 

The problem under study requires the definition of a multi-objective optimisation. Two different strategies can be used 

to solve such a problem. On one hand, a temporary objective function can be calculated as the weighted sum of the real 

objective functions. In this way, the multi-objective problem is expressed as a single objective one. The weight values mul- 

tiplying each original function require a decision, which can greatly affect the final result of the analysis. One should also 

consider the fact that to obtain the Pareto Front [62] , several runs of the optimiser with different weight values will be re- 

quired. On the other hand, the authors are proposing to use a pure multi-objective approach, which will enable to identify 

the whole Pareto Front at once, and therefore the best solutions regarding the combination of the whole set of objective 

functions. A multi-objective optimisation problem can be defined in its minimisation form as Eq. 14 . ⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

min ( f 1 ( � x ) , f 2 ( � x ) , . . . , f k ( � x )) , k = 1 , . . . , K 
Subject to: 

g l ( � x ) ≥ 0 , l = 1 , . . . , L 
h m 

( � x ) = 0 , m = 1 , . . . , M 

Where: 
�
 x ∈ X, X feasible set of decision variables. 

(14) 

In order to clarify the nomenclature, the following definitions are stated: 

Design Variables (DVs) are the set of decision variables, the independent variables of the optimisation problem: � x ∈ X . 

Objective Functions (FOs) are the set of fitness functions. The functions that express the aptitude of a set of DVs: 

f 1 ( � x ) , f 2 ( � x ) , . . . , f K ( � x ) . Being K the number of objectives functions. 

Constraints (Ctrts) are the set of expressions that need to be satisfied in order to consider the DVs as feasible. It in- 

cludes both types, inequality g l and equality h m 

expressions. Being L and M the numbers of inequality and equality 

constraints, respectively. 

In this study a Genetic Algorithm (GA) is used. The reason to use a GA is to capture the Pareto Front in a single optimi- 

sation. It is also a very robust method that usually works well regardless of the objective space shape which is unknown for 
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this case. Furthermore, it is also robust enough to treat configurations that fail and can not be computed due to problems in 

the automatic mesh generation or any of the automation process involved in the numerical evaluation of each case. Genetic 

Algorithms were initially proposed by Holland [63] and further developed by Goldberg and Holland [64] . Their methodology 

is inspired by the natural evolution process, which selects the best fitted individuals to generate new offspring. The GA, 

including the steps performed to modify the geometry, boundary conditions and mesh for the design variables, is presented 

in Algorithm 1 . 

Algorithm 1: Genetic algorithm. 

InitialisePopulation() ; 
while Stopping criteria is not met do 

ObjectiveFunctionsCalculation() ; 
BoundaryConditionsDefinition() ; 
GeometryCreation() ; 
MeshGeneration() ; 
CFD-Calculations() ; 
PostProcess() ; 

Selection() ; 
Crossover() ; 
Mutation() ; 

Initially, in the InitialisePopulation() function, a random population is generated. The size of all populations is 20 indi- 

viduals, which has been considered a good trade-off between performance of the method and computational cost. Then the 

population is prepared and computed in the ObjectiveFunctionsCalculation() function, which obtains the objective functions 

for each individual in the population, as it will be explained later in §3.2 . Each individual is prepared using an in-house 

Python script that links the mesh generator (GMSH), the CFD package (OpenFoam) and the GA. This script automates the 

process of translating the format of the different packages, modify the mesh and apply the boundary conditions. After the 

population is computed, the optimisation operators are applied, these are Selection(), Crossover() and Mutation() . In the im- 

plementation used in this study the Selection() operator employs a μ + λ strategy with a Crowded-Comparison Operator 

[62] . For the Crossover() operator, a Simulated Binary Crossover (SBX) [65] is used and the Mutation() operator is performed 

with Polynomial Mutation [66] . It is important to notice that the optimiser tracks the individuals that survive to the next 

generation without altering their design variables and does not compute again its objective functions, which is not uncom- 

mon when using genetic algorithms. Those individuals beat the odds and pass the crossover and mutation operators without 

suffering any modifications. In applications that are highly demanding in computational resources and time consuming, it is 

very important to take this behaviour into account to avoid repeating the CFD analysis. The values of the parameters of the 

GA used are presented in Table 3 . 

In the next section the detail of the objective functions and the design variables definition as well as the range employed 

for each design variable are presented. 

3.2. Objective functions and design variables definitions 

The aim of this study is to maximise the lift coefficient and the aerodynamic efficiency of an airfoil at different angles 

of attack. The GA used solves the optimisation problem as a minimisation problem, which means it will minimise the 

objective functions. Taking this into account, two objective functions f 1 and f 2 were defined, which are minimised when 

the lift coefficient and the efficiency were maximum: 

f 1 = −C l (15) 

f 2 = −η (16) 

The optimisation was performed at four angles of attack, 4 ◦, 6 ◦, 8 ◦ and 14 ◦, being four independent optimisation analysis 

defining the design variables as five AFC parameters associated with the synthetic jet. These parameters were the non- 

dimensional frequency ( F + ), momentum coefficient ( C μ), jet angle ( θ ), jet position ( x/C) and jet width ( h/C). A scheme 

Table 3 

Parameters of the Genetic Algorithm. 

Parameter Value 

Population size 20 

Probability of crossover 0.9 

Probability of mutation 0.1 
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Fig. 6. Mesh view nearby the jet, automatically generated. 

Fig. 7. Evolution of the objective functions as the number of simulated cases increase (a and c). Pareto Front history at several generations (b and d). AoA 

of 8 ◦ is represented in figures (a and b). Figures (c and d) characterise the results at AoA 14 ◦ . 

representing the geometrical design parameters was introduced in Fig. 1 b. Fig. 6 shows a zoomed view around the jet po- 

sition introduced in Fig. 1 b for one of the automatic generated meshes. In the function BoundaryConditionsDefinition() from 

Algorithm 1 , the first three design variables ( F + , C μ and θ ) were selected. In the next step, using the function Geome- 

tryCreation() , and according to the two last design variables ( x/C) and ( h/C), a new geometry was created using the GMSH 

program. Once the new geometrical changes were applied, the function MeshGeneration() created a new mesh, deciding as 

well the number of cells required along the groove width in order to guarantee a good mesh quality. At this point the 

CFD simulations were ready to start, the function CFD-Calculations() was doing so. Finally, the two objective functions were 

post-processed in PostProcess() function and the results were transferred to the three GA operators, already discussed in 

§3.1 . 

The process just described was repeated until the stopping criteria was met. In the present study the stopping criteria 

used consisted in computing a minimum of 40 0 individuals. The reason why 40 0 individuals were sufficient is detailed in 

Fig. 7 , which shows the convergence evolution and the Pareto Front history at a pre-stall AoA of 8 ◦ and at the post-stall 

AoA of 14 ◦. At low angles of attack of 4 ◦, 6 ◦ and 8 ◦, the number of CFD simulations required to minimise the two objective 
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Table 4 

AFC Design variables and their evaluation ranges for the different angles of attack. 

α◦ F + C μ θ ◦ x/C h/C

4,6,8 0.1–10 0.0001–0.02 15–165 0.015–0.320 0.005–0.020 

14 0.1–10 0.0001–0.02 15–165 0.0001–0.04 0.005–0.015 

14 0.1–10 0.0001–0.10 15–165 0.0001–0.04 0.005–0.015 

functions ( f 1 ) and ( f 2 ), or in other words, to maximise the lift coefficient ( C l ) and the aerodynamic efficiency ( η), was around 

400. Notice from Fig. 7 a that after 300 simulations the two objective functions show a negligible improvement. In order to 

assure a full convergence of the two objective functions at post-stall AoA, it was initially decided to run 600 simulations 

(see Fig. 7 c), but it was realised that after 400 simulations the objective functions suffered minor modifications. The same 

conclusion can be reached from the observation of the Pareto Front history’s presented in Figs. 7 b and 7 d for 8 ◦ and 14 ◦

respectively. Notice that after 15 generations in Fig. 7 b and 28 generations in Fig. 7 d, the Pareto Front curves suffer minor 

variations. 

The ranges of evaluation for the five AFC design variables and for the four different AoA, are presented in Table 4 . 

At AoA of 4 ◦, 6 ◦ and 8 ◦, the ranges of the different variables were F + ∈ [0 . 1 , 10] , C μ ∈ [0 . 0 0 01 , 0 . 02] , θ ◦ ∈ [15 , 165] , x/C ∈ 

[0 . 015 , 0 . 32] and h/C ∈ [0 . 005 , 0 . 02] . The reason for selecting these particular ranges is upon several previous studies. For 

example, in the literature, frequencies around F + = 1 are commonly used for the pulsating flows (see for example, [32] ). In 

the present study and considering that the pulsating frequency is an important parameter to activate the boundary layer, we 

decided to set the limits, ten times smaller and bigger than the baseline one. Regarding the range of momentum coefficients, 

the upper limit was set based on the maximum momentum coefficient used in the experimental work done by Gilarranz 

et al. [21] and Goodfellow et al. [28] . In the case of jet width ( h/C), we decided to use a larger upper limit in comparison 

to the one used by Kamari et al. [36] ( h/C = 0 . 003 ). This is due to the fact that after checking their results, we noticed that 

the optimum solution for this parameter was located around 0.003. The range chosen for the jet position ( x/C) was such 

that the separation point, at each AoA, was always located inside the chosen margins. For the pulsating jet inclination angle 

( θ ◦), Kamari et al. [36] set a range varying from 1 to 180 degrees. Since their optimum solutions were located in a region 

between 65 and 94.6 degrees, we decided to limit the upper and lower bounds of the jet angle to 15 and 165 degrees, 

respectively. This decision was also taken to reduce the computational cost. 

At 14 ◦, initially the same ranges for F + , C μ and θ were employed, but smaller modifications were allowed on the ranges 

of position ( x/C) and width ( h/C) of the jet, see the second line of Table 4 . The reason for this is that, at an angle of attack 

of 14 ◦, separation occurs very close to the airfoil leading edge, and as the position of the groove as well as its width have 

to be placed around the separation point, the ranges of the groove location and width need to be accordingly restricted. 

Consequently, at 14 ◦, only the initial 4% of the chord length was evaluated by the optimiser. Due to the physical restrictions 

just explained and to the high curvature of the airfoil near the leading edge, the maximum non-dimensional jet width at 

14 ◦ was set to a size of h/C = 0 . 015 , which is 25% smaller than the maximum jet width employed at pre-stall AoA. As it will 

be explained in the next sections, the present authors observed that, the maximum efficiency obtained when employing the 

AFC parameters just defined for AoA 14 ◦, was lower than what other researchers obtained in similar investigations. In order 

to increase the maximum aerodynamic efficiency, a second set of optimisation tests at 14 ◦ was carried out (see the third line 

of Table 4 ). All AFC parameters remained unchanged except the momentum coefficient range, in this second optimisation 

evaluation C μ was allowed to change in the range 0 . 0 0 01 < C μ < 0 . 1 . In other words, the maximum momentum coefficient 

was allowed to be five times larger than the one employed in the previous optimisation case. 

4. Results 

In the following sections, the optimum AFC parameters to maximise the airfoil lift and efficiency, at three pre-stall angles 

of attack ( 4 ◦, 6 ◦ and 8 ◦) and also at one post-stall angle of attack ( 14 ◦), are presented. The main idea of studying the 

optimum AFC parameters at all these angles of attack is to be able to evaluate how each AFC parameter is changing as the 

AoA increases, with the hope of finding a pattern which could be used in future applications. 

4.1. Pre-stall angles of attack of 4 ◦, 6 ◦ and 8 ◦

The aerodynamic efficiency for each of the 400 CFD studied cases at all pre-stall AoA and versus each AFC parameter 

is shown in Fig. 8 . Each column represents the aerodynamic efficiency as a function of the different AFC parameter at 

given AoA. From left to right, AoA =4 ◦, 6 ◦ and 8 ◦. The evolution of the aerodynamic efficiency as a function of a given AFC 

parameter, for several different AoA, can be observed at each row of Fig. 8 . The first row characterises the efficiency versus 

the non-dimensional frequency for the three studied AoA. Maximum efficiencies are obtained at pulsating frequencies F + 

around 9. Lower frequencies appear of minor interest in terms of having high efficiency. For comparison, the horizontal line 

introduced in all graphs shows the baseline case efficiency at each AoA. The efficiency values for each particular baseline 

case is found in Table 5 . The second row of graphs presents the efficiency as a function of the momentum coefficient C μ. 

For AoA of 4 ◦ and 6 ◦, the optimum C μ is around 0.019 and the momentum coefficient is reduced to about 0.015 as the AoA 
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Fig. 8. Aerodynamic efficiency η versus non-dimensional frequency F + , momentum coefficient C μ , jet angle θ ◦ , jet position x/C and jet width h/C for all 

the CFD cases at AoA of 4 ◦ , 6 ◦ and 8 ◦ are presented in left to right columns respectively. The horizontal dashed line represents the baseline case efficiency 

for each AoA. 
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Table 5 

Optimum five synthetic jet parameters associated with the maximum lift and maximum efficiency cases at pre-stall angles of attack of 4 ◦, 6 ◦ and 8 ◦ . 

α◦ cases F + C μ θ ◦ x/C h/C C l C l % C d η η% 

4 max lift 9.4 0.0193 015 0.021 0.013 0.6185 + 5.76 0.0317 19.51 -35.61 

max efficiency 8.8 0.0194 132 0.313 0.019 0.5740 -1.84 0.0108 52.86 + 74.45 

baseline — — — — — 0.5848 — 0.0193 30.30 —

6 max lift 9.1 0.0195 015 0.308 0.006 0.8371 + 9.14 0.0338 24.76 -22.50 

max efficiency 9.2 0.0194 124 0.250 0.019 0.7802 + 1.72 0.0153 50.85 + 59.15 

baseline — — — — — 0.7670 — 0.0240 31.95 —

8 max lift 8.0 0.0058 067 0.116 0.015 1.0413 + 11.45 0.0504 20.66 -27.66 

max efficiency 9.3 0.0147 126 0.122 0.013 0.9460 + 1.28 0.0238 39.71 + 39.00 

baseline — — — — — 0.9340 — 0.0327 28.56 —

Fig. 9. Pareto Front at angles of attack of (a) 4 ◦ , (b) 6 ◦ and (c) 8 ◦ . The blue dots represent the efficiency versus lift coefficient for the baseline cases at 

different AoA. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

increases to 8 ◦. This small reduction of the momentum coefficient at 8 ◦ is likely to be due to the particularly successful 

groove location. The next row in Fig. 8 introduces the aerodynamic efficiency as a function of the jet inclination angle θ . 
The origin of the angular position was presented in Fig. 1 b. The optimum jet injection angle is about 130 ◦ at AoA 4 ◦ and 

decreases to about 125 ◦ as the AoA increases to 8 ◦. What it is particularly interesting to observe is that regardless of the 

pre-stall AoA chosen, the flow is injected facing upstream. This fact needs to be understood in combination of the groove 

location, which is presented in the next row of Fig. 8 . Groove location clearly moves upstream as the AoA increases, the 

optimum groove location at 4 ◦, 6 ◦ and 8 ◦ is respectively x/C = 0 . 313 , x/C = 0 . 250 and x/C = 0 . 122 . In fact, this evolution 

was expected. Then, as explained in §2.5 , the separation point moves upstream with the increase of AoA. The respective 

separation and reattachment points for the different studied AoA were, x/C = 0 . 2436 and x/C = 0 . 66 for and AoA of 4 ◦, 
x/C = 0 . 1125 and x/C = 0 . 3958 at 6 ◦, and x/C = 0 . 04 and x/C = 0 . 248 for an AoA of 8 ◦. As it will be clarified in Fig. 10 , the 

optimum groove location (maximum efficiency) falls inside the laminar bubble for all pre-stall studied AoA. What appears 

to be more interesting is to observe that the groove location versus the location of the separation point for each AoA, 

further moves downstream as the AoA increases. The location of the groove is displaced about 29% downstream versus the 

separation point at AoA 4 ◦, this displacement increases to 122% when the AoA is of 6 ◦ and reaches a 205% for an AoA 

of 8 ◦. The authors observed that when the groove is located just before the transition to turbulence point, for the present 

study this is particularly happening at 8 degrees AoA, the momentum needed to trigger the flow reattachment can be lower. 

The final row of Fig. 8 shows the aerodynamic efficiency as a function of the groove width h/C. Optimum groove widths 

at 4 ◦ and 6 ◦ are around h/C = 0 . 19 and decrease to h/C = 0 . 13 at 8 ◦ AoA. For an AoA of 8 ◦, this reduction appears to be 
triggered by the advantageous location of the groove inside the laminar bubble, where the transition occurs. In this region, 

the boundary layer becomes turbulent and it requires a smaller amount of energy to be activated. 

Fig. 9 , for the three pre-stall AoA, characterises the two objective functions considered in this study, the aerodynamic 

efficiency and the lift coefficient. In each figure, over 400 points defining each of the CFD simulations are presented. The 

red broken line represented on the right hand side of each figure is the so called Pareto Front, which indicates the optimum 

values of the AFC parameters to obtain maximum efficiency, maximum lift and the optimum combination of both. The blue 

dot shown in each figure represents the airfoil baseline case characteristics associated with each studied AoA. For an AoA 

of 4 ◦ the Pareto Front is almost vertical, the efficiency increase is mostly due to a decrease of the average drag. As the AoA 

raises, aerodynamic efficiency improvement is due to the lift increase and drag decrease. 

The first three tables presented in Appendix A summarise the values of each of the five AFC parameters correspond- 

ing to each point of the Pareto Front for AoA 4 ◦, 6 ◦ and 8 ◦, respectively introduced in Fig. 9 . Descending in the tables, lift 
and drag coefficients decrease and efficiency increases. The first and the last rows of each table are underlined and cor- 

respond to the maximum lift and maximum efficiency, respectively. For an AoA of 8 ◦, the highest obtained efficiency was 
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Table 6 

Optimum five synthetic jet parameters associated with the maximum lift and maximum efficiency cases at a post-stall angle of attack of 14 ◦ (small 

momentum coefficient range). 600 CFD cases. 

α◦ cases F + C μ θ ◦ x/C h/C C l C l % C d η η% 

14 max lift 1.5 0.0051 44 0.0082 0.005 1.3435 + 68.36 0.1343 10.00 + 156.41 

max efficiency 2.4 0.0055 18 0.0097 0.005 1.1702 + 46.64 0.0854 13.70 + 251.28 

baseline — — — — — 0.7980 — 0.2040 03.90 —

39.71, see Table A.3 in Appendix A . Notice that the point of maximum efficiency corresponds to the point of minimum drag. 

When comparing with the baseline case efficiency, an increase of almost 39% is observed. The values related to the five AFC 

parameters which generate the maximum aerodynamic efficiency are; non-dimensional frequency F + = 9 . 3 , momentum co- 

efficient C μ = 0 . 0147 , jet angle 126 ◦, jet position 12%C, x/C = 0 . 12 and jet width 1.3%C, h/C = 0 . 013 . The values characterising 

AFC parameters capable of generating the maximum lift are; F + = 8 , C μ = 0 . 0058 , θ = 67 ◦, x/C = 0 . 116 and h/C = 0 . 015 . A 

maximum lift increase versus the baseline case of around 11% could be obtained. Comparing the lift coefficients of all points 

defined in the Pareto Front with the baseline case one C l = 0 . 934 at AoA 8 ◦, see Table A.3 in Appendix A , it is seen an im- 

provement in all optimum cases, whereas when considering the drag coefficient, an improvement (reduction of drag force), 

only happens when the lift coefficients are below C l = 0 . 985 . In other words, increasing the lift coefficient a value of higher 

than 0.985 introduces a drag penalty higher than in the non-actuated case. A similar effect is observed at the other two 

pre-stall studied AoA , see Tables A .1 and A .2 in Appendix A . 

Table 5 presents the aerodynamic coefficients ( C l , C d and η) as well as five SJA parameters ( F + , C μ, θ , x/C and h/C) 

associated with the maximum lift and maximum efficiency cases. These cases represent two points of the Pareto front at 

each AoA ( 4 ◦, 6 ◦ and 8 ◦). When comparing these optimum cases with the baseline ones, the first thing to realise is that 

aerodynamic efficiencies can be increased by over 39% for all pre-stall AoA. The maximum efficiency was found to decrease 

with the AoA increase. During the simulations it was observed that the efficiency increase was linked to the low average 

value of the drag coefficient. Regardless of AoA, the lift coefficient associated with the highest efficiency cases suffered 

a variation smaller than ±2% versus the baseline case. The maximum lift coefficient, in percentage versus the baseline 

case, raised with the AoA increase. For an AoA of 4 ◦ the maximum lift coefficient increase was of around 5.7%, reaching 

a value of about 11.5% when the AoA was 8 ◦. When comparing the jet inclination angles θ required to obtain maximum 

lift and maximum efficiency, it is observed that the maximum lift is associated with small jet inclination angles, maximum 

efficiencies are linked with high θ . To understand why it is so, it is needed to study the interaction between the incoming 

flow and the pulsating jet. This study is presented in §5.4 . Regarding the AFC parameters and based on the results presented, 

maximum aerodynamic efficiencies are linked with high injection angles, high momentum coefficients and high pulsating 

frequencies. At AoA 8 ◦, the differences in the AFC parameters characterising the maximum lift and the maximum efficiency 

cases are mostly coming from the angle of the jet and the momentum coefficient. The rest of the parameters are almost in 

the same range. For the AoA of 4 ◦ and 6 ◦ the differences in AFC parameters to obtain maximum lift and maximum efficiency 

reside in the jet inclination angle, the groove width and the groove position. 

In reality the effects of the groove location x/C are better observed in Fig. 10 . For each pre-stall AoA studied, it is pre- 

sented the pressure and friction coefficients as a function of the chord length. The comparison between the baseline, max- 

imum efficiency and maximum lift cases is also introduced. From the friction coefficient curves and regardless of the AoA, 

it is observed that the optimum groove location to obtain the maximum efficiency as well as the maximum lift falls inside 

the laminar bubble. The only exception is observed at 4 ◦, where the maximum lift is reached when locating the groove 

almost at the airfoil leading edge. For AoA 6 ◦, the location of the groove to obtain the highest efficiency is slightly upstream 

than the one needed to obtain maximum lift. At AoA 8 ◦ the groove location remains approximately unchanged, for both 

the maximum efficiency and lift cases. From the friction coefficient curves and considering the highest efficiency cases (red 

lines), regardless of the AoA, it is observed that the length of the bubble appearing on the airfoil upper surface reduces 

whenever AFC is applied. 

The effect of the AFC parameters on the pressure coefficient can clearly be seen in Figs. 10 a, 10 c and 10 e. Notice that 

regardless of the AoA, the application of AFC tends to maintain the flow pretty much attached downstream of the AFC jet 

groove location and therefore, slightly decreasing the pressure at the airfoil upper surface. Such decrease is particularly rel- 

evant between the leading edge and synthetic jet location. The pressure is especially low at the groove location, generating 

as well a decrease on the friction coefficient. In some cases, the use of AFC generates small alternative vortices emanating 

from the interaction of the main stream with the synthetic jet, and they roll downstream on the airfoil upper surface. Un- 

der these conditions, the pressure on the upper airfoil surface decreases, increasing the lift as well as the drag. Evolution of 

vortical structures on the airfoil surface will be further discussed in §5 . 

To further understand the effect of actuation on the airfoil upper surface for the three pre-stall AoA of 4 ◦, 6 ◦ and 8 ◦, 
the streamlines along with the turbulence viscosity contours for the baseline and actuated cases are presented in Fig. 11 . 

Regardless of the AoA, all baseline cases show a laminar bubble appearing just after the separation point. Notice that as 

previously explained in Fig. 10 , the laminar bubble length decreases with the AoA increase. For an AoA 8 ◦ the bubble ap- 

pears almost near the leading edge. For all cases, the flow remains reattached downstream of the separation bubble. When 

observing the highest lift cases (central panel in each sub-figure), a bubble is seen on the airfoil upper surface. This bubble 
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Fig. 10. Distributions of pressure coefficient ( C p ) and skin friction coefficient ( C f ) for the baseline (black solid lines), maximum efficiency (red dashed lines) 

and maximum lift (blue dotted lines) cases at three pre-stall AoA. (a), (b) AoA 4 ◦; (c), (d) AoA 6 ◦; (e), (f) AoA 8 ◦ . (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this article.) 

is related to the pressure distribution introduced in Fig. 10 , from where it can be concluded that the highest lift is achieved 

due the low pressure distribution along the airfoil upper surface. This pressure is lower than the one for the rest of the 

cases studied and it is particularly observed upstream of the groove location and also downstream of this point, where the 

bubble is generated. For an AoA of 4 ◦, this is being accomplished via displacing the laminar bubble further downstream. At 

6 ◦, the laminar bubble is drastically reduced respective the baseline case one. At 8 ◦, the lowest upper surface pressure is 

obtained when removing the laminar separation bubble at the leading edge and generating a large separation bubble around 

the airfoil position x/C = 0 . 8 , the bubble origin and end are respectively located at x/C = 0 . 6 and x/C = 1 . This large bubble 

explains the drag increase and the decrease of efficiency in this particular case. It must be kept in mind that, having low 

pressures at the airfoil upper surface, always tends to increase the drag. The length of the arrows observed in the central 

and bottom panels characterises the Synthetic Jet momentum coefficient, while their width is proportional to the groove 

width and their inclination represents the injection angle. The three bottom panels in each sub-figure show the streamlines 

configuration when the maximum aerodynamic efficiency is obtained. At all AoA, the maximum efficiency is reached when 
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Fig. 11. Streamlines of the temporal average velocity field and contours of turbulence viscosity at the three pre-stall AoA. (a) 4 ◦ , (b) 6 ◦ and (c) 8 ◦ . The base- 
line, maximum lift and maximum efficiency cases are introduced as the top, central and bottom panel in each sub-figure, respectively.. (For interpretation 

of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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Fig. 12. aerodynamic efficiency versus (a) non-dimensional frequency, (b) momentum coefficient, (c) jet angle, (d) jet position, (e) jet width and (f) lift 

coefficient at α = 14 o . The horizontal dashed line and the blue dot represent the baseline case efficiency. (For interpretation of the references to colour in 

this figure legend, the reader is referred to the web version of this article.) 

the flow is attached along the entire airfoil chord and just a small bubble appears downstream of the synthetic jet location. 

This vortical structure is larger at small AoA. Therefore it seems that at all pre-stall AoA the same physical phenomenon is 

controlling the flow reattachment. One of the details which is important to highlight is the relationship between the vortical 

structures observed in Fig. 11 and the evolution of the pressure and friction coefficients presented in Fig. 10 . This relation 

can be clearly seen when observing that the position of the vortical structures presented in the maximum efficiency cases 

of Fig. 11 . Such a position coincides with the sudden drop of the friction coefficient and the sharp increase of the pressure 

coefficient observed in Fig. 10 . From the contours of turbulence viscosity presented in Fig. 11 , it is observed that under all 

conditions studied, the turbulence begins to grow inside the laminar separation bubble and then develops along the upper 

surface of the airfoil. As soon as transition to turbulence occurs, a turbulent boundary layer is developed and extends until 

the end of the chord. Flow reattachment occurs after the laminar separation bubble as a consequence of the transition to 

turbulence. 

4.2. Post-stall angle of attack of 14 ◦

In this subsection, the results obtained from the optimisation at the post-stall AoA 14 ◦ are presented. Fig. 12 , from (a) 

to (e), introduces the aerodynamic efficiency as a function of each five AFC parameters evaluated in the present manuscript, 

the AoA was kept constant at 14 ◦. When comparing the aerodynamic efficiency versus the non-dimensional frequency F + , 
Fig. 12 a, the maximum efficiency appears at frequencies around 2 . 5 < F + < 3 . 5 . Notice that at pre-stall conditions, the op- 

timum frequencies were around F + ≈ 9 . The aerodynamic efficiency as a function of the momentum coefficient C μ is pre- 

sented in Fig. 12 b. Maximum efficiency is obtained for momentum coefficients around 0.005, when comparing this C μ with 

the optimum ones at pre-stall AoA, it can be concluded the C μ needed for the present case is over three times lower than 

the ones previously required. The explanation of why it is so needs to be found when analyzing the injection angle, which is 

introduced in Fig. 12 c, along with the groove location. At post-stall AoA the optimum injection angle is around 18 ◦, indicat- 
ing the fluid is injected almost tangentially. This is completely different than the optimum jet angles at pre-stall AoA, which 

were around 120 ◦. This injection angle as well as the momentum coefficient differences, along with the fact that at post-stall 

AoA there is no laminar bubble, direct the attention to different flow phenomenon to achieve flow attachment. Due to the 

fact that at post-stall AoA the AFC jet is injected almost tangentially, to further understand the coupling between the main 

flow and the injected pulsating one, the relation of the main flow reattachment with the Coanda effect should be further 

studied. At pre-stall AoA the interaction between the AFC jet and the boundary layer flow generates small vortical structures 
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Fig. 13. Streamlines of the temporal average velocity field and contours of turbulence viscosity at the post-stall AoA. of 14 ◦ . The baseline, maximum lift 

and maximum efficiency cases are introduced as the top, central and bottom panel, respectively. (For interpretation of the references to colour in this figure 

legend, the reader is referred to the web version of this article.) 

which are alternatively shed downstream, lowering the local pressure and promoting fluid reattachment. The position of the 

groove, which is introduced in Fig. 12 d, appears to be optimum at around 1% of the chord, which is just the location of the 

flow separation point. It seems at high AoA, the jet injection needs to be implemented where the separation point is, while 

at low AoA the optimum position is located further downstream, inside the laminar bubble. From Fig. 12 e, it is observed 

that groove widths around h/C = 0 . 005 seem to be the optimum ones at 14 ◦. These widths are three to four times smaller 

than the ones needed at pre-stall AoA. Finally the Pareto Front curve characterising the maximum efficiency and maximum 

lift coefficient points, as well as the optimum combination of them, is presented in Fig. 12 f. In order to understand which is 

the effect of the different AFC parameters on the main flow, the relation between the instantaneous streamlines at different 

jet pulsating instants and the boundary layer evolution will be further discussed, in §5.4 . 

The optimum AFC parameters to obtain the maximum efficiency and maximum lift for an AoA of 14 ◦, obtained from the 

optimisation process and after performing 600 CFD simulations, is presented in Table 6 . All optimum points characterising 

the full Pareto Front curve are introduced in Table A.4 , Appendix A . From Tables 6 and A.4 it is observed that the AFC 

parameters required for maximum lift and maximum efficiency are very similar. The highest variation appears at the jet 

inclination angle θ , which is of 44 ◦ for the maximum lift and reduces to 18 ◦ for the maximum efficiency. The second 

AFC parameter suffering high variations is the F + , which for the maximum lift condition decreases by 37% versus the F + 

required for the maximum efficiency. Regarding the groove position, for maximum lift it is displaced upstream about 15% 

when compared with the groove position required for maximum efficiency. Table 6 shows that a maximum aerodynamic 

efficiency increase of about 251% can be obtained. When comparing Tables 5 and 6 it becomes clear that efficiency at the 

pre-stall AoA slightly decreases with the AoA increase, but at post-stall conditions it sharply increases. At post-stall AoA 

and considering the baseline case, due to the large vortical structure generated above the airfoil, see Fig. 13 top panel, 

considerable efficiency improvements can be obtained when implementing the AFC technology. In fact, from Table 6 it is 

observed a lift increase of 46% and a drag decrease of 58%, therefore explaining the large efficiency increase at AoA 14 ◦. From 

the comparison of Tables 5 and 6 it is seen, for the pre-stall AoA the optimum jet inclination angles to obtain the maximum 

aerodynamic efficiency are around 120 ◦, while at post-stall the jet inclination angles are of around 18 ◦. But at pre-stall AoA 

the jet injection angles to obtain maximum lift are similar to the ones to obtain maximum lift and or efficiency at post-stall 

AoA. When analysing the momentum coefficient, jet injection angle and groove location required at pre and post-stall AoA, 

clear differences are observed between them, suggesting that the interaction between the incoming flow and the synthetic 

jet one may be characterised by a different physical phenomenon, further research is required in this regard. 

The time averaged streamlines and contours of turbulence viscosity on the airfoil top surface for the baseline, maximum 

lift and maximum efficiency cases at AoA 14 ◦ is presented in Fig. 13 . The baseline case (top panel) is characterised by a 

large separation bubble, which is drastically reduced for the maximum lift and efficiency cases (middle and bottom panels 

respectively). For the highest lift condition, a small vortex is alternatively generated at a position around x/C = 0 . 1 , which 

keeps rolling downstream onto the airfoil surface, creating a particularly low pressure on the airfoil upper surface and 

therefore producing the maximum lift. For the maximum efficiency case, a very small vortical structure alternatively appears 

at the groove location. It seems the boundary layer is slightly separating and reattaching again, maintaining the vortical 

structure locked in the same position. The same performance was previously observed at 13 ◦ AoA by Tadjfar and Kamari 

[37] . Airfoil profile and Reynolds number were the same in both cases. When comparing the contours of turbulence viscosity 
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Fig. 14. Distributions of (a) pressure coefficient and (b) skin friction coefficient for the baseline (black solid lines), maximum efficiency (red dashed lines) 

and maximum lift (blue dotted lines) cases at 14 ◦ . (For interpretation of the references to colour in this figure legend, the reader is referred to the web 

version of this article.) 

Fig. 15. Mean streamwise velocity profiles at several streamwise locations, (a) from x/C = 0.1 to x/C = 0.5 and (b) from x/C = 0.6 to x/C = 1, as a function of 

the normalised wall normal distance. Individual profiles are separated by horizontal offset of 2 with the corresponding zero lines located at 2, 4, 6, 8, 10. 

The black solid, red dashed and blue dotted lines represent the baseline, maximum efficiency and maximum lift cases, respectively. (For interpretation of 

the references to colour in this figure legend, the reader is referred to the web version of this article.) 

at this post-stall AoA with the ones presented at pre-stall AoA, (see Figs. 13 and 11 ) it is realised that at post-stall AoA the 

maximum turbulence viscosity is about an order of magnitude higher. This is due to the fact that at 14 ◦ AoA (baseline case) 

the flow is fully separated. At this post-stall AoA and for the actuated cases, the boundary layer becomes turbulent just after 

the Synthetic Jet location, the high level of turbulence viscosity associated with the fluid inside the turbulent boundary layer 

maintains the flow attached along the entire chord length. 

The effects on the pressure and friction coefficients when using the optimum AFC parameters at 14 ◦ are introduced in 

Fig. 14 . The comparison with the baseline case is also presented. For both optimum AFC cases, on the initial 50% of the 

chord, the pressure on the upper airfoil surface is drastically reduced, and then increases to a higher value than the one 

associated with the baseline case. The friction coefficient shows that, for both optimum actuated cases, at around 50% of the 

chord, a small vortical structure appears. Such structure is already seen in Fig. 13 , highlighting the point where the pressure 

coefficient is beginning to have a value higher than the baseline case one. For both actuated cases, friction coefficient suffers 

a particular decrease at a position x/C = 0 . 1 , which is the point where the small laminar bubble is generated just after the 

jet, see Figs. 13 b and 13 c. When comparing Fig. 14 with Fig. 10 , it can be concluded that at post-stall AoA, the pressure and 

friction coefficients suffer large variations versus the baseline case ones. These changes are minor at pre-stall AoA, therefore 

explaining the relatively small efficiency variations. 

The evolution of the mean streamwise velocity profiles at several streamwise locations, from x/C = 0.1 to x/C = 1, as a 

function of the normalised wall normal distance and for an AoA 14 ◦, is introduced in Fig. 15 . The comparison between the 

baseline, maximum lift and maximum efficiency cases is presented in the same figure. A drastic reduction of the boundary 

layer thickness is observed when the AFC cases are considered. For the baseline case and when moving downstream, the 

flow is separated, the vertical position at which negative velocity distribution exists keeps growing therefore indicating the 

existence of a large vortical structure located onto the airfoil surface, as observed in Fig. 13 . For any of the optimum AFC 

cases presented in Fig. 15 and regardless of the streamwise location chosen, fluid velocity remains always positive, indicating 

there is no boundary layer separation. Small differences are observed between maximum lift and maximum efficiency cases. 

At the airfoil trailing edge (x/C = 1) and for the baseline case, the velocity profile nearby the surface shows a positive velocity 
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Fig. 16. Boundary layer thickness as a function of the chord length and for the four AoA studied cases; (a) 4 ◦ , (b) 6 ◦ , (c) 8 ◦ and (d) 14 ◦ . The black solid, 
red dashed and blue dotted lines represent the baseline, maximum efficiency and maximum lift cases, respectively. (For interpretation of the references to 

colour in this figure legend, the reader is referred to the web version of this article.) 

sign (see Fig. 15 b). This behaviour is linked to the existence of a relatively small vortical structure, turning anticlockwise, 

and located at the airfoil trailing edge, such structure can be seen in Fig. 13 . 

5. Discussion 

In this section, some physical characteristics of the flow which helps in understanding the implementation effects of the 

AFC technology are introduced. 

5.1. Boundary layer thickness for different AoA and actuation cases 

The non-dimensional boundary layer thicknesses as a function of the non-dimensional abscissa axis for AoA of 4 ◦, 6 ◦, 
8 ◦ and 14 ◦ are represented in Fig. 16 . The thicknesses for the maximum lift, maximum efficiency and baseline cases are 

introduced in each figure, except at AoA 14 ◦, where the curve representing the boundary layer thickness for the baseline 

case is not presented, as the flow is fully separated. The first thing to realise is that for the pre-stall AoA, the boundary 

layer thickness decreases with the AoA increase. Under these conditions, the AFC technology slightly modifies the boundary 

layer thicknesses versus the respective baseline cases ones, yet a clear reduction of the BL thickness is observed at AoA 6 ◦

under the maximum lift conditions. For AoA of 14 ◦ and 8 ◦, the highest efficiency case is characterised by a boundary layer 

thickness thinner than the one observed for the maximum lift case. At AoA of 4 ◦ and 6 ◦ the opposite happens, high lift con- 

ditions have associated thinner boundary layers than the ones observed at high efficiency conditions. In fact, the streamlines 

presented in Figs. 11 and 13 help in clarifying the evolution of the boundary layer thicknesses. The location of the groove 

along with the different jet injection angles could further explain the different trend in boundary layer thicknesses. Further 

research to understand the mixing phenomenon is needed. 

5.2. Further investigation on AoA of 14 ◦

Recalling now the work done by Tadjfar and Kamari [37] , where they studied the same airfoil profile at the same 

Reynolds number and for post-stall AoA of 13 ◦ and 16 ◦, they obtained efficiencies much higher than what it is obtained 

in the present paper at 14 ◦ (see Tables 6 and A.4 ). These differences seem to be mostly due to the 4 times higher momen- 

tum coefficient they employed in their study. In the present work the maximum momentum coefficient was limited to avoid 

using large amounts of energy to drive the synthetic jet. Yet, in order to check if the use of a higher momentum coefficient 

could further increase the aerodynamic efficiency, a second set of 400 CFD optimisation cases was run. The ranges of the 

different AFC parameters used for this second set of tests were already presented in the last line of Table 4 . Notice that the 

only difference in the range of the different AFC parameters defined for the new case at 14 ◦ introduced in Table 4 , resides 

in the larger momentum coefficient range allowed for this second optimisation process. From now on, this second case will 

be called the unrestricted momentum coefficient case. 

Table 7 introduces the optimised AFC parameters to obtain the new maximum lift and efficiency. When comparing the 

results presented in Table 7 with the ones previously presented in Table 6 , it is observed the efficiency has increased from 

the previous 251% to the actual 460%. The groove width h/C remains unchanged, the jet injection angle θ has reduced to 

15 ◦ clearly indicating that tangential injections lead to higher efficiencies, the position of the groove has moved around 

180% further downstream, the injection frequency has doubled and the momentum coefficient has increased by over 600% . 

Based on this information it can be concluded that, for post-stall AoA the momentum coefficient as well as the groove 

location are essential to obtain high aerodynamic efficiencies. The flow needs to be injected almost tangentially. Under these 
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Table 7 

Optimum five synthetic jet parameters associated with the maximum lift and maximum efficiency cases at a post-stall angle of attack of 14 ◦ (large mo- 

mentum coefficient range). 400 CFD cases. 

α◦ cases F + C μ θ ◦ x/C h/C C l C l % C d η η% 

14 max lift 6.7 0.0985 15 0.02854 0.005 1.7635 + 121.00 0.0966 18.24 + 367.69 

max efficiency 5.2 0.0390 15 0.02764 0.005 1.5690 + 096.61 0.0717 21.86 + 460.50 

baseline — — — — — 0.7980 — 0.2040 03.90 —

Fig. 17. Comparison of the two Pareto Fronts obtained at AoA 14 ◦ with the restricted and unrestricted momentum coefficient. 

Table 8 

Power ratio obtained for the maximum efficiency case and at pre and post stall AoA. 

cases α◦ U j [ m/s ] A j [ m 

2 ] θ ◦ W j [ W ] W G [ W ] W G /W j 

max 

efficiency 

4 1.17 0.019 132 0.00479 0.00425 0.885 

6 1.11 0.019 124 0.00457 0.00435 0.951 

8 1.18 0.013 126 0.00366 0.00445 1.213 

14 1.89 0.005 018 0.00221 0.05930 26.789 

14 ( u ) 5.49 0.005 015 0.04544 0.06615 1.455 

conditions the aerodynamic efficiency is perfectly comparable with the one obtained by Tadjfar and Kamari [37] , being the 

AFC parameters of a similar order of magnitude. 

To further visualise the advantages obtained when using an unrestricted momentum coefficient, Fig. 17 is introduced. It 

compares the former Pareto Front obtained with the restricted momentum coefficient and initially presented in Fig. 12 f, with 

the new Pareto Front obtained with the unrestricted momentum coefficient. The advantages of employing quite unrestricted 

momentum coefficients are clearly stated. The full values of the new Pareto Front are presented in Table A.5 in Appendix A . 

In the next subsection the comparison between the different flow structures obtained over the airfoil and generated due to 

the interaction of the main flow stream and the synthetic jet, are presented and discussed. 

5.3. Energy assessment 

In the present section in order to determine the effectiveness of the AFC technology, the power per unit length used by 

the SJA ( W j ) and the one gained after the actuation ( W G ), at each AoA and for the optimum case of maximum efficiency, is 

calculated and presented in Table 8 . The power required by the synthetic jet is defined in Eq. 17 . 

W j = 

1 

2 
ρ j A j sin (θ ) u 3 

j 
(17) 

where A j = hl is the cross-sectional flow area of the synthetic jets, in the present study as the spanwise length of the airfoil 

is equal to unity l = 1 , the area is equivalent to the jet width h . As previously introduced in §2.3 , θ is the jet inclination 

angle with respect to airfoil surface. 

The time dependent velocity profile of the synthetic jet actuator to the power three, u 3 
j 
, has been defined according to 

[15,17] . 

u 3 
j 
= 

1 

T / 2 

∫ T/ 2 

0 

U j 
3 sin 

3 (2 π f t) dt = 

4 

3 π
U j 

3 (18) 
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where U j represents the maximum jet velocity. The power saved due to the reduction of the drag force when AFC is applied 

can be given as: 

W G = U ∞ 

( D baseline − D actuated ) = 

ρU ∞ 

3 C 

2 

(
C d baseline −C d actuated 

)
(19) 

where D and C d represent the drag force and drag coefficient respectively. The parameter representing the power ratio when 

AFC is applied reads: 

W G /W j (20) 

Whenever this parameter becomes negative, it indicates the drag coefficient after the actuation is bigger than the one 

generated at the baseline case. When this value is positive but smaller than one, it means that despite a drag reduction 

being observed when AFC is implemented, the energy saved is lower than the one needed to actuate the synthetic jet. Also 

when the power ratio has values higher than the unity, there is energy saving. All related information is summarised in 

Table 8 from where it can be stated that under the maximum efficiency conditions at nearly all AoA the power ratio is 

higher than one. At AoA 14 ◦ the power ratio is particularly high. This is perfectly understandable when considering that at 

this AoA the flow is fully separated under baseline conditions, the application of AFC reattaches the flow drastically reducing 

the drag forces acting over the airfoil. Nevertheless, if the unrestricted momentum coefficient is employed, (see the row of 

14 ◦( u ) from Table 8 ) the power ratio drops, although the airfoil is still energetically efficient. 

In conclusion, it is interesting to notice that although the AFC technology is effective in modifying lift and drag forces, 

under some conditions it is energetically efficient. In fact, at the three pre-stall AoA, under baseline conditions, the flow is 

attached to the airfoil and the application of AFC slightly improves the flow conditions. The drag is slightly increased but the 

energy used to do so is almost the same as the amount saved (considering the maximum efficiency conditions). At post-stall 

AoA, the situation is completely different as the flow is fully separated (before actuation). Whenever AFC is applied the flow 

attaches to the airfoil, causing a large drag reduction. As a result, the energy used is much smaller than the amount saved. 

From the energy point of view, the conclusion of this sub-section is that Synthetic Jet Actuators are efficient at high AoA 

and specially at post-stall AoA. 

5.4. Flow structures 

In the present subsection it will be explained for AoA 6 ◦ and 14 ◦, how the vortical structures created by the interaction 

of the AFC synthetic jet and the main flow, generate, collapse and are being shed downstream. Two injection angles θ of 

124 ◦ and 15 ◦, which respectively correspond to the cases of maximum efficiency and maximum lift for an AoA of 6 ◦ are 

initially analyzed, see Figs. 18 and 19 . For an AoA of 14 ◦, the two maximum efficiency cases corresponding to the restricted 

and unrestricted momentum coefficient ones are respectively presented in Figs. 20 and 21 . In all these figures, a full jet 

oscillation period is divided in eighth equally spaced time periods. The initial four time periods correspond to the blowing 

phase, and the remaining four time periods obey to the suction phase. At phase 1 / 8 T the synthetic jet has just started to 

blow fluid and therefore has associated a low injection velocity, the maximum blowing velocity will be reached in the next 

time period 2 / 8 T . The time periods 5 / 8 T and 6 / 8 T characterise the initial and maximum sucking velocities respectively, 

which are equivalent to the 1 / 8 T and 2 / 8 T blowing periods. The time periods 4 / 8 T and 8 / 8 T define the final blowing and 

sucking periods respectively. At these two time periods the synthetic jet velocity is zero. 

Fig. 18 , represents the case characterised by an AoA of 6 ◦ and an injection angle of θ = 124 ◦. During the blowing phase, 

at the initial time period 1 / 8 T , the interaction between the external flow and the low synthetic jet velocity facing upstream 

generates a small laminar bubble just before the groove location. An even thinner bubble is created just upstream of this 

one. Downstream of the groove location, at a distance about x/C = 0 . 05 versus the groove position, a third laminar bubble 

of a size slighly larger than the previous two ones is observed. When the time period is 2 / 8 T the blowing velocity is 

maximum, the two upstream attached vortical structures have decrease in length while slightly increasing in thickness. This 

is due to the slightly increase of the boundary layer thickness at the groove location. Downstream of the groove location, 

the former third laminar separation bubble still remains in the same position and directly after the groove, a fourth vortical 

structure is generated. At the next time period 3 / 8 T , the synthetic jet blowing velocity is the same as at 1 / 8 T . This decrease 

of velocity versus the previous time period enhances the growth of the four vortical structures. A particular large growth is 

observed on the eddy located just downstream of the jet. The maximum dimension of the vortical structures is observed at 

4 / 8 T , the two upstream structures, which where connected in the previous time periods are now quite independent. The 

two downstream structures are rather joined and the eddy located just downstream of the jet has now moved upstream 

into the jet area while considerably increasing its dimension. The external flow simply passes over the four eddy structures 

drastically reducing the downstream perturbed zone. As soon as the suction phase starts, at time 5 / 8 T , the former four 

vortical structures drastically reduce in size while maintaining their central core position. In the next time period 6 / 8 T , 

the sucking velocity is maximum, the two upstream structures have almost completely disappeared and the structure just 

downstream of the jet still remains, although it is largely being dragged into the groove. Finally, the further downstream 

structure is being pushed slightly downstream. As the time period increases to 7 / 8 T , and due to the low sucking velocity, 

the almost dragged downstream structure is regaining intensity and places again just downstream of the groove. The further 

downstream structure completely collapses while the remaining of one of the upstream structures can still be seen. The 
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Fig. 18. Instantaneous velocity streamlines at different phases of synthetic jet for the maximum efficiency case at AoA 6 ◦ with F + = 9 . 2 , C μ = 0 . 0194 , 

θ = 124 ◦ , x/C = 0 . 25 and h/C = 0 . 019 . 

Fig. 19. instantaneous velocity streamlines at different phases of synthetic jet for the maximum lift case at AoA 6 ◦ with F + = 9 . 1 , C μ = 0 . 0195 , θ = 15 ◦ , 
x/C = 0 . 308 and h/C = 0 . 006 . 
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Fig. 20. Instantaneous velocity streamlines at different phases of synthetic jet for the maximum efficiency case at AoA 14 ◦ with F + = 2 . 4 , C μ = 0 . 0055 , 

θ = 18 ◦ , x/C = 0 . 0097 and h/C = 0 . 005 . Restricted momentum coefficient. 

last time period characterises the end of the sucking phase, where the sucking velocity is zero, the former upstream and 

downstream structures have grown in size and a third smaller structure has been created just on the groove zone. This 

smaller structure will be blown away in the next time period, blowing phase. 

Taking the blowing and suction phases globally and when the jet injection angle is of 124 ◦, it can be said that the 
synthetic jet is creating around the jet zone several small laminar bubbles which keep appearing and disappearing while 

maintaining the flow outside this area rather attached to the airfoil. All information presented here is based on the 2D CFD 

RANS simulations. In fact, a further 3D-DNS set of simulations are needed to carefully evaluate the flow interaction just 

outlined in the present manuscript. 

When maintaining the AoA at 6 ◦ but changing the jet injection angle to θ = 15 ◦, which characterises the maximum lift 

case, the evolution of the flow around the jet area is presented in Fig. 19 . From the comparison of Figs. 18 and 19 three main 

details are initially observed. When injecting at small angles, the groove position needs to be moved downstream, the groove 

width is reduced by over 66% and the eddies previously observed in Fig. 18 , are now largely reduced. In fact, the vortical 

structures previously seen downstream of the groove are now completely gone. Regarding the upstream structures, two to 

three rather elongated eddies having a very small thickness are observed during the blowing phase, such structures almost 

disappear during the suction phase. Fig. 19 indicates the boundary layer thickness has to be thinner for the maximum lift 

case than for the maximum efficiency case, which was analysed in Fig. 18 , and this is exactly what Fig. 16 shows for this 

AoA. 

The analysis of the vortex shedding phenomenon for the maximum efficiency case at AoA 14 ◦ and when the momentum 

coefficient was restricted to a maximum value of C μ = 0 . 02 is presented in Fig. 20 . Blowing and suction phases are char- 

acterised by a set of vortical structures generated just downstream of the synthetic jet and rolling onto the airfoil surface. 

Their dimension grows as they move downstream and once the vortices reach the trailing edge they separate from the air- 

foil and are being shed downstream. From the observation of time periods between 1 / 8 T and 4 / 8 T , it is seen that during 

the blowing phase the vortical structures simply move downstream. Very small vortical structures seem to be appearing at 

the end of the blowing phase. Seen from the airfoil leading edge, the first, rather circular, and the second, much elongated, 

vortical structures observed at 1 / 8 T , are approaching each other as they roll downstream, finally joining at time period 

5 / 8 T , which is the beginning of The suction phase. At this particular time period, an elongated laminar bubble is observed 

just downstream of the jet. In fact, this laminar bubble was initially observed as 3 / 8 T and kept growing until reaching the 

actual time period. On the next time period, 6 / 8 T , where the suction velocity is maximum, the elongated laminar bubble 

previously seen wraps up generating a high intensity rounded vortex, which rolls downstream faster than the three smaller 

vortical structures initially generated at time period 2 / 8 T and clearly seen downstream of the laminar bubble at 5 / 8 T . At 

time period 8 / 8 T the high intensity vortical structure generated at 6 / 8 T , has already cached one of the three smaller vortical 

structures initially generated at 2 / 8 T , and it will take a full synthetic jet oscillation period until it will catch the remaining 
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Fig. 21. Instantaneous velocity streamlines at different phases of synthetic jet for the maximum efficiency case at AoA 14 ◦ with F + = 5 . 2 , C μ = 0 . 039 , 

θ = 15 ◦ , x/C = 0 . 02764 and h/C = 0 . 005 . Unrestricted momentum coefficient. 

two small vortical structures, until reaching the time period 5 / 8 T . It can be concluded that the formation of the main vor- 

tical structures which will be shed downstream is due to the merging process of several small eddies initially generated at 

time period 2 / 8 T , with a higher intensity one generated at time period 6 / 8 T . This merging process takes a full synthetic jet 

oscillation cycle, counted from the moment the higher intensity vortex is created. 

The final results presented in this paper, Fig. 21 , characterise the maximum efficiency case at AoA 14 ◦ but with the 

unrestricted momentum coefficient. In Table 7 it was already stated that for this particular case, the efficiency increase 

versus the baseline one was of 460%, notice that the efficiency increase associated with Fig. 20 was of 251%. Fig. 21 shows 

that regardless of the blowing or suction phase chosen, the streamlines are completely attached to the airfoil, just a small 

elongated laminar bubble slightly changing in size appears upstream of the jet groove. The dimension of the laminar bubble 

is minimum at the end of the suction phase. One of conclusions from this figure which is one of the conclusions of the 

present study is that if large momentum coefficients can be employed, the flow can be completely reattached to the airfoil 

surface. Nevertheless, we observed that the amount of energy required by this AFC actuation was not compensated by the 

energy saving due to the improved profile performance. 

6. Conclusions 

The paper evaluates five AFC parameters and optimises their combination to obtain the maximum lift and efficiency for 

the SD7003 airfoil at three pre-stall and one post-stall AoA. The Reynolds number is kept constant at 6 × 10 4 . 

The paper presents the results of over 2200 2D RANS simulations. 400 CFD cases were run for each of pre-stall AoA, 4 ◦, 
6 ◦ and 8 ◦. 600 CFD cases were run at 14 0 with a restricted momentum coefficient and another 400 CFD cases were run at 

AoA 14 ◦ with an unrestricted momentum coefficient. A Genetic algorithm optimiser was linked with a mesh generator and 

a CFD solver in order to automatically perform the simulations for each new Genetic algorithm generation. 

The use of an optimisation tool considering two objective functions, lift coefficient and efficiency, has allowed to obtain 

for each of the four studied AoA, a Pareto Front which contains all the optimum set of AFC parameters characterising the 

maximum efficiency, the maximum lift and their optimum combinations. 

The use of AFC has improved the efficiency and lift coefficient under all studied angles of attack. The percentage of 

improvement of both parameters versus the baseline case values is particularly relevant at post-stall AoA. 

An aerodynamic efficiency increase of almost 39% was obtained for an AoA of 8 ◦. This efficiency was related to the 

following values for the different AFC parameters, non-dimensional frequency F + = 9 . 3 , momentum coefficient C μ = 0 . 0147 , 

jet angle 126 ◦, jet position 12%C, x/C = 0 . 12 and jet width 1.3%C, h/C = 0 . 013 . The efficiency increased to 251% when the AoA 

was 14 ◦ and using a restricted momentum coefficient, the AFC parameters associated were, F + = 2 . 4 ; C μ = 0 . 0055 ; θ = 18 ◦, 
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x/C = 0 . 0097 and h/C = 0 . 005 . When using an unrestricted momentum coefficient at AoA of 14 ◦, the efficiency increased to 

460%, being the AFC parameters F + = 5 . 2 ; C μ = 0 . 039 ; θ = 15 ◦, x/C = 0 . 02764 and h/C = 0 . 005 . 

To obtain a maximum aerodynamic efficiency, the synthetic jet optimum inclination angles at pre-stall AoA are about 

125 ◦. The jet inclination angles to obtain the maximum lift are around 15 ◦. At post-stall AoA maximum lift and maximum 

efficiency are obtained when employing jet inclination angles around 18 ◦

At pre-stall AoA the optimum position of the synthetic jet, to obtain the maximum efficiency, is inside the laminar 

separation bubble corresponding to each angle of attack. For the momentum coefficient restricted case at post-stall AoA, the 

groove needs to be located just where the separation point is. The momentum coefficient required is several times lower 

than the one needed at pre-stall AoA, yet the efficiency increase is much higher. For the unrestricted case at 14 ◦, the jet 
location has moved further downstream, the required momentum coefficient is about seven times larger the one needed for 

the restricted case at the same AoA and the efficiency has now increased to 460% versus the base case one. 

Large momentum coefficients are associated with high frequencies and vice-versa. The required jet width at post-stall 

AoA is about one third of the one required at pre-stall AoA. 

The physics phenomenon characterising the interaction between the boundary layer and the pulsating jet flow is highly 

dependent on the jet inclination angle and the airfoil angle of attack. Despite the fact the simulations are two dimensional, 

a further inside into the interaction between the synthetic jet and the external flow is obtained. At pre-stall AoA and when 

using large injection angles, injecting upstream, a set of small vortical structures are observed. But when the injection angle 

is facing downstream, downstream vortical structures completely disappear. At post-stall AoA it has been demonstrated 

that injecting almost tangentially and employing large momentum coefficients completely reattaches the flow to the airfoil, 

hugely increasing its efficiency. 
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Appendix A. Full Pareto Front results, at all AoA 

Table A.1 

All the Optimum cases of Pareto Front at 4 ◦ . 

F + C μ θ ◦ x/C h/C C l C l % C d η η% 

9 . 4 0 . 0193 15 0 . 021 0 . 013 0 . 6185 5 . 76 0 . 0317 19 . 51 −35 . 61 

8.4 0.0183 15 0.020 0.013 0.6141 5.01 0.0314 19.56 -35.44 

8.4 0.0134 16 0.111 0.012 0.6047 3.40 0.0297 20.34 -32.84 

8.4 0.0134 15 0.131 0.012 0.6019 2.92 0.0295 20.37 -32.75 

8.7 0.0121 15 0.131 0.013 0.5987 2.39 0.0289 20.70 -31.70 

8.4 0.0135 111 0.307 0.015 0.5867 0.32 0.0177 33.09 9.20 

8.4 0.0121 111 0.307 0.012 0.5854 0.10 0.0170 34.26 13.07 

8.3 0.0178 110 0.313 0.018 0.5846 -0.03 0.0162 35.94 18.62 

8.8 0.0193 109 0.313 0.018 0.5845 -0.04 0.016 36.54 20.59 

8.2 0.0177 111 0.313 0.017 0.5843 -0.07 0.0158 36.77 21.35 

8.2 0.0178 111 0.313 0.017 0.5843 -0.07 0.0158 36.81 21.51 

7.2 0.0193 115 0.313 0.013 0.5826 -0.36 0.0145 39.92 31.76 

8.7 0.019 114 0.313 0.018 0.5821 -0.44 0.0143 40.58 33.93 

8.5 0.0193 114 0.313 0.017 0.5821 -0.44 0.0143 40.64 34.14 

8.8 0.019 115 0.313 0.017 0.5820 -0.46 0.0140 41.46 36.85 

8.8 0.0185 119 0.313 0.015 0.5809 -0.65 0.0133 43.64 44.02 

8.8 0.0185 119 0.309 0.016 0.5803 -0.75 0.0132 43.66 44.12 

8.8 0.0185 120 0.308 0.015 0.5802 -0.77 0.0132 43.92 44.97 

9.2 0.0184 121 0.313 0.019 0.5800 -0.80 0.0127 45.53 50.29 

7.3 0.0199 123 0.313 0.017 0.5799 -0.83 0.0125 46.07 52.05 

8.7 0.0185 123 0.313 0.019 0.5795 -0.89 0.0122 47.15 55.61 

8.8 0.0194 123 0.313 0.017 0.5795 -0.90 0.0122 47.43 56.53 

9.4 0.0199 123 0.313 0.017 0.5790 -0.99 0.0121 47.78 57.69 

8.8 0.0194 125 0.313 0.019 0.5787 -1.04 0.0117 49.45 63.21 

7.1 0.0187 133 0.313 0.019 0.5754 -1.60 0.0111 51.78 70.91 

7.1 0.0187 133 0.312 0.019 0.5752 -1.63 0.0110 51.95 71.48 

7.1 0.0187 133 0.311 0.019 0.5748 -1.70 0.0110 52.02 71.68 

8.8 0.0194 131 0.313 0.019 0.5747 -1.71 0.0109 52.54 73.41 

8 . 8 0 . 0194 132 0 . 313 0 . 019 0 . 5740 −1 . 84 0 . 0108 52 . 86 74 . 45 

baseline 0.5848 0.0193 30.30 
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Table A.2 

All the Optimum cases of Pareto Front at 6 ◦ . 

F + C μ θ ◦ x/C h/C C l C l % C d η η% 

9 . 1 0 . 0195 15 0 . 308 0 . 006 0 . 8371 9 . 14 0 . 0338 24 . 76 −22 . 50 

9.1 0.0195 15 0.308 0.007 0.8370 9.13 0.0337 24.79 -22.41 

9.1 0.0192 15 0.308 0.006 0.8363 9.03 0.0336 24.88 -22.13 

9.1 0.0195 19 0.308 0.006 0.8360 9 0.0332 25.17 -21.22 

9.1 0.0195 23 0.307 0.006 0.8345 8.80 0.0327 25.46 -20.31 

9.1 0.0195 24 0.313 0.007 0.8344 8.79 0.0327 25.48 -20.25 

9.1 0.0192 23 0.307 0.006 0.8337 8.70 0.0326 25.58 -19.93 

9.1 0.0195 34 0.307 0.006 0.8311 8.36 0.0317 26.21 -17.96 

9.1 0.0198 40 0.307 0.006 0.8310 8.34 0.0310 26.73 -16.33 

9 0.0199 47 0.308 0.006 0.8307 8.31 0.0300 27.68 -13.36 

9.1 0.0195 47 0.308 0.006 0.8297 8.17 0.0297 27.87 -12.77 

9.1 0.0195 55 0.308 0.006 0.8263 7.73 0.0286 28.90 -9.55 

9.1 0.0195 59 0.308 0.006 0.8241 7.44 0.0280 29.43 -7.88 

9.1 0.0194 59 0.308 0.006 0.8238 7.40 0.0279 29.46 -7.79 

9.1 0.0195 62 0.308 0.006 0.8220 7.17 0.0276 29.78 -6.79 

9.2 0.0194 66 0.311 0.006 0.8183 6.68 0.0267 30.56 -4.35 

9.1 0.0158 64 0.308 0.005 0.8121 5.88 0.0254 31.88 -0.22 

9.1 0.0144 64 0.308 0.005 0.8076 5.29 0.0249 32.39 1.38 

9.3 0.0194 82 0.311 0.007 0.8071 5.22 0.0233 34.54 8.10 

9.3 0.0194 83 0.311 0.007 0.8066 5.16 0.0231 34.84 9.05 

9.3 0.0177 82 0.311 0.007 0.8050 4.95 0.0230 34.92 9.29 

9.2 0.0158 82 0.308 0.008 0.8046 4.90 0.0225 35.76 11.92 

9.2 0.0158 85 0.305 0.009 0.8031 4.70 0.0219 36.58 14.49 

9.2 0.0194 91 0.309 0.008 0.8027 4.65 0.0214 37.47 17.27 

9.2 0.0194 94 0.311 0.009 0.7989 4.16 0.0212 37.63 17.78 

9.2 0.0155 94 0.311 0.009 0.7952 3.68 0.0211 37.67 17.90 

9.2 0.0154 95 0.306 0.009 0.7948 3.62 0.0209 37.95 18.78 

9.2 0.0155 99 0.309 0.010 0.7918 3.23 0.0205 38.55 20.66 

9.2 0.0192 105 0.305 0.018 0.7895 2.93 0.0195 40.34 26.26 

9.2 0.0192 106 0.305 0.018 0.7890 2.87 0.0193 40.73 27.48 

9.2 0.0192 112 0.305 0.018 0.7849 2.33 0.0184 42.59 33.30 

9.2 0.0192 113 0.305 0.018 0.7840 2.21 0.0183 42.77 33.86 

9.2 0.0194 119 0.250 0.019 0.7810 1.82 0.0167 46.69 46.13 

9.2 0.0194 123 0.250 0.019 0.7805 1.76 0.0155 50.07 56.71 

9 . 2 0 . 0194 124 0 . 250 0 . 019 0 . 7802 1 . 72 0 . 0153 50 . 85 59 . 15 

baseline 0.767 0.0240 31.95 

Table A.3 

All the Optimum cases of Pareto Front at 8 ◦ . 

F + C μ θ ◦ x/C h/C C l C l % C d η η% 

8 0 . 0058 67 0 . 116 0 . 015 1 . 043 11 . 45 0 . 0504 20 . 66 −27 . 66 

8 0.0058 68 0.114 0.015 1.040 11.42 0.0502 20.72 -27.47 

7.8 0.0056 68 0.120 0.014 1.039 11.20 0.0498 20.85 -27.02 

8.1 0.0058 69 0.120 0.014 1.037 11.02 0.0480 21.57 -24.50 

7.8 0.0057 68 0.120 0.007 1.030 10.27 0.0468 22.01 -22.96 

7.4 0.0057 68 0.120 0.007 1.026 9.89 0.0440 23.27 -18.55 

7.4 0.0056 68 0.120 0.007 1.026 9.85 0.0440 23.30 -18.44 

9.9 0.0147 31 0.173 0.007 1.002 7.28 0.0341 29.33 2.66 

9.9 0.011 30 0.169 0.013 0.988 5.78 0.0328 30.08 5.28 

7.4 0.0104 26 0.173 0.006 0.985 5.46 0.0327 30.08 5.28 

7.4 0.0098 30 0.173 0.006 0.982 5.14 0.0323 30.41 6.44 

7.7 0.0059 67 0.167 0.005 0.967 3.53 0.0293 32.92 15.22 

7.7 0.0058 69 0.166 0.005 0.967 3.53 0.0291 33.14 15.99 

7.7 0.0059 71 0.166 0.005 0.967 3.53 0.0291 33.15 16.03 

9.3 0.0049 128 0.122 0.014 0.950 1.71 0.0265 35.82 25.37 

9.1 0.0056 128 0.122 0.016 0.950 1.71 0.0264 35.97 25.90 

9.3 0.0096 126 0.122 0.014 0.948 1.50 0.0253 37.37 30.80 

9.4 0.0098 128 0.120 0.014 0.947 1.40 0.0251 37.71 31.99 

9.2 0.0121 127 0.123 0.014 0.947 1.40 0.0245 38.65 35.28 

9.4 0.0121 128 0.121 0.013 0.946 1.28 0.0244 38.74 35.59 

9 . 3 0 . 0147 126 0 . 122 0 . 013 0 . 946 1 . 28 0 . 0238 39 . 71 39 

baseline 0.934 0.0327 28.57 
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Table A.4 

All the Optimum cases of Pareto Front at 14 ◦ (restricted momentum coefficient). 

F + C μ θ ◦ x/C h/C C l C l % C d η η% 

1 . 5 0 . 0051 44 0 . 0082 0 . 005 1 . 3435 68 . 36 0 . 1343 10 156 . 41 

1.5 0.0052 44 0.0082 0.005 1.3433 68.33 0.1343 10 156.41 

1.5 0.0061 43 0.0082 0.005 1.3403 67.96 0.1318 10.17 60.77 

1.5 0.0054 43 0.0082 0.005 1.3123 64.45 0.1232 10.65 173.07 

1.5 0.0052 43 0.0082 0.005 1.3025 63.22 0.1223 10.65 173.07 

1.6 0.0052 54 0.0089 0.005 1.2914 61.83 0.1207 10.70 174.35 

1.6 0.0068 54 0.0089 0.005 1.2873 61.32 0.1190 10.81 177.18 

2 0.0056 29 0.0097 0.005 1.2850 61.03 0.1108 11.59 197.18 

2 0.0056 34 0.0097 0.005 1.2815 60.59 0.1104 11.60 197.43 

2 0.0056 33 0.0097 0.005 1.2761 59.91 0.1099 11.61 197.69 

2 0.0056 38 0.0097 0.005 1.2678 58.87 0.1086 11.67 199.23 

2.3 0.0061 15 0.0089 0.005 1.2547 57.23 0.0962 13.04 234.36 

2.4 0.0061 15 0.0089 0.005 1.2544 57.19 0.0925 13.56 247.69 

2.4 0.0055 15 0.0089 0.005 1.1769 47.48 0.0859 13.69 251.02 

2 . 4 0 . 0055 18 0 . 0097 0 . 005 1 . 1702 46 . 64 0 . 0854 13 . 70 251 . 28 

baseline 0.798 0.204 3.90 

Table A.5 

All the Optimum cases of Pareto Front at 14 ◦ (unrestricted momentum coefficient). 

F + C μ θ ◦ x/C h/C C l C l % C d η η% 

6 . 7 0 . 0985 15 0 . 0285 0 . 005 1 . 764 121 0 . 0966 18 . 24 367 . 69 

6.8 0.098 15 0.0285 0.005 1.763 120.86 0.09625 18.31 369.48 

4.7 0.0965 25 0.0285 0.005 1.750 119.32 0.09419 18.58 376.41 

4.9 0.0965 25 0.0223 0.005 1.749 119.22 0.08777 19.93 411.02 

6.7 0.0740 15 0.0276 0.005 1.706 113.79 0.08530 20.00 412.82 

6.8 0.0645 15 0.0276 0.005 1.678 110.30 0.08091 20.74 431.79 

6.7 0.0615 15 0.0276 0.005 1.668 109.06 0.07967 20.94 436.92 

6.7 0.0565 15 0.0276 0.005 1.651 106.90 0.07748 21.31 446.41 

7.4 0.0490 15 0.0285 0.005 1.624 103.48 0.07434 21.84 460 

5 . 2 0 . 0390 15 0 . 0276 0 . 005 1 . 569 96 . 61 0 . 0717 21 . 86 460 . 5 

baseline 0.798 0.204 3.90 
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Aerodynamic performances may be optimised by the appropriate tuning of Active Flow Control (AFC) 
parameters. For the first time, we couple Genetic Algorithms (GA) with an unsteady Reynolds-Averaged 
Navier-Stokes (RANS) solver using the Spalart-Allmaras (SA) turbulence model to maximise lift and 
aerodynamic efficiency of an airfoil in stall conditions [1], and then validate the resulting set of optimal 
Synthetic Jet Actuator (SJA) parameters against well-resolved three-dimensional Large Eddy Simulation 
(LES). The airfoil considered is the SD7003, at the Reynolds number Re = 6 × 104 and the post-stall 
angle of attack α = 14◦. We find that, although SA-RANS is not quite as accurate as LES, it can still 
predict macroscopic aggregates such as lift and drag coefficients, provided the free-stream turbulence 
is prescribed to reasonable values. The sensitivity to free-stream turbulence is found to be particularly 
critical for SJA cases. Baseline LES simulation agrees well with literature results, while RANS-SA would 
seem to remain a valid model to a certain degree. For optimally actuated cases, our LES simulation 
predicts far better performances than obtained by suboptimal SJA LES computations as reported by other 
authors [2] for the same airfoil, Re and α, which illustrates the applicability and effectiveness of the SJA 
optimisation technique applied, despite using the less accurate yet computationally faster SA-RANS. The 
flow topology and wake dynamics of baseline and SJA cases are thoroughly compared to elucidate the 
mechanism whereby aerodynamic performances are enhanced.

© 2022 The Author(s). Published by Elsevier Masson SAS. This is an open access article under the CC 
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Active Flow Control (AFC) may be applied to airfoils and wings 
to suppress or postpone flow separation thereby improving aero-
dynamic performance. One of the main advantages of AFC as com-
pared to passive flow control is that no drag penalty is incurred in 
off-design conditions. AFC techniques usually fall in one of three 
different categories [3], namely moving body, plasma and fluidic 
actuation. Moving body actuators act on the geometry of the body 
to inject momentum into the flow [4]. Plasma actuators generate 
fast temporal response jets of ionised fluid by applying large elec-
tric potential differences [5–9]. Fluidic actuators (FA), which are by 
far the most common, inject/suck fluid to/from the boundary layer.

Among fluidic actuators, Synthetic Jet Actuators (SJA, sometimes 
also called Zero Net Mass Flow Actuators ZNMFA) are of particu-
lar interest because of their simplicity and demonstrated capability 
of suppressing flow separation [10–14]. For instance, SJAs have 
been shown more effective than Continuous Jet Actuators (CJA) at 

* Corresponding author.
E-mail address: fernando.mellibovsky@upc.edu (F. Mellibovsky).

comparable power input levels in improving the performances of 
a stator compressor cascade [15–19]. SJAs do not require an ex-
ternal fluid supply, since their zero net mass flux can be simply 
obtained with an oscillating membrane (or reciprocating piston) 
housed inside a tiny cavity just beneath the surface. The back and 
forth displacement of the membrane alternatively sucks low mo-
mentum fluid from the near-wall and injects the fluid back with 
increased momentum.

A large number of numerical and experimental studies involv-
ing SJA implementation on airfoils has been published over the 
last couple of decades. Most of the research focuses on assessing 
the combined effect of two SJA parameters, namely the actuation 
frequency f j and the jet momentum coefficient Cμ . The former is 
nondimensionalised with the airfoil chord C and the free-stream 
velocity U∞ following f j/(U∞/C), while the momentum coeffi-
cient is defined as Cμ = (ρ jU2

j h j sin θ j)/(ρ∞U2∞C), with h j the jet 
width, ρ j and ρ∞ the jet and far field fluid densities, respectively, 
U j the maximum jet velocity and θ j the jet inclination angle with 
respect to the surface.

One of the first experimental studies looking into the effect 
on flow separation over an unconventional symmetric airfoil of 
the momentum coefficient, frequency and position of a synthetic 

https://doi.org/10.1016/j.ast.2022.107679
1270-9638/© 2022 The Author(s). Published by Elsevier Masson SAS. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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jet actuator was undertaken by Amitay et al. [19], Amitay and 
Glezer [20]. They found that placing the actuator close to the 
boundary layer separation point minimised the momentum co-
efficient required for flow reattachment. Actuating with frequen-
cies of the same order of magnitude as the natural von Kármán 
vortex-shedding frequency ( f j ∼ fvK � 0.7U∞/C ) produced un-
steady reattachment, while full flow reattachment could be ob-
tained by actuating at about ten times the vortex-shedding fre-
quency ( f j/ fvK ∼O(10)).

The effect of SJA on a NACA0015 airfoil at Re = 8.96 × 105 was 
studied experimentally by Gilarranz et al. [21] and numerically 
(using LES) by You and Moin [22]. In the experiments, while ac-
tuation was rather ineffective below α ≤ 10, its effectiveness was 
seen to largely improve at higher values of α, managing to push 
the stall angle of attack from αs = 12◦ to 18◦ . At α > 25◦ the re-
quired actuation frequencies needed to obtain high lift coefficients 
were particularly large. Numerical simulations produced a 70% lift 
increase for SJA AFC parameters Cμ = 0.0123, f j = 1.284U∞/C
and θ j = 30.2◦ with respect to baseline. The same airfoil was ex-
perimentally analysed by Tuck and Soria [23] at the lower Re =
3.9 × 104, and then simulated numerically via LES [24]. Maximum 
efficiency was obtained for SJA frequencies f j = 0.65U∞/C and 1.3
in the experiments, intermediate values being not quite so effec-
tive. The combination of Cμ = 0.0123 momentum coefficient with 
the highest frequency delayed stall from αs = 10◦ for baseline to 
18◦ . The numerical simulations revealed that the optimal frequen-
cies coincided with the baseline shedding frequency ( fvK) and its 
first harmonic (2 fvK). The same particulars were observed again 
by Buchmann et al. [25] in their high-repetition-rate PIV experi-
ments. Itsariyapinyo and Sharma [26] revisited the same airfoil at 
Re = 1.1 × 105 with LES simulations of SJA acting tangentially to 
the surface precisely at the trailing edge. The lift coefficient was 
seen to increase linearly when raising the momentum coefficient 
up to a certain threshold, beyond which point further improve-
ment slowed down and saturated.

Kim and Kim [27] applied flow separation control to a
NACA23012 airfoil at Re = 2.19 × 106 and α ∈ [6◦, 22◦] in 5 differ-
ent slat/flap/jet configurations using the Reynolds-averaged Navier-
Stokes (RANS) equations and the k-ω SST turbulence model. Low 
actuation frequencies were found the most adequate to the reduc-
tion of the large separated regions, while the jet momentum co-
efficients required were large. They proposed the implementation 
of multi-array/multi-location SJA to reduce the required jet veloc-
ity, a solution that was successful. The same airfoil and Reynolds 
number were addressed by Monir et al. [28] in two different con-
figurations using RANS and the Spalart-Allmaras turbulence model. 
They found that while SJA actuation at θ j = 43◦ could improve 
aerodynamic efficiency substantially, tangential actuation was by 
far the optimum.

Experimental studies to evaluate the effects of SJA on separa-
tion control and wake topology on a NACA0025 airfoil at Re = 105

and α = 5◦ were undertaken by Goodfellow et al. [29]. They no-
ticed that momentum coefficient was the primary control parame-
ter, and obtained up to 50% drag decrease with Cμ above a certain 
threshold. The same airfoil at the same Reynolds number was anal-
ysed by Feero et al. [30], but at the higher α = 10◦ . They reported 
that momentum coefficients required for flow reattachment were 
one order of magnitude lower for excitation frequencies about the 
vortex shedding frequency than for high frequencies. In a later 
study they considered the effects of jet location at the still larger 
α = 12◦ [31]. Flow control was all the more effective by locat-
ing the jet slot in the vicinity of the natural separation point. 
Zhang and Samtaney [32] investigated the dependence of SJA ef-
ficacy on excitation frequency for a NACA0018 airfoil at α = 10◦
and ultralow Re = 1000 using three-dimensional Direct Numer-
ical Simulation (DNS). Three different frequencies were assessed 

( f j = 0.5U∞/C , 1 and 4) and, although aerodynamic performances 
improved in all cases, f j = 1U∞/C was found the optimal.

As an airfoil specifically designed for low Reynolds number 
applications, the Selig-Donovan 7003 (SD7003) [33,34] has been 
recently investigated at Re = 6 × 104 employing LES [35,36,2]. 
Breuer [35] tested several inlet turbulence intensities, ranging from 
nil to T u = 11%, at α = 4◦ with the object of understanding its im-
pact on the Laminar Separation Bubble (LSB). He concluded that 
high T u values managed to reduce and even suppress the LSB, 
thereby enhancing aerodynamic performance. Freestream unsteadi-
ness effects were also assessed by Qin et al. [36], this time by 
exploring different inlet velocity oscillation amplitudes and fre-
quencies, at the same α = 4◦ . Flow separation was delayed and 
even suppressed during the acceleration phase, while the separa-
tion point progressed upstream towards the leading edge in the 
deceleration phase. Rodriguez et al. [2] applied SJA AFC to the 
SD7003 in their LES simulations at α = {4◦, 11◦ , 14◦} and obtained 
an aerodynamic efficiency increase of up to �η/η = 124% at the 
highest α, actuation being less effective at pre-stall angles of at-
tack.

All research on SJA AFC application to airfoils discussed so far 
was limited to straightforward parametric explorations merely in-
tended to elucidate the separate effects of the various actuation 
parameters on aerodynamic performance. There exist, however, a 
number of studies aiming at systematic optimisation. Duvigneau 
and Visonneau [37] optimised SJA non-dimensional frequency, ve-
locity amplitude and injection angle on a NACA0015 airfoil at 
Re = 8.96 × 105 and for a range of α ∈ [12◦, 24◦]. To do so, they 
coupled their flow solver with an optimisation algorithm first de-
veloped by Torczon [38]. An optimum choice of the three SJA pa-
rameters produced a lift increase of 34% and a stall angle delay 
from αs = 19◦ to 22◦ . A study of SJA on a NACA0012 airfoil at 
Re = 2 × 106 and α = {18◦, 20◦} followed shortly after that em-
ployed a derivative-free algorithm to find the optimal location for 
actuation [39]. The influence of jet location on lift was remarkable 
at α = 20◦ , with up to 57% increase, but not so noticeable at 18◦ .

Kamari et al. [40] optimised constant blowing and constant suc-
tion on the SD7003 airfoil at Re = 6 × 104 by coupling Genetic 
Algorithms (GA) with Artificial Neural Networks (ANN) previously 
trained with a set of almost 45 CFD runs. Optimal constant suc-
tion was shown more effective. The same numerical methods were 
applied to the same airfoil, at the same Reynolds number and SJA 
parameters by Tadjfar and Kamari [41], but at α = 13◦ and 16◦ and 
with two alternative injection configurations, namely tangent and 
normal to the airfoil surface. Aerodynamic efficiency was the ob-
jective/target function. Optimal tangent injection at α = 13◦ , pro-
duced an astonishing maximum aerodynamic efficiency increase of 
591%.

Perhaps the latest, and possibly the most extensive, research 
in the field of AFC application to airfoils is the one undertaken 
by Tousi et al. [1]. Five SJA parameters were optimised in a cou-
pled fashion for a SD7003 airfoil at Re = 6 × 104 and several pre-
and post-stall α = {4◦, 6◦, 8◦, 14◦} using GA and RANS. The key 
difference between Tadjfar and Kamari [41] and Tousi et al. [1] re-
sides in the methodology employed. While the former used ANN 
to estimate most of the SJA AFC parameters, the latter based the 
entire optimisation process on precise RANS-CFD simulations with 
the Spalart-Allmaras (SA) turbulence model, which enhances the 
accuracy of the results at the cost of incurring a high computa-
tional burden. This is the first time, to the best of our knowledge, 
that genetic algorithms have been coupled with an unsteady RANS 
CFD solver with the aim of optimally tuning a set of SJA AFC pa-
rameters to maximise aerodynamic performances of an airfoil in 
stall conditions. The resulting optimals could not at the time un-
dergo validation against experiments or well-resolved simulations, 
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nor were the flow mechanisms responsible for optimally enhanc-
ing aerodynamic performances examined in any detail.

The study presented here builds up on the optimal SJA AFC 
configurations found by Tousi et al. [1]. Their analysis implicitly 
relied on the dubious accuracy of RANS-SA simulations of mas-
sively detached wake flows and/or deploying SJA AFC. Literature 
recommendations as to the setup of computations in regards to 
the tuning of turbulence model parameters and the prescription of 
free-stream turbulent viscosity boundary conditions were blindly 
followed. Here we undertake the ensuing natural step and put the 
optimisation results thus obtained to the test. We analyse optimal 
SJA on the SD7003 at Re = 6 × 104, at a single post-stall α = 14◦ , 
with accurate, well-resolved, 3D-LES computations. The object is 
two-fold. On one side, we evaluate the reliability of RANS-SA simu-
lation in assessing SJA application to airfoils in post-stall conditions 
at moderate Reynolds numbers. On the other hand, we exploit the 
higher accuracy of LES simulation to better understand the physics 
behind SJA AFC application to the SD7003 airfoil.

A wealth of numerical and experimental data is available on the 
literature for the SD7003 airfoil (see, for example, [33,34,42–46]), 
which makes it a particularly convenient choice for the study of 
AFC. The SD7003 is a thin airfoil with a thickness-to-chord ratio 
t/C = 8.5% that is often employed in micro air vehicles (MAV) in-
tended to fly at moderate Reynolds numbers. A LSB forms on the 
suction side at low Reynolds number, even for low to moderate 
values of α. The strong adverse pressure gradient existing beyond 
the suction peak on the upper surface causes the laminar bound-
ary layer to detach, but separation is shortly followed by turbulent 
transition and this induces reattachment. The LSB drifts towards 
the leading edge and shrinks as α increases. Above a critical value 
of α, however, the reattachment ceases to occur and the recircu-
lation region bursts and extends into the wake, which results in a 
sharp drop of lift and a dramatic surge of aerodynamic drag.

The remainder of the paper is structured as follows. The gov-
erning equations for LES and RANS-SA turbulence models are pre-
sented in §2. Section §3 is devoted to the computational domain, 
boundary conditions and grid assessment. The results and conclu-
sions are presented in §4 and §5, respectively.

2. Governing equations and numerical modelling

The Navier-Stokes equations for an incompressible Newtonian 
fluid of density ρ and dynamic viscosity μ (ν ≡ μ/ρ is the kine-
matic viscosity) read

∇ · u = 0, (1)

ρ
∂u

∂t
+ ρ(u · ∇)u = −∇p + ∇ · (μ∇u). (2)

The advection term can be expressed in conservation form 
by applying the vector calculus identity (u · ∇)u = ∇ · (u ⊗ u) −
���(∇ · u)u, where ⊗ denotes the outer product and the divergence 
term cancels out due to incompressibility. Taking the ensemble av-
erage of the Navier-Stokes equation or applying spatial filtering, 
yields

∇ · u = 0, (3)

ρ
∂u

∂t
+ ρ∇ · (u⊗ u+ u⊗ u) = −∇ p̄ + ∇ · (μ∇u), (4)

where the linear averaging/filtering operator commutes with all 
operators but the nonlinear term. Switching back to the non-
conservation form of the ensemble averaged/filtered advective 
term following ∇ · (u ⊗ u) = (u · ∇)u +���(∇ · u)u and rearranging 
terms, results in

∇ · u = 0, (5)

ρ
∂u

∂t
+ ρ(u · ∇)u = −∇ p̄ + ∇ · (μ∇u− ρu⊗ u). (6)

Here, −ρu⊗ u is the Reynolds stress tensor, which must be mod-
elled using a turbulence model for RANS or a subgrid scale (SGS) 
model in the case of LES. The turbulence models used in the 
present RANS and LES are the Spalart-Allmaras (SA) [47] and the 
Wall-Adapting Local Eddy-Viscosity (WALE) [48], respectively. The 
accuracy of the former was assessed as acceptable in an earlier 
study [1], but the choice of LES in the present study is based on 
its demonstrated capabilities in dealing with turbulent transition 
as well as unstructured grids [48]. The WALE model is based on 
a tensor invariant that reproduces correctly wall asymptotic be-
haviour.

Both turbulence models used by either of the CFD methods 
employed here approximate the Reynolds stress tensor using the 
Boussinesq hypothesis, which states that the deviatoric part of the 
tensor can be written as

−u⊗ u− 1

3
(∇ · u)I = −2νtS. (7)

I denotes the identity matrix, S = 1/2 
(∇u+ ∇(u)T

)
is the rate-

of-strain tensor, and νt is the turbulent kinematic viscosity scalar 
field, which is the target of the so-called turbulent viscosity mod-
els.

The RANS SA model solves a single transport equation for a 
modified form of the turbulent kinetic viscosity ν̃ that is the same 
with νt everywhere but in the near-wall region where viscosity ef-
fects dominate. Both turbulent viscosities are related by νt = ν̃ f v1, 
where f v1 = χ3/(χ3 + C3

v1), χ = ν̃/ν and Cv1 = 7.1. On the other 
hand, the LES WALE model, instead of solving a transport equation 
for νt , it models it via SGS, based on the following expression

νt = νsgs = (Cw�)2

(
Sd : Sd

)3/2
(S : S)5/2 + (

Sd : Sd
)5/4 (8)

where Sd = 1
2

[
(∇u)2 + (∇(u)T )2

]− 1
3 (∇ · ū)2I is the traceless sym-

metric part of the square of the velocity gradient tensor, � =√
�x�y�z is the cut-off width used for filtering the flow field, 

and �x, �y and �z denote grid sizing along the three orthonor-
mal coordinates. The sole parameter of the model has been set to 
Cw = 0.325, which is a standard choice [49,50]. For the RANS-SA 
optimisation simulations we initially set the free-stream turbulent 
viscosity to a very low value ν̃/ν = 10−20 following Catalano and 
Tognaccini [51], who claimed that this was required to properly 
capture the LSB at low pre-stall α, only to find out at the end that 
the choice was not the most appropriate for post-stall actuated 
cases.

Numerical computations have been carried out using the Open-
FOAM [52] computational fluid dynamics (CFD) solver, which is 
based on the finite volume method (FVM). LES has been imple-
mented on an unstructured grid using the Linear-Upwind Sta-
bilised Transport (LUST) [52] scheme in discretising the non-linear 
advective term. This scheme stabilises the solutions while retaining 
second-order accuracy. Second-order central-differences has been 
employed for the diffusive term, and an implicit second-order 
Backward Euler method has been chosen for evolving the equa-
tions in time. The pressure-velocity coupling problem has been 
tackled by the Pressure-Implicit algorithm with Splitting of Oper-
ators (PISO) [53]. The stopping criteria for both the pressure and 
velocity residuals was 10−6.

For the RANS SA simulations, the same discretisation meth-
ods were used as for the preliminar optimisation study by Tousi 
et al. [1]. These were second order discretisation schemes for 
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Fig. 1. (a) Computational domain. (b) Synthetic jet parameters. (For interpretation of 
the colours in the figure(s), the reader is referred to the web version of this article.)

all parameters, and the pressure-velocity coupling PISO scheme, 
which can cope with transient simulations as required. The av-
eraged solutions presented in the results section, obtained from 
either LES or SA simulations, are all considered after all initial tran-
sients have been overcome.

Each one of the 360 RANS computations required about 84CPUh 
of supercomputing time at Marenostrum IV – Barcelona Supercom-
puting Centre, while LES cases consumed 660kCPUh apiece.

3. Domain, boundary conditions and mesh validation

For simplicity, the SD7003 chord length has been taken as C = 1
and the free-stream velocity as U∞ = 1 so that the Reynolds num-
ber is simply set as Re = U∞C/ν = 1/ν = 6 × 104 and all simula-
tion parameters (including time and space coordinates) and results 
are already non-dimensional with length and time-scales C and 
C/U∞ , respectively. The computational domain used for both LES 
and RANS simulations is depicted in Fig. 1. The airfoil (thick black 
line) is placed with its chord line horizontal and its leading edge 
at the coordinate origin (x, y, z) ≡ (0, 0, 0). The two-dimensional 
spanwise projection of the domain is delimited upstream by a half 
circle of radius R = 15 and centred at the origin, two horizontal 
lines above and below at y = ±15 and a vertical line downstream 
at x = 20. The angle of attack is prescribed by tilting the inlet 
velocity, so that the inlet (blue line) and outlet (red) boundaries 
are not coincident with the geometrical elements just described 
(Fig. 1a). For the 3D LES computations, a periodic span of 0.2
has been considered, as this size was shown sufficient for captur-
ing the largest spanwise length scales of the flow at α = 14◦ and 
Re = 6 × 104 [42,2].

The usual boundary conditions have been applied. At inlet (blue 
line), a uniform velocity profile of free-stream velocity U∞ = 1 and 

tilt α = 14◦ has been prescribed, along with zero normal pressure 
gradient (∇p · n̂ = 0). At outlet, the roles of pressure and velocity 
are reversed, so that homogeneous Dirichlet boundary condition is 
used for pressure (p = 0) and homogeneous Neumann (∇u · n̂ = 0)
for velocity. The airfoil surface is treated as an impermeable no-
slip wall by setting both velocity (u = 0) and the normal gradient 
of pressure to zero. On the upper surface of the airfoil, a short por-
tion of length the jet slot width h is cut straight and switched to 
inlet-type boundary conditions at the jet location for the actuated 
cases. Here, the time-dependent jet velocity u j = U j sin(2π f jt) is 
prescribed, with 2 U j the jet velocity amplitude and f j the actua-
tion frequency. The jet velocity is tilted at an angle θ j with respect 
to the airfoil surface and the velocity profile simply taken as a top-
hat function in the streamwise direction and uniform along the 
wing span. Homogeneous Neumann boundary conditions are used 
for pressure at the jet boundary. Finally, periodic boundary con-
ditions are enforced to the lateral boundaries of the domain for 
three-dimensional simulations.

A sketch representing the synthetic jet design parameters is 
presented in Fig. 1b. These parameters are the jet location along 
the chord x j , the jet width h j , and the jet angle θ j (with re-
spect to the airfoil surface), frequency f j , and momentum co-
efficient Cμ = (h jρ jU2

j sin θ j)/(CρU2∞), with the jet fluid density 
ρ j = ρ = 1 the same as free-stream density on account of incom-
pressibility.

An unstructured computational grid, consisting of about 28.7 
million control volumes has been employed for the LES unactu-
ated baseline case. The mesh was highly refined around the airfoil 
and along the wake, but left to coarsen in the far-field, as shown 
in Fig. 2. For the actuated cases, cell count has been increased to 
nearly 30 million due to the higher grid resolution required to re-
solve the jet. The spanwise length has been discretised into 48 
layers, as shown adequate by previous simulations for this same 
airfoil at the same Reynolds number and angle of attack [42].

According to Piomelli and Chasnov [54], the near-wall mesh 
resolution required for wall-resolved LES simulations involving 
mainly attached boundary layers is �x+ = O(50 − 150), �y+ < 2, 
and �z+ = O(15 − 40), where the + superscript denotes wall 
units. The first cell layer thickness in wall units is �y+ = yuτ /ν , 
where y is the dimensional normal distance to the wall, uτ =√

τw/ρ is the friction velocity and τw the wall shear stress. �x+
and �z+ characterise the wall-grid spacing in the streamwise and 
spanwise directions, respectively, and are obtained from dimen-
sional grid spacing in the same way as �y+ . The maximum �x+ , 
�y+ and �z+ on the upper surface of the airfoil are about 0.2, 
0.5 and 18, respectively. The excess resolution in the streamwise 
wall-parallel direction could have been avoided by resolving the 
near-wall region with a structured mesh of prisms, which would 
have resulted in a lower cell count, but due to the massively sep-
arated nature of the baseline flow we deemed it prudent to keep 
cells short.

The resolved-to-total turbulent kinetic energy (TKE) ratio (kres/
ktot where ktot = kres + ksgs, the total kinetic energy, is the sum of 
the resolved and modelled parts) provides yet another means of 
assessing LES mesh quality. The resolved component of TKE is ob-
tained from the velocity field fluctuations of the resolved scales 
as kres = (〈

u′u′〉 + 〈
v ′v ′〉 + 〈

w ′w ′〉)/2, whereas the modelled com-
ponent is ksgs = νsgs/Ck�. The model parameter was set to a stan-
dard Ck = 0.094, which combined with the also standard value for 
Cε = 1.048 results in the classic value for the Smagorinsky con-
stant Cs = C3

k /Cε = 0.1677. Sound LES simulations should resolve 
at least 80% of TKE [55], and this is the case of our baseline sim-
ulation, as clearly shown in Fig. 3. The mesh was sufficiently fine 
to resolve above 95% of TKE in all cases, leaving less than 5% to 
the sub-grid scale model in the most critical regions, namely the 
proximal part of the shear layer after boundary layer separation.
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Fig. 2. An overview of LES baseline mesh along with a zoomed view of its near-wall and wake regions.

Fig. 3. Resolved kres and b) modelled ksgs parts of the turbulent kinetic energy (TKE). 
c) Resolved-to-total TKE ratio ksgs/ktot .

The Courant-Friedrichs-Levy number was limited to CFL< 0.8
by means of an adaptive time-stepper.

The mesh-independence and time-resolution analyses for the 
2D RANS-SA simulations were performed and reported in an ear-
lier study [1], concluding that a hybrid mesh of 45,466 cells and 
a time step �t = 2 × 10−5 was sufficient to properly capture the 
flow dynamics and to resolve boundary layers down to the viscous 
sublayer. The mesh truncation error was estimated at about 0.01% 
(see table 1 of that paper).

The baseline LES case has been validated against the simula-
tions by Rodriguez et al. [2] and Galbraith and Visbal [42], both 
corresponding to the same airfoil at the same Reynolds number 
and angle of attack. The former study employed LES on a grid of 
nearly 30 million nodes, while the latter used Implicit LES (ILES) 
on a more modest mesh of about 5.7 million grid points. The val-
ues of time-averaged lift (Cl) and drag (Cd) coefficients, along with 
aerodynamic efficiency (η = Cl/Cd) and the Strouhal number or 

Fig. 4. Spanwise- and time-averaged chord distributions of (a) pressure Cp and (b) 
skin friction C f coefficients along the SD7003 surface(s) at Re = 6 × 104 and α =
14◦ . Shown are the present LES (solid red), the LES case by Rodriguez et al. [2]
(dashed green), ILES by Galbraith and Visbal [42] (dashed black) and SA RANS by 
Tousi et al. [1] (dashed blue).

von Kármán frequency of vortex shedding ( fvK), are presented in 
Table 1. Current baseline simulation shows very good agreement 
with Rodriguez et al. [2] (within 1%) and a fairly good match with 
ILES simulations by Galbraith and Visbal [42]. The mesh and nu-
merical approaches undertaken are sufficiently different that the 
mesh truncation error can be trusted to be contained within re-
ported discrepancies for average aerodynamic performance param-
eters and, therefore, amount to less than 1%. RANS-SA results, 
however, tend to underestimate both aerodynamic force coeffi-
cients, particularly so Cd .

Aggregate quantities such as forces are always prone to mis-
leading conclusions due to unnoticed compensation. Local quan-
tities convey a better degree of appreciation as to whether the 
flow dynamics are being adequately captured. Fig. 4a depicts the 
chord distribution of the spanwise averaged pressure coefficient 
Cp = (p − p∞)/(0.5ρU2∞) along both upper and lower surfaces. No 
apparent differences exist among the various simulations consid-
ered for the Cp distribution on the lower surface, except perhaps 
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Table 1
Literature review of the aerodynamic performances of the SD7003 airfoil at Re = 6 × 104 and α = 14◦ . Lx , Ly and 
Lz are the domain size in the streamwise, cross-stream and spanwise directions, respectively, in units of C . Nxy and 
Nz are the in-plane and spanwise resolutions, and T the time-span of the simulations in C/U∞ units.

Domain Lx × Ly Lz Nxy Nz T Cl Cd fvK η

LES FVM (Present) C-grid 35×30 0.2 597,916 48 35 0.895 0.239 0.69 3.744
LES FEM [2] H-grid 15×16 0.2 467,812 64 65 0.886 0.238 3.726
ILES FDM [42] O-grid 30×30 0.2 47,565 101 15 0.875 0.221 3.960
2D-RANS-SA [1] C-grid 35×30 - 45,466 - 60 0.798 0.204 3.911

Fig. 5. Optimisation procedure and optimal cases in objective function space (Cl, η).

very slightly in the vicinity of the trailing edge. On the upper sur-
face, the match between present results and Rodriguez et al. [2]
is remarkably accomplished, while the ILES of Galbraith and Vis-
bal [42] and the 2D RANS-SA by Tousi et al. [1] are fair but not 
excellent due to the less precise computational methods employed 
and the coarser grids. The aforementioned compensation effect is 
clear for the simulation by Galbraith and Visbal [42], which clearly 
transfers some lift from the back of the airfoil to the front. The re-
sulting Cl is about the same obtained in the LES simulations, but 
at the cost of a nose-up shift of the pitching moment coefficient 
Cm . The skin friction coefficient C f = τw/0.5ρU2∞ again shows a 
fair agreement with Rodriguez et al. [2]. The boundary layer sepa-
ration on the upper surface is, on average, located at xsep � 0.011, 
and is also fairly well predicted by ILES and RANS-SA simulations, 
although downstream from the separation point these present no-
ticeable discrepancies with respect to the two LES simulations. This 
may challenge the alleged capabilities of RANS-SA to properly re-
produce highly separated flows, at least from a quantitative point 
of view, but since actuation is intended to reduce or even suppress 
separation, the method might still work acceptably for actuated 
cases.

4. Results

An optimisation procedure was employed by Tousi et al. [1] to 
determine optimal SJA parameters in terms of maximising both 
Cl and η. The set of five SJA parameters, the design variables of 
the optimisation problem, comprises the actuation frequency f j , 
the jet inclination angle with respect to the airfoil surface θ j , 
the slot streamwise location measured from the airfoil leading 
edge x j , the jet slot width h j and the jet momentum coefficient 
Cμ ≡ (ρ jU2

j h j sin θ j)/(ρ∞U2∞C). The method coupled a scripted 
mesh generator (GMSH [56]), a CFD package (OpenFOAM) and a 
Genetic Algorithm (GA). The GA population size was set to 20 in-
dividuals (each one consisting in a CFD case with a different set 
of prescribed SJA parameters) per generation/iteration, which was 
considered a reasonable trade-off between method performance 
and computational cost. The first generation was initialised with a 

random set of individuals, and all CFD cases run. The two objective 
functions, Cl and η, were obtained for each of the simulations and 
passed onto the GA optimiser, where the Selection, Crossover and 
Mutation operators were applied to produce a new set of values 
for the five SJA parameters defining the individuals for the next 
generation. The Selection phase employed a μ + λ strategy with 
a Crowded-Comparison Operator [57]. Simulated Binary Crossover 
(SBX) [58] (with a probability of 0.9) and Polynomial Mutation [59]
(with a probability of 0.1) were adopted for the Crossover and Mu-
tation phases, respectively. This process was repeated until having 
completed 18 generations (360 CFD simulations), the overall im-
provement being found marginal after the sixteenth generation. 
For a detailed account of the optimisation method used, we refer 
the reader to Tousi et al. [1]. Each additional individual requires a 
full CFD simulation, such that aspiring to be overly accurate results 
in unfeasible optimisation time spans. For this reason, a compro-
mise was done by using two-dimensional RANS simulations with 
the Spalart-Allmaras model.

Fig. 5 presents a summary of the results obtained along the 
optimisation process, as seen in objective function space. The 2D 
RANS-SA baseline case (grey-filled black square) starts at low val-
ues of both Cl and η. Actuated cases (grey-filled black circles cor-
responding to the 360 cases run) progressively move to higher 
lift coefficient and aerodynamic efficiency values to finally delin-
eate a multi-objective Pareto front (black line) with optimum Cl
(up-pointing empty blue triangle) and maximum η (down-pointing 
empty blue triangle). The optimisation was run further by Tousi 
et al. [1] by increasing the initial set of 360 cases with an ad-
ditional 240 runs thus reaching a final population of up to 600 
individuals (grey circles and grey line for the second Pareto front), 
but the final results were still not available by the time the present 
study began, and the further refinement obtained was anyway ex-
pected to be within the accuracy limits of RANS-SA. The LES base-
line case (red square), as for Rodriguez et al. [2] (green square), 
has a larger Cl than the 2D RANS-SA case, as already pointed out, 
so that it is to be expected that some discrepancies might be en-
countered when switching from RANS-SA to LES for the optimally 
actuated cases. In any case, the LES non-optimised actuated case 
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Table 2
Baseline case, and optimal SJA actuation cases corresponding to maximum lift Cmax

l and maximum aerodynamic 
efficiency ηmax. The values of the five actuation parameters (jet frequency f j , jet momentum coefficient Cμ , jet incli-
nation angle with respect to the airfoil surface θ j , jet streamwise location from leading edge x j and jet slot width h j ) 
are listed alongside the resulting aerodynamic performances.

SJA parameters Aerodynamic performance parameters

f j Cμ θ j (◦) x j h j Cl Cd η �Cl/Cl �η/η

Baseline
SA [1] 0.798 0.204 3.91
LES (present) 0.895 0.239 3.74
LES [2] 0.886 0.238 3.72

Actuated
SA-Cmax

l 1.6 0.0053 53 0.0097 0.005 1.295 0.129 10.42 +62.3% +157.4%
SA-Cmax

l (ν̃) 1.220 0.1194 10.21 +52.9% +161.1%
LES-Cmax

l 1.263 0.108 11.69 +41.1% +212.5%

SA-ηmax 2.6 0.0055 18 0.0089 0.005 1.109 0.083 13.25 +31.1% +239.7%
SA-ηmax(ν̃) 1.288 0.097 13.27 +61.4% +239.4%
LES-ηmax 1.313 0.094 13.96 +46.7% +273.2%

LES-[2] 1.0 0.0030 90 0.0070 0.007 1.078 0.129 08.35 +21.6% +124.4%

run by Rodriguez et al. [2] (green triangle) falls largely short of the 
results expected from the optimisation.

The optimum SJA parameters at either end of the Pareto 
Front, corresponding to cases SA-Cmax

l and SA-ηmax, and the re-
sulting aerodynamic performances are presented in Table 2. The 
case featuring maximum lift achieved a considerable improve-
ment �Cl/Cl = 62.3% with respect to baseline. Beside improving 
lift, this actuation setup also enhances aerodynamic efficiency by 
�η/η = 157.4%. Meanwhile, the maximum aerodynamic efficiency 
case boosted it by an impressive �η/η = 239.7%, retaining still 
an appreciable �Cl/Cl = 31.1% increase in lift. Three of the SJA 
parameters, namely Cμ � 0.005, x j � 0.009 (just upstream of the 
separation point) and h j � 0.005, take essentially the same value 
for the two optimal cases considered. The main differences concern 
the actuation frequency f j and injection angle θ j . Maximum effi-
ciency is obtained by actuating almost tangentially with θ j = 18◦
at frequency f j = 2.6, while maximum lift requires larger actua-
tion angle θ j = 53◦ and lower frequency f j = 1.6.

Since the optimally actuated RANS-SA cases might be afflicted 
by the same shortcomings that plague the baseline run, two LES 
simulations at the same optimal set of actuation parameters were 
also undertaken. The results are indicated in Fig. 5 (up-pointing 
and down-pointing red triangles for the Cmax

l and ηmax cases, re-
spectively) and accordingly listed in Table 2. While both LES sim-
ulations outperformed amply the unoptimised actuated case by 
Rodriguez et al. [2], the results notably differ from the 2D RANS-SA 
estimation. While the maximum lift case produced slightly lower 
Cl and somewhat higher η, the maximum aerodynamic efficiency 
case yielded remarkably higher Cl without notably modifying η. As 
a result, the latter case became at once optimal in terms of both 
Cl and η.

It must be born in mind that optimisation techniques for non-
linear problems, GA being no exception, provide no guarantee that 
the best SJA configuration found is indeed optimal, let alone the 
absolute optimum. The configurations selected here as optimal are 
thus tagged in the weaker sense that nearly doubling the GA popu-
lation of RANS-SA individuals did not produce better aerodynamic 
performances [1] than those obtained here for the two LES cases 
tested and, more importantly, that the well-resolved simulations 
widely outperformed available sub-optimal results for the same 
airfoil and flight conditions.

The discrepancies between 2D RANS-SA and LES simulations, 
also for the actuated cases, dispute the applicability of the former 
to low Reynolds number aerodynamics past airfoils at post-stall 
conditions, even in situations for which boundary layers remain at-
tached through the action of SJA. RANS is specifically designed for 

turbulent flow conditions, and performs reasonably provided the 
model parameters are appropriately tuned. Some models can deal 
with laminar-turbulent transition, but their reliability is largely de-
pendent on parameter tuning. In the case of the SA turbulence 
model, this sensitivity extends crucially to the free-stream bound-
ary conditions for the unique turbulent field ν̃ . Following Catalano 
and Tognaccini [45,51], which states that free-stream turbulent vis-
cosity must be sufficiently low so as to properly capture the LSB 
at pre-stall α, we set ν̃/ν = 10−20 for the SJA optimisation RANS 
simulations. As it happens, the optimisation process was run in 
post-stall conditions and with a time-dependent fluidic actuation 
that crucially acts on the LSB. Such a low turbulent viscosity might 
be artificially stabilising the laminar flow region and thus induc-
ing wrong results. To check sensitivity to free-stream preturbulence 
levels, the baseline, maximum lift and maximum aerodynamic ef-
ficiency cases were run for a wide range ν̃/ν ∈ [10−20, 102]. The 
results are presented in Fig. 6. Unrealistically high free-stream 
turbulent viscosity of the order of the fluid viscosity and above 
(ν̃/ν ≥ 1) produces unphysical results and must be discarded. At 
the low-values end of the range, RANS-SA results (blue lines) are 
fairly stable but diverge considerably from LES (red horizontal 
lines). Not much is gained at intermediate levels of ν̃/ν for the 
baseline case, which produces pretty stable but wrong Cl and Cd
values all along. The actuated cases, however, traverse a regime 
ν̃/ν ∈ [10−6, 10−3] with RANS-SA Cl and Cd values decently close 
to LES results. The aerodynamic performance of the maximum lift 
and maximum aerodynamic efficiency cases for ν̃/ν = 10−5 are 
shown in Fig. 5 (filled blue symbols) and listed in Table 2 as 
SA-Cmax

l (ν̃) and SA-ηmax(ν̃), respectively. If not quite on top of the 
LES results, they at least are much closer and clearly align with 
the trend. The deviation from the original RANS-SA optimals as ob-
tained from a reduced population of 360 individuals serves as an 
a-posteriori justification for not having waited for the completion of 
the 600 runs before starting the two optimal LES cases. It is clear 
enough that the error incurred by using RANS-SA in the optimisa-
tion process is sufficiently large and unsystematic to consider both 
Pareto fronts, the preliminar and the refined, as not significantly 
distinct. The reason for this better agreement between RANS-SA 
and LES at intermediate values of the free-stream turbulent vis-
cosity, only for actuated cases, remains a mystery. Unfortunately, 
the apparent improvement of the RANS-SA model with a more 
appropriate choice for ν̃ was not known at the time the optimi-
sation process was run and it was later thought inexpedient, on 
cost-benefit grounds, to re-run it anew. Besides, there is no guar-
antee that this same value of ν̃/ν will produce accurate results 
at other post-stall flight regimes or under different SJA operat-

7



N.M. Tousi, J.M. Bergadà and F. Mellibovsky Aerospace Science and Technology 127 (2022) 107679

Fig. 6. Results sensitivity to free-stream preturbulence levels as prescribed by ν̃/ν . 
(a) Average lift coefficient Cl . (b) Average drag coefficient Cd . Baseline (squares), 
maximum lift (up-pointing triangles) and maximum aerodynamic efficiency (down-
pointing triangles) SJA setups are shown for both RANS-SA (blue) and LES (red) 
computations.

ing conditions. A thorough parametric exploration, far beyond the 
scope of this study, will be required to cast light on the issue. 
Breuer [35] observed that high inlet turbulent intensities tend to 
reduce and even suppress the LSB on the upper surface of the un-
actuated airfoil. This would explain the sharp drop of Cd and the 
surge of Cl we observe for the baseline case when high values of 
ν̃ are prescribed at inlet. The LSB shrinks and vanishes and the 
airfoil performs as in pre-stall conditions on account of the turbu-
lent boundary layer and the delay in its separation. For actuated 
cases, too high free-stream ν̃ over-rides the SJA capabilities and 
the airfoil behaves much as in the baseline case, all the more so 
for maximum efficiency SJA.

In the remaining of the manuscript, RANS-SA optimal cases 
have been considered for ν̃/ν = 10−5 instead of the original runs 
used for optimisation. Furthermore, since the maximum aerody-
namic efficiency case outperforms the maximum lift case in all 
respects when assessed with these new RANS-SA or LES simula-
tions, only the corresponding set of SJA parameter values will be 
considered further, as an absolute optimum.

4.1. RANS-SA vs LES comparison of optimally actuated cases

The pressure and skin friction coefficient distributions along 
the upper and lower surfaces corresponding to the maximum effi-
ciency SJA set of parameters are plotted in Fig. 7 alongside baseline 
LES results (dashed red line). As expected, SJA manages to reattach 
the flow over a large portion of the upper surface. The separation 
point, identified by C f = 0, is retarded for all three actuated simu-
lations, LES-ηmax (solid red), SA-ηmax(ν̃) (solid blue) and the sub-
optimal LES-act case by Rodriguez et al. [2] (dash-dotted green), 
with respect to baseline (dashed red line). The separation bubble, 
though, is short and reattachment is effected shortly behind the 
jet location. The reattachment contributes to slightly increasing the 
pressure on the lower surface and, more notably, to enhancing the 

Fig. 7. Optimal SJA vs baseline (a) Pressure Cp and (b) skin friction C f coefficient 
distributions. Shown are the LES-baseline (dashed red), the LES-ηmax (solid red), 
RANS SA-ηmax(ν̃) (solid blue) and sub-optimal actuated LES-act case by Rodriguez 
et al. [2] (dash-dotted green).

suction effect on the upper surface, particularly so along the front 
half of the airfoil. Suction on the back half is reduced but the net 
effect is that of a lift increase and a sharp pressure drag reduc-
tion. All three SJA cases show similar features. In particular, the 
SA-ηmax(ν̃) and LES-ηmax computations, run with the same SJA pa-
rameter values, present very similar pressure distributions, which 
indicates that the main flow features are being appropriately dealt 
with also by the less accurate RANS-SA model when free-stream 
turbulent viscosity is appropriately prescribed to a moderate real-
istic value. The sub-optimal LES-act produces less suction in the 
front part of the upper surface and therefore lower lift, as a re-
sult of its being suboptimal. Friction distributions are very similar 
for the LES-ηmax and LES-act cases except around the actuation lo-
cation, where the different actuation parameters produce very dif-
ferent local outcomes. The SA-ηmax(ν̃) reproduces quite accurately 
the behaviour of C f in the front part of the airfoil, as comparison 
with the LES-ηmax simulation avows, but the reattachment is not 
properly fulfilled and the friction remains negative over most of 
the upper surface when it should in reality be small but positive 
and decisively contribute to friction drag. The effect on total net 
drag is however not noticeable, as form drag largely dominates. All 
in all, 2D RANS-SA simulation seems an appropriate cost-effective 
tool for extensive optimisation of SJA parameters provided an ad-
equate amount of turbulent viscosity is allowed at the inlet of the 
domain, and final optimal results are further refined with LES (or 
DNS if feasible).

Fig. 8 shows colourmaps of the 〈u′v ′〉 component of the 
Reynolds stress tensor along with a collection of time- and 
spanwise-averaged streamlines for the baseline and maximum 
aerodynamic efficiency actuated cases. The baseline separation 
bubble exhibits similar topologies for the LES-baseline and RANS-
SA-baseline simulations. The dynamical behaviour, as represented 
by 〈u′v ′〉, is however quite different. Streamwise-cross-stream 
cross-correlation is evenly distributed along the shear layer bound-
ing the separation bubble at the top for RANS-SA-baseline, while 
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Fig. 8. Spanwise-averaged 〈u′v ′〉 component of the Reynolds stress tensor and time- and spanwise-averaged streamlines. (a) RANS-SA-baseline (top) and RANS-SA-ηmax(ν̃)

(bottom). (b) LES-baseline (top) and LES-ηmax (bottom).

Fig. 9. Evolution of the upper-surface boundary layer along the airfoil. Time- and spanwise-averaged streamwise velocity profiles 〈u(x, y, z; t)〉t,z at streamwise coordinates 
(a) x/C = 0.1 through x/C = 0.5 and (b) x/C = 0.6 through x/C = 1, as a function of wall-normal distance. Shown are the baseline (dashed) and actuated (solid) cases, for 
both LES (red) and RANS-SA (blue) simulations. The actuated cases are LES-ηmax and SA-ηmax(ν̃).

it is much more concentrated in the vortex formation region at 
the back of the airfoil for LES-baseline. The RANS-SA model is not 
expected to behave particularly well in post-stall conditions. Once 
actuation is switched on, the quality of RANS-SA results improves 
remarkably. The RANS-SA-ηmax(ν̃) and LES-ηmax cases display a 
very similar distribution of 〈u′v ′〉. These are particularly high in 
the region of the jet as it bends downstream, blown by the in-
coming flow. Also streamlines reveal a fairly comparable pattern, 
except that RANS-SA does not manage to completely suppress the 
separation bubble and a narrow but relatively long recirculation re-
gion extends on the upper surface from the trailing edge upstream. 
The boundary layer is therefore attached for LES but not for RANS-
SA. However, the effects on the pressure distribution are not large, 
and although the friction on the aft portion of the upper surface 
differs notably, the net lift and drag, which are pressure domi-
nated, do not suffer exceedingly from the inaccuracies incurred by 
the RANS-SA model.

To clarify the evolution of the boundary layer along the upper 
surface of the airfoil, the time- and span-averaged velocity profiles 
are presented in Fig. 9 at several streamwise locations. The base-
line case (dashed lines) has the boundary layer already separated 
at x = 0.1, as clear from the reverse flow in the close proximity of 
the wall. The LES simulation (red), however, features lower recir-
culation velocity than the RANS-SA computation (blue), but spread 
over a wider cross-section. The peak of reverse flow is indeed lo-
cated further from the wall for LES. These differences between the 
two methods region remain as the separated cross-section widens 
downstream all the way down to x = 0.5, beyond which point 
RANS-SA starts underpredicting negative streamwise velocity with 

respect to LES. Maximum aerodynamic efficiency actuation (solid 
lines) suppresses separation, notably at x = 0.2 and beyond. The 
reattached boundary layer is very similar for LES and RANS-SA, an 
indication that the latter method is properly capturing the effects 
of SJA. The match is very good for x ≤ 0.2 and gradually deteri-
orates downstream. Nonetheless, agreement remains acceptable in 
all respects except for the slight flow reversal RANS-SA predicts in 
the immediate proximity of the wall over most of the upper sur-
face.

To better characterise the boundary layer in terms of the vis-
cous blockage, the displacement (δ1) and momentum (δ2) thick-
nesses help quantify the near-wall mass-flow and momentum 
deficits resulting from the effects of viscosity. These are computed 
following

δ1 =
δ∫

0

(
1− û

ûe

)
dŷ, (9)

δ2 =
δ∫

0

û

ûe

(
1− û

ûe

)
dŷ, (10)

where ŷ is the local wall-normal coordinate, û the streamwise 
(wall-parallel) velocity component, ûe its value at the boundary 
layer edge, and δ the boundary layer thickness, formally infinite 
but in practice the wall-normal distance required to reach the vir-
tually inviscid flow region. As boundary layer thickness we have 
used δ = δτ , defined as the wall-normal distance where the shear 
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Fig. 10. Evolution of boundary layer characteristic properties along the upper sur-
face of the airfoil for actuated cases LES-ηmax (red lines) and RANS-SA-ηmax(ν̃)

(blue). (a) Boundary layer (δτ , dotted), displacement (δ1, solid), and momentum (δ2
dashed) thicknesses. (b) Shape factor H .

‖τ‖ is seen to decay a 95% with respect to the maximum value 
recorded on the airfoil surface τmax

w (‖τ‖ < 0.05τmax
w ). The evo-

lution of δτ , δ1, δ2 and the shape factor H ≡ δ1/δ2 along the 
upper surface is shown in Fig. 10 for both the LES-ηmax and RANS-
SA-ηmax(ν̃) cases. All three thicknesses grow steadily along the 
chord but are much reduced in relation to baseline (not shown in 
the figure) following the suppression of boundary layer separation. 
RANS-SA slightly overestimates δ1 over the aft half of the airfoil 
and underestimates δ2 on the last third. As a result, shape factor is 
larger in this region for the RANS-SA simulation than for LES. The 
separation bubble visible in Fig. 8 must be held responsible for 
the discrepancies. It is also interesting to observe that both actu-
ated cases show particularly large Reynolds stresses values at the 
injection/suction zone, Reynolds stresses are also observed along 
the airfoil upper surface especially in the LES-maxη case. This fact 
explains why the boundary layer remains reattached under these 
conditions.

4.2. Baseline vs optimally actuated case comparison

The three LES simulations for baseline, (allegedly) maximum lift 
and maximum aerodynamic efficiency cases have been minutely 
analysed to elucidate the flow mechanism whereby SJA attains 
enhanced aerodynamic performances at post-stall angles of at-
tack. In order to characterise the time dependence of the flow, 
five probe arrays were deployed in the flow field as indicated in 
Fig. 11a. All five probe lines are located in regions where high 
fluctuation levels are expected, as indicated by the high values 
of 〈u′v ′〉. Three are distributed along the shear layer resulting 
from the early separation of the boundary layer, and the remain-
ing two in the very near wake region. The streamwise (u(x,y)(z, t)) 
velocity signal along spanwise probe arrays P2 (within the shear 
layer at (x,y)=(0.098,0.08), grey lines) and P5 (in the near wake at 
(x, y) = (1.1, 0.08), black) have been Fourier-transformed to obtain 
the Power Spectral Density (PSD) |û(x,y)(z, f )| and then spanwise 

Fig. 11. Power Spectral Density (PSD) of the streamwise velocity signal as recorded 
from spanwise probe arrays P2 and P5. (a) LES-baseline spanwise-averaged 〈u′v ′〉
colourmap showing the location of the five probe-arrays. Three probes are placed 
along the shear layer, while the other two are in the very near wake. The PSD 
of the signals from probes P2 (x, y) = (0.098, 0.08) and P5 (x, y) = (1.1, 0.08) are 
represented for the (b) LES-baseline, (c) LES-Cmax

l and (d) LES-ηmax cases. Shown 
are the spectra for the signal read from P5 (black) and P2 (light grey), which has 
been further filtered (dark grey).

averaged into panels Fig. 11b-d for the LES-baseline, LES-Cmax
l and 

LES-ηmax cases, respectively. Quadratic interpolation pinpoints the 
main frequency peaks in the spectrum. For the baseline case, the 
Strouhal frequency associated with the vortex-shedding of Kármán 
vortices is identifiable at fvK = 0.69, both at locations P2 and P5. 
The -5/3 energy slope that is typical of the inertial range of devel-
oped turbulence is also noticeable despite the transitional nature 
of the flow considered here. Probe P2 also detects a broadband 
peak at about fKH = 15.5 that may be associated with the passage 
of Kelvin-Helmholtz vortices. In order to precisely detect the fKH, 
the filtered signal form probe P2 is represented as a dark-grey line 
in Fig. 11b. Probes P1 and P3 also record the same phenomenon, 
albeit with decreasing intensity, while P4 and P5 do not in the 
least reflect it. This is clearly suggestive of a local instability that 
develops precisely along the shear layer, i.e. a Kelvin-Helmholtz in-
stability.

Actuating with f j = 2.6, as corresponds to the LES-ηmax case, 
the jet frequency is imprinted on the flow and recorded at all 
probes. The vortex-shedding frequency is superseded by actuation, 
and no wake vortices are discernible. Several harmonics of the 
jet actuation frequency are also visible in the spectrum of signals 
recorded close to the actuation location. The same happens for the 
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Fig. 12. Instantaneous vortical structures visualised through iso-surfaces of the Q-
criterion Q = 30U2∞/C2, coloured by streamwise velocity u. (a) LES-baseline. (b) 
LES-Cmax

l . (c) LES-ηmax. (See online movies.)

LES-Cmax
l , albeit with the reduced frequency f j = 1.6. Again, the 

main peak is detected at all probes, while harmonics -a large num-
ber of them- are only detected by probes that are sufficiently close 
to the jet location. The actuation frequency for maximum aerody-
namic efficiency (and incidentally also lift) is about 4 times larger 
than the natural vortex-shedding frequency.

Fig. 12 displays instantaneous vortical structures through Q-
criterion iso-surfaces coloured by streamwise velocity. The LES-
baseline case (panel a) is characterised by the early separation of 
the boundary layer and the clear development of Kelvin-Helmholtz 
vortices along the detached shear layer. These vortices remain pre-
dominantly two-dimensional as do all large-scale structures in the 
vicinity of the airfoil, and are subsumed downstream within the 
Kármán vortices forming at the top of the wake. The separated re-
gion is massive and determines the size of the Kármán vortices 
that are shed into the wake. The sinuous arrangement of vortices, 
connected by braids is clearly recognisable and streamwise-cross-
stream vortices populate the braid region already one chord dis-
tance downstream from the trailing edge.

Actuation drastically reduces the low-speed region above the 
airfoil and, with it, the width of the wake. Accordingly, lift is en-
hanced and pressure drag, and along with it total drag, greatly 
reduced. The SJA-generated spanwise vortices are clearly visible 
downstream from the jet location as fairly two-dimensional span-
wise structures and govern the flow dynamics. They are somewhat 
more spaced for the LES-Cmax

l (panel b) than for the LES-ηmax

case (panel c), on account of the lower actuation frequency of 
the latter as compared with the former. Kármán vortex-shedding 
is completely suppressed for LES-ηmax, and highly attenuated for 
LES-Cmax

l , for which case smaller-scale spanwise vortices are visi-
ble in the wake that become synchronised with the high-frequency 
vortices induced by the actuator. Two videos showing the vortical 

structures for the LES-baseline and LES-ηmax are provided as sup-
plementary data.

5. Conclusions

Following the Synthetic jet Actuation parameters optimisation 
undertaken by Tousi et al. [1] on the SD7003 airfoil at moder-
ate Re = 6 × 104 and post-stall α = 14◦ , we have analysed, using 
Large Eddy Simulation, the aerodynamic performances and flow 
properties of optimally actuated scenarios. The original optimisa-
tion study, coupled a RANS solver that used the Spalart-Allmaras 
turbulence model with a Genetic Algorithm specifically devised for 
maximising either lift or aerodynamic efficiency.

Our Large Eddy Simulation of the baseline case reasonably vali-
dated the baseline RANS-SA computation, not without conspicuous 
discrepancies attributable to the inadequacy of the latter model for 
the simulation of massively separated flow configurations. How-
ever, the two optimal Active Flow Control LES cases, while still 
producing impressive enhancement of aerodynamic performances, 
did not align with RANS-SA results as expected. In point of fact, the 
maximum aerodynamic efficiency case outdoes the other alleged 
optimum both in terms of aerodynamic efficiency and lift, in this 
sense constituting an absolute optimum. And not only this, but it 
also further improves on RANS-SA estimations, with increases from 
baseline of �Cl/Cl = 46.7% and �η/η = 273.2%.

The problem being highly nonlinear, there is no guarantee that 
the SJA configurations reported here as optimal are indeed ab-
solute optima. They do, however, amply outperform the one SJA 
study available on the SD7003 airfoil at the same Re and α [2] and 
produce aerodynamic performances improvements with respect to 
baseline broadly comparable to those reported in the literature for 
other airfoils and post-stall flight regimes using alternative optimi-
sation techniques.

A parametric study varying the free-stream turbulent viscos-
ity prescribed at the inlet boundary for actuated simulations with 
the RANS-SA model reveals that flow topology and aerodynamic 
performance parameters are highly sensitive, unlike what happens 
for the baseline case. Turbulent-to-fluid viscosity ratios of around 
ν̃/ν ∼ 10−5 enable RANS-SA simulations to better reproduce the 
actual flow past the actuated airfoil. For these levels of free-stream 
turbulence, RANS-SA simulation of actuated cases aligned com-
fortably with LES results, thus proving the convenience of the 
former for AFC optimisation given their sufficient accuracy and 
cost-effectiveness. Setting the right amount of free-stream turbu-
lence is however essential, as too low or too large values result 
in unrealistic flows, possibly due to the poor capabilities of the SA 
turbulence model for predicting turbulent transition.

The application of optimal (or quasi-optimal) SJA suppresses the 
boundary layer separation from the upper surface and the shed-
ding of von Kármán vortices in the wake. Actuation-jet-induced 
spanwise vortices pervade the flow and help maintain quasi-two-
dimensionality over a long distance. They also replace the Kelvin-
Helmholtz vortices that naturally arise with fKH � 15.5 from a 
shear layer instability of the separated boundary layer for the base-
line case. The jet actuation frequency dominates the spectrum of 
velocity signals far downstream from the jet location, which in-
dicates that actuation is governing the time- and length-scales of 
the vortical structures in the flow. Kármán vortices, originally shed 
with a frequency fvK = 0.69 for the baseline case are no longer 
present in the wake nor imprint their periodicity on the spectrum 
of any of the probe signals.

The dependence of the optimum set of SJA parameters on the 
angle of attack is a matter worth considering, as also is the sen-
sitivity of aerodynamic performances to suboptimal configurations. 
Some of the parameters, such as actuation frequency, amplitude 
and, possibly, injection angle, can be adjusted dynamically, while 
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others must be necessarily fixed (slot location and width). For 
these latter, the sensitivity analysis is particularly relevant, as the 
one-size-fits-all solution is a must. Also, actuation cannot in prac-
tice be continuously distributed along the span, as we have con-
sidered here. A discrete number of actuators must instead be dis-
tributed along the span with a prescribed spacing, and each could 
potentially be endowed with a different amplitude, phase or even 
frequency, such that the set of optimisation parameters can be en-
larged unboundedly. These detailed analyses will require extremely 
costly parametric explorations that are beyond the scope of the 
present study.
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Abstract: Genetic Algorithms (GA) are useful optimization methods for exploration of the search
space, but they usually have slowness problems to exploit and converge to the minimum. On the
other hand, gradient based methods converge faster to local minimums, although are not so robust
(e.g., flat areas and discontinuities can cause problems) and they lack exploration capabilities. This
article presents a hybrid optimization method trying to combine the virtues of genetic and gradient
based algorithms, and to overcome their corresponding drawbacks. The performance of the Hybrid
Method is compared against a gradient based method and a Genetic Algorithm, both used alone.
The rate of convergence of the methods is used to compare their performance. To take into account
the robustness of the methods, each one has been executed more than once, with different starting
points for the gradient based method and different random seeds for the Genetic Algorithm and the
Hybrid Method. The performance of the different methods is tested against an optimization Active
Flow Control (AFC) problem over a 2D Selig–Donovan 7003 (SD7003) airfoil at Reynolds number
6 × 104 and a 14 degree angle of attack. Five design variables are considered: jet position, jet width,
momentum coefficient, forcing frequency and jet inclination angle. The objective function is defined
as minus the lift coefficient (−Cl), so it is defined as a minimization problem. The proposed Hybrid
Method enables working with N optimization algorithms, multiple objective functions and design
variables per optimization algorithm.

Keywords: Hybrid Methods; Genetic Algorithms; gradient-based methods; optimization; Active
Flow Control; Synthetic Jets

1. Introduction

Optimization methods usually excel in exploration or exploitation, they have to make
a trade-off between those characteristics. The balance between exploration and exploitation
capabilities will affect the usability of the optimization method. A method that excels
in exploitation may lack the capacity to find the candidate regions and get stuck in local
minima. On the other hand, a method that excels in exploration may lack the capacity
to quickly converge to a refined solution, but it can find the candidate regions efficiently.
Evolutionary bio-inspired methods usually excel in exploration capabilities and gradient
based methods usually excel in exploitation capabilities.

Traditionally, bio-inspired optimization methods provide good exploration capabilities
with robustness in providing global minimum. Nevertheless, this requires a large number
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of evaluations of the objective functions, this being its main drawback, especially when
dealing with applications to industry and engineering. We can see examples of this type
of solution using particle swarm optimization algorithms in microwave engineering at
A. Lalbakhsh and Smith [1], or resonator antennas at A. Lalbakhsh and Esselle [2]. Genetic
Algorithms have also been used on environmental sensing problems at Lalbakhsh et al. [3],
or improving satellite darkness at Lalbakhsh et al. [4]. Gray Wolf Optimization has been
used for the solution of flow measurement and instrumentation problems at [5].

In practice, one could think in a sequential combination of different optimization meth-
ods in order to combine their main advantages and to overcome the different limitations of
each one. For instance, first use an evolutionary algorithm (e.g., a Genetic Algorithm) to
perform an exploration and, next, use its results to start a gradient based method (e.g., a
conjugate gradient) to exploit the interesting regions found by the evolutionary algorithm.
If we do that with all the individuals provided by the evolutionary method, the total
computational cost would be even more prohibitive. However, one could also think of
applying a deterministic improvement with only a reduced set of promising individuals.
This is considered a form of hybridization. An example of this kind of hybridization can
be found at Kelly Jr and Davis [6], which proposes a combination of a Genetic Algorithm
and a k-nearest neighbors classification algorithm. Another example of hybridization with
multiple algorithms is proposed at Jih and Hsu [7]. In this case, a Genetic Algorithm and
dynamic programming is used to address vehicle routing optimization problems. Other
examples can be found at El-Mihoub et al. [8], Kulcke and Lorenz [9].

Other forms of hybridization are the definition of new operators, including multi-
population methods. A multi-population Hybrid Method was proposed in Lee et al. [10]
where games strategies were combined with bio-inspired optimization methods. In this
approach there are different players, all of them using Genetic Algorithms applied to the
solution of different complementary optimization problems.

This approach was used for the optimization of aeronautic shape configurations in
Lee et al. [10] , Lee et al. [11] and D. S. Lee and Srinivas [12]. This was applied in the
optimization of composite structure design at Lee et al. [13].

In this paper, an extended implementation of this approach combining a player using
a Genetic Algorithm with another player using a conjugate gradient is presented and tested
against a single objective problem on an Active Flow Control device optimization. The
performance of this approach is compared with the use of the Genetic Algorithm and the
conjugate gradient methods used alone.

There are two players:

• One population-based for exploration, which could be an evolutionary algorithm or
swarm intelligence.

• One which tries to improve a selection of the most promising individuals coming
from the population of the bio-inspired algorithm which uses a deterministic gradient
based method.

2. Hybrid Method Description

In this section, the proposed Hybrid Method is described. Hybrid Methods have
been researched by Lee et al. [10] among others. In the work of Lee et al. [10], there are
different optimization algorithms inside the Hybrid Method that are also called players, as
it uses the Nash games concepts and hybridizes a Nash game with a global Pareto player.
In Lee et al. [10], the authors use Genetic Algorithms for all optimization algorithms (i.e.,
players) which compound the Hybrid Method. When working with two objective functions,
it uses three players. The first one is the Pareto player or global player and it deals with the
whole problem, two objective functions and all design variables. The other two players are
the Nash players, and each one only deals with one objective function. The design variables
are also split between the two Nash players, resulting in each Nash player working with a
subset of the search space.
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The proposed Hybrid Method, which has been derived from the one proposed by
Lee et al. [10], enables working with N players, multiple objective functions and design
variables per player, and a different optimization algorithm for each player. The structure
of the method is divided into three main components:

• General Algorithm: It contains the initialization of the player, the main optimization
loop and the post-process of the optimization. It is not intended to be changed for
different variants of the Hybrid Method.

• Migration epoch algorithm: It is the function that defines the exchange of information
between the different players. It defines which individuals are migrated between
players, under which circumstances, etc.

• Immigrate methods: The immigrate method is a function that has to be defined for each
type of player. The way each optimization algorithm used as a player can incorporate
and use an individual highly depends on the internal algorithm of each type of
player. This function defines how each type of player incorporates the individuals
that emigrate into them.

The Hybrid Method interlaces the execution of its internal optimization algorithms.
Each player runs one iteration of its optimization algorithm, then a migration epoch
occurs before the other method runs one iteration of its own algorithm. The migration
epoch is the mechanism that allows the exchange of information between players. The
information exchanged by the players are the design variables of a selection of individuals.
The migration epoch implementation is what defines the main functionality of the Hybrid
Method. The general algorithm of the Hybrid Method is described in Algorithm 1.

Algorithm 1: General algorithm of the Hybrid Method

foreach player do
player-Initialize;

while not stop criteria is met do
foreach player do

player-Generate;
player-Compute;
MigrationEpoch(players[i]);

foreach player do
player-PostProcess;

PostProcess;

In this article, the optimization method selected to perform the exploration is a Genetic
Algorithm based on the NSGAII [14]. Other population based optimization algorithms,
such as differential evolution, particle swarm optimization, etc., could also been used here.
The Genetic Algorithm is known for its robustness and exploration capabilities and it is
one of the most widely used optimization algorithms for complex problems. It should
perform the task well in exploring the full search space. On the other hand, the method
selected for the exploitation is a conjugate gradient [15]. As shown in Algorithm 1, first of
all, the Initialize process for each player is called. These methods are called once and are
used to initialize each optimization algorithm. After the initialization of each optimization
algorithm, the optimization loop is started. Inside the loop, as mentioned above, each
optimization player runs one iteration before the migration epoch. One iteration consists of
generating a set of new individuals (i.e., a set of design variables) and computing them. For
the Genetic Algorithm player, the genetic operators of selection, crossover and mutation
are performed inside the Generate process, which yields a new population, known as the
offspring. After the population is computed, the MigrationEpoch process is called, and after



Appl. Sci. 2022, 12, 3894 4 of 13

that the conjugate gradient runs an iteration of its algorithm starting with the migrated
individual, and the process repeats until the stop criteria is met.

The MigrationEpoch process is responsible for managing the exchange of information
between the different players. The definition of this process is what defines most of
the hybrid algorithm. For example, it defines the criteria of which individuals migrate
between players, how often they migrate, etc. The internal algorithm of the MigrationEpoch
process that describes the Hybrid Method presented and tested in this article is detailed in
Algorithm 2.

Algorithm 2: Hybrid Method With Gradient Game

After computing a full iteration of a player the MigrationEpoch(this-player) function does:

if iter = 0 then
foreach player do

player-Immigrate(this-player-Bestfits);

else
if this-player-Bestfits < players[0]-Bestfits then

foreach player do
player-Immigrate(this-player-Bestfits);

else
GetMinBestfits;
this-player-Immigrate(Bestfit);

The tested Hybrid Method combines two players (i.e., optimization algorithms). One
player is intended to perform the exploration of the full search space. The second player is
responsible for the exploitation of the promising regions found by the first one. The Hybrid
Method shares information between the two players, in a bidirectional way, to overcome
the main drawbacks of the optimization algorithms that is formed of. It tries to achieve a
fast rate of convergence and to avoid getting stuck at local minimums.

The Hybrid Method initially runs the Genetic Algorithm player. After the first iteration,
the best individual found by the Genetic Algorithm is transferred to the conjugate gradient
player (first if of the Algorithm 2). The player-Bestfits is the individual with the best objective
function found so far, and it is stored for each player. It is updated every time a better
individual is found. The conjugate gradient player will use this individual as the starting
point of its internal algorithm for its own iteration. The iteration of the conjugate gradient
consists of computing the gradient at the location of the starting point and performing a
line search in the direction of the gradient. After the iteration of the conjugate gradient,
another migration epoch occurs. If the best individual found by the conjugate gradient
outperforms the best individual found by the Genetic Algorithm, then the best individual
of the conjugate gradient is sent to the Genetic Algorithm.

If the first conditional is not met, a second if condition is evaluated, taking into account
the values of the objectives functions achieved so far. The inner if condition compares the
objective function of the last evaluated player (this-player) against the objective function of
the first player, which in this case is a Genetic Algorithm. The condition this-player-Bestfits <
players[0]-Bestfits is clear in a single-objective optimization case, as it is a direct comparison
between values of the objective function. If the objective function of this-player is better
(lower) than the first player, this individual is migrated to the other player.

If the objective function of this-individual is not better, the inner else part of the algorithm
is conducted. In the function GetMinBestfits, a search for the best individual (Bestfit) among
all players is performed, and the individual is migrated to this-player, the last player that
was executed.
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For the full comprehension of the hybrid algorithm, it is important to specify the
Immigrate process. This process is defined for each player, and its implementation depends
on the type of optimization algorithm, and it affects the general hybrid algorithm. It has
one input parameter, the individual that has been selected to migrate into this player.
The Immigrate process is responsible for incorporating the individual into the player. The
Immigrate process of the Genetic Algorithm substitutes the design variables of the last
individual of its internal population with the one that comes from the conjugate gradient.
This introduces the genetic information of this individual into the population. In the next
iteration, the design variables of this individual will be used in the genetic operators.

In order not to repeat computations, the conjugate gradient player only performs a
new iteration when the Genetic Algorithm one provides a best individual different than in
the previous global iteration.

On the other hand, the Genetic Algorithm player always incorporates to the population
the best individual coming from the conjugate gradient, even if it is the same as in any
previous global iteration. The stochastic nature of the Genetic Algorithm can benefit from
maintaining the best individual in the population at each iteration. There is a probability
that the best individual is not selected in the genetic operators, and to keep the best
individual in the population, keeping its genetic information can help to converge in that
region. One could think about problems with elitism, but the method only forces one
individual to remain in the population, the absolute best so far. If this happens for too
long, most probably the optimization has converged, and in case it is not converged, the
algorithm should still be capable to explore other regions with the mutation operator and
the stochastic nature of the Genetic Algorithm.

For more clarity, the general algorithm with two players, the Genetic Algorithm as the
first player and the conjugate gradient as the second one, is schematized at Figure 1. As
mentioned previously, a migration epoch occurs after each iteration of each player. This
executes the process detailed in the Algorithm 2, enabling the possibility of exchanging
information between the two players.

The configuration of the Genetic Algorithm is specified in Table 1 and the configu-
ration of the conjugate gradient is specified in Table 2. The configuration of both opti-
mization algorithms is the same when running alone and when running as a player of the
Hybrid Method.

Table 1. Parameters of the Genetic Algorithm.

Parameter Value

Crossover operator Simulated Binary Crossover [16]
Mutation operator Polynomial Mutation [17]
Selection operator µ + λ & Crowded-Comparison Operator [14]

Probability of crossover 0.9
Probability of mutation 0.1

Population size 20

Table 2. Parameters of the conjugate gradient algorithm.

Parameter Value

Search Direction Method Fletcher-Reeves [18]
Optimal Step Size Method Golden Section [19]

Epsilon for numerical diferentiation 1.0 × 10−6

First step size 1.0 × 10−3

Optimal step size tolerance 1.0 × 10−3
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Figure 1. General algorithm of the tested Hybrid Method.

One of the main drawbacks of the proposed Hybrid Method, using both population
and gradient-based optimization methods, is that it requires the independent configuration
of each optimization method for each player. In this case, the configuration of the Hybrid
Method requires the configuration of the Genetic Algorithm and the conjugate gradient
players. On the other hand, it also enables the possibility to fine tune the players to
perform better, but in cases with high computational costs, it is difficult to perform tests
with different configuration values. Another drawback of the Hybrid Method is that the
parallelization of the evaluations of the individuals can become more ineffective because
each method may have its optimum number of CPUs which may be different for each
method. For example, in this case, the evaluation of the Genetic Algorithm population can
benefit from using 20 CPUs, one for each individual of the population because they can be
computed at the same time. On the other hand, to evaluate the individuals of the conjugate
gradient, the parallelization is not that clear. The individuals to compute the gradient can
be evaluated at the same time, in this case there are eleven individuals, the central point
plus two for each design variable. The line search could also be parallelized, but it is not
in the implementation used in this study. The difference in the parallelization capabilities
between players could result in an under utilization of the computational resources at some
stages of the process.

3. Numerical Results

In order to evaluate the performance of the proposed Hybrid Method, it has been
compared against two classical optimization methods, a plain conjugate gradient and a
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plain Genetic Algorithm. The conjugate gradient method is the same as that which forms
part of the Hybrid Method, but running on its own. The Genetic Algorithm used to compare
the hybrid algorithm is also the same that forms part of the Hybrid Method, but also running
alone. To take into account the random component of the Genetic Algorithm and the strong
dependence on the starting point of the conjugate gradient, multiple optimizations with
each algorithm have been conducted.

Two optimizations have been conducted with the Genetic Algorithm, starting with
different random populations. The Hybrid Method was also run twice, starting with the
same random populations as the Genetic Algorithm, so both methods started with the same
populations. Finally, the conjugate gradient was run six times, starting with six individuals
of the first random population generated by one of the Genetic Algorithms.

All the optimization methods have been tested against the same test case. The test
case consists of a single objective optimization of an Active Flow Control optimization
problem based on the work of Tousi et al. [20]. The objective of that work is to determine
the optimum parameters of the Synthetic Jet actuator design at different angles of attack
in a multiple objective optimization problem. The test case details for the comparison of
optimization algorithms are presented in Section 3.1.

3.1. Test Case Description

The test case focuses on the optimization of an Active Flow Control device, more
precisely, a Synthetic Jet actuator. The device is tested on a SD7003 airfoil at an angle of
attack of 14 degrees. For the comparison between the optimization algorithms, which is
the main objective of this work, a single optimization problem with five design variables
has been used. The objective function is to maximize the lift coefficient, and to do so the
objective function is set to:

f = −Cl

At high angles of attack, the Synthetic Jet can greatly affect the flow structure, improv-
ing the lift coefficient. The Synthetic Jet actuator, if set properly, can help to reattach the
flow to the airfoil or to almost avoid the detachment of the flow.

The design variables are the same as the previous work by Tousi et al. [20]. For a full
explanation and detail of the Synthetic Jet actuator design variables meaning refer to [20].
The five design variables are:

F+ Non-dimensional frequency.
Cµ Momentum coefficient.
θ Jet inclination angle.
x/C Non-dimensional jet position.
h/C Non-dimensional jet width.

The evaluation range of each design variable is shown in Table 3. The same ranges are
used with all optimization algorithms.

Table 3. Active Flow Control design variables and their evaluation ranges.

Design Variable Minimum Value Maximum Value

F+ 0.1 10
Cµ 0.0001 0.02
θo 5 175

x/C 0.001 0.3
h/C 0.005 0.015

The flow has been solved with an unsteady Reynolds averaged Navier–Stokes model
(URANS), using the OpenFOAM software. Other models, like direct numerical simulation
(DNS) or large eddy simulation (LES) could be used to solve the Synthetic Jet simulation,
but their computational cost is too high to perform so many optimizations with the avail-



Appl. Sci. 2022, 12, 3894 8 of 13

able resources. In addition, there is no need to use such precise solvers to evaluate the
performance of the Hybrid Method. More details on the solver used can be consulted
at [20], as this study uses the same model.

The mesh used, see Figure 2a, is one of the meshes previously evaluated in [20],
although having a smaller number of cells (34,448) than the final one employed in that
paper, the maximum y+ after the simulation was y+ = 1. The mesh nearby the Synthetic
Jet actuator is presented in Figure 2b. The run time of the simulation has been adjusted to
30 time units, which as shown in [20] is sufficient to reach convergence. It is important to
note that this study is not about the Synthetic Jet actuator optimization, but to compare the
optimization algorithms in a real world application with a significant computational cost
and complexity. The study of the physical problem is not the main purpose of this study,
which justifies reducing the precision of each CFD simulation in order to reduce the overall
computational cost.

(a) (b)

Figure 2. Full mesh of the domain (a) and Mesh nearby the Synthetic Jet actuator (b).

In Figure 3, the temporal averaged streamlines and pressure field for the non-actuated
case is presented. This configuration is called the baseline. From the streamlines, it can be
seen that the flow is fully separated and the airfoil is under stall conditions.

Figure 3. Averaged streamlines and pressure field of baseline case (Cl = 0.80).

3.2. Results from the Optimizations Methods

This section introduces the results obtained for the proposed comparison. The conver-
gence of the different optimization algorithms are shown in Figure 4. The results shown
in the graph of Figure 4 reflect the problems encountered by the gradient based method.
Most runs of the conjugate gradient initially improve faster than the Genetic Algorithm
but then get stuck between Cl ≈ 1.35 and Cl ≈ 1.45 (except for two runs that get stuck at
Cl ≈ 0.8 and Cl ≈ 1.25, respectively). Those lift coefficient values are achieved with almost
100 evaluations of the objective function for each optimization of the conjugate gradient.
The strong dependence of the conjugate gradient on the starting point is also reflected on
these results, as it presents very different solutions between runs than the other methods.
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In all cases, the conjugate gradient method was stopped because the algorithm found a
local minimum and could not compute the gradient to further improve the results.

On the other hand, the Genetic Algorithm provides optimal solutions similar to the
conjugate gradient, but with a higher computational cost, approximately four times higher.
Both runs of the Genetic Algorithm achieve values of the objective function in the range of
the conjugate gradient results. One of the runs achieves a better objective function than all
of the conjugate gradient runs, with a value of Cl = 1.49. It is important to note that the
Genetic Algorithm optimizations could run additional iterations and achieve better results,
but with a high computational cost.

Figure 4. Comparative of the convergence of the different optimization methods.

The Hybrid Method is the method that achieved better results, outperforming all
runs of the other algorithms in both of its runs. During the first iterations, it achieved
a convergence rate similar to the conjugate gradient. However, the improvement of the
solution has continued, avoiding being trapped in any local minimum. It is also the most
robust, as both runs are very similar in their performance. Both Hybrid Method runs
outperformed all the other optimization methods with a Cl = 1.52 and Cl = 1.54. One
run of the Genetic Algorithm achieved a comparable solution (Cl = 1.49), but it took more
than twice the computational cost of the Hybrid Method. Case 3, with a lift coefficient
of Cl = 1.49, obtained by the Genetic Algorithm with around 375 objective function
evaluations, improves the baseline lift coefficient by 86%. Cases 4 and 5, obtained by the
Hybrid Method runs, achieved a lift coefficient of Cl = 1.52 and Cl = 1.54, respectively.
Both runs needed around 125 objective function evaluations, which is 67% the number of
evaluations of case 3, with an increase in the lift coefficient of 90% and 93%, respectively,
from the baseline. The best lift coefficient achieved by each optimization is presented in
Table 4. The mean (Cl) and standard deviation (σ) of the lift coefficient achieved by each
optimization method is also presented. The Hybrid Method presents the best lift coefficient
mean (Cl = 1.53) followed by the Genetic Algorithm (Cl = 1.44) and the conjugate gradient
(Cl = 1.29). The conjugate gradient is the least robust, with a standard deviation of
σ = 0.2458, but four of the six optimizations achieved similar results than the Genetic
Algorithm with less computational effort.

Looking at these results, one can conclude that the proposed Hybrid Method per-
forms much more robustly than the conjugate gradient method and much faster than the
Genetic Algorithm.
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Table 4. Best lift coefficient of each optimization case, means and standard deviation.

Genetic Algorithm Hybrid Method Conjugate Gradient

Cl

1.39 1.52
0.81
1.26
1.38

1.49 1.54
1.42
1.42
1.46

Cl 1.44 1.53 1.29

σ 0.07071 0.01414 0.2458

3.3. Results Based on the Fluid Flow Performance

This subsection provides a comparison between the characteristics of the flow field
corresponding to each of the optimal solutions labeled in Figure 4. The lift coefficient
and design variables of each of the optimal solutions are presented in Table 5. For a full
explanation of the flow structure and details on the Synthetic Jet actuator performance, the
reader is directed to [20].

Table 5. Values of the lift coefficient and design variables of the five labeled cases.

Case Cl F+ Cµ θo x/C h/C

1 0.81 8.6 1 × 10−4 136 3 × 10−1 5 × 10−3

2 1.39 0.3 1.47 × 10−2 24 1 × 10−3 1.4 × 10−2

3 1.49 3.2 1.92 × 10−2 8 2 × 10−2 5 × 10−3

4 1.52 6.7 2 × 10−2 7 2.6 × 10−2 5 × 10−3

5 1.54 9.9 2 × 10−2 5 1.97 × 10−2 5 × 10−3

As explained in the Section 3.1, the flow without the Synthetic Jet actuator is fully
detached, see Figure 3. The objective of the Synthetic Jet actuator is to prevent or minimize
flow separation. The averaged streamlines and pressure field of the optimized cases are
presented and discussed in this section. The flow field corresponding to Case 1 is presented
in Figure 5. Despite the fact that the flow separation is slightly delayed versus the baseline
case, a large vortical structure is still observed over the airfoil.

Figure 5. Averaged streamlines and pressure field of the Case 1 (Cl = 0.81).

In Figure 6, the averaged streamlines and pressure field obtained from case 2 is
presented. It shows a late reattachment of the flow, which improves the lift coefficient of
the baseline by 74%. This solution has been obtained by one of the Genetic Algorithm’s
runs, with around 400 evaluations of the objective function. The resulting lift coefficient is
Cl = 1.39.
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Figure 6. Averaged streamlines and pressure field of case 2 (Cl = 1.39).

The averaged streamlines and pressure fields of cases 3, 4 and 5 are presented in
Figures 7–9, respectively. All of them show a complete flow reattachment, with very minor
differences in the size of the laminar bubble appearing close to the airfoil leading edge. The
bubbles are in fact located near the Synthetic Jet position, just downstream of it, as can
be seen in the above mentioned figures. The optimization of the flow control actuation
parameters has managed to successfully reattached the flow along the entire airfoil chord.

Figure 7. Averaged streamlines and pressure field of case 3 (Cl = 1.49).

Figure 8. Averaged streamlines and pressure field of case 4 (Cl = 1.52).

Figure 9. Averaged streamlines and pressure field of case 5 (Cl = 1.54).
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4. Discussion

This article presents a new Hybrid Method which combines two optimization methods
(a Genetic Algorithm and a conjugate gradient) of a very different nature. The test case used
to evaluate the performance of the new Hybrid Method is a single objective optimization
with five design variables associated with a Synthetic Jet actuator. The CFD simulations are
solved using a URANS model, which has proven precise enough to capture the active flow
actuator effect and to compare between different designs. For the test case of the Synthetic
Jet actuator, the Hybrid Method has outperformed both of the traditional optimization
algorithms. The new Hybrid Method successfully combines the best characteristics of both
optimization algorithms. It shows a great convergence rate, like a gradient based method,
but without the lack of robustness that usually comes with gradient based methods and
complex applications. The increase in robustness is provided by the Genetic Algorithm
player which avoids local minimums. The strategy to exchange information between
the two optimization algorithms proposed in this Hybrid Method has proven efficient to
overcome the main drawbacks of both classical optimization methods, and the result is an
optimization method capable of exploring and exploiting the full search space.

The future work aims to further test the new Hybrid Method in a multi-objective opti-
mization problem such as the one introduced in Tousi et al. [20]. In high CPU demanding
applications, such a Synthetic Jet actuator optimization is important when working with
optimization algorithms that require a low number of evaluations of the physical model,
and the new Hybrid Method has proven a good option.
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Abstract: The suspensions used in heavy vehicles often consist of several oil and two gas chambers. In
order to perform an analytical study of the mass flow transferred between two gas chambers separated
by a nozzle, and when considering the gas as compressible and real, it is usually needed to determine
the discharge coefficient of the nozzle. The nozzle configuration analyzed in the present study consists
of a T shape, and it is used to separate two nitrogen chambers employed in heavy vehicle suspensions.
In the present study, under compressible dynamic real flow conditions and at operating pressures,
discharge coefficients were determined based on experimental data. A test rig was constructed for
this purpose, and air was used as working fluid. The study clarifies that discharge coefficients for
the T shape nozzle studied not only depend on the pressure gradient between chambers but also
on the flow direction. Computational Fluid Dynamic (CFD) simulations, using air as working fluid
and when flowing in both nozzle directions, were undertaken, as well, and the fluid was considered
as compressible and ideal. The CFD results deeply helped in understanding why the dynamic
discharge coefficients were dependent on both the pressure ratio and flow direction, clarifying at
which nozzle location, and for how long, chocked flow was to be expected. Experimentally-based
results were compared with the CFD ones, validating both the experimental procedure and numerical
methodologies presented. The information gathered in the present study is aimed to be used to
mathematically characterize the dynamic performance of a real suspension.

Keywords: discharge coefficients; real compressible flow; Computational Fluid Dynamics (CFD);
chocked flow; analytical solutions based on experimental data

1. Introduction

Hydro-pneumatic suspensions consist on two or more oil chambers and a couple of
gas ones. During the alternative displacement of the suspension, oil and gas flows back
and forth between two consecutive chambers often separated by one or several nozzles
or valves, therefore generating the smooth suspension displacement characteristic of such
devices. Figure 1 introduces a typical heavy vehicle suspension, where several oil and
gas chambers can be observed. To mathematically evaluate the dynamic fluid variations
associated with the compression and extension of a given suspension, it is required to
obtain the dynamic discharge coefficient of the different nozzle shapes separating the
gas chambers. The discharge coefficient is defined as cd = ṁ

ṁt
, where ṁ characterizes

the real mass flow flowing through the nozzle, while ṁt is the mass flow obtained using
a theoretical equation. For the suspension configuration presented in Figure 1, the gas
chambers consist of a constant volume chamber and a variable volume one. Compressible
gas, generally nitrogen, flows between two chambers through a narrow passage of constant
cross-section, a nozzle. In the suspension of the present study, the pressure in both nitrogen
chambers is time-dependent, which is the reason why it is important to determine the
discharge coefficient variation for a real compressible flow under transient conditions.
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Figure 1. Scheme of a typical heavy vehicle suspension.

The main advantage of knowing the discharge coefficient of a given nozzle is that
it allows to determine the real mass flow through the nozzle via employing theoretical
equations. From the existing literature, several traditional experimental procedures [1,2]
are described to experimentally determine the discharge coefficients on nozzles under
real flow compressible conditions. The accuracy of these methods is good for a limited
range of pressures, but it is jeopardized in applications involving high pressure metering.
One of the most relevant early papers on non-ideal gas flow through orifices is the work
undertaken by Johnson [3], where an expression for one-dimensional real flow through
nozzles and based on the Beattie-Bridgeman equation was developed. The specific heat
ratio was considered to be constant. Air at room temperature and for 10 MPa pressure
differential was used as working fluid, and he observed a deviation of 3.5 percent for
critical flow in nozzles when employing real versus ideal gas equations. Bober and Chow
[4], using Methane as working fluid and for a pressure differential of 23 MPa between
chambers, compared the ideal and real gas flow performance through a venturi-shaped
nozzle using the Redlich-Kwong equation. Under choked flow conditions, the difference
between ideal and real gas models was about 20%. Based on these early papers, it became
clear that real gas effects had to be considered if precision metering was required.

Kouremenos et al. [5] and Kouremenos and Antonopoulos [6], based on the Lee-Kesler
and Redlich-Kwong equations of state, described a constant entropy process via using
three isentropic exponents. A set of simulations and experimental measurements of real
compressible flow though convergent divergent nozzles, at very high pressure differentials,
were recently undertaken by Kim et al. [7,8] and Nagao et al. [9,10]. They observed
that, for a given range of Reynolds numbers, the discharge coefficient exceeded unity.
This fact was previously reported by Nakao [11] experimentally. They realized that the
molecules’ vibrational energy had to be considered in the non-equilibrium thermodynamic
process. Working with hydrogen, Ding et al. [12] observed the discharge coefficient was
not just dependent on the Reynolds number but also on the throat diameter, stagnation
pressure and stagnation temperature. They realized that the compressibility factor (Z)
was changing in opposite direction than the discharge coefficient and concluded that
the compressibility factor was likely the most important parameter when studying the
discharge coefficient. They also noticed that, due to real gas effects, the fluid density at the
nozzle throat became smaller than the theoretical one. In most of the research undertaken
previously, the theoretical work was not supported by an experimental method, which
could allow working directly with the experimental data. These aspects were covered
in Reference [13], where, for constant section short nozzles, an expression defining the
discharge coefficient was developed using an experimental method and a gas flow model
based on the Lee-Kesler equation of state [14]. Experimental results were compared with
the ones obtained from the new developed equation, observing that, for tests performed
using nitrogen up to 7.6 MPa pressure differential, a good correlation was obtained.

Computational Fluid Dynamic (CFD) applications are gaining reliability every day.
The consideration of the gas as real and compressible, under sonic or supersonic flow
conditions, is still not fully extended. In reality, turbulent models quite often have some
difficulties in dealing with such kind of flows. Nevertheless, there are many industrial
applications where sonic, and even supersonic, flow is used. CFD simulations on compress-
ible flow through valves, whether purging or relief ones, have recently been performed
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in Reference [15,16]. The modeling of flow ejectors under sonic flow conditions was con-
sidered in Reference [17–21]. Some of the recent papers simulating compressible flow
conditions at high Mach numbers inside nozzles are Reference [22–25].

From all these studies, it is particularly relevant to highlight the work done by
Farzaneh-Gord et al. [15], where they numerically evaluated the exit flow of natural
gas through a purging valve, during its opening time. They considered the gas as real and
compressible, being the maximum pressure differential of 3.5 MPa. As a turbulent model,
the standard k− ε was selected. They concluded supersonic flow was to be expected at
the pipe outlet. García-Todolí et al. [16] performed CFD simulations on air valves under
compressible flow condition. They showed how CFD models are efficient to represent
the behavior of air entering and leaving the valve. The maximum pressure differential
studied was 0.1 MPa. In their analysis, they used the realizable k− ε turbulent model and
their results matched very well with the experimental data. Mazzelli et al. [17] performed
numerical and experimental analyses in order to check the effectiveness of the commonly-
used computational techniques when predicting ejector flow characteristics at supersonic
flow conditions. For the numerical part, they considered the working fluid as an ideal
gas. They tested different Reynolds-averaged Navier–Stokes (RANS) turbulent models,
among them, the k− ω SST and k− ε realizable ones, and observed that, in general, all
turbulent models generated very similar results, although epsilon-based models were more
accurate at low pressure differentials (around 0.2 MPa). The different pressure differentials
they evaluated were of 0.2, 0.35, and 0.5 MPa. On the other hand, they stated that the main
differences between the numerical and experimental results appeared when comparing
2D and 3D models. Lakzian et al. [18] performed a compressible 2D RANS simulation on
an air ejector pump. In their analysis, they assumed the working fluid as ideal gas and
the walls were treated as adiabatic. Pressure differentials of 0.5, 0.6, 0.7, and 0.8 MPa were
considered. They used a k− ε realizable turbulent model along with a wall function and
a very good agreement with experimental data was obtained. They concluded that the
main sources of entropy are the mixing and normal shock occurred in the mixing chamber
and diffuser, respectively. Arias and Shedd [21] used CFD to develop a 3D model of com-
pressible flow across a venturi in which obstacles were located inside. Air was considered
as compressible and was treated as ideal gas. The turbulent model they used was RNG
k− ε and the maximum pressure differential was about 0.1 MPa. The results showed that
the obstacles located at the converging nozzle of the venturi causes negligible pressure
losses, while other obstacles that generate wakes in the flow are responsible for the largest
pressure drop. Discharge coefficients of critical nozzles used for flow measurement under
compressible flow conditions were evaluated by Ding et al. [22]. Fluid was considered
as real, the standard k − ε turbulent model with a wall function was employed in all
simulations. Nozzle roughness was considered, being the maximum pressure differential
between nozzle inlet-outlet of 120 MPa. They observed that, when the nozzle roughness
was very small, and for pressure differentials until 1 MPa, the effect on the discharge
coefficient was negligible. Sonic and supersonic flow inside micro/nanoscale nozzles was
studied by Darbandi and Roohi [23]. They used a density-based solver (rhoCentralFoam)
employed in OpenFOAM. Second order spatial discretization scheme along with a first
order Euler-scheme for time integration were implemented. They observed supersonic
flow was impossible to set in nanoscales once Knudsen number exceeded a given value.
Zhao et al. [24] numerically studied the fuel flow in a nozzle considering the fuel com-
pressibility. They used the RANS method with a Realizable k− ε turbulent model and
they investigated the effect of injection pressure on the fuel flow under fuel compressibility
conditions. They concluded that the nozzle discharge coefficient for compressible flow was
larger than when fluid was considered as incompressible.

According to the authors knowledge, the nozzle configuration studied in the present
paper, which has a T shape, has not been previously studied under real gas compressible
flow conditions, and just the work done by Farzaneh-Gord et al. [15] presents some sim-
ilarities. In fact, under incompressible flow conditions, a similar shape was studied by
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Reference [26,27], where it was stated the discharge coefficient was highly dependent on
the flow direction. The present study consists of the following parts: initially, the test rig
employed to do all experimental tests is introduced, and then the mathematical equations
used to analytically determine the flow parameters are presented. In a third stage, the Com-
putational Fluid Dynamics (CFD) methodology employed to numerically evaluate the
compressible flow between the two tanks is introduced. Next, the experimentally-based
and numerical results are presented and compared. Finally, the discharge coefficients as a
function of the Reynolds number, and for both flow directions, are presented and discussed,
and the paper ends with the conclusions.

2. Experimental Test Rig

Since the primary idea in the present paper was to experimentally determine the
directional dynamic discharge coefficients for a real gas, air, the test rig introduced in
Figure 2 was created. Figure 2a,b, respectively, show a general view of the test rig and the
two reservoirs. Figure 2c presents a schematic view of the two reservoirs central section
with the different transducers employed. Apart of the two reservoirs, the test rig consisted
of a stopper cylinder, which was employed to displace the shutter valve located inside
the large reservoir; see Figure 2c. When this valve was closed, it prevented the fluid from
flowing between the two reservoirs, allowing to pressurize each of them independently.
The volume of each reservoir was of 2288.48 and 700.18 cm3. Notice that the volume of
the large reservoir was slightly increasing as the shutter valve was opening. Therefore,
in order to know at each instant which was the real volume, a position transducer was
attached to the stopper cylinder. The pressure multiplier in conjunction with the pressurize-
depressurize valve were connected to the large reservoir and allowed to set the required
pressure in the reservoir chambers. A static and a dynamic pressure transducer were
connected to each reservoir; this was done due to the uncertainty of the static transducer in
properly measuring the dynamic pressure variations. The fluid temperature was aimed to
be measured by several dynamic thermocouples placed on the internal reservoirs walls;
one of them was located in the large reservoir, and three were placed on the smaller one,
and then larger temperature variations were expected in there.

It is important to notice that the dynamic thermocouples were welded to the internal
walls of the reservoirs; therefore, the measured temperature was, in reality, the internal
wall temperature, which may not be exactly the same as the fluid temperature, specially
under dynamic conditions. Considering known the dynamic temperature at the upstream
reservoir, Kagawa et al. [2] identified the susceptibility of the pressure response to temper-
ature changes in a reservoir at natural conditions, and suggested the use of an upstream
isothermal chamber to guarantee no temperature variation. This idea appears to be a good
solution since it reduces the number of variables, and assuming pressure is a known vari-
able, it would be possible to mathematically determine the temperature, heat transfer, and
the mass flow downstream by means of integration. The main difficulty lies in achieving no
upstream temperature variation during the discharge, Kagawa et al. [2] suggested stuffing
extremely thin steel wool or copper wire in the upstream reservoir to obtain isothermal
conditions. For the present experimental test rig, and in order to tend to achieve isothermal
conditions during experimentation, both reservoirs walls were constructed with a thickness
of 35 mm.

The main characteristics of the different transducers were: the static pressure sensors
were from Keller series model 21/21PRO, capable of measuring pressures of 10 MPa
and having a resolution of 100 Pa. To properly evaluate the dynamic pressure, Kistler
transducers model 601A were used; their resolution was of 100 Pa, and the time response
was of 1 µs. Dynamic temperature was measured using low inertia Nammac thermocouples
model E6-20, and their resolution was of 0.01 ◦C. The transducer used to measure the
position of the shutter valve was a LVDT type, model CGA-2000 from TE connectivity,
and its resolution was of 0.001 mm. The dynamic variables were recorded, thanks to an
in-house LabVIEW program specifically developed for this application. Table 1 introduces
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the initial absolute pressure on both reservoirs employed in each experimental test, as well
as in each CFD case. The main dimensions of the T shape nozzle are defined in Figure 2c.
The constant section nozzle diameter of both the horizontal and vertical nozzle branches
was d = 1.5 mm, the horizontal branch length (L1) was L1 = 29.5 mm, and the length of
the vertical branch (L2) was L2 = 10 mm.

(a)

(b)

(c)
Figure 2. (a) Test rig main view. (b) The two reservoirs with their pressure and temperature transducers; (c) schematic view
of the reservoirs and the transducers localization.
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The process followed to perform the simulations was a function of the flow direction,
and it was depending on which of the two reservoirs was initially pressurized. In other
words, it depends on if the discharge was from the large to the small reservoir (L-to-S) or
from the small to the large (S-to-L) one. It is important to notice that the T shape nozzle
was always kept in the same position, regardless of the flow direction.

Table 1. Initial absolute pressure at both reservoirs for all different experimental tests performed and for all Computational
Fluid Dynamic (CFD) simulations undertaken.

Pressure large
reservoir
(MPa)

0.4 0.6 0.9 1.1 1.2 0.1 0.1 0.1 0.1 0.4 0.4
CFD

1.1
CFD

0.1
CFD

0.4
CFD

Pressure small
reservoir
(MPa)

0.1 0.1 0.1 0.1 0.4 0.4 0.6 0.9 1.1 1.2 0.1
CFD

0.1
CFD

0.6
CFD

1.2
CFD

The measurements done when the large reservoir was pressurized started with the
shutter valve open and both reservoirs at the atmospheric pressure, 0.1 MPa absolute
pressure. Under these conditions, the shutter valve was closed, and the large reservoir
was filled with air, passing through the pressurize-depressurize valve, until reaching the
required pressure. Then, the pressurize-depressurize valve was closed. The last step
consisted of opening the shutter valve, which was accomplished by pressurizing the
stopper cylinder, and the flow was allowed to go from the large to the small reservoir.
The stopper cylinder position, the static, and dynamic pressure, as well as the internal walls
temperature, on both reservoirs, were recorded using an external computer, and thanks
to a labVIEW program. For tests at which the fluid was going from the small reservoir to
the large one, the same procedure was used but initially both reservoirs were pressurized
at the pressure required for the small reservoir. After closing the shutter valve and using
the pressurize-depressurize valve, the pressure at the large reservoir was decreased until
obtaining the one needed. It is important to highlight at this point that each test was done
ten times, and the resulting curves presented in the results section are the average value of
the ten measurements done for each variable.

3. Mathematical Equations and Analytical Process Followed to Determine the
Physical Variables

From the experimental tests, it was soon realized that, as the temperature transducers
were welded to the reservoirs internal walls, in reality, they were measuring the temperature
of the wall and not the fluid temperature at each reservoir. The measured temperature was
almost constant in both reservoirs, and it was used to instantaneously estimate the heat
transferred through the walls. Therefore, providing that the only trustworthy dynamic
information in both reservoirs was the temporal pressure evolution, the methodology
employed to determine the mass flow between reservoirs was based on the following
equations, developed by the authors in a former paper [13]. Equation (1) was obtained
from the application of the energy equation in the upstream reservoir, it characterizes
the temporal mass variation in the upstream reservoir, dmu

dt , as a function of the tank’s
temperature Tu, the heat transferred to the fluid dQu

dt , the upstream pressure temporal

variation dpu
dt , the variation of the compressibility factor versus the temperature and specific

volume ∂Zu
∂T ; ∂Zu

∂ν , the mass of the fluid in the upstream reservoir mu, the enthalpy hu, and
the internal energy uu associated with the upstream fluid. The heat transferred across
the walls of the reservoir was estimated based on the Fourier equation Q = −λ dT

dx

∣∣
x=0,

being the value of the thermal conductivity λ = 54( W
mK ). Equations (2) and (3) arise from

the differentiation of the real gas equations applied to the upstream and downstream
reservoirs, pu∀u = ZumuRuTu; pd∀d = ZdmdRdTd, and they link the pressure, volume,
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temperature, mass flow, and compressibility factor temporal variations existing in the
respective upstream and downstream reservoirs. Equation (4) simply characterizes the
mass transfer balance. In all these equations, sub-indices u and d stand for upstream and
downstream, respectively.

dmu

dt
=

1
pu

dpu
dt − 1

mucv

[
1

Tu
+ 1

Zu

(
∂Zu
∂T

)
ν

]
dQu
dt

1
mu
− 1

Zu

(
∂Zu
∂ν

)
T
∀u

(mu)2 +
1

mucv

[
1

Tu
+ 1

Zu

(
∂Zu
∂T

)
ν

][
RT2

u

(
∂Zu
∂T

)
ν
− (hu + uu)

] , (1)

dTu

dt
=

Tu

pu

dpu

dt
+

Tu

∀u

d∀u

dt
− Tu

mu

dmu

dt
− Tu

Zu

dZu

dt
, (2)

dTd
dt

=
Td
pd

dpd
dt

+
Td
∀d

d∀d
dt
− Td

md

dmd
dt
− Td

Zd

dZd
dt

, (3)

dm
dt

=
dmd
dt

= −dmu

dt
. (4)

An in-house computer program was created to solve the preceding Equations (1)–(4)
with a Runge-Kutta method based on DVERK from the International Mathematics and
statistics library, (IMSL). The air density was determined every time step using the Lee-
Kesler equation iteratively as performed by Plocker and Knapp [28]. According to this
equation, the compressibility factor as a function of the reduced parameters, can be ex-
pressed as:

Z(r) =

(
Prνr

Tr

)
= 1 +

B
νr

+
C
ν2

r
+

D
ν5

r
+

c4

T3
r ν2

r

(
β +

γ1

ν2
r

)
e
−γ1
ν2
r . (5)

The parameters B, C, D, c4, β, and γ1, for various gases, can be determined from
Reference [5]. Pr, Tr, and νr stand for reduced pressure, reduced temperature, and reduced
specific volume, respectively.

According to Lee and Kesler [14], the compressibility factor can be defined as:

Z = Z(0) +
ω

ω(R)

(
Z(R) − Z(0)

)
, (6)

where Z(R) and Z(0) are the compressibility factors for a reference fluid and simple
fluid, respectively, while ω(R) and ω stand for the acentric factors of the reference and
working fluids.

Considering known the pressure and temperature in a given location and time, the fol-
lowing steps were used to calculate the fluid compressibility factor. Initially, the reduced
upstream pressure and temperature (Pr and Tr) were obtained based on the working fluid
critical properties (Pc; Tc) and the values of the pressure and temperature. When intro-
ducing the values of Pr and Tr in Equation (5), introducing, as well, the values of the
parameters given for a simple fluid and obtained from reference [5], the value of νr could be
determined. Substituting the value of νr in the same Equation (5), the corresponding com-
pressibility factor for a simple fluid Z(0) was obtained. Following the same procedure just
described, but using the values of the parameters characterizing the reference fluid, which,
for the present study, was n-octane, and values obtained from Reference [5], the value of
Z(R) was determined. Substituting the compressibility factors Z(0) and Z(R) in Equation (6)
and considering the acentric factor values ω(R) = 0.3978 and ω = 0.039, the compressibility
factor for the working fluid could finally be obtained. This procedure allows to determine
the compressibility factor and the fluid density at any position and time, and just the values
of the pressure and temperature are required at the generic location where the information
is needed.

To be able to determine the instantaneous mass at each reservoir, the pressure evolution
was measured in both reservoirs at any time; the volume of both reservoirs was also
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known, and the fluid temperature, as well as the compressibility factor, were estimated
based on the previous equations. The variation of the fluid mass between two consecutive
time steps allowed to calculate the instantaneous mass flow leaving one reservoir and
entering the other one. The only problem associated with this methodology was that the
fluid temperature had to be estimated. As previously defined by Kagawa et al. [2] and
Comas et al. [13], if the reservoirs were large enough, the fluid temperature was likely to
remain constant. Yet, which were the required dimensions to fulfill this condition, for each
particular case, was not clearly stated.

Based on the previous information, the instantaneous space averaged fluid velocity
at the nozzle minimum section S = πd2

4 was determined as presented in Equation (7).
The fluid velocity at the critical section was determined based on the experimentally-based
mass flow ṁ, the nozzle section S, and the fluid downstream density ρd.

ϑ =
ṁ

Sρd
. (7)

To determine the Mach number, the sound speed was initially obtained from
Equation (8), when substituting Equations (7) and (8) in Equation (9), the Mach num-
ber at the nozzle critical section was obtained.

c2 =

(
∂p
∂ρ

)

s
= −v2

(
∂p
∂v

)

s
, (8)

M =
ϑ

c
. (9)

On the other hand, and due to the fact that the pressure differential between both
reservoirs was relatively small, as in Table 1, the following equation was employed to
calculate the theoretical mass flow.

ṁt =
πD2

4

√√√√√ 2γ

γ− 1
puρu



(

pd
pu

) 2
γ

−
(

pd
pu

) γ+1
γ


. (10)

The instantaneous discharge coefficient was determined at each time step by compar-
ing the real and theoretical mass flows. Actually, the discharge coefficient at each time step
was obtained according to Equation (11).

cd =
ṁ
ṁt

, (11)

where ṁ is the real mass flow obtained based on the temporal variation of the mass
in the upstream reservoir, which was determined from the experimental upstream and
downstream pressure evolution, the initial fluid temperature, and after calculating the
compressibility factor, as well as the fluid temperature evolution, at each time step. ṁt is
the mass flow obtained via using Equation (10).

At each instant, the Reynolds number was determined using the following equation.

Re =
4ṁ

πDµ
, (12)

where µ is the fluid dynamic viscosity.

4. Dynamic Computational Fluid Dynamic Simulations

In order to be able to analyze the dynamic flow evolution between the two reservoirs,
several 3D Computational Fluid Dynamic (CFD) simulations were undertaken. The work-
ing fluid was air, and it was considered as ideal and compressible. Some recent papers
in which the fluid was considered as ideal and compressible and working under similar
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pressure differentials are Reference [17,18]. In the present paper, the simulations were
performed under dynamic conditions, therefore matching the experimental test conditions.

Figure 3 shows the two reservoirs separated by the T shape nozzle, and the dimensions
of both reservoirs and the T shape nozzle were the same as the ones used in the experimen-
tal tests. The only difference was the shutter valve needed in the experimental test rig, as in
Figure 2c, which was not required in the CFD simulations. The mesh employed was gener-
ated using GMSH, and it was unstructured and consisted of 126,633 cells. The OpenFOAM
software was used for all 3D simulations, and finite volumes is the approach OpenFOAM
uses to discretize Navier–Stokes equations. The solver rhoCentralFoam was used for all
tests, and the spatial discretization was set to second order being the first order Euler
scheme the one used for time discretization. The maximum Courant number was kept
below 0.8, being the time step around 5 × 10−8 s.Turbulence intensity was set to 0.05% in
all cases. The realizable k− ε turbulent model, along with a wall function, as previously
used by Lakzian et al. [18], were employed in all the simulations. The maximum y+ on the
wall of the nozzle was about 90. Volumetric Dirichlet pressure and temperature boundary
conditions were initially set in both reservoirs, Newman boundary conditions for pressure
and temperature were set in all walls, and Dirichlet boundary conditions for velocity
were established in all walls. Regarding the heat transfer, all walls were set as adiabatic.
To compare with the experimental results, four simulations were performed; in two of
them, the flow was going from the large to the small reservoir, and the respective L-to-S
reservoirs pressures were 0.4–0.1 MPa and 1.1–0.1 MPa. In the other two simulations, the
fluid was flowing from the small to the large reservoir, being the S-to-L reservoirs pressures,
respectively, of 0.6–0.1 MPa and 1.2–0.4 MPa; see Table 1.

(a)

(b)
(c)

Figure 3. (a) Reservoirs main mesh; (b) T shape nozzle section mesh; (c) T shape nozzle mesh general view.

5. Results and Discussion

In the present section, initially the measured temporal pressure evolution inside the
reservoirs is compared with the ones obtained from the CFD simulations. The same is
later being done with the temporal temperature at the upstream reservoirs. Next, the time-
dependent mass at each reservoir is also compared between CFD and experimentally-based
results, which is followed by the temporal mass flow comparison. The time-dependent
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Mach numbers at the respective critical sections and the discharge coefficients versus the
Reynolds number are presented next. At the end of this section, a figure showing the flow
inside the nozzle and for both flow directions is introduced. In this figure, the critical
sections where the flow becomes sonic and the locations where supersonic flow is to be
expected are clearly stated.

Figure 4 presents the temporal pressure variation measured in both reservoirs for
the different initial pressure differentials introduced in Table 1. Each curve is, in reality,
the average one obtained after performing each test ten times. Although not presented in
Figure 4, the standard deviation of each point was smaller than 1% for all tests performed.
From Figure 4a, it is observed the discharge lasts about two seconds, regardless of the initial
pressure differential existing between the two reservoirs. In fact, the time needed to com-
plete the discharge suffers an increase of about 22.5% when comparing the discharge from
0.4 to 0.1 MPa with the 1.1 to 0.1 MPa one. This phenomenon is clearly understandable then
the higher the upstream pressure the higher is the mass to be transferred from one reservoir
to the other. Notice that the initial mass of fluid in the downstream reservoir is the same for
all cases presented in Figure 4a, except the case at which the initial downstream pressure is
of 0.4 MPa, being the upstream pressure of 1.2MPa. This case shows clear differences versus
the rest of the discharges; then, the time required to complete the discharge is about 10%
shorter than the one needed to complete the discharge when the upstream/downstream
reservoir pressures were 0.4 and 0.1 MPa, respectively. In fact, the discharge time is
directly related to the initial fluid density ratio ρupstream/ρdownstream between reservoirs,
given the rest of the parameters, reservoirs volumes, and initial fluid temperature as con-
stant, the smaller the initial upstream/downstream density ratio ρupstream/ρdownstream, and
the shorter the discharge time.

From the observation of the temporal pressure decay when the flow goes from the
small reservoir to the large one, as in Figure 4b, it is realized that the discharge time obeys
to the same upstream/downstream density rule just presented. It is interesting, as well,
to observe that, when comparing discharge times for the same pressure differential and
opposite flow directions, the discharge time is larger when the fluid goes from the small to
the large reservoir. This is likely linked to the resistance the T shape nozzle is presenting
when the fluid flows in such direction. The time the flow remains under chocked conditions
it is expected to depend on such resistance. This point is to be clarified in the remaining
part of the paper. Figure 4 also compares the pressure decay and increase measured
experimentally with the ones obtained from the CFD simulations, two cases are compared
for each flow direction. The comparison shows a very good agreement, generating the
same discharge times and final pressures as the ones measured experimentally. Small
discrepancies are observed in the final pressure values when the flow goes from the small
to the large reservoir, a discrepancy of 4.4% is observed for a discharge from 1.2 to 0.4 MPa,
and the variation reaches 11.3% for a discharge from 0.6 to 0.1 MPa. Such relatively small
discrepancies are understandable when considering that, in the CFD simulations, the
process is considered as adiabatic, the fluid is considered as ideal, and the large volume
remains constant.

Figure 5 presents the fluid temperature evolution in both reservoirs and for the four
cases numerically evaluated. When the discharge is from the large to the small reservoir,
as in Figure 5a, the fluid temperature on the large reservoir suffers a decrease of less
than 20◦, and the increase of the fluid temperature in the small reservoir lies between 55◦

and 85◦; such a large increase is perfectly understandable when considering the reduced
volume of this particular reservoir and that the walls are considered adiabatic. Notice, as
well, that the temperature decrease and increase are directly dependent on the pressure
ratio between reservoirs. When the flow goes from the small to the large reservoir, as in
Figure 5b, the temperature decrease in the small tank oscillates between 50◦ and 70◦, and
a maximum temperature rise of around 30◦ is observed in the large reservoir.
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(a) (b)

Figure 4. Measured temporal pressure variation in both reservoirs, comparison between experimental and CFD results.
(a) Flow from large to small reservoir. (b) Flow from small to large reservoir. Five different pressure decays are considered
for each flow direction; see Table 1.

(a) (b)

Figure 5. Numerical temperature evolution in the upstream and downstream reservoirs. (a) The flow goes from the large to
the small reservoir. (b) The flow goes from the small to the large reservoir.

A point which needs to be considered, and which could help to explain why the
discharge from the small to the large reservoir takes longer than the one in the opposite
direction, is that, regardless of the flow direction, the temperature variation at the small
reservoir is several times larger than the one observed at the large one. Another possible
explanation needs to be found in the possible existence of a flow restriction under these
conditions, therefore reducing the effective flow section. In fact, the most plausible ex-
planation is likely to be the different nozzle resistance the fluid is facing when flowing in
opposite directions. These hypotheses will be analyzed in the remaining part of the paper.

Figure 6 introduces the experimentally-based fluid temperature temporal variation on
both reservoirs for the two flow directions and for all pressure differentials evaluated; see
Table 1. Figure 6a,b characterize the temperature decrease in the large and small reservoirs
when the flow goes from the large to the small and from the small to the large reservoirs,
respectively. The fluid temperature evolution in both reservoirs obtained from the CFD
simulations is also presented for comparison.
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(a) (b)

Figure 6. Experimentally-based and numerical temperature decay in the upstream reservoir. (a) The flow goes from the
large to the small reservoir. (b) The flow goes from the small to the large reservoir.

The first thing to be observed is that the fluid temperature decay is proportional to the
initial pressure ratio between reservoirs, and the higher the pressure ratio, the higher the
fluid temperature decay in the upstream reservoir. As previously observed, the temperature
drop is particularly high in the small reservoir. Temperature decreases of over 50◦ are
observed in the small reservoir, and such decrease is of less than 20◦ in the large one.
When comparing the temperature evolution experimentally-based with the CFD one, a
particularly good agreement is observed in the large reservoir, and a maximum difference
between experimental and numerical results of about 3.3% is observed in the small reservoir
when the discharge is from 0.6 to 0.1 MPa. The experimentally-based results generate final
temperatures slightly lower than the ones obtained via CFD simulations. As the walls were
assumed adiabatic in the CFD simulations, Figure 6 confirms this assumption; then, the
heat transferred through the walls appears to be negligible.

Based on the experimental pressure temporal evolution and the calculated temper-
ature, the temporal mass variation at each reservoir for both flow directions and for all
different pressures studied is presented in Figure 7. The same figure presents, as well,
the mass decay/increase obtained via CFD. Figure 7a,b introduce the reservoirs tempo-
ral mass variation when the air flows from the L-to-S and S-to-L reservoirs, respectively.
As previously observed, when the discharge is from 1.2 to 0.4 MPa, the discharge time is
minimum, and this is due to the small density ratio associated to the fluid. Regardless of
the flow direction, the curves representing the temporal mass variation on both reservoirs
are, for the discharge initial first second, having a constant pendent, but, during the next
1.5 discharge seconds, the curves are rounded. The constant pendent is likely to indicate
chocked flow conditions. The curves of the Mach number versus time should clarify
this hypothesis.

The instantaneous mass flow flowing between the two reservoirs for all pressures
studied and for both flow directions, is presented in Figure 8. Notice that the information
presented in this figure was directly extracted from Figure 7. For each pressure ratio,
Figure 7 presents two curves, representing the mass decrease in one reservoir and the
mass increase in the other; therefore, each of the mass flow curves could be obtained
twice, considering the mass decrease and increase in the respective reservoirs. Since both
mass flow curves were almost identical, in Figure 8, just the curves representing the mass
flow decrease in the upstream reservoir are presented. Figure 8a characterizes the mass
flow between reservoirs when the fluid is going from the large to the small reservoir.
Notice that, as the pressure ratio increases, the mass flow also increases. In reality, this
mass flow increase associated with the pressure ratio increase is due to the upstream
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fluid density increase. It is as interesting to see that, as the pressure ratio increases, the
overall discharge time, and the time at which the flow remains under sonic conditions,
also increases; Figure 9 shall further clarify this point. Figure 8b presents the mass flow
for the fluid going from the small to the large reservoir. It is interesting to realize that,
regardless of the pressure ratio evaluated, the discharge time lasts almost a second longer
than when the flow goes in the opposite direction. As already observed in Figure 8a, for a
discharge from 1.2 to 0.4 MPa, the pendent of the mass flow curve is much higher than for
the rest of the cases evaluated, clearly showing that the initial downstream density plays
an important role when considering the discharge temporal evolution and final time, and
such time decreases with the density ratio decrease.

(a) (b)
Figure 7. Temporal mass variation in each reservoir based on experimental data and for all pressures studied. (a) Flow from
large to small reservoir. (b) Flow from small to large reservoir.

(a) (b)
Figure 8. Mass flow between reservoirs, based on experimental data and for all pressures studied. (a) Flow from large to
small reservoir. (b) Flow from small to large reservoir.

Figure 8 also compares the mass flow obtained experimentally with the numerical one,
and the agreement appears to be very good for all cases studied; just when the discharge is
from 1.2 to 0.4 MPa, and the flow goes from the small to the large reservoir, the pendent of
the mass flow during the initial 0.5 s shows some discrepancy. In fact, already, in Figure 7b,
clear differences in the temporal mass evolution are observed for this particular discharge.
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When comparing Figure 8a,b, for any given pressure differential, it is observed that, at time
zero, the mass flow, when the fluid goes from L-to-S, is slightly larger than when the fluid
goes from the S-to-L, indicating the flow is seeing a higher restriction when the fluid is
going from S-to-L reservoir.

Figure 9a,b introduce the Mach number temporal evolution at the nozzle minimum
section as a function of the pressure differential and for the two flow directions, L-to-S and
S-to-L reservoirs, respectively. The information presented obeys the cases where numerical
and experimentally-based results can be compared. When the fluid goes from the large to
the small reservoir, the flow is initially sonic, and the time during which the flow remains
under sonic conditions increases with the pressure ratio increase, as in Figure 9a. When the
fluid is flowing from the small to the large reservoir, and for initial respective pressures
of 1.2 MPa and 0.4 MPa, the discharge is sonic during a very small time. But, when the
initial reservoirs pressure is of 0.6 MPa and 0.1 MPa, respectively, the time at which the
flow remains sonic is of nearly 1 s, which is almost the same time observed when the fluid
goes from the large to the small reservoir, and, for a respective pressure of 1.1 MPa and
0.1 MPa, compare figures Figure 9a,b.

(a) (b)
Figure 9. Temporal evolution of the maximum Mach number obtained at the nozzle separating the two reservoirs.
Comparison between the numerical results and the experimentally-based ones. (a) Flow from large to small reservoir.
(b) Flow from small to large reservoir.

The reason why the fluid remains sonic during a longer time, when the flow goes
from S-to-L reservoirs, is likely to be caused by the sudden flow restriction the fluid is
suffering when the flow enters the horizontal section of the nozzle and coming from the
two T shape branches. The two T shape branches promote the existence of a flow restricted
section at the horizontal nozzle inlet, restricting, as well, the entrance of the fluid from
a vertical plane, the fluid can only move vertically in the two vertical branches of the T
nozzle. In reality, this effect is creating a smaller effective section of the flow in this case
than when flow goes from large to small reservoir. In other words, the nozzle resistance
to the fluid is larger when the flow goes from the small to the large reservoir; therefore,
the mass flow is also smaller. In fact, when comparing the mass flow curves for the same
pressure drop presented in Figure 8a,b, it can be clearly seen that the mass flow is higher
during the initial times when the fluid goes from the L-to-S reservoir. At this point, it must
be highlighted that the location where the Mach number values are computed is always
where the spatially averaged Mach number is maximum. Such location is at the end of the
horizontal nozzle, beginning of the T junction, when the flow goes from L-to-S reservoir,
and at the end of the horizontal nozzle and beginning of the large tank, when the flow goes
from the S-to-L reservoir. Such different locations were expected; then, regardless of the
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flow direction, the fluid at the entrance of the horizontal nozzle has to be subsonic and
accelerates along it.

The temporal discharge coefficients as a function of the Reynolds number, and for the
four cases at which CFD and experimentally-based results are generated, is presented in
Figure 10. The variations of the discharge coefficient when the flow goes from the large
to the small tank, and vice versa, is given in Figure 10a,b, respectively. For both flow
directions, the numerical and experimentally-based results are presented for the pressure
differentials studied using both methodologies.

(a) (b)
Figure 10. Nozzle discharge coefficient based on experimental data and for all pressures studied. (a) Flow from large to
small reservoir. (b) Flow from small to large reservoir.

The first thing to notice is that, for a given flow direction, the discharge coefficient
shows a very similar temporal trend, regardless of the pressure ratio evaluated. In fact, it
is to be expected that the discharge coefficient depends on the Reynolds number but not
on the pressure ratio between reservoirs. Some differences are observed between the
discharge coefficients obtained numerically and the ones obtained based on experimental
data, particularly at low Reynolds numbers. Authors believe such differences are due to
the differences in fluid temperature between experimental and CFD results appearing at
the end of the discharge. However, for a given flow direction, the asymptotic values of
the discharge coefficients are almost the same regardless of the methodology employed to
calculate them. The discharge coefficients obtained when the flow is going from the large
to the small reservoir are slightly higher than the ones obtained when the flow is going in
the opposite direction. This supports what has been presented until the moment, which is
the time required to discharge from the small to the large reservoir is larger than the one
needed when the discharge is from the large to the small tank. In other words, the fluid
is finding more resistance to flow from the small to the large reservoir than in opposite
direction. As explained before, this must be due to the restriction the fluid is observing
when flowing from the two T branches and entering the horizontal one.

In order to obtain a single curve representing the evolution of the discharge coefficient
as a function of the Reynolds number, and for each flow direction, at each Reynolds
number, the average discharge coefficient was determined. The mathematical equation of
the resulting curves is presented in Equation (13), which represents the generic equation for
the discharge coefficient as a function of the Reynolds number and for both flow directions.
The parameters a0. . .. . .a10 characterizing the discharge coefficient curve for each flow
direction are defined in Table 2. Notice that, as in Figure 10b, the maximum Reynolds
number is 50,000, and the parameters given in the first two rows of Table 2 are valid for
this Reynolds number range. Nevertheless, based on the results from the CFD simulations,
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a second set of parameters valid for a Reynolds number range 1000 ≤ Re ≤ 130, 000 are
also presented in the last two rows of Table 2.

Cd = a0 + a1Re + a2Re2 + · · ·+ a10Re10. (13)

Table 2. Constant values of the discharge coefficient equation for two different range of Reynolds number and different
flow directions, large to small reservoirs, and vice versa.

Reynolds Range Flow Direction a0 a1 a2 a3 a4 a5 a6 a7 a8 a9 a10

1 to 50,000 L to S 1.470 × 10−1 2.625 × 10−5 −9.852 × 10−10 3.077 × 10−14 −8.131 × 10−19 1.774 × 10−23 −2.904 × 10−28 3.252 × 10−33 −2.300 × 10−38 9.184 × 10−44 −1.572 × 10−49

S to L 3.608 × 10−2 1.053 × 10−4 −5.156 × 10−9 −1.795 × 10−13 3.144 × 10−17 −1.407 × 10−21 2.351 × 10−26 1.988 × 10−31 −1.406 × 10−35 2.063 × 10−40 −1.047 × 10−45

1000 to 130,000 L to S 1.480 × 10−1 2.566 × 10−5 −8.676 × 10−10 1.981 × 10−14 −2.541 × 10−19 7.886 × 10−25 2.838 × 10−29 −4.980 × 10−34 3.824 × 10−39 −1.481 × 10−44 2.350 × 10−50

S to L 6.400 × 10−2 5.258 × 10−5 −4.250 × 10−9 2.382 × 10−13 −8.453 × 10−18 1.909 × 10−22 −2.779 × 10−27 2.594 × 10−32 −1.499 × 10−37 4.884 × 10−43 −6.857 × 10−49

One of the advantages of performing 3D-CFD simulations is that it allows to carefully
analyze the flow evolution inside the nozzle. The flow field dynamics given as instan-
taneous velocity contours at both ends of the horizontal pipe, for both flow directions,
reservoir pressures and at three different time instants, 0.02 s, 0.5 s, and 1 s, is introduced
in Figure 11. Each column characterizes the time at which the velocity field is presented.
The initial two rows of Figure 11 show the flow field at both horizontal nozzle ends when
the fluid goes from the L-to-S reservoir, and the initial upstream-downstream pressure
on each tank is 0.4 MPa–0.1 MPa and 1.1 MPa–0.1 MPa, respectively. The final two rows
show the velocity field that, when the flow goes from the S-to-L reservoir, the upstream-
downstream initial pressures are 0.6 MPa–0.1 MPa and 1.2 MPa–0.4 MPa, respectively.

When the fluid goes from the large to the small reservoirs, and for the two pressure
ratios studied, during the initial milliseconds, t = 0.02 s, the fluid reaches sonic conditions
at the horizontal nozzle outlet just before the T junction, and supersonic flow conditions
are observed as the fluid expands to the two lateral vertical branches; see the first and
second rows of Figure 11. At t = 0.5 s, and for upstream-downstream initial pressures
of 0.4 MPa–0.1 MPa, the fluid has become subsonic at all points, the maximum spatial
averaged velocity is 239 m/s, which corresponds to M = 0.74, and the fluid still remains
detached when entering the T junction. After 1 s of the origin of the discharge, the maxi-
mum fluid velocity has decreased to 120 m/s, but the flow keeps being detached at the T
junction entrance. But, when the L-to-S reservoirs initial pressure is of 1.1 PMa and 0.1 MPa,
respectively, after 0.5 s, the flow is still under sonic conditions, and the Mach number and
the associated spatial averaged velocities at the inlet and outlet of the horizontal pipe are
of M = 0.53 (176 m/s) and M = 0.99 (310 m/s), respectively. The respective values of the
Mach number in these two pipe locations are of 0.45 and 0.56, after the initial second of
the discharge.

The discharge when the fluid flows from the small to the large reservoir at initial
pressures of 0.6 MPa and 0.1 MPa, respectively, is presented in the third row of Figure 11.
Now, the maximum Mach number appears at the entrance of the large reservoir, and
horizontal pipe outlet, as expected according to the theory [29,30]. At time t = 0.02 s,
the respective Mach numbers and spatial averaged fluid velocities at the horizontal pipe
inlet and outlet are M = 0.6 (198 m/s) and M = 1 (353 m/s). For these particular initial
pressures, and after 0.5 s, the flow still remains under sonic conditions, and the inlet and
outlet Mach numbers and fluid velocities are M = 0.59 (190 m/s) and M = 1 (317 m/s),
respectively. At this point, it is important to realize that under sonic conditions, the spatial
averaged fluid velocity depends on the instantaneous fluid temperature. When comparing
these figures with the ones characterizing the initial pressure drop of 1.2 MPa to 0.4 MPa,
presented as the bottom row of Figure 11, it is realized that now just at the initial instants,
t = 0.02 s, the flow is sonic, but the pressure drop is not large enough to generate a
supersonic expansion as the fluid enters the large reservoir. After 0.5 s, the discharge
is completely subsonic, being the horizontal pipe inlet and outlet Mach numbers and
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associated spatial averaged fluid velocities of M = 0.57 (182 m/s) and M = 0.73 (230 m/s),
respectively. At this point, it is interesting to observe the agreement between the CFD
results presented in Figures 9 and 11, noticing that the time during which flow is sonic has
a perfect match for all pressures studied.

t=0.02[sec] t=0.5[sec] t=1[sec]
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Figure 11. Velocity contours of all CFD cases studied and at three instants, 0.02, 0.5, and 1 s. The first
and second rows represent the fluid evolution when the fluid goes from the L-to-S reservoir, and
the respective upstream/downstream initial pressures are 0.4 MPa–0.1 MPa and 1.1 MPa–0.1 MPa.
The third and fourth rows characterize the two cases when the flow goes from S-to-L reservoir, being
the upstream/downstream initial pressures of 0.6 MPa–0.1 MPa and 1.2 MPa–0.4 MPa, respectively.

The observations made in Figure 11 are clarifying why, during the experimental tests
and CFD simulations, the discharge time was larger when the flow was flowing from
the S-to-L reservoir than when flowing in the opposite direction; see all figures between
Figures 4 and 8. Notice, as well, from Figure 8, that the maximum mass flow at time zero
is always larger when the flow is going from the L-to-S reservoir than when going from
the S-to-L one, clearly indicating the added difficulty for the fluid to flow from the small
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to the large reservoir. This difficulty can be understood when analyzing the inlet section
under both flow conditions. When the flow goes from the large to small reservoir, the flow
enters the horizontal nozzle from any direction, 360 degrees, but, when the flow goes from
the small to the large reservoir, initially, the fluid needs to enter from the two ends of a T
branch and then the fluid needs to enter the horizontal nozzle from the two sides of the T
branch, therefore facing a particularly narrow inlet when compared to the opposite fluid
direction. The effects of this higher flow restriction, when the fluid is going from the small
to the large reservoir, can also be observed when analyzing the discharge coefficients in
both flow directions. Notice that the discharge coefficient, when the fluid is going from
the S-to-L reservoir, is asymptotically smaller than when the fluid flows from the L-to-S
reservoir; see Equation (13) and Table 2.

The work presented in the present manuscript consisted of evaluating the discharge
coefficient of a T shape nozzle under compressible flow conditions. Experimental and
numerical analyses were performed. Numerical simulations clarified where the sonic
conditions are to be expected. Discharge coefficients were dependent on the flow direction
and the Reynolds number, and they agree well with the ones obtained by Comas et al. [13]
and Nagao et al. [9], specially when considering the different nozzle length to diameter ratio.
In the CFD simulations, the fluid was considered as ideal, and similar CFD simulations were
performed by Lakzian et al. [18] and Mazzelli et al. [17], where the fluid was considered as
ideal, as well, and studied under similar pressure differentials and the same turbulence
model. From the comparison of the present study with Reference [9,13,17,18], it can be
concluded that the error generated by the CFD simulations is small and acceptable under
the engineering applications point of view.

6. Conclusions

The discharge time is proved to be directly related to the upstream/downstream
density ratio. The discharge coefficients on both flow directions of a T shape nozzle, and
considering the fluid as compressible and real, were obtained in the present manuscript
based on experimental data. The same information was obtained from CFD simulations.
The CFD simulations performed showed a good match with the experimental results
and allowed understanding of the differences of the temporal flow evolution inside the
nozzle at different flow directions. The exact locations where the flow was sonic, and even
supersonic, were detected, allowing further modification of the T shape nozzle design in
future applications. The theoretical methodology presented was based on the experimental
data and proved to be very accurate and reliable, particularly when temporal pressure and
temperature were known. The final equations characterizing the discharge coefficient as a
function of the Reynolds number and for both flow directions are provided.
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ABSTRACT  

The present paper focuses on applying the Active Flow Control (AFC) technology on the Selig-Donovan 

7003 (SD7003) airfoil at Reynolds number 60,000, the idea is to employ synthetic jets in order to modify the lift and 

drag forces acting on the airfoil. In this study two angles of attack (AoA) are considered, two (AFC) parameters the jet 

momentum coefficient and forcing frequency are studied. All the CFD simulations are performed in two dimensions 

and using the Spalart-Allmaras turbulent model. The primary motivation behind the current examination is to find out 

the optimum frequency and momentum coefficient of the pulsating jets to minimize the drag and maximize the lift 

coefficients. Results are showing that, as the angle of attack increases, the application of the (AFC) technology 

becomes more effective, allowing to considerably increase the airfoil efficiency. For example, for (AoA) of 14 degrees 

the airfoil efficiency was increased by 98% versus the non-actuated case. 

 

Keywords: Active Flow Control, synthetic jets, CFD RANS simulation, SD7003 airfoil 
 

1. INTRODUCTION 

The reduction of drag and increasing of lift have a considerable influence in fuel consumption and 

improvement of stability, endurance, and maneuverability of airplanes. Active Flow Control (AFC), based on addition 

of momentum at precise locations of the boundary layer, is one of the methods with good potential to do so. Cattafesta 

and Sheplak [1] classified the active flow control techniques into the following solutions: 1-moving body actuators 

that have the purpose of inducing local fluid motion without the need of adding mass. 2-plasma actuators that have 

been studied recently due to their fast time response and finally 3-fluidic actuators, which are the most common type 

of actuators, and their primary function is to inject/suck fluid to/from the boundary layer. Among the different fluidic 

actuators, the devices involving zero-net-mass-flux oscillatory jets or synthetic jets have shown good feasibility for 

industrial applications and effectiveness in controlling flow separation (e.g., Glezer and Amitay [2], Rumsey et al. [3], 

Wygnanski [4], Findanis and Ahmed [5]). The application of synthetic jets to control flow separation is based on their 

ability to stabilize the boundary layer by adding/removing momentum to/from the boundary layer with the formation 

of vortical structures. The vortical structures in turn promote boundary layer mixing and hence momentum exchange 

between the outer and inner parts of the boundary layer. In the recent decades, these jets have been implemented on 

different airfoils and have been studied by many researchers using various numerical models. Donovan et al. [6] used 

the Reynolds-averaged Navier Stokes (RANS) equations approach to compute the flow around a NACA0012 airfoil 

using a synthetic jet. A significant increase in lift (29%) was observed in the post-stall regime. They observed, an 

important actuation parameter was the amplitude of the jet velocity, which is an essential term to define the momentum 

coefficient. In his experiments, McCormick [7] observed that, to have a positive effect on the lift coefficient, the 

momentum coefficient must be at least 0.002 for Re = 500000. Gillaranz et al. [8] experimentally observed a weak 

dependency on frequency for angles of attack smaller than 10 degrees and when using a NACA0015 profile. Following 

Gillaranz et al. [8] experiments, You and Moin [9] performed a CFD model using Large Eddy Simulation (LES) on 

the same airfoil to investigate the mechanism for separation control, they observed that the synthetic-jet actuation not 

only stabilizes the boundary layer, but also enhances mixing between inner and outer parts of the boundary layer. Kim 

and Kim [10] studied the effects of synthetic jets on separation flow control on NACA23012 airfoil at Reynolds number 

1,200,000. They solved unsteady Reynolds-averaged Navier–Stokes (URANS) equations with k–w SST turbulent 

model. To control the separation on the airfoil NACA23012, Monir et al. [11] applied synthetic jets, he also used 
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URANS with k-w SST turbulent model. In their study it was demonstrated that tangential (AFC) jets were more 

effective than jets blowing at an angle.  

In the present study, the Selig-Donovan 7003 (SD7003) airfoil at Reynolds number 60,000 is numerically studied, the 

main reason why this particular profile was chosen is that, there is considerable numerical and experimental data 

available in the literature on this airfoil and for the same Reynolds number. The main aim of the work is to increase 

the airfoil efficiency, at different angles of attack. Notice that from the different (AFC) technologies, periodic forcing 

is going to be employed, then based on several previous investigations [12-14], periodic forcing is the most effective 

way to activate the boundary layer and therefore requires the minimum amount of energy to obtain the maximum 

airfoil efficiency. 

 

2. NUMERICAL METHOD 

 

2.1. FLOW SOLVER 

A second order two-dimensional finite volume CFD solver (OpenFOAM) for unsteady Reynolds averaged 

Navier-Stokes equations (URANS) have been used with an implicit scheme. The Spalart-Allmaras (S-A) model was 

implemented as the turbulence model. The equation for the pressure has been solved using the Geometric Algebraic 

Multigrid (GAMG) solver, available in OpenFOAM. This particular solver has been shown to be highly scalable for 

the number of coarse-level grid cells that are likely to appear in the mesh generated. A standard smoother has also been 

employed for the velocity solver. The pressure-coupling algorithm (Pressure Implicit with Splitting of Operators) 

(PISO) was used. 

 

2.2. DOMAIN AND BOUNDARY CONDITIONS 

The SD7003 airfoil with a chord length C was placed in the computational domain introduced in Figure 1. 

The leading edge was located in the center of coordinate system, and the horizontal distance between this point and 

the inlet was set to 15C, while the outlet was situated 19C downstream of the airfoil trailing edge. Instead of considering 

different domains at different angles of attack, the wing profile was fixed at zero degree and the different angles of 

attack were achieved by decomposing the free-stream velocity into the x and y components. 

 

 

 

 

 

 

 

 

 

 

 

To solve the problem, the following boundary conditions were used. At the inlet, which is located along the curve 

connecting points A and B in figure 1, a constant velocity profile was imposed and its components were set to (u, v, 

w) ≡ (U0cosα, U0sinα, 0), Newman boundary conditions for pressure were employed. The no-slip boundary condition 

was applied at the airfoil. At the outlet, which again is located between points A and B in figure 1, but now turning 

clockwise, Dirichlet boundary conditions for pressure and Newman boundary conditions for velocity were selected. In 

order to properly capture the laminar separation bubble (LSB), the turbulent viscosity was set to the 10-20 in the free-

stream flow, as proposed by [15]. 

 

Figure 1. Computational domain 

A 

B 
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2.3. NON-DIMENSIONAL PARAMETERS 

The different non dimensional parameters used in the present paper are defined blow. 
Lift and drag coefficients are defined as: 

𝐶𝑑 =
2𝐹𝑑

𝜌𝐶𝑈0
2 

𝐶𝑙 =
2𝐹𝑙

𝜌𝐶𝑈0
2 

 

Where C = chord length, U0 = free-stream velocity and ρ = free-stream fluid density, Fd and Fl are the dimensional 

drag and lift forces, respectively.  

The airfoil efficiency is defined as: 

𝑎𝑖𝑟𝑓𝑜𝑖𝑙 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =
𝐶𝑙

𝐶𝑑

 

The pressure coefficient is defined as following: 

𝐶𝑝 =
𝑃 − 𝑃0

1
2

𝜌𝑈0
2

 

where P0 is the free-stream pressure. 

The skin friction coefficient is obtained using: 

𝐶𝐹 =
𝜏𝑤

1
2 𝜌𝑈0

2
 

where τw represents the wall shear stresses. 

 

The momentum coefficient is given as: 

𝐶𝜇 =
ℎ(𝜌𝑈𝑚𝑎𝑥

2 )𝑠𝑖𝑛𝜃𝑗

𝐶(𝜌𝑈0
2)

 

 

where h = jet width, Umax = maximum jet velocity, θj= jet inclination angle with respect to the airfoil surface. 

 
The non-dimensional frequency is:  

𝐹+ = 𝑓
𝐶

𝑈0

 

where f is dimensional frequency. 

 

2.4. MESH SENSITIVITY STUDY 

To make sure that the final results are independent of the grid chosen, a grid sensitivity study was performed for 

an (AoA) of 8 degrees. Four different meshes having different resolutions, A, B, C and D, see table 1, were studied. In 

order to properly solve the boundary layer around the airfoil, a hybrid mesh was used to be able to generate a highly 

refined mesh near the airfoil without drastically increasing the total number of cells. In Figure 2, a detail of the mesh 

refinement used is depicted.  

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Computational mesh 
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In Table 1, the characteristics of the four different meshes evaluated are introduced. The coarsest mesh consisted of 

26,256 cells, while the finest one had 92,504 cells. The second column of table 1 defines the maximum values of y+ 

obtained after the simulations, the three final columns respectively represent the points of flow separation, transition 

to turbulent and reattachment as a function of the chord length. It is important to realize that in order to efficiently 

employ the (AFC) technology, the location of the synthetic jet is a particularly relevant parameter, this is why the flow 

separation point is needed. From the pressure coefficient (Cp) and skin friction coefficient (CF) distributions, presented 

in Figure 3, it can be seen that meshes B, C, and D, gave very similar results in terms of separation, transition and 

reattachment locations. Mesh A resulted in larger discrepancies in these regions, especially in the separation point 

which is of particular importance in this study. Due to the similarities in the results, obtained from meshes C and D, 

and also considering the smaller computational power required for mesh C than for mesh D, it was decided to choose 

mesh C as the one to be used for the rest of the simulations. 

 

 

Table 1. LSB characteristics at α = 8◦ for four different meshes 

Mesh Ncell y+ Xs /C Xt /C Xreat /C 

A 26,256 4 0.033 0.154 0.228 

B 34,448 1 0.040 0.165 0.246 

C 45,466 0.3 0.041 0.17 0.25 

D 92,504 0.1 0.041 0.17 0.25 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.5. SOLVER VALIDATION 

In order to validate the initial computational results at angles of attack 8 and 14 degrees, the pressure Cp and skin 

friction CF coefficients obtained from the respective non actuated baseline cases, were compared with the numerical 

data available in the literature. For an angle of attack of 8 degrees, numerical results from ILES [16], LES [17] and k-

w SST [18] turbulent models, are available, while at 14 degrees, results were only compared with the only available 

ILES [16] result. In Figures 4 and 5, the Cp and CF coefficients at 8 and 14 degrees obtained from the present 

simulations, are compared with those obtained from previous scholars. 

 

Figure 3. Distributions of (a) pressure coefficient and (b) skin friction coefficient, for four meshes at α = 8◦  

(a) (b) 
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At an angle of attack of 8 degrees, as it is observed from Figure 4, the results of the current S-A model have a very 

good agreement with the ones presented by [n] and when using the kw-SST turbulent model. Larger differences 

between these two RANS models and the ILES [16] and LES [17] ones are observed, yet all curves show a similar 

trend regardless of the model employed, and what it is more important for the present study, the flow separation point 

is exactly at the same location in all these cases. Figure 5, shows that at the post-stall region, α = 14 degrees, the present 

results agree very well with the ILES ones performed by Galbraith and Visbal [16]. It appers that when the flow is 

fully separated, the present RANS model is capable of more precisely determine the airfoil pressure and skin friction 

coefficients. Based on these comparisons, it can be concluded that the 2D simulations performed generate results fully 

trustable at these two angles of attack studied, therefore allowing to the present researchers to proceed with the 

implementation of the active flow control jets (synthetic jets) on the baseline cases, and study the effects of the different 

(AFC) parameters on the airfoil efficiency (Cl/Cd). 

 

Figure 4. Distributions of (a) pressure coefficient and (b) skin friction coefficient, at α = 8◦ 

(a) (b) 

(a) (b) 

Figure 5. Distributions of (a) pressure coefficient and (b) skin friction coefficient at α = 14◦ 
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3. ACTIVE FLOW CONTROL 

After performing the baseline case validations, and for an angle of attack of 8 degrees, synthetic jets were applied 

at a location of 0.01C upstream of the flow separation point obtained for this particular angle of attack. In addition, the 

groove width and (AFC) jet inclination angle were set to 0.005C and 90 degrees respectively. In this study, only two 

(AFC) parameters, forcing frequency and momentum coefficient, were studied and their effects on the airfoil efficiency 

were compared with the respective baseline case. Table 2, introduces the results obtained for an angle of attack 8 

degrees, notice that three momentum coefficients of 0.001, 0.002, 0.005, were considered, for each of them five non-

dimensional frequencies of 1, 2, 3, 5, 10 were studied. The respective columns of table 2 represent the angle of attack, 

the momentum coefficient, the non-dimensional frequency, the drag and lift coefficients and the airfoil efficiency.  

 

Table 2. Active flow control cases α = 8◦   

𝛼 𝐶𝜇 𝐹+ 𝐶𝑑 𝐶𝑙 𝐶𝑙 𝐶𝑑⁄  

8o 

0.001 

1 0.0429 0.912 21.25 

2 0.0398 0.936 23.5 

3 0.0378 0.87 23.01 

5 0.0384 0.72 18.80 

10 0.0851 0.701 8.24 

0.002 

1 0.043 0.9 20.84 

2 0.04 0.93 23.2 

3 0.039 0.873 22.15 

5 0.04 0.697 17.42 

10 0.074 0.71 9.5 

0.005 

1 0.0473 0.901 19.05 

2 0.0433 0.919 21.21 

3 0.0422 0.868 20.56 

5 0.044 0.67 15.21 

10 0.069 0.68 9.86 

Baseline case 0.0327 0.934 28.57 

 

The first thing to realize from Table 2, is that for all momentum coefficients studied, the cases with F+= 2 gave the best 

airfoil efficiency, while those with non-dimensional frequencies of 5 and 10 resulted in the lowest airfoil efficiency. 

Moreover, the lowest drag coefficients achieved, belongs to the cases with F+= 3, whereas the highest lift coefficient 

correspond to the cases with the non-dimensional frequency of 2. In general, by fixing the frequency and increasing 

the momentum coefficients the efficiency of the airfoil was decreasing, except for the frequency of F+=10, this is likely 

be due to the fact that at this particular angle of attack the boundary layer is not strong enough to receive very large 

momentum jets and boundary layer tripping appears.  The maximum efficiency was obtained for a momentum 

coefficient of 0.001 and a non-dimensional frequency of F+= 2. 

 

From the baseline simulation at an angle of attack of 14 degrees, it was obtained that the flow separation point was 

appearing at Xs/C = 0.01, the (AFC) groove was located at a non-dimensional distance versus the airfoil leading edge 

of 0.0017 and the groove non dimensional width employed was of 0.005.   
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At an angle of attack of 14 degrees, see table 3, the benefits of using (AFC) were more evident, since the efficiency of 

the airfoil in all of the studied cases raised between a minimum of 43% and a maximum of 98%. The case with Cμ = 

0.005 and F+= 2 had the lowest drag coefficient, while the highest lift belongs to the case with Cμ = 0.005 and F+= 1. 

Nevertheless, the highest airfoil efficiency was obtained for Cμ = 0.002 and F+= 2, its value was of 7.76. It should be 

noted that the uncontrolled case at α = 14 degrees had an efficiency of 3.90. Additionally, another trend observed from 

Table 3 is that, regardless of the momentum coefficient, when increasing the forcing frequency, the lift coefficient 

tends to decrease, although at F+=5 a small increase is observed. In other words, regardless of the momentum 

coefficient used, when the non-dimensional pulsating frequency was F+=1, the highest lift coefficient was obtained. 

 

 

Table 3. Active flow control cases at α = 14◦  

𝛼 𝐶𝜇 𝐹+ 𝐶𝑑 𝐶𝑙 𝐶𝑙 𝐶𝑑⁄  

14o 

0.002 

1 0.182 1.055 5.79 

2 0.121 0.941 7.76 

3 0.125 0.880 7 

5 0.119 0.894 7.51 

10 0.143 0.838 5.85 

0.005 

1 0.148 1.123 7.58 

2 0.119 0.911 7.64 

3 0.127 0.867 6.81 

5 0.119 0.885 7.41 

10 0.149 0.833 5.59 

Baseline case 0.204 0.798 3.90 

 

In order to visualize the flow field around the airfoil for the optimum (AFC) conditions, Figures 6 and 7 were generated. 

Figure 6a characterizes the streamlines for the baseline case and Figure 6b is showing the flow field around the airfoil 

for the optimum conditions previously stablished, the angle of attack is 8 degrees. Notice that both figures show almost 

the same flow field, just in figure 6a a small laminar bubble can be observed. The streamlines for the baseline case and 

for the optimum actuated case when the angle of attack is of α = 14 degrees are presented in Figures 7a and 7b 

respectively. When comparing Figures 7a and 7b it is clear that the size of LSB is drastically reduced when (AFC) is 

applied, explaining why a considerable lift enhancement along with a rise in airfoil efficiency were obtained. 

 

 
 

 

 

 

 

 

 

 

 Figure 6. Streamlines at α = 8◦ , for the (a) baseline case and the (b) actuated case of ( Cμ = 0.001 and F+= 2 ) 

(a) 
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4. CONCLUSION 

The Active Flow Control (AFC) technology on the Selig-Donovan 7003 (SD7003) airfoil at Reynolds number 

60,000 and for two angles of attack, 8 and 14 degrees has been numerically applied.  

For both angles of attack, initially the baseline case solutions were compared with the results obtained by previous 

scholars, therefore validating the 2D simulations without (AFC). 

From the baseline case solutions and for each angle of attack, the flow separation point was obtained. In the present 

paper and for an angle of attack of 8 degrees, the (AFC) groove was placed 1% upstream of the separation point. For 

an angle of attack of 14 degrees, the (AFC) groove was located from the airfoil leading edge, at a non-dimensional 

distance of 0.0017. 

A set of momentum coefficients and non-dimensional frequencies were studied. For an angle of attack of 8 degrees 

and regardless of the momentum coefficient employed, the maximum efficiency was obtained for non-dimensional 

frequencies of F+= 2, yet no efficiency improvement was obtained versus the baseline case one.  

For an angle of attack of 14 degrees, the maximum airfoil efficiency was obtained when using a momentum coefficient 

of 0.002 and a non-dimensional frequency of F+= 2. The maximum efficiency obtained was almost twice the one 

obtained without (AFC). 
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We optimise a set of Synthetic Jet (SJ) Active Flow Control (AFC) parameters on a SD7003
airfoil in order to maximise lift and aerodynamic efficiency. 2D-RANS with the Spallart Almaras
(SA) turbulence model is employed in the optimisation process. The optimal set of SJ parameters is
then tested using LES. Comparison between 2D RANS-SA and 3D LES results shows the necessity
of tuning the SA model parameters to further improve the reliability of a 2D-simulation-based
optimisation. Notwithstanding this, both RANS-SA and LES results show that airfoil efficiency can
be drastically improved with SJ AFC.

INTRODUCTION

Increasing lift and reducing drag have major effects on
fuel usage, stability, durability and maneuverability of
aircraft. Active Flow Control (AFC) technologies con-
sist of adding/subtracting momentum to/from the main
flow in convenient locations in order to interact with
the boundary layer, and delay or promote its separation.
Moreover, it has the advantage over passive flow control
techniques of not introducing drag penalty in off-design
conditions. Among different AFC methods, Synthetic
Jet Actuators (SJA) have gained particular attention be-
cause of their simplicity and high capability in controlling
flow separation. The number of adjustable parameters is
large, and finding the optimum is extremely resource-
intensive at best, if not altogether unfeasible. In the
present study we search for optimal SJA design param-
eters at a post stall Angle of Attack (14◦) for SD7003
airfoil and Re=60,000 by coupling a Genetic Algorithm
(GA) optimizer, a mesh generator (GMSH) and a CFD
package (OpenFOAM). The optimisation relies on 2D
RANS simulations [1, 2], so that Large Eddy Simulation
(LES) computation of both the baseline and optimally
actuated cases has been undertaken to assess the accu-
racy. The optimum found largely outperforms previously
assessed suboptimal SJA AFC [3].

RESULTS

All CFD simulations in the optimization process were
run using 2D RANS with the Spalart Allmaras (SA) tur-
bulence model. The SA-baseline case was run on a grid of
45,466 cells and with a time step of 2×10−5, which were
shown adequate [1]. For the 3D runs, an unstructured
mesh consisting of almost 30 million cells was deployed
with sufficient density for a wall-resolved LES simulation,
and WALE was chosen as the Sub-grid Scale model.

In the optimisation process, two independent objective
functions, the lift coefficient Cl and the aerodynamic ef-
ficiency η = L/D (lift-to-drag ratio), were considered
along with five design variables, namely jet position x,
width h, injection angle θ, actuation frequency f and the
momentum coefficient Cµ.

Fig 1 shows all simulations in objective-function space
(Cl-η). Almost all actuated cases (gray circles) were

FIG. 1. Pareto Front (η vs CL) for the SD7003 airfoil at
Re = 60000 and 14◦.

successful in improving aerodynamic performances as
compared to the SA-baseline case (blue square). The
optimum cases for maximum lift SA-Cmax

l (empty up-
pointing triangle) and maximum efficiency (SA-ηmax)
(empty down-pointing triangle) are located at the ends
of the segment representing the so-called Pareto Front
(PF) line. The Pareto Front considered here (PF, dashed
line) corresponds to results obtained halfway through the
optimisation process, after close to 400 CFD runs. Fur-
ther optimisation yields the final Pareto front (solid blue
lines) [1] after 600 CFD runs, but it was not available
at the time LES simulations were performed. The LES-

TABLE I. Baseline case, and optimal SJA actuation cases
corresponding to maximum lift Cmax

l and maximum aerody-
namic efficiency ηmax, as obtained halfway through the op-
timisation process, after 400 CFD runs. The values of the
five actuation parameters are listed alongside corresponding
aerodynamic performances.

cases F+ Cµ θ◦ x/C h/C Cl Cd η ∆Cl/Cl ∆η/η

SA-baseline 0.798 0.2040 03.90
LES-baseline 0.895 0.239 03.74

SA-Cmax
l 1.6 0.0053 53 0.0097 0.005 1.295 0.129 10.42 +62.3% +157.4%

SA-ηmax

2.6 0.0055 18 0.0089 0.005
1.109 0.083 13.25 +31.1% +239.7%

SA-ηmax(ν̃) 1.288 0.097 13.27 +61.4% +239.4%
LES-ηmax 1.313 0.094 13.96 +46.7% +273.2%

1



2

baseline (red square) is in a good agreement with liter-
ature results [1]. The close-to-optimal LES-ηmax (filled
red down-pointing triangle) was run with the same SJA
design parameters as the SA-ηmax.

The optimum SJA design parameters associated with
the maximum lift (Cmax

l ) and maximum efficiency (ηmax)
are gathered in Table I. When comparing these two sets
of parameters small differences are observed in almost
all parameters with exception of the jet inclination an-
gle θ and the actuation frequency. Highest efficiency
is obtained by injecting almost tangentially to the wall
(θ = 18◦) at frequency noticeably higher than that of nat-
ural vortex-shedding. Close inspection of the results for
SA-ηmax and LES-ηmax reveals clear discrepancies that
are attributable to a high sensitivity of RANS-SA sim-
ulations to turbulence model parameters, in particular
to free-stream turbulent viscosity (ν̃). Tuning this pa-
rameter yields more realistic results, as clear from the
SA-ηmax(ν̃) (blue down-pointing triangle), which corre-
sponds to the same AFC case but with duly adjusted
ν̃.

a)

b)

c)

d)

FIG. 2. Spanwise-averaged ⟨u′v′⟩ component of the Reynolds
stress tensor and time- and spanwise-averaged streamlines.
(a) SA-baseline (b) LES-baseline (c) SA-ηmax(ν̃) and (d) LES-
ηmax.

Fig 2 shows colourmaps of the ⟨u′v′⟩ component of
the Reynolds stress tensor along with a collection of
time- and spanwise-averaged streamlines for the SA and
LES baselines (a and b) and maximum aerodynamic ef-
ficiency AFC cases (c and d). The baseline separation
bubble exhibits similar features for the LES-baseline and
RANS-SA-baseline simulations. However, the dynamic

behaviour as shown by ⟨u′v′⟩ is quite different. The
RANS-SA model is not expected to behave particularly
well in post-stall conditions. Once actuation is switched
on, the quality of RANS-SA results improves signifi-
cantly. The distribution of ⟨u′v′⟩ become very similar,
especially in the jet region. Also streamlines of actuated
cases are matching in almost every location except that
RANS-SA does not manage to completely suppress the
separation bubble at the trailing edge. The instantaneous
vortical structures, represented through Q-criterion iso-
surfaces and coloured by streamwise velocity, are shown
in Fig. 3 for the both the baseline and optimum AFC
LES runs.

FIG. 3. Instantaneous vortical structures visualised through
iso-surfaces of the Q-criterion Q = 30U2

∞/C2, coloured by
streamwise velocity u. LES-baseline (left). LES-ηmax (right).

CONCLUSIONS

We illustrate the capabilities of coupling 2D RANS
computations and genetic algorithms to optimise active
flow control on airfoils in stall conditions. Adequately
tuning the turbulent model parameters is key to obtain-
ing sufficiently accurate RANS simulations and, there-
fore, to rendering the optimisation process reliable. In
the case of the Spallart Almaras model, adjusting free-
stream turbulent viscosity ν̃ is paramount when dealing
with AFC applications. LES simulations confirm the ap-
plicability of the optimisation process in finding optimum
AFC configurations. Aerodynamic efficiency may be in-
creased by about 270% with respect to baseline, accord-
ing to LES runs, even beyond the 240% increase promised
by RANS-SA during the optimisation procedure.
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Abstract. Genetic Algorithms (GA) are optimization methods that are usually very ro-
bust but have a slow convergence to the exact minimum. On the other hand, Gradient
Based methods which converge better, are not so robust, and can get stuck in local min-
imums or flat areas. In this article a Hybrid optimization method is presented and its
performance is compared against a Gradient Based method and a Genetic Algorithm. The
comparison is established with a Gradient Based method, which is a Conjugate Gradient,
and a Genetic Algorithm, based on a µ + λ strategy. The Hybrid methods combine the
two above-mentioned methods. Each Hybrid implementation is composed of a GA and a
Conjugate Gradient which share information at each iteration, to try overcome individual-
method limitations and achieve a better performance. The strategy used for sharing in-
formation among each method is based on games theory, more specifically Nash Games.
The use of a coupling based on competitive players enhances the overall performance of
the method pushing each one with the improvements of the other one. This enables an
efficient management of the individuals, and the optimum ones, ensuring a good balance
when dealing with elite individuals. A performance comparison is done with the optimiza-
tion of an Active Flow Control (AFC) over a 2D Selig-Donovan 7003 (SD7003) airfoil at
Reynolds number 6 × 104 and 14 degrees of attack. Five design variables are considered:
jet position, jet width, momentum coefficient, forcing frequency and jet inclination angle.
The fluid flow problem is solved using Computational Fluid Dynamics (CFD) with the
Spalart-Allmaras turbulent model. The motivation behind the current study is to evalu-
ate the performance of the Hybrid methods in a physical problem with a computationally
expensive objective function.

Keywords: Hybrid Optimization Methods, Optimization, Population-based Methods,
Gradient-based Methods, Evolutionary Techniques, Active Flow Control, Synthetic Jet
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1 INTRODUCTION

Optimization methods search for a good trade-of between exploration and exploitation.
These two aspects are usually associated with different optimization techniques and ap-
proaches. For example, Evolutionary Algorithms are usually very robust and have great
exploration capabilities, but they lack precision to find the exact minimum efficiently. On
the other hand, Gradient Based methods are very efficient exploiting minimums, assuming
function continuity, differentiability and convexity.

In order to mitigate the drawbacks of each method, different hybridizations have been
proposed. At least three main strategies can be found in the literature. The first strategy
is the definition of new operators, similar to the traditional genetic operators (namely
selection, crossover and mutation), but with improved local search capabilities. The
second group combines two optimization methods, ideally one with great exploration
capabilities and the other focused on exploitation. Both methods share information to
increase the performance. The last group is composed by multi-population strategies.

An example of hybridization on Genetic Algorithms can be found at Cheng et al.
[1]. The article describes the hybridization of genetic operators (crossover and mutation)
combining global and local methods. Another example is Wang et al. [2], which defines
a new selection operator, a new mutation operator and local search operators. Other
examples of operator hybridization can be found in Weare et al. [3], Valls et al. [4] and
Ho et al. [5].

Regarding the combination of two methods, Kelly Jr and Davis [6] combines a Genetic
Algorithm with k-nearest neighbors classification algorithm, as hybridization and Genetic
Algorithms are not only used in optimization. In the vehicle routing field, Jih and Hsu
[7] uses Genetic Algorithms hybridized with Dynamic Programming. The Dynamic Pro-
gramming algorithm produces a first approach to the solution, and the Genetic Algorithm
starts from those results. Another example of hybridization combining different methods
is the work of El-Mihoub et al. [8], which presents an hybridization of a Genetic Algo-
rithm with other local search algorithms. The assessed ones are Lamarckian learning,
Baldwinian Learning, and an hybrid Lamarckian-Baldwinian model. The work treats the
balancing and communication between the different methods.

Regarding the strategy, which defines multiple populations working in parallel and
sharing genetic information, there are different approaches. For example, Ho et al. [5]
defines an hybrid Genetic Algorithm with multiple population, applied to Vehicle routing
problem, with each population using different operators. Another approach is presented
by Berger and Barkaoui [9] who splits the objective functions in one population and the
restrictions in another, and shares the information between them. The work of Lee et al.
[10] propose an hybrid Genetic Algorithms based on the Nash Games, splits the problem
(objective functions and design variables) into two different populations, and a third one
which deals with the overall problem, receiving information back and forth with the two
others.

2 PROPOSED HYBRID METHOD AND REFERENCE OPTIMIZATION
METHODS

In this section the proposed Hybrid Method is presented, as well as the used Genetic
Algorithm and the Gradient Method. The performance comparison has been done with
the two methods that the hybrid method combines, but running separately.
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2.1 Proposed hybrid method description

The proposed Hybrid Method consists of a combination of two optimization algorithms,
called players. According to the classification of hybridization types presented in the Sec.
1 Introduction, this falls into the second type. The first player, mainly, dedicated to
exploration is a Genetic Algorithm, explained in detail in Sec. 2.2 Genetic Algorithm.
The second player, dedicated to exploitation is a Conjugate Gradient, explained in detail
in Sec. 2.3 Conjugate Gradient. Both players run sequentially, one after the other. The
players pause its progression after each iteration. At this moment a Migration Epoch
occurs, and both algorithms share information. This is inspired in the evolution of the
species, where different populations exchange individuals at some point, and then continue
its own evolution on its own after another migration occurs.

The fittest individual found by the Genetic Algorithm player migrates to the Conjugate
Gradient one. On the other side, the best individual from the Genetic Algorithm player
migrates to the Conjugate Gradient one.

The Genetic Algorithm player receives the individual substituting the less fitted indi-
vidual in its current population with the one that comes from the Conjugate Gradient
one. On the other hand, the Conjugate Gradient player treats the individual from the
Genetic Algorithm one as a new seed and starts to optimize from there.

After some testing on the Hybrid Method, the Conjugate Gradient was modified to
overcome some instabilities when running inside the Hybrid Method as a player. The step
size is the distance increased during the line search in the design variables space. During
the line search process the step size is recomputed using the Brent Method [11]. In case
of the step size becomes zero, the iteration is considered finished and the default step size
value is set. Then, the player is ready for the next seed, that will arrive from the Genetic
Algorithm.

2.2 Genetic Algorithm

Genetic Algorithms were initially proposed by Holland [12], further developed by Gold-
berg and Holland [13] and more recently evolved by Deb et al. [14] which proposes different
new operators. The methodology of Genetic Algorithm mimics the natural evolution pro-
cess, which selects the best fitted individuals to generate new offspring, which tend to be
better fitted than its predecessors.

The Genetic Algorithm used as a reference in this study is based on the NSGAII
implementation developed by Deb et al. [14]. The main algorithm and operators are the
same as the original published by the authors, but some modifications have been included,
mainly to parallelize the evaluation of the objective functions. The Selection() operator
employs a µ+ λ strategy with a Crowded-Comparison Operator, proposed by Deb et al.
[14]. For the Crossover() operator, a Simulated Binary Crossover (SBX) operator, also
proposed by Deb and Agrawal [15] is used and the Mutation() operator is performed
with Polynomial Mutation proposed by Deb [16]. The values of the configuration of the
different operators are presented in the Tab.1.

2.3 Conjugate Gradient

A Conjugate Gradient, which is explained in detail by Shewchuk et al. [17], has been
used. The Conjugate Gradient has been coded with the capability to compute the nec-
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Table 1: Parameters of the Genetic Algorithm.

Parameter Value

Population size 20
Probability of crossover 0.9
Probability of mutation 0.1

essary individuals to obtain the gradient approximation in parallel. It needs the values
of the design variables corresponding to the current individual, and a ±ε for each one
in order to approximate the value of the gradient using a finite differences scheme. This
defines different sets of design variables corresponding to different designs whose objective
functions can be computed in parallel, as they are independent between them. After the
gradient is computed, the minimum in this direction is found using a line search method.
This method needs information about the objective function at certain points, but it gen-
erates the points one by one, after the evaluation of the objective function of the previous
point is computed. Because of that, the evaluations of the individuals can not be run in
parallel. Tab.2 presents the configuration for the Conjugate Gradient.

Table 2: Parameters of the Conjugate Gradient.

Parameter Value

Search Direction Method Fletcher Reeves [18]
Optimal Step Size Method Brent Method [11]
Epsilon for numerical differentiation 10−6

Optimal step size tolerance 10−3

3 CASE OF STUDY

We have proceed to make a comparison between the different algorithms by solving
the optimization of the parameters of an Active Flow Control (AFC) device over a 2D
Selig-Donovan 7003 (SD7003). The Reynolds number of the free stream is set to 6× 10−4

and the angle of attack is 14 degrees.
Five design variables are taken into account for the optimization of the AFC. These

are, the jet position x/C, jet width h/C, momentum coefficient Cµ, forcing frequency F+

and jet inclination angle θ◦. The fluid is solved using Computational Fluid Dynamics
(CFD) with the Spalart-Allmaras turbulent model. A complete explanation of the AFC
case used in this study can be found at Tousi et al. [19]. The case computed in the paper
differs from the original one in the mesh size and the number of objective functions which
is now set to 1. As the goal of this study is to compare the performance of different
optimization methods, and not the flow structure of the AFC, the mesh size has been
enlarged to reduce the computational time at each iteration. The mesh size is about
36000 cells. A new mesh is generated for each individual as some of the design variables
affect the geometry of the AFC device location.

The boundaries for the design variables are presented at Tab.3.
The objective of the optimization problem is to maximize the lift coefficient Cl. The im-

plementation of the optimizer always treats the optimization as a minimization problem,
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Table 3: AFC Design variables and their evaluation ranges.

F+ Cµ θ◦ x/C h/C

[0.1 , 10] [0.0001 , 0.02] [5 , 175] [0.001 , 0.3] [0.005 , 0.015]

the objective function f is set to −Cl.

f = −Cl (1)

4 RESULTS

In this section, the results obtained for the three different optimization methods are
presented. The Genetic Algorithm and the Hybrid Method have been run twice with
different random seeds, in order to evaluate the robustness of the methods, as both meth-
ods have a stochastic component due to the Genetic Algorithm operators (Mutation and
Crossover). The Conjugate Gradient has been run 6 times with different initial individu-
als (the first 6 individuals from the first generation of one of the Genetic Algorithms have
been used). The Conjugate Gradient does not have a random behavior, but is highly
dependent on the initial seed if the objective space has local minimums. To extract rele-
vant statistical data, more runs with different seeds are needed, but as the study case is
computationally very expensive, the results are evaluated looking at the tendency of the
convergence graphs.

The convergence as a function of the number of evaluations of the CFD problem is
presented in Fig.1. In this case, the performance of the convergence of the Hybrid Method
is better than the Genetic Algorithm, and in addition it is more robust. The results of both
runs of the Hybrid Method are better and more consistent than the Genetic Algorithm
ones. The Hybrid Method took advantage of the internal Conjugate Gradient player to
converge much faster to better results. On the other hand, analyzing the results of the
Conjugate Gradient alone, one of the runs got stuck at a local minimum at the beginning
of the analysis. Another one spent about 80 evaluation without improving the initial seed.
And four of them were able to improve the initial seeds, but after around 100 iterations
got stuck achieving better results than the Genetic Algorithm (at the same number of
evaluations). Finally, comparing the Hybrid method against the Conjugate Gradient, the
Hybrid Method has a convergence speed similar to the Conjugate Gradient, but does not
get stuck and at around 150 evaluations reaches its best results.

As explained in Sec. 2.1 Proposed hybrid method description, the three methods are
capable of parallelizing the evaluations of the individuals in some parts of the algorithm.
The level of parallelization that can be achieved is not the same for each algorithm. The
evaluation of all the individuals belonging to the same population can be performed in
parallel whereas the line search method is not parallelized because each design is obtained
sequentially after the evaluation of the previous one. This makes that the improvement
on the performance of the different algorithms when using parallel capabilities is not the
same. In order to take into account this phenomena two additional graphics are presented.
These graphics shows the convergence with a different x axis, which takes into account the
speedup of each algorithm due to the parallelization capabilities. The graphics consider
that all evaluations of the objective functions takes the same amount of time, which is
not always true. It depends on the solver used to evaluate the objective function (for



Mart́ı Coma, Navid M. Tousi, Jordi Pons-Prats, Josep M. Bergadà and Gabriel Bugeda

Figure 1: Convergence with 1 CPU.

example, an iterative process inside the objective function evaluation may take more or
less iterations, and thus time, depending on the exact condition, i. e. design variables),
but it gives a clear idea of the parallelization capabilities of each optimization algorithm.
11 CPU is the maximum number of CPU that the Conjugate Gradient can take advantage
for five design variables, as it can only compute in parallel the objective functions needed
to calculate the gradient, twice the number of design variables plus the current point.
And 20 CPU is the maximum number of CPU that the Genetic Algorithm can use with
a population of 20 individuals, as no assynchronization strategy is implemented and it
needs the whole population computed before generating a new offspring.

The graphics in Fig.2 and Fig.3 shows the scaled convergence for 11 and 20 CPU,
respectively. The algorithm that most benefits from the availability of CPU is the Genetic
Algorithm, as it can parallelize all evaluations in chunks of the population size. The
Conjugate Gradient is the algorithm that benefits less of the availability of the results,
as the line search is not parallelized. The Hybrid Method also takes advantage of the
parallelization, but the improvement is mainly noticed up to 11 CPU, as the Conjugate
Gradient player can not benefit from more CPU, defines the bottleneck.

The Genetic Algorithm should run additional iterations in order to clearly identify
the converged solution when using 11 and 20 CPU. It is currently still running, but the
problem is computationally high demanding and this are the results so far.
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Figure 2: Convergence with 11 CPU.

Figure 3: Convergence with 20 CPU.

5 CONCLUSIONS

The present article describes the application of three different optimization strategies
to a complex and high-demanding problem. Although the problem definition has been
simplified, as described in the 1, each individual evaluation of the objective function is
taking around 12 hours, making the whole optimization analysis a costly process. Due
to the computational cost, the aim of the proposed methods is to speed up the analysis
while keeping the robustness on the solution, as well as its convergence to the accurate
optimum.

The proposed Hybrid Algorithm has demonstrated a general better performance than
the traditional Genetic Algorithm and Conjugate Gradient methods. The algorithm suc-
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cessfully takes advantage of the strengths of each player. Each of them contributes to
analyze the search space from the global and local search point of view, and the shared
information along the process facilitates the speed up of each individual player. The result
of this cooperation is reflected on the general behavior of the method. The Conjugate
Gradient needs a good seed, close to the minimum which requires previous knowledge in
the problem, which is not always available. This seed-dependence could greatly affects
the final performance of the method.

When considering the availability of a large number of computational resources, the
Genetic Algorithm has an advantage, and could outperform the Hybrid Method. What
could determine if the Genetic Algorithm outperforms the Hybrid Method is the fact that
the multiple CPU graphs are showing the ideal case that all evaluations of the objective
functions takes the same amount of time. If that is not the case, the benefits of increasing
the number of CPU are less than the shown by the presented results.

The planned future work is to evaluate better the performance of the algorithms with
regards to the number of CPU. The optimizations should be run with different number of
CPU in order to compare the real time, and not only applying a scale factor considering
that all individuals take the same amount of time to evaluate. The main issue with this
tests is to obtain enough computational resources.

Another future work is to evaluate the performance of the Hybrid Method when dealing
with multi objective functions. It has not been stated before but the Hybrid Method is
extended to multi objective problems, and will be tested using the same problem described
by Tousi et al. [19].
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2Department of Physics, Aeronautics Division, Universitat Politècnica de Catalunya, Barcelona, 08034, Spain

We study the flow past a square cylinder immersed in the wake of an upstream splitter plate
separating two different-velocity streams. The bottom stream Reynolds number, ReB = 56 is
kept constant for all cases, while the top-to-bottom Reynolds numbers ratio R ≡ ReT /ReB is in the
range R ∈ [1, 6.5], corresponding to a variation of the bulk Reynolds number Re ≡ (ReT +ReB)/2 ∈
[56, 210]. The onset of vortex-shedding, at R = 2.1 ± 0.1 (corresponding to Re = 86.8 ± 2.8), is
pushed to higher Re as compared to the square cylinder in the classic configuration. The three-
dimensionality is triggered by a mode-C-type instability at R ≃ 3.1 (Re ≃ 115) with wavelength
λz ≃ 2.5±0.1, similar to the mode reported for square cylinders placed at an incidence. For a velocity
ratio R = 3.4 the flow is period-doubled and exhibits three spanwise symmetries: a mirror reflection
and two spatiotemporal symmetries. The road to spatio-temporal chaos is initiated thereafter with
a modulational period-doubling tertiary bifurcation at R ∈ (3.4, 3.8) that also doubles the spanwise
periodicity. The resulting nonlinear solution repeats after four vortex shedding cycles and retains
only a spatiotemporal invariance consisting in the evolution by half a period followed by mirror
reflection about a streamwise-cross-stream plane. At slighlty higher values R ≥ 4, the flow becomes
spatio-temporally chaotic, but the main features of mode C are still observable.

INTRODUCTION

The uniform flow past square cylinders has long served
as a canonical problem for the study of bluff body aero-
dynamics. Two main flow structures, modes A- and B-
type, are reported in the wake transition regime [1–4],
their respective occurrence starting at Reynolds number
values ReA ≃ 160 ± 2 and ReB ≃ 204 ± 5, with wave-
lengths λA

z /D ≃ 5.1± 0.1 and λB
z /D ≃ 1.3± 0.1 at onset

[5]. These two modes were confirmed via linear stabil-
ity analysis by [6], who also found a third quasi-periodic
mode QP called mode S. Sheard et al. [7] observed that
the QP mode evolves into a period-doubling mode C and
becomes dominant when the square cylinder is placed at
an incidence.

The present study exploits a large number of both
2D and 3D DNS runs to try and understand the effects
on the flow of immersing the cylinder in the interface
of two-different velocity streams at varying velocity ra-
tio R ≡ ReT /ReB . Nektar++, an open source code
based on the spectral/hp element method has been em-
ployed throughout. A 2D in-plane mesh consisting of
Nxy = 95294 6th-order quadrilateral elements has been
used for all simulations with time step ∆t = 0.0012. The
computational domain is shown in figure 1. The splitter
plate of length 6.5D is placed upstream from the square
cylinder. of side D, leaving a 2.5D gap. The upstream
and downstream domain dimensions are Lu

x = 9.5D and
Ld
x = 25.5D, respectively, and the cross-stream height is

Ly = 16D. According to Floquet stability analysis, pe-
riodic spanwise lengths from 5D to 10D, discretised with
28 1o 80 Fourier modes, have been deployed.

RESULTS

The linear stability analysis presented in figure 2 shows
that the flow remains two-dimensional for velocity ratios
R ≤ 3.1. The spanwise wavelength associated to the on-

set of three dimensionality and characterizing the domi-
nant unstable mode is λz = 2.5± 0.1, and remains fairly
unaltered up to R = 4. A second unstable mode arises
at R = 6.5, with much shorter associated spanwise wave-
length of λz = 1.5.

FIG. 1. Computational domain.

FIG. 2. Stability analysis of the two-stream flow past the
square cylinder for ReB = 56. Least stable Floquet multipli-
ers (µ) as a function of wavenumber (β) for velocity ratios in
the range R ∈ [3, 6.5].

DNS reveals that the actual period of the solution dou-
bles upon three-dimensionalisation, the flow repeating it-

1
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self every two complete vortex-shedding cycles. The pe-
riod doubling is however dynamically trivial, as it merely
translates the preservation of a spatio-temporal symme-
try consisting of the evolution over one vortex-shedding
cycle followed by reflection about appropriately chosen
streamwise-cross-stream planes that, together with span-
wise reflection about another set of planes, replace the
former spanwise invariance of two-dimensional vortex
shedding. At slightly large values of R, however, a second
period-doubling occurs, this time dynamically relevant
that finally breaks these two remaining spanwise sym-
metries and leaves the flow invariant after four complete
vortex-shedding cycles.
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FIG. 3. Instantaneous snapshots of (a) the three-dimensional
solution at R = 3.8, (b) dominant eigenmode for (R, λz) =
(3.8, 2.5) and (c) dominant eigenmode for (R, λz) = (3.8, 5),
at four consecutive crossings of the Poincaré section. Q =
0.0001 is used to display nonlinear three-dimensional vortical
structures.

The period-four solution is illustrated in figure 3a for
R = 3.8. The previous spanwise wavelength λz = 2.5
is preserved to a large extent, but the actual periodic-
ity is now the full λz = Lz = 5. Hard to notice, but
nevertheless present, is the symmetry that leaves the
solution invariant after evolution over two consecutive
vortex-shedding cycles followed by reflection about ap-
propriately chosen streamwise-cross-stream planes. The
spanwise periodicity λz = 5 is doubtless unrelated to
a mode A instability despite the compatible wavelength.
The typical features of mode A are absent from the wake,
while mode C vortical structures clearly prevail, albeit
with a two-fold subharmonic spanwise modulation. In
order to discard any involvement of mode A in the solu-

tion observed at R = 3.8, 4 consecutive normalised snap-
shots of the dominant mode for wavelengths λz = 2.5
and 5, both unstable according to figure 2, are shown
in figures 3b and c, respectively. The spatial structure
of the dominant eigenmode is clearly the same for both
wavelengths, with minor differences that are perfectly im-
putable to a continuous transformation from one to the
other. Moreover, the two modes are definitely of the
C type, that is subharmonic, as normalised snaphots of
the eigenmode taken exactly two vortex-shedding cylces
apart are identical in all respects, and those taken only
one vortex-shedding cycle apart are related by the ex-
isting space-time symmetry. Therefore, the actual fre-
quency and symmetry-breaking of the nonlinear solu-
tion at R = 3.8 is not explained by a period-doubling
bifurcation that affects also the already unstable two-
dimensional vortex-shedding solution.

CONCLUSIONS

We present 2D and 3D simulations to unveil the flow
over a square cylinder subject to streams of different ve-
locities separated by an upstream splitter plate. Three-
dimensionalisation of the flow occurs at a velocity ratio
R = 3.1,according to linear stability analysis. A unique
dominant unstable mode (a type-C mode characterized
by a period-doubling and a spatio-temporal symmetry
involving the spanwise direction) of characteristic wave-
length λz ≃ 2.5D, is observed for velocity ratios be-
tween 3.1 ≤ R ≤ 4, although the nonlinear branch of
solutions undergoes a tertiary period-doubling instabil-
ity that starts the route towards chaotic dynamics.
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