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Abstract

Organic chemistry is recognized for its exceptional ability to arrange a lim-

ited assortment of atoms in numerous ways, a quality that is crucial in molecular

magnetism. This branch leverages the adaptability of organic chemistry to con-

ceive a plethora of radicals, i.e., open-shell molecules with unpaired electrons.

These organic radicals are sought for their potential applications in data storage

and spintronics, leading the way towards miniaturized, lightweight and environ-

mentally friendly solutions. However, challenges remain, particularly regarding

the stability and reliability of these radicals together with their performance and

resilience under the effect of temperature. It thus follows that the successful inte-

gration of these radicals into technological innovations requires progress in their

synthesis, characterization, and manipulation to better suit real-world applica-

tions. Yet, predicting the capabilities of these radicals is far from straightforward.

Even minor alterations in their molecular structure can have significant impact,

affecting both their electronic configuration and their arrangement in crystals.

Consequently, there is a high demand for the strategic design of these radicals

and a more rapid evaluation of their properties to fully harness their potential

in practical applications.

Our research has encompassed three distinct but interrelated topics, all con-

tributing to the understanding of open-shell molecules and materials. Central to

this PhD thesis is the exploration of magnetic properties of these materials using

computational chemistry techniques. A significant part of the research involves

examining how triarylmethyl-based 2D Covalent Organic Radical Frameworks

react to external mechanical stimuli. This investigation has demonstrated the



efficiency of these frameworks in transitioning between various electronic states,

each exhibiting distinct properties and characteristics. In the second study, we

make use of quantum mechanical insights and qualitative models to design and

characterize a new set of diradicals displaying a robust triplet ground state. No-

tably, we employ pentalene-based couplers as building-blocks, helping to pivot

the role of pentalene from mere academic curiosities to potentially viable can-

didates for high throughput applications. Lastly, the third study consists of

the development of a new quantum-informed descriptor for Machine Learning

applications in chemistry, referred to as Molecular Orbital Decomposition and

Aggregation (MODA). In this regard, we prove that MODA excels in predicting

magnetic exchange couplings with respect to other well-established descriptors

such as Bag of Bonds and Smooth Overlap of Atomic Positions.

Overall, the interplay among the three facets provides viable prospects, un-

derscoring the potential of organic radicals in advancing molecular magnetism

and paving the way for innovative applications in data storage and spintronics.
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1.1. Gomberg’s discovery: an accidental leap into modern chemistry

In 1900, Moses Gomberg, through an interplay of curiosity and insightful in-

vestigation, discovered the triarylmethyl (TAM) radical,1 inaugurating a century

of fervent research of open-shell molecules. While synthesizing hexaphenylethane,

Gomberg discerned a surprising incongruity: the anticipated product was absent,

and in its place, a stable open-shell entity was discovered. Gomberg’s serendipity

not just deviated from synthetic expectations, but also called the standard knowl-

edge on stability and existence of radicals into question: How did a molecule,

seemingly defiant of the known paradigms of stability, persist? How might the

unpaired electron, characteristically reactive, remain stable within a molecule?

The repercussions of Gomberg’s discovery extended through the 20th and 21st

centuries, launching a surge of investigations into molecular magnetism. Soon,

works pioneered by Thiele2 and Chichibabin3 confirmed that TAM was not a mere

outlier but a harbinger, prompting a shift in chemical understanding. Key con-

cepts like spin delocalization, resonance stabilization, steric protection or molecu-

lar orbital topology emerged as fundamental pieces to further understand, design,

and synthesize new stable and persistent organic radicals4 like the well-known

PTM5 (perchloro-triphenylmethyl) or TEMPO6 ((2,2,6,6-tetramethylpiperidin-

1-yl)oxidanyl). These principles have bolstered modern synthetic strategies7,8

and predictive models, guiding researchers in designing radicals that not only

bear stability but also benefit from their unique properties toward novel appli-

cations.
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1.2. Present and future of radicals: innovation and applications

Organic chemistry is indisputably renowned for its versatility in manipulating

the arrangement of a limited set of atoms (primarily C, H, N, O, S, and a few

others) in a myriad of ways. Molecular magnetism leveraged the versatility of

organic chemistry to craft a vast amount of molecules and materials with specifi-

cally tailored and fine-tuned modulation of their properties. Moreover, as organic

molecular magnetism expanded, it found resonance in the solid state,4 where or-

dered arrays of radicals facilitated a higher degree of control and predictability

of magnetic properties compared to the unordered nature of radicals in the gas

and liquid solutions. These structured assemblies underscore the importance of

order and proximity: in these conditions, radicals are no longer isolated entities,

but manifest collective magnetic and conductive properties. In addition, it has

been observed that even subtle changes in molecular structure or packing can

result in large differences in functionality. This is not only the perfect platform to

investigate deep questions in academic settings, but it is certainly an advantage

when it comes to new applications.

As such, radicals are envisaged as innovative approaches in data storage that

can open new avenues for lightweight, less environmentally harmful and miniatur-

ized solutions.9 The potential to toggle between magnetic states through external

stimuli offers a means to store binary data in a compact format, displaying capac-

ities previously considered out of reach. Moreover, organic materials exhibiting

both multifunctional magnetic and charge transfer capabilities are ushering the

development of spin-electronic devices (i.e. spintronics10,11) such as capacitors,12

spin wires,13 spin filters14 or spin valves.15 Although in an early stage, molecular

magnets can also find relevance in quantum computing, where the control on
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preparing and managing quantum spin states is crucial. In this context, radi-

cals can be used as reliable frameworks, offering an alternative avenue for the

stabilization, manipulation, tailoring and reading of quantum states.

1.3. Some current challenges and overview of the thesis objectives

Despite the optimistic landscape depicted by the former applications, chal-

lenges persist, particularly concerning the stability, reliability, efficacy or time

and temperature resilience of molecular magnets. The incorporation of radicals

in technology demands a thorough understanding of their behaviors and inter-

actions, and still necessitates development in synthesizing, characterizing, and

manipulating methodologies that align with practical applications. Yet, the pre-

diction of such functionality is not straightforward because chemical changes in

molecular structure can affect both the molecular electronic structure and the

crystal packing of the spin-bearing units. It thus follows that the rational design

of new materials with specific technological applications is an arduous task.

In this regard, computational chemistry can play a relevant role16 by (i) defin-

ing and determining structure-property relationships, (ii) anticipating the re-

sponse of these materials upon external stimuli, (iii) predicting new materials

by designing structural units with customized properties, and (iv) accelerating

the prediction of properties, among many others. In this thesis dissertation, the

former (ii)–(iv) points have been addressed and explored through three relatively

different, yet interconnected topics, briefly introduced in the following sections

of the present chapter and further developed on the following ones. Note that

structure-property relations, i.e. point (i), are sought across all three sections.



6 Introduction

1.3.1. Modulating the properties of 2D Covalent Organic Radical Frame-

works through external mechanical stimuli

The discovery of graphene17 (see Figure 1.1a), a single layer of carbon atoms

arranged in a two-dimensional honeycomb lattice, marked a breakthrough in

materials science. Graphene was extracted using an astonishingly simple and yet

effective technique known as mechanical exfoliation, often colloquially referred

to as the “Scotch tape method”. In a nutshell, the method consists of adhesive

tape to peel away layers of graphite until a single-atom-thick sheet is obtained.18

Figure 1.1: Comparative diagrams of the fundamental building blocks of (a)
graphene and (b) 2D hexagonal CORFs. Open-shell cores and couplers are high-
lighted in blue and yellow, respectively.

Hexagonal two-dimensional Covalent Organic Radical Frameworks19–21 (2D-

CORFs) can be perceived as a modification from the elemental structure of

graphene, adopting a higher level of chemical complexity (see Figure 1.1b).

Whereas graphene is a two-dimensional sheet composed of sp2-hybridized carbon

atoms, tightly packed in a hexagonal lattice, 2D-CORFs diverge by replacing

these sp2 carbon centers with open-shell cores. Likewise, the C–C entities in



Chapter 1 7

graphene are substituted by other organic couplers in 2D-CORFs, providing a

novel structural paradigm.

The fundamental disparities between graphene and 2D-CORFs extend be-

yond mere structural differences, transcending into their respective electronic and

magnetic properties. It is well-known that graphene exhibits ballistic electron

transport,22 whereby electrons can traverse the material plane without scatter-

ing, due to its high electron mobility and semi-metallic nature. On the contrary,

according to the recent synthesis and characterization conducted by Wu and

co-workers,19 TAM-based 2D-CORFs (TAM-based 2D-CORFs) manifest notably

different characteristics. The spin of open-shell TAM cores endow these mate-

rials with magnetic behavior, an aspect starkly absent in graphene. Moreover,

TAM-based 2D-CORFs have been shown to exhibit only modest conductivity.

Recent studies have delved into the mechanistic explanation unfolding the

distinct properties between graphene and TAM-based 2D-CORFs, where theo-

retical and computational studies from Bromley and co-workers.23 and Bredas

and co-workers24 provide pivotal insights. The different properties of graphene

and TAM-based 2D-CORFs behaviors are strongly attributed to the strategic

structural design of the TAM-based 2D-CORF itself. Here, the sp2 spin-bearing

carbon atoms are shielded by bulky substituents that are not merely accidental,

but instrumental in assuring kinetic stability upon aggregations or reactions. As

it has been demonstrated, the spin-density on the central carbon atom is criti-

cally influenced by the twist angle of the shielding phenyl units.25 This deliberate

structural characteristic of TAM-based 2D-CORFs comes with an intrinsic trade-

off: the bulky phenyl substituents undergo a dihedral twist with respect to the

2D plane drawn by framework, which disrupts the electronic conjugation along
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TAM–coupler–TAM bridges. This results in localized spins with a very small

overlap between them, which are, therefore, essentially disconnected.

Strategic approaches focused on modifying this twisting angle can propel the

manipulation of the CORFs’ magnetic and conductive properties,23 providing a

viable pathway for tuning their electronic and magnetic multifunctional charac-

teristics. In the initial two contributions to the thesis, this hypothesis is rigor-

ously tested, gauging the magnetic and conductive properties of a meticulously

chosen subset of TAM-based 2D-CORFs.

1.3.2. Design of organic diradicals with ferromagnetic interactions

Considering that the large majority of organic molecules have closed-shell

electronic structures, molecular diradicals become exotic molecular systems in

comparisson. Formally, molecular diradicals are even-electron entities with two

unpaired electrons, in which at least two different electronic states with different

multiplicities can be found: triplet (T) and open-shell singlet (S), corresponding

to the tendency of such unpaired electrons to align parallel or antiparallel, re-

spectively.26 This situation appears when Coulombic repulsion between electrons

in the same molecular orbital lifts the zeroth-order degeneracy and gives rise to

singlet and triplet states of different total energy. While in the existing literature

many organic diradicals displaying antiferromagnetic, AFM, couplings are found

(i.e. the natural tendency of the spin of two electrons to align antiparallel), or-

ganic diradicals displaying ferromagnetic, FM, couplings (i.e. the tendency to

align parallel) are quite scarce.27 Instead, in other related disciplines of chem-

istry, like in transition metal complexes, the FM interactions are the rule rather

than the exception.27
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Figure 1.2: Illustration of ferromagnetic (FM) and antiferromagnetic (AFM)
interactions in diradicals of (a) transition metal complexes and (b) organic di-
radicals.

The conditions for having diradicals with FM interactions have been widely

studied and discussed.28,29 In a first approximation, when two singly-occupied

molecular orbitals (SOMOs) are degenerate, the Aufbau principle and Hund’s rule

favors the parallel alignment of spins and, thus, a triplet ground state. Although

the degeneracy of SOMOs can accidentally take place, such degeneracy is tightly

related with geometrical symmetry and bonding energy between atoms across

the molecular scaffold. Hence, it follows that the stark disparity between the

presence of diradicals with FM/AFM interactions in transition metal complexes

with respect to organic molecules is reasonable. That is, the low bonding energy

in metal–ligand complexes and a high (often locally octahedral) symmetry lead

to (quasi)doubly-degenerate eg or (quasi)triply-degenerate t2g orbitals, resulting

in FM interactions (see Figure 1.2a). Instead, the high bonding energy and

the usual low symmetry of the majority of organic molecules result in AFM

interactions more often (see Figure 1.2b).
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In this thesis, a key focus is placed on the design of organic diradicals with

a stable triplet ground state. Drawing from the fundamental principles out-

lined above, we have explored strategies to achieve this goal, resulting in a new

unprecedented family of organic diradicals displaying a triplet ground state.

1.3.3. Machine Learning acceleration of magnetic coupling predictions

The prediction of macroscopic magnetic properties in solids can be addressed

from computational chemistry by, for example, the bottom-up approach outlined

by Deumal and co-workers30 (see Figure 1.3), where (i) the different spin-bearing

magnetic entities across the crystal structure are identified; then, (ii) the pairwise

magnetic interactions between all close A–B open-shell moieties are euclidated by

means of the magnetic coupling, JAB; after that, (iii) collective magnetic states

are obtained by full diagonalization of the associated matrix representation of

an effective hamiltonian; and finally (iv) thermodynamic responses, such as heat

capacity or magnetic susceptibility, are determined from statistical mechanics.31

However, intermolecular forces packing together molecular units in crystals32

or slight conformational variations present in CORFs23 are particularly labile and

sit below thermal energy (roughly 0.6 kcal/mol at room temperature). Thus,

molecular crystals and CORFs usually undergo subtle distortions due to thermal

fluctuations, which significantly alter the spin-spin interactions and can affect

the observed thermodynamic response.32 Hence, it is crucial to repeatedly assess

the time- and temperature-resolved evolution of the thermodynamic quantities

across steps (ii)–(iv) of the bottom-up procedure until a stationary regime and/or

ergodicity is observed.
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Figure 1.3: Computing thermodynamic quantities for magnetic crystals via a
bottom-up approach, exemplified by the TTTA crystal. The steps (i) – (iv) align
with the main text.

One of the focal points of computational complexity and bottleneck arises

primarily in step (ii) of the bottom-up procedure. The calculation of the magnetic

coupling, JAB, is tightly related to the energy gap, ∆EST = ES−ET , between the

singlet (ES) and the triplet (ET ) energy states arising from the coupling of two

S = 1/2 units. Calculating ET is typically straightforward, but calculating ES

can entail a substantial challenge, as the open-shell singlet (OSS) state cannot be

represented by a single Slater determinant (i.e., the antisymmetrized combination

of Hartree products). Therefore, complex multi-determinantal methods, such as

Complete Active Space Self-Consistent Field33 (CASSCF) or broken-symmetry34

(BS) approaches are often required. Although for a single crystal structure such

calculations can be readily performed, the whole time-resolved bottom-up process

would require several hundreds or thousands of JAB evaluations.

The appearance of Machine Learning models in various domains has markedly

expedited computational processes.35 Particularly, in the field of scientific re-

search, technologies like DeepMind’s AlphaFold-236 exemplify the potent impact
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of Machine Learning, significantly mitigating computational demands in predict-

ing the correct protein folding, which have historically been acknowledged to be

computationally taxing. This exemplifies the potential of Machine Learning to

alleviate computational barriers in processes involving a large amount of data.

Moreover, to leverage the full predictive power of Machine Learning, data must

be converted into a structured and interpretable format. Accordingly, chemi-

cal descriptors are systematic representations that convert complex molecular

and material information into a computationally manageable format.37 These

data representations, while simplifying the informational content, preserve the

essential characteristics related to the phenomena under investigation, such as

magnetic interactions.

In relation to the computational challenges outlined here, in particular re-

ferring to the calculation of JAB in step (ii) and the potential of the emerging

Machine Learning technology, a notable contribution of this thesis is the design

of a new descriptor, streamlined to predict JAB interactions. The developed

descriptor incorporates critical geometric and electronic characteristics into a

coherent structure, enabling precise predictive methodology compared to other

existing alternatives.

1.4. Structure of the upcoming chapters

Overall, the present PhD thesis contributes to the field of open-shell organic

materials, employing computational chemistry and Machine Learning to under-

stand the electronic properties that govern spin-spin interactions in organic sys-

tems and accelerate their computation. This thesis dissertation is organized as

a compendium of publications, either already published or in process of publica-

tion. It is organized in eight chapters as follows:



Chapter 1 13

First, Chapter 1 (the current chapter) has presented an overview of or-

ganic magnetism and the specific objectives targeted across the thesis. Chapter

2 consists of the methodology section, where the aspects related to the gen-

eral electronic structure calculations and analysis of chemical data are reviewed.

Chapters 3 to 5 gather the introduction, specific methodology, discussion of

the results, and conclusions of the research accomplished. Specifically, Chapter

3 encloses two studies describing the tunability of the magnetic and conductive

properties in a subset of TAM-based 2D-CORFs by means of external stimuli

(anisotropic in-plain strain and isotropic out-of-plane compression, correspond-

ing to Publications #1 and #2, respectively). In Chapter 4, the focus is

shifted to the design of high-spin organic diradicals (draft of Publication #3),

where the potential of antiaromatic moieties as building blocks to accomplish

robust triplet ground states is explored. Chapter 5 collects the presentation

of the current methods and applications of Machine Learning in the present-

day chemical landscape. After that, some limitations of the existing chemical

descriptors with respect to the prediction of quantities rooted in molecular mag-

netism are discussed. Finally, Molecular Orbital Decomposition and Aggregation

(MODA) is presented as an alternative descriptor to achieve high-performance

predictions (Publication #4). In Chapter 6, the general conclusions of the

thesis are summarized, based on the results presented in the preceding chapters.

Finally, Chapter 7 consists of a brief explanation of the contributions of the

PhD candidate to the publications.
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2.1. Overview of methodological approaches

This chapter provides a review of the methodologies employed across the PhD

thesis across Chapters 3 to 5. The methodologies are classified based on their

application to molecular properties, solid-state properties, or as Machine Learning

methods, and can be found in the following order:

Molecular Properties: In Section 2.2, the focus is placed on the calcula-

tion of magnetic exchange interactions. This section underscores the importance

of the Heisenberg-Dirac-van Vleck Hamiltonian (Section 2.2.1) and explores

the challenges in determining singlet-triplet energy gaps and magnetic exchange

couplings. Further elaboration on these topics is presented in Section 2.2.2,

which is divided into two subsections: Subsection 2.2.2.1 discusses the Broken

Symmetry approach, while Subsection 2.2.2.2 delves into the Configuration

Interaction approach. Additionally, Section 2.3 examines the assessment of

(anti)aromatic character in molecules.

Solid-State Properties: In Section 2.4, an overview of methodologies asso-

ciated to solid-state calculations is presented. Subsequently, Section 2.5 intro-

duces the Hubbard Model’s application in evaluating conductivity, with Subsec-

tions 2.5.1 and Subsection 2.5.2 delving into specific associated parameters.

After that, Section 2.6 outlines the computational approach employed to calcu-

late the Young’s modulus in solid-state. This block concludes with Section 2.7,

which briefly addresses some aspects related to Ab Initio Molecular Dynamics.

Machine Learning Methods: Section 2.8 details the mathematical de-

tails required for the application of Machine Learning techniques to the scope

of this thesis. In this regard, Subsection 2.8.1 elaborates on the details of



20 Methodology

the Kernel Ridge Regression model, while Subsection 2.8.2 covers the leave-

p-groups-out cross-validation scheme. Both sections emphasize the significance

of these methods in the learning process, particularly utilized in the final results

chapter.

Finally, Section 2.9 outlines other methodologies not detailed in this chapter

and Section 2.10 elaborates on the commercial codes used to carry out the

different calculations. This information is discussed and summarized in a table

format for an easy identification.

2.2. Calculation of magnetic exchange interactions

There are several models aimed at rationalizing magneto-structural correla-

tions in current used. Among them, the Heisenberg-Dirac-van Vleck (HDvV)

model is usually employed not only due to its simplicity and interpretability, but

also for its demonstrated accuracy compared with experimental results. The

following sections describes the process of calculating magnetic exchange in-

teractions from the first principles to the general utilization, covering the ap-

proximations performed during the process and a discussion about its range of

applicability.

2.2.1. Heisenberg-Dirac-van Vleck Hamiltonian

The HDvV Hamiltonian, ĤHDvV, is a spin-only model conceived to evaluate

the magnetic properties of coupled spin states between well-defined spin-carrying

units in a pairwise manner.1 It is usually written as:

ĤHDvV = −2
∑
A,B

JAB ŜA · ŜB (2.1)
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where JAB is a scalar quantity referred to as spin exchange coupling that absorbs

the complexities of the spin-spin interactions between spin-carrying units A and

B. Moreover, Ŝk in equation 2.1 is the total spin operator associated to the k-th

spin-carrying unit, defined as:

Ŝk = Ŝx
k + Ŝy

k + Ŝz
k

(2.2)

For fermionic sites with spin quantum number s = 1/2, e.g. electrons, the former

spin-projected operators can be written in the basis of spin up, |↑⟩ ≡ (1, 0)T , and

spin down, |↓⟩ ≡ (0, 1)T , states as the following matrix representations in a one-

particle Fock space as:

Ŝx
k =

1

2

 0 1

1 0

 ; Ŝy
k =

1

2

 0 −i

i 0

 ; Ŝz
k =

1

2

 1 0

0 −1

 (2.3)

As could be noted from equation 2.3, the Ŝz
k component is diagonal in the

{|↑⟩ , |↓⟩} basis, so the former are eigenstates of Ŝz
k with ms = ±1/2. More-

over, as the HDvV model aggregates pairwise spin-spin interactions, it is worth

stressing that ŜA · ŜB components must be in the basis of two-electron states.

Thus, ŜA · ŜB do not correspond to a regular matrix product, but these elements

are defined in a direct product space, as the summation of Kronecker products2,3

ŜA · ŜB = Ŝx
A ⊗ Ŝx

B + Ŝy
A ⊗ Ŝy

B + Ŝz
A ⊗ Ŝz

B
(2.4)
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where the Kronecker product (⊗) between two 2× 2 matrices is defined as:

A ≡

 a11 a21

a12 a22

 ; B ≡

 b11 b21

b12 b22



A⊗B =

 a11B a21B

a12B a22B

 =


a11b11 a11b21 a21b11 a21b21

a11b12 a11b22 a21b12 a21b22

a12b11 a12b21 a22b11 a22b21

a12b12 a12b22 a22b12 a22b22


(2.5)

That is, the 2 × 2 Hilbert space defining a single 1/2-spin particle has been ex-

panded to a 4×4 two-particle space. Accordingly, the 2-vectors basis, {|↑⟩ , |↓⟩},

must expanded to a vector space of cardinality 4 as:

|↑↑⟩ = |↑⟩ ⊗ |↑⟩ = (1, 0)T ⊗ (1, 0)T = (1, 0, 0, 0)T

|↑↓⟩ = |↑⟩ ⊗ |↓⟩ = (1, 0)T ⊗ (0, 1)T = (0, 1, 0, 0)T

|↓↑⟩ = |↓⟩ ⊗ |↑⟩ = (0, 1)T ⊗ (1, 0)T = (0, 0, 1, 0)T

|↓↓⟩ = |↓⟩ ⊗ |↓⟩ = (0, 1)T ⊗ (0, 1)T = (0, 0, 0, 1)T

(2.6)

consisting of all the possible arrangements of entangled two 1/2-spin states (still

being all of them eigenstates of Ŝz
AB = Ŝz

A⊗I+I⊗Ŝz
B). According to the previous

considerations, it follows that the HDvV Hamiltonian for only two spin sites, A

and B, can be written in the following matrix representation:

ĤHDvV = −2JAB ŜA · ŜB = −2JAB


+1/4 0 0 0

0 −1/4 +1/2 0

0 +1/2 −1/4 0

0 0 0 +1/4

 (2.7)
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The associated energy and eigenstates of the A–B pair can be obtained analyti-

cally from the direct diagonalization of ĤHDvV as ĤHDvV → σEσT , yielding

|σ1⟩ = |↑↑⟩ Eσ1 = −JAB/2

|σ2⟩ = |↓↓⟩ Eσ2 = −JAB/2

|σ3⟩ = 1/
√
2 (|↑↓⟩+ |↓↑⟩) Eσ3 = −JAB/2

|σ4⟩ = 1/
√
2 (|↑↓⟩ − |↓↑⟩) Eσ4 = +3JAB/2

(2.8)

Notably, the energies of σ1, σ2 and σ3 eigenstates are three-fold degenerate,

forming a triplet state, T , with energy ET = Eσ1 = Eσ2 = Eσ3 , while the σ4

state is singly degenerate, i.e. a singlet state, S, with energy ES = Eσ4 . As it

can be noted from the results of equation 2.8, the absolute energy of the singlet

and the triplet states depends on the sign and magnitude of JAB. Thus, the

difference between the triplet and the singlet energies, ∆EST , is also related to

JAB as:

∆EST = ES − ET =
3

2
JAB +

1

2
JAB = 2JAB (2.9)

E
N

E
R

G
Y

JAB < 0 JAB > 0

ΔEST = 2JAB ΔEST = 2JAB

TRIPLET (T) SINGLET (S)

SINGLET (S) TRIPLET (T)

E
N

E
R

G
Y

Figure 2.1: Schematic representation of the singlet-triplet energy splitting for a
pair of coupled spin 1/2 particles, ∆EST , as a function of the sign of the magnetic
exchange coupling, JAB



24 Methodology

It thus follows that ∆EST is positive when JAB > 0, that is, the triplet is the

ground state and it is then said that there is a ferromagnetic (FM) interaction or

coupling between the two spin centers A–B. Instead, when JAB < 0, the singlet

becomes the ground state and it is then said that there is an antiferromagnetic

(AFM) interaction or coupling between the two spins (see Figure 2.1 for an

schematic representation of both regimes).

2.2.2. Difficulties on the evaluation of magnetic exchange coupling JAB

The utilization of the HDvV model in computational chemistry primarily

stems from the results of equation 2.9. Conventional quantum-chemistry pack-

ages possess the capability to evaluate the energy of both singlet and triplet states

(further discussed below), thereby approximating the total energy by solving the

Schrödinger equation for a given chemical species. This capability enables the

derivation of spin exchange coupling, JAB, from the energy difference between

triplet and singlet states as stated in equation 2.9.

However, the wavefunction of a system of electrons must satisfy the Pauli

exclusion principle, which states that two electrons cannot have the same set of

quantum numbers and should also adhere to the principle of indistinguishability.

In this regard, a Slater determinant provides a way to construct antisymmetrized

wavefunctions, meeting both previous requirements.4 For example, a system of

two electrons, each described by a spatial-orbital, |χi⟩, can be expressed as

|Ψ⟩ = 1√
2

∣∣∣∣∣∣χ1(r1) χ2(r1)

χ1(r2) χ2(r2)

∣∣∣∣∣∣ = |χ1χ2| (2.10)
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where ri represent the spatial coordinates of each electron. The spin component

can be incorporated by assuming that spin-orbitals can be constructed from the

direct product of the spatial orbitals and spin components as |ψi⟩ = |χi⟩ ⊗ |↑⟩

and |ψi⟩ = |χi⟩ ⊗ |↓⟩ for the spin up and down spin-orbitals, respectively. Thus,

four valid Slater determinants for two-electron systems are |ψ1ψ2|,
∣∣ψ1ψ2

∣∣, ∣∣ψ1ψ2

∣∣,∣∣ψ1ψ2

∣∣ (note the similarities with equation 2.6).

As it could be noted in relation to the results stated in equation 2.8, the

eigenstates of ŜA · ŜB can be written in the current notation as:

|σ1⟩ = |ψ1ψ2|

|σ2⟩ =
∣∣ψ1ψ2

∣∣
|σ3⟩ = 1/

√
2
(∣∣ψ1ψ2

∣∣− ∣∣ψ1ψ2

∣∣)
|σ4⟩ = 1/

√
2
(∣∣ψ1ψ2

∣∣+ ∣∣ψ1ψ2

∣∣)
(2.11)

Note that the ± signs of states with sub-index 3 and 4 are non-intuitively inverted

with respect to the signs of equation 2.8. The results from the last equation un-

veils that, while states |σ1⟩ and |σ2⟩ can be described by a single Slater determi-

nant (mono-determinantal states), states |σ3⟩ and |σ4⟩ are multi-determinantal

in nature. Therefore, different widely used mono-determinantal methodologies

such as Hartree-Fock (HF) and Density Functional Theory (DFT) cannot be

directly applied to calculate |σ3⟩ and |σ4⟩ states.

Modern quantum-chemistry packages allows to calculate the triplet state en-

ergy from the mono-determinantal |σ1⟩ and |σ2⟩ states,5,6 bypassing the limita-

tions in assessing the energy from the remaining |σ3⟩ triplet state. However, the

only existing singlet state eigenfunction of ŜA · ŜB is multi-determinantal, forc-
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ing to evaluate the singlet-triplet gap, ∆EST , from either (i) performing some

approximations to the mono-determinantal methods or (ii) make use of multi-

determinantal methods. The following subsections cover the details of the so-

called Broken-Symmetry approximation and overviews some multi-determinantal

methodologies employed across the following chapters.

2.2.2.1. Broken-symmetry: a mono-determinantal approximation

The clever idea to simulate the effects of this multi-determinantal singlet state,

σ4, without resorting to actual multi-determinantal methods is to start from a

single determinant wavefunction that reflects the correct AFM state but is of the

‘wrong’ spin symmetry.7,8 This wavefunction is initially written as

|ΨBS,init
S ⟩ =

∣∣(core) . . . ψaψb

∣∣ (2.12)

where ’(core)’ stands as a shortcut notation to include all the doubly-occupied

orbitals, while ψa and ψb are obtained from the optimized mono-determinantal

triplet, i.e. |ΨT ⟩ = |(core) . . . ψ1ψ2|, as

|ψa⟩ =
1√

λ2 + µ2
(λ |ψ1⟩+ µ |ψ2⟩)

|ψb⟩ =
1√

λ2 + µ2
(λ |ψ1⟩ − µ |ψ2⟩)

(2.13)

As accurately illustrated by Neese,6 the state written in equation 2.12 (with λ =

µ = 1, i.e orthonormal linear combination) is not the actual broken-symmetry

determinant, but the initial guess. Then, the λ and µ parameters of the broken-

symmetry initial guess are variationally and self-consistently optimized to a new

set of non-equal parameters as
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|ΨBS
S ⟩ =

∣∣∣(core) . . . ψopt
a ψopt

b

∣∣∣ (2.14)

where, importantly, ψopt
a and ψopt

b are not orthogonal, as the overlap, Sab is

Sab = ⟨ψopt
a |ψopt

b ⟩ = λ2 − µ2

λ2 + µ2
̸= 0 (2.15)

for any other value than λ = µ. Now, the evaluation of the broken-symmetry

Slater determinant in the spin-only HDvV Hamiltonian leads to

⟨ΨBS
S |ĤHDvV|ΨBS

S ⟩ = (1 + 2S2
ab)

2
JAB (2.16)

Thus, the energy difference between the broken symmetry singlet and the triplet,

∆EBS
ST , can be obtained

∆EBS
ST =

(1 + 2S2
ab)

2
JAB +

JAB

2
= (1 + S2

ab)JAB (2.17)

Finally, letting the expression of equation 2.17 to be equal to equation 2.9 (via

JEq. 2.17
AB = JEq. 2.9

AB ) the following relation between the singlet-triplet gaps is ob-

tained:

∆EST =
2∆EBS

ST

1 + S2
ab

(2.18)

The result from the last expression allows to relate the mono-determinantal

broken-symmetry singlet-triplet gap with the multi-determinantal gap, allowing

to calculate JAB via equation 2.9. Although the broken-symmetry is an approxi-

mation, its accuracy has been demonstrated in practice when used together with

hybrid exchange-correlation functionals such as PBE09 or B3LYP.10,11
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The evaluation of ∆EST and JAB values by means of the Broken-Symmetry

approximation has been a core tool in this PhD thesis, providing valuable insights

about the magnetic interactions of the target systems across all the studies.

2.2.2.2. Configuration Interaction: a multi-determinantal approach

In this PhD dissertation, multi-determinantal approaches have been used to

assess the quality of the broken-symmetry approximation in predicting singlet-

triplet energy gaps, ∆EST , and JAB values. The vast majority of multi-determinantal

methods are based on Configuration State Functions (CSFs), which consist on a

blend of symmetry and spin-adapted linear combinations of Slater determinants.

Multiple CSFs can emerge from a single electronic configuration, maintaining the

same overall quantum number for spin and spatial components while varying in

their intermediate couplings.

In the Configuration Interaction (CI) methods,12 the ground state wavefunc-

tion is derived from a linear combination of all Slater determinants with the

correct symmetry as

|Φ⟩ = C0 |Ψ0⟩+
∑
a,r

Cr
a |Ψr

a⟩+
∑
a<b

∑
p<q

Cpq
ab |Ψ

pq
ab⟩+ . . . (2.19)

Here, |Ψr
a⟩ symbolizes the singly excited CSFs, distinct from |Ψ0⟩ as it has the

spin-orbital |ψa⟩ exchanged by the spin-orbital |ψr⟩. Similarly, |Ψpq
ab⟩ denotes the

doubly-excited CSFs and this process is carried on to incorporate all possible

CSFs. The expansion coefficients (C0, Cr
a, C

pq
ab , etc.) are obtained through the

energy minimization subjected to the variational principle.4 When all sets of

CSFs are employed for a particular basis set, the computation is referred to as

a full -CI, which is indeed the exact solution of the Schrödinger equation in that
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given CSF basis set. However, the full-CI is computationally taxing, making

this solution impractical even for relatively small molecular systems. In the

following sub-sections two main alternatives to the full-CI are briefly presented:

The Complete Active Space Self-Consistent Field (CASSCF) and Difference-

Dedicated CI (DDCI).

2.2.2.2.1. Complete Active Space Self-Consistent Field method

The CASSCF method differs from the full-CI method in that it limits the

number of Slater determinants considered to strike a balance between computa-

tional cost and accuracy.13,14 In the CASSCF approach, the molecular orbitals

within the |Ψ0⟩ determinant are categorized into three distinct sub-spaces: (i) In-

active (core orbitals), (ii) Active, and (iii) Virtual (see Figure 2.2a). The inactive

space (i) comprises the lowest-energy set of doubly-occupied molecular orbitals.

The Active sub-space (ii) encompasses orbitals in which all possible occupations

(0, 1 or 2) are allowed. Commonly, the orbitals included in the active space

include the frontier molecular orbitals (partially-occupied in diradicals), as well

as a few orbitals that lie just below and just above the frontier orbitals. In the

CASSCF method, only these active orbitals are permitted to contribute to the

CSF as long as the total spin is conserved. Finally, the Virtual sub-space (iii)

consists of molecular orbitals that are considerably higher in energy and, as a

result, are considered unoccupied in all electronic configurations.

Moreover, while in CI methods only the expansion coefficients are variation-

ally optimized, in CASSCF method the atomic orbital coefficients within each

molecular orbital are optimized as well15 (i.e., cij in a typical linear combination

of atomic orbitals scheme). The optimization of both the atomic orbital and

expansion coefficients are proven to result in more accurate total energies. Fi-
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(iii)
VIRTUAL SPACE

(i)
INACTIVE SPACE

(ii)
ACTIVE SPACE

DDCI-1
DDCI-2

DDCI-3

(a) (b)
1h–1e

1h–1e
1h–1e

2h–2e
2h–2e

2h–2e
2h–2e

2h–2e

Figure 2.2: (a) Schematic representation of the inactive, active and virtual
space in CASSCF calculations (colored in red, blue and green, respectively). (b)
Illustration of the different type of excitations permitted in DDCI-1, DDCI-2 and
DDCI-3 calculations.

nally, it is worth stressing that the specific orbitals in the active space can vary

from one CASSCF calculation to another, and they are determined based on the

nature of the problem being investigated. The utilization of CASSCF method

in this thesis is restricted to π-conjugated organic diradicals. Accordingly, the

active space encompass the highest feasible amount of π-symmetric orbitals in

all cases.

2.2.2.2.2. Difference-Dedicated Configuration Interaction method

The Difference-Dedicated Configuration Interaction16 methodology is specif-

ically tailored to excel in accurately determining energy differences rather than

total energies.12 In the context of DDCI, the CASSCF wavefunction serves as a
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reference to generate a set of eight distinct types of excited Slater determinants.

These determinants are categorized into classes based on the numbers of holes

(h) and electrons (e) in both the occupied and virtual orbitals (as depicted in

Figure 2.2b). Generally, one particular class of excitation that involves the dou-

ble replacement (2h-2e) from the inactive to virtual orbitals is excluded from

the CI expansion12 (see right-most excitation in Figure 2.2b). This exclusion is

justified because these double excitations do not significantly contribute to the

second-order energy differences necessary for evaluating singlet-triplet energy

differences,17,18 ∆EST , as detailed in the work of Malrieu and co-workers.16

Moreover, the DDCI approach permits three additional levels of calculations,

known as DDCI-1, DDCI-2, and DDCI-3,19 with each level dependent on the

number of excitations permitted in the CI. The last one of those, DDCI-3 has

been the approach employed herein. However, while the exclusion of (2h-2e)-

excitations significantly reduce the amount of computation, it is worth stressing

that the DDCI method is still associated with high computational costs due to

its reliance on a large set of determinants. In this regard, its use in the current

thesis has been limited to a specific set of small size molecules to assess the

accuracy of the more-affordable broken-symmetry approximation.

2.3. Assessment of the (anti)aromatic character

The measure of stability in computational chemistry requires a large endeavor,

as stability is a multi-fold concept that can shift its meaning in different ways.

Examples of such different meanings show up when differentiating kinetic and

thermodynamic stability. Moreover, both types of stability can also be altered

when setting the compounds under different conditions such as different media,

temperature, pressure etc. However, for poly-cyclic and fully-conjugated hydro-
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carbons (here referred as Kekulé hydrocarbons, i.e KHCs) a common approach is

to assess stability by means of its (anti)aromatic character.20 The understanding

of (anti)aromaticity has its roots in the Hückel model. The model revolves around

the criterion of the 4n+2 rule, wherein a cyclic, planar system with (4n+2) pairs

of π electrons will exhibit aromatic properties while a system with 4n pairs of π

electrons displays antiaromatic properties.21

Although a direct measure of aromaticity or aromatic energy can only be pro-

vided by a few methods that assume certain approximations to the Hamiltonian22

(only π-electrons, only carbon atoms, etc.), the most common way to assess and

quantify the aromatic character of KHCs is by means of the molecule response

upon the effect of an external magnetic field. When aromatic compounds are

subjected to an external magnetic field (B0) perpendicular to the ring, they in-

duce a diatropic ring current perpendicular to the field23 (see Figure 2.3a). This

current induces a magnetic field anti-parallel to the external one (Bind), intensify-

ing its effect in the center of the carbon rings. This phenomenon aligns with the

Lenz’s law,24 as electrons in a delocalized π-orbital hold certain similarities with

a solenoid of a single coil thickness. This shielding effect indicates the molecule’s

resistance to the external magnetic field resulting in an effective magnetic field

(Beff) lower in magnitude compared to B0. Conversely, under similar conditions,

antiaromatic compounds induce a paratropic ring current that yields an induced

magnetic field aligning collinearly with the external B0 field (see Figure 2.3b).

This escalates the molecule’s exposure to the external magnetic field, leading to

a deshielding effect (Beff > B0).
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B0

+ =
B0 Bind Beff < B0

+ =
B0 Bind Beff > B0

SHIELDING

(a) (b) CYCLOBUTADIENE
(ANTIAROMATIC)

BENZENE
(AROMATIC)

DIATROPIC
CURRENT

PARATROPIC
CURRENT

Bind Bind

DESHIELDING

Figure 2.3: Schematic illustrating the impact of a perpendicular magnetic field
(in purple, B0) on aromatic molecules like benzene (a) and antiaromatic ones
like cyclobutadiene (b). The circular currents in line with the molecular planes
indicate diatropic (yellow) and paratropic (green) induced currents. The result-
ing induced magnetic flux, Bind, is shown in red and blue based on the electron
response. The lower panels of (a) and (b) depict the net magnetic field, Beff , at
the ring’s center, indicated by the symbol × in the molecular representations.

2.3.1. Nucleus-Independent Chemical Shift

Nucleus-Independent Chemical Shift25 (NICS) stands out as a benchmark

technique in computational chemistry to measure the response of chemical sys-

tems to an external magnetic field without explicitly including it in the calcu-

lation. While NICS had originally been formulated to compare the chemical

shifts in an NMR spectra, it has also been proven to accomplish good results

in assessing the shielding or deshielding effects in KHCs and, by extension, the

(anti)aromatic nature of such compounds.23

NICS operates by calculating the anisotropic magnetic shielding tensor26 (Ω),

often referred to as the chemical shielding tensor, at various positions around/within

a molecule. The components of Ω, at the nucleus N (i.e σN
ji ) are defined as:
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σN
ij =

(
∂2E

∂Bi∂mNj

)
B=0

(2.20)

where E is the HF or DFT energy, Bi is the i-th component of the external field,

and mNj
is the j-th component of the magnetic moment of the nucleus N . From

the treatment of the different components of Ω several NICS variants emerge.

For example, isotropic NICS,25 often referred to as NICSiso, is defined as

NICSiso = −1

3
Tr Ω = −1

3

∑
i

σN
ii (2.21)

That is, the mean value of the diagonal (isotropic) components. However, since

NICSiso considers the xx and yy components of Ω, it is not especially well-aligned

with applications in assessing the aromatic character,27 as the magnetic response

of π-electrons mostly steams from the external field component perpendicular

to the molecular plane (Bz by convention). In this regard, NICSZZ is a variant

of NICS that considers only the zz component of the tensor,28 thus it is simply

defined as

NICSZZ = −σN
zz

(2.22)

Note that the sign in both NICS definitions is taken negative with respect to

the Ω components. This convention has been mainly adopted to compare NICS

with experimental NMR spectra. While NICS can be evaluated in any position,

the usual convention for assessing the ring’s tropicity is to calculate the magnetic

tensor on the center of carbon rings. However, there are other variants consisting

on evaluating NICS 1 Å above the molecular plane: NICSiso(1), and NICSZZ(1).

By moving away from the molecular plane, the direct influence of atomic nuclei

is reduced,29 which can give a clearer picture of the magnetic response due to

the π-electron system alone.30 Both NICSiso(1), and NICSZZ(1) approaches have
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been adopted in Chapter 4 to evaluate the (anti)aromatic character of diradicals

derived from antiaromatic couplers.

In a lesser note, it is worth mentioning that the magnetic field B appears

on the electronic Hamiltonian as a vector potential, whose origin (i.e. gauge

origin) is not specifically set. While for the complete Hilbert space the results

are proven independent from such origin, this is no longer true for calculations

with truncated basis sets.31 Several solutions to the gauge origin problem have

been proposed, with Continuous Set of Gauge Transformations32 (CSGT) and

Gauge-Including Atomic Orbitals33 (GIAO) being the most employed ones.

The NICS calculations reported across the present thesis have been conducted

under the GIAO framework. Briefly, The GIAO ansatz for calculating chemical

shifts by means of truncated basis utilizes the following explicitly modified field-

dependent atomic orbitals as basis functions31

|ψi(B)⟩ = e−
i
2c

(B×Ri)·r |ψi(0)⟩ (2.23)

where |ψi(B)⟩ represents the i-th atomic orbital with explicit field-dependent

component, |ψi(0)⟩ corresponds to the usual basis set at B = 0, Ri is the nucleus

position and, finally, i and c are the usual representations for the complex unit

and the speed of light, respectively. From this modification, the partial deriva-

tives with respect to the magnetic field can be taken in each molecular orbital

constructed as a liner combination of GIAOs after the usual SCF procedure.
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2.4. Solid-state calculations

The examination of 2D-CORFs (referenced in Chapter 3) requires solid-

state calculations adopting a hybrid-DFT approach to investigate the magnetic

and conducting properties of these materials. On solids, electrons experience a

periodic potential due to the repeating lattice of atoms. Accordingly, one of the

central aspects in electronic structure calculations in the solid state is the Bloch’s

theorem,34 which states that the wavefunction of an electron in a crystal can be

expressed as a product of a plane-wave and a function with the same periodicity

as the lattice. More precisely, the Bloch’s theorem can be formalized as:

Ψk(r+ g) = Ψk(r) e
ik·g (2.24)

Here, Ψk represents the crystalline orbital, r stands for a spatial position, and k

is the vector associated with the group of crystal translations, {g}, belonging to

the irreducible representations of the crystal group symmetry. In short, Bloch’s

theorem underscores that the crystalline orbital, when evaluated at position r+g,

differs from Ψk(r) by only a phase factor: eik·g.

Just as in non-periodic calculations, the choice of the basis for spanning the

Hilbert space is critical in solid state, i.e., choosing the set of periodic func-

tions that obeys the Bloch’s theorem. Two primary methodologies emerge based

on the criteria for spanning this space: (i) plane-waves combined with pseudo-

potentials,35–37 and (ii) atom-centered orbitals.38–40

Regarding methodology (i), plane-waves are inherently periodic, making them

ideal for crystalline solids with a periodic lattice. They form a complete basis

set, meaning that any function can be represented as a superposition of plane-
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waves. Furthermore, another advantage of plane-waves is that typical solid-state

operations are mathematically simpler in the reciprocal Fourier space. Despite

its renowned potential, the plane-wave approach is not without limitations. For

example, plane-waves oscillate rapidly near atomic nuclei.36 Hence, to accurately

represent wavefunctions in these regions, many plane-waves with very short wave-

lengths (or equivalently, high energies) are required. In practice, not all possi-

ble plane-waves can be used. Instead, a cutoff energy, Ecut, is set, yielding to

a truncated basis set that includes plane-waves possessing kinetic energy be-

low such threshold. To counteract this limitation, DFT calculations employing

plane-waves typically use pseudo-potentials, which substitute the "real" atomic

potential near the nuclei, allowing efficient wavefunction representation without

requiring high-energy plane-waves.

For 2D materials, like slabs or TAM-based 2D-CORFs, methodology (ii) using

atom-centered basis functions (e.g., Gaussian-type orbitals, GTOs or numerically-

tabulated atom-centered orbitals, NAOs) is often more adequate. These mate-

rials are fundamentally non-periodic in one direction, typically assigned to the

z-axis. Thus, to model these systems, in addition to describe their atoms, a vac-

uum region is introduced to prevent interactions between periodic images. Note

that, in plane-wave methods, representing this vacuum escalates the computa-

tional costs without yielding additional insights. Instead, atom-centered basis

functions, such as GTOs or NAOs, are localized around atoms. This implies

that they naturally represent the electron density in a localized manner as well

as its decay across the vacuum direction. It must be noticed that the decay of

the electron density in plane-wave frameworks must be simulated, that is, it is

consequential instead of instrumental.
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Moreover, specific correlated materials with notable electron-electron interac-

tions such as CORFs,41,42 the commonly-used Generalized Gradient Approxima-

tions43 (GGA) and Local-Density Approximation44 (LDA) result insufficient to

approximate the unknown exchange-correlation (XC) term of the energy func-

tional in DFT. Instead, a hybrid-DFT scheme45 is essential, complementing the

LDA or GGA exchange term with a percentage of Hartree-Fock exchange (HF-

XC) correlation energy. In this regard, the calculation of HF-XC in localized basis

schemes do not significantly add computational complexity to the calculations.

However, in plane-wave schemes, calculating the HF-XC is a computationally

heavy task.46 The problem stems from the delocalized nature of the plane-waves,

as every pair of plane-waves contribute significantly to the HF-XC.47 Nowadays,

the usage of plane-waves within a hybrid-DFT scheme is limited to systems de-

scribed by unit cells that do not exceed a few tens of atoms.47

Based on the earlier discussion, we have conducted solid-state calculations on

TAM-based 2D-CORFs using hybrid-DFT methods with a localized basis set.

We chose this approach because it is particularly suited for the 2D structure and

correlated electronic states found in TAM-based 2D-CORFs.41

2.5. Evaluation of the conductivity via Hubbard model

In some of the studies involving extended systems we have evaluated the con-

ductor/insulator character of the material by means of the Hubbard phenomeno-

logical model,48 which is usually written in second quantization formalism49 as

Ĥ = −t
∑
i,j

∑
σ∈{↑,↓}

(
â†i,σâj,σ + â†j,σâi,σ

)
+ U

∑
i

n̂i↑n̂i↓ (2.25)
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where â†i,σ and âi,σ are the creation and annihilation operators actuating on site

i and spin state σ and n̂iσ = â†i,σâi,σ is defined as the spin density operator that

measure the number of spins in state σ and in site i.

∣⊘⊘〉

∣⊘⊘〉⊗  ∣⊘⊘〉

∣⊘⊘〉

A B

∣↑⊘〉 ∣⊘⊘〉

A B

∣⊘↓〉 ∣⊘⊘〉

A B

∣↑↓〉 ∣⊘⊘〉

A B

∣↑⊘〉⊗  ∣⊘⊘〉

∣⊘↓〉⊗  ∣⊘⊘〉

∣↑↓〉⊗  ∣⊘⊘〉

(a) (b)

Kinetic 
energyOn-site

Repulsion

Figure 2.4: (a) Example of the Hubbard picture of a squared lattice, illustrating
situations where U (on-site Coulomb repulsion energy) and t (hopping kinetic
energy) parameters contribute to the total energy. (b) Example of four possible
states: while the site A changes from unoccupied, |∅∅⟩, to doubly occupied, |↑↓⟩,
the site B remains unoccupied in all the shown states.

Essentially, the Hubbard model balance the effect of two terms. The first term

considers the kinetic energy of the electrons from hopping to one site to another,

and it is parameterized by the hopping (or transfer) integral t representing the

electron mobility defined as:

t = ⟨ψi| T̂ | ψj⟩ =
∫
ψi(r)

(
− ℏ2

2m

)
ψj(r)dr (2.26)
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Likewise, the second term is parameterized by U , representing the on-site Coulomb

repulsion, gauging the repulsion between two electrons at the same site.

U = ⟨ψiψi|ψjψj⟩ =
∫∫

ψi(r)
2 e2

|r− r′|2
ψj(r

′)2drdr′ (2.27)

While the previously introduced HDvV model can be represented by a 2N × 2N

matrix (where N stands for the number of spins), the Hubbard model expands

a 4N × 4N Hilbert space.50 As represented in Figure 2.4, for each pair of sites, 4

different states can emerge.

2.5.1. Role of t/U in determining the conducting/insulating character

The t/U ratio in the Hubbard model is critical in determining the conducting

or insulating character of a material, providing insight into the competition be-

tween kinetic energy and interaction energy in the system.51–53 Essentially three

limit regimes exist:

1. Band insulator or Metal (t/U ≫ 1): If t is much greater than U , the

kinetic term dominates, implying that electrons can freely hop between lat-

tice sites, reducing the likelihood of double occupancy and thus minimizing

the importance of the Coulomb repulsion. However, if the lattice possesses

two electrons per site, a given electron will not be able to hop due to Pauli’s

exclusion principle, giving rise to a "band insulator". On the contrary, if

every site is half-filled (i.e. formally one electron per site), a metallic state

is possible due to a good electron mobility.

2. Mott Insulator (t/U ≪ 1): If U is much greater than t, on-site electron-

electron interactions dominate. Electrons tend to avoid double occupancy,

minimizing kinetic energy by localizing and thereby increasing correlation
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effects. If one electron per site is present and the coupling between neighbor

electrons is of AFM type, a Mott insulating phase is achieved.54 Accord-

ingly, electrons are localized due to strong repulsion despite a partially

filled band, which would typically imply a metallic state.

3. Correlated Metal or Insulator (t/U ≈ 1): For values of t/U that

are neither very large nor very small, the system might exhibit a mix of

metallic and insulating behaviors, depending on additional parameters and

conditions (e.g., temperature, pressure).55 Various exotic states, like uncon-

ventional superconductivity or other metal phases,56,57may arise in certain

conditions.

In essence, the t/U ratio allows us to gauge whether the physical properties of

a system are governed by either its kinetic or on-site Coulomb potential energy,

which in turn is an indication of the material behaving as a conductor or an insu-

lator under certain circumstances. Experimental and computational studies seek

to explore these regimes and understand the rich physics that arises, especially

in the correlated and strongly correlated electron systems.

2.5.2. Extraction of t and U from hybrid-DFT band structure

To determine the t/U ratio for a material with a half-filled band, one can

derive it from hybrid-DFT calculations by projecting the band structure onto

a tight-binding scheme and subsequently onto a Hubbard model.58 To illustrate

this process, we begin by considering a single lattice site with on-site U repulsion

energy, as depicted in Figure 2.5a. Next, we examine a spin dimer within the

periodic lattice, which consists of a pair of sites in the Hubbard model, each

with one orbital and one unpaired electron (see Figure 2.5b). This spin dimer

can adopt either a local ferromagnetic (FM) or a local antiferromagnetic (AFM)
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arrangement. In the FM arrangement, both the spin-up and spin-down unmixed

sites are energetically degenerate, allowing them to mix and resulting in bonding

and antibonding levels separated by t. In contrast, in the AFM arrangement,

the energy splitting is not simply t but is proportional to t2/U due to the non-

degeneracy of the up and down spins in the unmixed sites.59 Finally, we can

extend our analysis to continuous bands by considering a periodic lattice of spin

sites, as shown in Figure 2.5c. In the FM and AFM arrangements, the valence

and conduction bands exhibit widths of 2zt and 2zt2/U , respectively. Here, it

is important to note that z refers to the number of nearest neighbors, which is

thus determined by the lattice’s topology.

U U U

U U

…

t

t

2zt

2zt

2zt2
U
—

U

U – 2zt

z = 3

FM

AFM

2zt2
U
—

(b) SPIN DIMER (c) PERIODIC(a) SINGLE SITE

FM

AFM…
U

X 2

t2/U

t2/U

X 2

Figure 2.5: Rationalization process to extract t and U parameters from band
structure (a) A single site in the lattice with on-site repulsion, U . (b) Orbital
mixing in the FM and AFM arrangement of two sites in a lattice, i.e. a spin
dimer. (c) Extension of the spin-dimer results to a periodic system.
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Building upon our earlier observations, we can now detail the process of ex-

tracting the crucial Hubbard parameter U and the hopping parameter t from

electronic structure calculations. In the context of the AFM arrangement, the

band gap (EAFM
gap ) corresponds directly to U . Instead, the width of the conduc-

tion band (WAFM), as previously discussed, is given by WAFM = 2zt2/U . Thus,

we can succinctly express the extraction process as follows:

U = EAFM
gap

t =

√
EAFM

gap ·WAFM

2z

(2.28)

In the FM arrangement a similar process can be followed, leading to the

following mapping:

U = EFM
gap +W FM

t =
W FM

2z

(2.29)

The former procedure stated for the AFM arrangement (equation 2.28) has

been employed in the present thesis to extract t, U and t/U for the TAM-based

2D-CORFs studied in Chapter 3.

2.6. Calculation of Young’s modulus to assess the effect of mechanical

stimuli on extended systems

Young’s modulus, also known as the elastic modulus, is a fundamental prop-

erty of materials that indicates their ability to resist deformation under tension

or compression. Essentially, a higher Young’s modulus means the material is



44 Methodology

more rigid and less likely to deform under mechanical stress. This concept has

played a crucial role in some aspects of this thesis, particularly in Chapter 3,

where we assessed the practicality of applying mechanical stress to TAM-based

2D-CORFs.

Generally, the Young’s modulus of a material can be derived directly from the

stress (ε) vs. strain (σ) curve. In the elastic regime, i.e. the range of stress where

a material returns to its original shape after the stress is removed, the stress is

linearly proportional to the strain (ε = Y σ), where the slope, Y , is the targeted

Young’s modulus. Noting that F is the force applied normal to the plane of the

material, A is the cross-section area, L0 is the original thickness and ∆L is the

thickness change of the material under mechanical strain (see Figure 2.6a for a

visual illustration of these quantities), stress and strain can be defined as:

ε = F/A

σ = ∆L/L0

(2.30)

A
(cross section area)

L0

ΔL

Mechanical
Stress

ΔL

E

F

F

E = 0.5 k ∆L2

(From Hooke’s Law)

(a) (b)

E
(potential energy)

Best Fit

Figure 2.6: Illustration of the mechanical properties of materials. (a) A cylin-
drical sample subjected to a force, F , (in blue) leading to a change in length,
∆L. Note that A represents the cross-section area and L0 is the original length.
(b) Change in elastic potential energy, E, as a function of ∆L, where the curve
represents the quadratic fit to data derived from Hooke’s Law, and k is the spring
constant to be determined.
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Thus, the expression for Y simply reduces to:

Y =
ε

σ
=

F/A

∆L/L0

=
FL0

A∆L
(2.31)

Our methodology for determining Young’s modulus through DFT solid-state

calculations relies on Hooke’s Law, mathematically expressed as

F = k∆L (2.32)

where k is the spring constant. Moreover, its associated elastic potential energy,

E, can be expressed as:

E =

∫
F d∆L→ E =

k

2
∆L2 (2.33)

By fitting the quadratic DFT energy data as a function of length (∆L), we

can approximate k by ordinary least squares criteria (as illustrated in Figure

2.6b). Finally, considering equations 2.31 and 2.32, the Young’s modulus can be

approximated as:

Y =
koptL0

A
(2.34)

where kopt corresponds to the optimal value after fitting k.

2.7. Ab Initio Molecular Dynamics

In certain scenarios, the static representation of molecular structure proves

inadequate for simulating the physical and chemical processes occurring under

real experimental conditions. This limitation arises because molecular structures

experience thermal vibrations due to the effects of temperature. To capture

these dynamic effects, it is necessary to integrate Hamilton’s equations of motion
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using Molecular Dynamics. That is, given a Hamiltonian, Ĥ(p,q), expressed as

a function of generalized coordinates q and their conjugate momenta p, the

equations of motion can be expressed as

ṗ = −∂Ĥ
∂q

and q̇ =
∂Ĥ

∂p
(2.35)

These equations depict the evolution of the system in phase space and are rooted

in the principle of stationary action, which dictates that the physical trajectory

of the system minimizes the action S, defined as the integral of the Lagrangian

L.60 In turn, L is defined as the difference between kinetic T and potential V

energies (L = T − V ), integrated over time t:

S(q(t),p(t)) =

∫ t

0

L(q(t),p(t))dt (2.36)

In the context of the canonical ensemble, where the system is assumed to be in

thermal equilibrium with a heat bath at a given temperature T , solving these

equations mandates the thoughtful utilization of numerical techniques that can

faithfully conserve the temperature throughout the integration by means of a

simulated thermostat (see Andersen,61 Berendsen62, Nose-Hoover63,64 or the ve-

locity re-scaling stochastic65 thermostats), with algorithms like the Verlet or the

Velocity Verlet often being preferred for this purpose.66

The characterization of the Hamiltonian is critical, as assessing the energy and

its gradient constitutes the most computationally demanding steps of the simu-

lation. Nowadays, there are not Molecular Force Fields that work well for radical

species (to the best of my knowledge). Hence, classical Molecular Mechanics can-

not be utilized to solve the equations of motion of open-shell compounds. The
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only available possibility is to solve the decoupled nuclear and electronic Hamil-

tonias, as obtained through the Schrödinger equation and Born-Oppenheimer

approximation.67 However, due to the computationally taxing equations that

must be solved when using quantum mechanics, the integration of the equa-

tions of motion can only be performed on the picosecond scale. When thermal

fluctuations give rise to conformational events occurring at this scale, Ab Initio

Molecular Dynamics68 (AIMD) emerges as a viable option.

In the present thesis, AIMD have been employed in two scenarios. First, to

assess the thermal resilience of magnetic properties in TAM-based 2D-CORFs

under anisotropic strain and, second, to generate the dataset of some specific

molecular crystals. Both scenarios are discussed in Chapter 3 and Chapter

5, together with annotations on the practical contribution of the author to the

AIMD calculations.

2.8. Machine Learning methods

This section is dedicated to discuss the Machine Learning (ML) methodologies

employed in our research, specifically in those outlined in the Chapter 5. Ini-

tially, we delve into the core principles and derivation of Kernel Ridge Regression

(KRR), emphasizing its pivotal role in accurately predicting molecular-related

quantities. Following this, the Leave-P-Groups-Out Cross-Validation (LPGO-

CV) scheme is presented, serving as an essential tool for validating the KRR

model during the training process. Specifically, this part elaborates on how

LPGO-CV contributes to the robustness and reliability of our models across var-

ious datasets. Both KRR and LPGO-CV have been extensively employed in a

plethora of applications, ranging from stock price prediction to tasks closer to

chemical science. Within the scope of this thesis, both KRR and LPGO-CV have
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been employed in predicting magnetic properties, particularly the magnetic ex-

change coupling, JAB, in the systems studied. Notably, KRR requires a processed

form of data, usually structured as vectors. The ability to represent complex data

in such a vector format can be a challenging task, specially in disciplines such as

chemistry. The specific details on how the information of a given molecule can be

mapped into a vector representation are provided in Chapter 5, as this process

corresponds to one of the major milestones discussed there. For the sake of the

present discussion, let us assume that a molecular structure, M, can be mapped

to a vector, x, by means of a set of operations, O, such that: O(M) = x. From

this point on, the details of KRR and LPGO-CV are provided such that x can

be any quantity.

2.8.1. Kernel Ridge Regression

Multi-linear regression is a fundamental technique used to model the relation-

ship between a dependent variable and multiple independent variables. At its

core, it seeks to fit a linear equation to observed data. The general form of a

multi-linear regression model can be expressed as

y = β1x1 + β2x2 + · · ·+ βNxN (2.37)

where y is the target dependent variable, and {xj}∀j are a collection of N in-

dependent variables (or features). Likewise, {βj}∀j correspond to the regression

coefficients, linearly mapping x to y. The Ordinary Least Squares (OLS) crite-

rion is employed to find the best-fitting by minimizing the Mean Squared Error

(MSE) between multiple observations of target values, yi, and multiple T > N

data records (or data samples) of features, xi = {xij}∀j associated to each yi.
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Mathematically, this involves solving the following optimization problem:

MSE = min
β

 N∑
i

(
yi −

∑
j

βjxij

)2
 (2.38)

which, in short, can be compacted and solved in the following matrix format as

y = Xβ
OLS−−→ β̂ = (X′X)−1X′y (2.39)

where β̂ corresponds to the optimal values minimizing equation 2.38. Thus, for a

new unseen set of samples X∗, the target properties, y∗, can be readily obtained

as:

y∗ = X∗β̂ (2.40)

While OLS is effective in many scenarios, it can lead to overfitting issues, partic-

ularly when the features present a high level of noise, multi-collinearity or when

the number of features is similar to the number of samples. To address this,

ridge regularization, a form of shrinkage method, is introduced. This technique

adds a penalty term to the MSE objective function, which constrains the mag-

nitude of the coefficients and, thereby, reduces model complexity. Accordingly,

the ridge-regularized MSE metric can be represented in matrix notation as:

MSEridge = ||y −Xβ||2 + λ||β||2 (2.41)

where the penalty parameter λ > 0 is nothing but a Lagrange multiplier con-

straining the optimization of the ridge-regularized minimization problem. Im-

portantly, λ is usually a user-defined parameter. As λ increases, the impact of

the penalty grows, leading to smaller coefficient values and thus a simpler, less
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flexible model. Instead, when λ → 0 the problem reduces to the ordinary, non-

regularized multi-linear regression. It thus follows that the choice of λ is crucial,

as it balances the trade-off between fitting the training data well and keeping

the model simple to generalize to new data. It is thus usually referred to as an

hyperparameter of the model. Overall, the constrained optimization leads to

y = Xβ
OLS−−→
ridge

β̂ = (X′X+ λI)−1X′y (2.42)

While Ridge Regression assumes a linear relationship between the target prop-

erty, y, and the feature vector, x, the relationships in real-world data can be

non-linear in general. In this regard, Kernel Ridge Regression (KRR) extends

the previous setup to accommodate a non-linear scheme.

Consider a general non-linear mapping φ : RN → RL, which transforms

each feature vector of cardinality N to a new set of features of cardinality L.

In this mapping, the original N -dimensional vector x is transformed into a L-

dimensional vector z, such that the latter is linearly related to φ(x). Represent-

ing these transformed vectors in matrix format as Z, the regression model now

becomes:

y = Zσ (2.43)

where σ ≡ {σj}∀j corresponds to the regression coefficients. Thus, equation 2.43

can be solved by ridge-regularized OLS as σ̂ = (Z′Z+ λI)−1Z′y.

However, a fundamental problem arises with this approach, known as the

curse of dimensionality. For illustrative purposes, consider a simple non-linear

transformation of a two-component feature vector x = (x1, x2) into:
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φ(x) = z = (x1, x2, x
2
1, x

2
2, x1 · x2) (2.44)

Here, the original variables are expanded to include their squares and cross-

product. This seemingly modest transformation leads to a substantial increase

in the dimensionality of the feature space. When generalized to feature vectors

of cardinality N and allowing all the possible k cross products, the transformed

space grows combinatorially as:

L = 2N +
∑
k

N !

k!(N − k)! (2.45)

The exponential increase in cardinality resulting from non-linear transforma-

tions, poses significant computational challenges, particularly when calculating

the inverse of the large (Z′Z+λI) matrix, which has a dimension of L×L. This

complexity requires a better approach capable of managing non-linear relation-

ships in high-dimensional spaces effectively.

In this regard, the kernel trick 69 offers an efficient solution to this curse of

dimensionality. The fundamental principle of this method is that, when the

number of transformed features, L, significantly exceeds the number of data

samples, T , it is computationally advantageous to work with quantities in the

T -dimensional space rather than in the L-dimensional one. This reduction in

dimensionality is achieved through algebraic manipulation of the non-linear ridge

prediction equation, which is succinctly captured by the kernel trick as follows:

y∗ = Zσ
OLS−−−−−−→

kernel trick
y∗ = K∗(K+ λI)−1y (2.46)
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where K = ZZ′ (known as the kernel matrix ) has a more manageable size of

T×T . Similarly, K∗ = ZZ∗ represents the kernel matrix for unseen data samples,

with dimensions T × T ′, being T ′ the number of samples to predict. To realize

further computational savings, it is essential that both K and K∗ are computable

in a straightforward manner. In this regard, noting that the (a, b) element of K

is Kab = zTa zb = φ(xa)
Tφ(xb), the speed to compute each element would be

drastically increased if the former inner product could be calculated without the

explicit evaluation of φ(xa) and φ(xb) separately.

A kernel function, often denoted as κ(xa,xb), provides a solution to the chal-

lenge of calculating the inner products in the transformed space. A prominent

example of such a kernel function is the Radial Basis Function (RBF) kernel,

also referred to as the Gaussian kernel. The RBF kernel is defined as follows:

κ(xa,xb) = φ(xa)
Tφ(xb) = e−γ||xa−xb||2 (2.47)

which can be understood as the projection of the inner product to the exp(·) op-

erator. Importantly, in the equation 2.47, γ represents another hyperparameter,

inherent to the RBF kernel, that controls the spread or decay of the kernel func-

tion. This hyperparameter effectively determines how the similarity between

data points in the feature space influences their representation in the higher-

dimensional space. The choice of γ is significant, as it impacts the ability of the

model to generalize the correlations between data samples in the feature space.

Accordingly, a small γ value leads to a RBF function with a rapid decay, im-

plying that only data points very close to each other in the feature space, i.e.,

their inner product is close to 1, are considered similar in the transformed space

(i.e., are also mapped to values close to 1). Conversely, a large γ value results
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in a slowly decaying kernel, where data points further apart in the feature space

can still influence each other significantly in the higher-dimensional space (i.e.,

all the data samples appear to be very similar).

Overall, the KRR approach elegantly reduces the computational complexity

and efficiently handles the challenges associated with the prediction of high-

dimensional data within a non-linear scheme. Although it has not been the only

model employed through our investigation, it has been the principal one. No-

tably, KRR requires the selection of λ (the ridge regularization hyperparameter)

and γ (the RBF hyperparameter), which needs careful consideration and is often

determined through model validation techniques such as brute-force exploration

across a limited hyperparameter space together with the subsequently explained

LPGO-CV sheme.

2.8.2. Leave-p-groups-out Cross-Validation

Cross-validation is a crucial method for evaluating and optimizing the perfor-

mance of a Machine Learning (ML) model. This technique aids in understand-

ing and applying predictive modeling by providing a less biased estimate of a

model’s abilities. Among various cross-validation schemes, Leave-P-Out (LPO)

and Leave-P-Groups-Out (LPGO) are frequently used in model evaluation and

selection.

LPO cross-validation involves generating all possible combinations of the shuf-

fled dataset of size N , by leaving out p samples at a time, as illustrated in Fig

2.7a. The total number of combinations, or folds, is determined by the binomial

coefficient Kfolds = N !/(p!(N − p)!). For each fold, the model is trained on the

remaining N − p samples, and hyperparameters, such as λ or γ, are optimized.
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The model is then tested on the p samples left out. The error metric is computed

for each combination, and the overall model performance is assessed by averaging

these error metrics, resulting in the cross-validated error.

Suffled A data (train/test) B data (validation)

…

Fold 1

Fold 2

Fold 3

Fold K

…

Example: N = 6 groups p = 2 groups out

Selected
splits

N = 20 p = 1 →     5% ( Kfolds= 20 ) 
N = 10 p = 1 → 10% ( Kfolds= 10 )
N = 5   p = 1 → 20% ( Kfolds=   5 )
N = 4   p = 1 → 25% ( Kfolds=   4 )
N = 5   p = 2 → 40% ( Kfolds= 10 )

TRAIN

TEST

VALIDATION

A

Overlap Region

Train/Test

Validation

Interpolation & Memorization

Interpolation & Extrapolation

a)

c)

b)

A

B
B

Figure 2.7: (a) Schematic representation of the possible combinations to gen-
erate all the cross-validation folds within the leave-p-groups out procedure. The
scheme indicates that train (blue) and test (red) groups correspond to A dataset
while validation (green) correspond to the B one. (b) Specific values for total
groups and groups out (N and p, respectively) and the percentage of training and
number of folds that implies each combination. (c) Schematic representation of
the overlap between A and B datasets.
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However, the factorial nature of the number of folds in LPO can render it

computationally intensive for large datasets, being impractical for big data appli-

cations. The LPGO cross-validation scheme addresses this challenge by treating

groups of samples, rather than individual samples, as the fundamental unit for

cross-validation. In LPGO, N refers to the total number of these groups. The

data is partitioned into N groups, with p groups being left out in each iteration

to test the model, as shown in Fig 2.7b. Adjusting the number of groups and

the groups left out allows us to create a learning curve, shedding light on the

model’s performance as the amount of training data varies.

In both LPO and LPGO schemes, samples in the test (p) and training (N−p)

sets are routinely rotated to ensure robust evaluation. Furthermore, to enhance

the rigor of the validation process, a third set known as the validation set can be

incorporated. This additional set is used exclusively for evaluating the model,

adding an extra layer of robustness to the model evaluation process.

In general applications of the LPGO-CV strategy, the incorporation of datasets

from diverse sources or conditions can be particularly beneficial. For instance,

consider two datasets, labeled as A and B, originating from different conditions

or parameters. In such a scenario, Dataset A can be used within the LPGO

scheme, while Dataset B serves as a separate validation set. As depicted in

Fig. 2.7c, A and B may contain overlapping samples, but each dataset also in-

cludes unique samples not present in the other. This setup allows to evaluate

the performance of the model further. Specifically, the error analysis on Dataset

A provides insights into the interpolation capabilities of the model, while the

validation on Dataset B can reveal the ability of the model to both interpolate

and extrapolate.
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2.9. Other aspects related to the methodology

It is worth mentioning that the scope of methodologies discussed in this section

is not exhaustive of all approaches employed in the research carried out by the

PhD candidate. Several other methodologies have been applied at different stages

of the study and have not been detailed herein. These additional methods are

deeply integrated into specific parts of the research process and, as such, they are

discussed in detail within the respective chapters where they have been employed.

The decision to present them in this manner was taken to ensure contextual

relevance to the readership and to provide a seamless understanding of their

application within the specific research framework.

2.10. Codes and methodology scope

The methodologies described previously have been employed along Chap-

ters 3–5. As illustrated in Table 2.1, in Chapter 3 we have employed BS-

DFT (Broken-Symmetry DFT), SS-DFT (Sold-State DFT), t/U (Hubbard

Model), and AIMD (Ab Initio Molecular Dynamics) methods, using G09 (Gaus-

sian0970), AIMS (FHI-AIMS71), QE (Quantum Espresso72), and CC (Python

Custom Codes) codes. Likewise, calculations in Chapter 4 resorted to MRWF

(Multi-Referential Wave Function methods, as CASSCF and DDCI) and NICS

(Nuclear Independent Chemical Shift) methods along with BS-DFT, primarily

with ORCA (version 4.2.173) and G09. Finally, in Chapter 5, we utilized

SS-DFT, AIMD, and ML (Machine Learning) techniques are applied, utiliz-

ing AIMS, QE, SKlearn (Sci-Kit Learn Python Package74), and CC facilities.

This table efficiently maps specific computational techniques to the correspond-

ing chapters and software, illustrating the diverse methodologies in theoretical

chemistry research across these chapters.
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Table 2.1: Summary of the computational methods applied across Chapters 3-
5 and the associated software codes. An ’X’ in red indicates the use of a method
in the respective chapter. The last column lists the specific commercial codes
utilized for each method.

Chapter 3 Chapter 4 Chapter 5 CODES

BS-DFT X X X G09

MRWF X ORCA

NICS X G09

SS-DFT X X AIMS, QE

t/U X AIMS, CC

AIMD X X AIMS, QE

ML X SKlearn, CC
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3.1. Introduction

Organic aromatic hydrocarbons with diradical character have experienced a

growing interest in recent years, largely due to their versatile applications across

chemistry,1 biochemistry,2 and materials science.3 These entities play a crucial

role in organic electronics and spintronics,4 particularly in developing molecular

switches.5,6 Moreover, their potential in advancing battery technology,7 nonlinear

optics8 and enhancing solar energy conversion through singlet fission processes9–12

are equally promising.
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disconnected

Alcón et al., RSC Adv., 2015

Figure 3.1: (a) Top and (b) side views of the TAM radical, where the αC,
the phenyl twisting angle, φ, and the width of the TAM, w, are indicated. (c)
Atom-partitioned spin density population in the αC as a function of φ (adapted
from Alcón et al.13) Two configurations of Thiele’s diradical with (d) 0◦ and (e)
90◦ twisting angle, φmid, of the shared benzene, as an extension of the TAM
characteristics.

Among the diverse set of organic compounds with diradical character, those

based on triarylmethyl14 (TAM) mono-radical building-blocks stand out for their

historical significance and their resilience to time and temperature variations (see

Figure 3.1a,b). Central to the structure of TAM is its αC atom bonded to three

aryl rings. Interestingly, these aryl rings in TAMs are not planar, but twisted
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relative to the sp2-hybridized plane of the central carbon15 (see φ and w in

Figure 3.1a,b). This twisting is a crucial structural adaptation that mitigates

steric repulsion between the aryl units. Notably, the aryl twist in TAMs is

not just a mere structural curiosity, but provides a bulky chemical environment

that protects the structure upon dimerization, disproportionation and reduction

processes.16 Moreover, the aryl twist is also the principal driving force modulating

the π-conjugated delocalization of the unpaired electron. Indeed, the degree of

spin confinement in the αC has been found to be linearly proportional to the

cosine squared of the dihedral angle with the sp2 plane,13 as shown in Figure 3.1c.

This feature directly affects a variety of properties such as magnetic interactions,

optical absorption, and magnetoresistance of TAMs.17,18 It thus follows that the

capacity to adjust the aryl ring twist is sought, as it provides an interesting

mechanism for fine-tuning the properties of TAM-based compounds at molecular

level.

One of the simplest diradical derivatives based on TAMs is Thiele’s diradical19

(THIL), as showcased in Figure 3.1d,e. In relation to TAMs, the THIL diradical

can be conceptualized as two triphenylmethyl open-shell (TPM) units covalently

linked through a shared benzene ring. Paralleling the earlier discussion on TAMs,

the interaction between the two unpaired electrons in THIL is significantly in-

fluenced by the dihedral angle of the benzene rings,20–24 specially the central

benzene ring, denoted as φmid in Figure 3.1c,d. When this benzene moiety aligns

in-plane (illustrated as φmid = 0◦ in Figure 3.1d), the π-conjugation through this

ring maximizes. This, in turn, results in a scenario where the unpaired electrons

either remain unpaired and present strong antiferromagnetic interaction or adopt

a closed-shell quinoidal electronic structure. Contrarily, when the benzene ring
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arranges perpendicular to the plane (represented at φmid = 90◦ in Figure 3.1e),

the conjugation is effectively disrupted, leading to weak magnetic interactions

between the unpaired electrons, becoming thus essentially disconnected.24–26

In the intermediate structural conformations, THIL-based diradicals display

an interplay of characteristics between the two energetically similar but struc-

turally and electronically distinct configurations, i.e. the open-shell antiferromag-

netic (AFM) and the closed-shell quinoidal (CSQ) states. This bistability allows

for interesting possibilities, especially when considering the impact of tempera-

ture, such as bond vibrations and aryl ring rotations. These thermal effects make

THIL-based diradicals undergo transitions between the two electronic states,27

giving rise to an interplay between magnetic and conducting properties.

A notable limitation of the application of TAM-based diradicals, however, lies

in its form of discrete molecular entities. That is, broader device-level applica-

tions of the phenomena derived from TAM-based diradicals require scaling the

bistable properties in solid-state, i.e., achieving a degree of π-conjugation that

extends through the solid. As these molecular diradicals arrange together re-

sulting in molecular crystals, driven primarily by intermolecular cohesive forces,

it is hard to devise functional materials derived from TAM units which present

properties emerging from the π-conjugation mechanism discussed so far.

Bypassing the difficulties of manipulating molecular units in molecular crys-

tals, several theoretical and computational studies have proposed the integration

of diradicals into 2D covalent organic radical frameworks28–33 (2D-CORFs), as

schematically shown in Figure 3.2a. Specifically, 2D-CORFs built upon TAM

units usually exhibit a hexagonal, honeycomb, covalent pattern akin to graphene,34
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resulting from a potential three-fold polymerization of the TAM building-blocks.

Notably, advanced theoretical studies using hybrid-DFT calculations in the solid

state29,35 have shed light on the electronic structures of TAM-based 2D-CORFs.

These exhibit three close in energy, yet electronically different, states (illustrated

in Figure 3.2b, framed in blue). First, the ground state is found to be an antifer-

romagnetic insulator (AFMI) state, closely followed in energy by a CSQ state.

Accordingly, both can be seen as an extended version of the states previously

discussed before for THIL diradical. Additionally, a graphene-like semimetallic

state36 (SM) is also present, displaying slightly higher energy compared to both

the AFMI and CSQ states (see Figure 3.2b). As in graphene, the SM state in

TAM-based 2D-CORFs is characterized by a Dirac cone,37 where the valence and

conduction band energies near the Fermi level take the shape of the upper and

lower halves of a conical surface, meeting at what are referred to as Dirac points.

This band structure gives rise to ballistic electron transport,38 characterized by

both a high electron mobility and the ability of the conducting electrons to move

through the material without scattering. Remarkably, the electronic structure

properties of TAM-based 2D-CORFs extend beyond the (already interesting) the-

oretical constructs. In this regard, later studies conducted in parallel by Wu31

and Yang32 not only demonstrate the realistic experimental viability of synthesiz-

ing 2D-CORFs, but also corroborate the accuracy of the computational studies

in determining their properties, showcasing a situation where theory anticipates

the experimental evidence.

In this chapter, we exploit the unique covalent, fully-conjugated characteristics

of TAM-based 2D-CORFs to induce controlled rotations of aryl rings by means

of external mechanical stimuli, thereby manipulating the relative stability of the
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Figure 3.2: (a) Schematic representation of the accessible electronic structures
in 2D-TAM-CORFs: In CSQ and AFMI the hexagonal cell of a possible CORF
is marked in dashed-red. The SM electronic structure is illustrated as widely
known for Graphene. (b) Diagram of the work conducted and discussed in this
Chapter, where the energy difference between the CSQ, SM and AFMI electronic
structures are shown for the ground-state geometry of the CORF (i.e., the ge-
ometry without strain, framed in blue), when an isotropic compression is applied
(covered in Publication #1) and when an anisotropic strain is applied (covered
in Publication #2). Note that the scheme only represents a slice of the actual
Potential Energy Surface since the dashed line joining the energy levels is only
included as a guide to the eye and the SM state is not demonstrated to be a saddle
point.

electronic states of the material. Our approach aims at destabilizing the AFMI

state, i.e., the ground state, in favor of stabilizing either the semimetallic (SM)

or closed-shell quinoidal (CSQ) electronic structures. The first study, detailed

in Publication #1 (Figure 3.2b, left), investigates the application of isotropic

out-of-plane compression to a set of TAM-based 2D-CORFs. In this regard,

our main purpose is to flatten the aryl ring twisting angles, easing the electron

communication between αC centers, thus promoting the stabilization of the SM
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electronic structure. In contrast, the second study, presented in Publication #2

(Figure 3.2b, right), focuses on the effects of anisotropic in-plane tensile stress.

This form of stress is anticipated to selectively alter the spatial arrangement of

the aryl moieties. Specifically, we expect to locally create more free space for

one of the three aryl rings, while increasing steric hindrance among the others.

Accordingly, this could lead to one aryl ring twisting back towards the plane,

while the remaining two aryl rings twisting predominantly out-of-plane. Overall,

such a change in the molecular conformation is anticipated to favor the formation

of local quinoids, thereby preferentially stabilizing the CSQ state in the solid

state.

In both studies, we have considered at least three examples of TAM-based

2D-CORFs (see in Figure 3.3a-c) , which are based on: (a) ring-sharing (rs)

triphenylmethyl (TPM) radicals, TPMrs, (b) ring-sharing perchlorotriphenyl-

methyl (PTM) radicals, PTMrs, and (c) acetylenic linked PTM radicals, as

found in a recently synthesized and experimentally characterized material31,32

(PTMacetylenic). Please, note that although TPMrs and PTMrs have not yet

been synthesized as extended materials, recently, it has been experimentally

demonstrated that TPMrs can be connected via ring-sharing in molecules con-

taining a ring of six αC centers39 (i.e., a TPMrs flake). Similarly, a 2D framework

based on a perchlorated Chichibabin’s diradical has also been prepared and char-

acterized.40 These breakthroughs open the door to the possibility of synthesizing

extended 2D-CORFs based on ring-sharing TAMs. On top of that, TPMrs and

PTMrs are the simplest realizable examples based on TAM building blocks, thus

serving also as proof of concept.
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The studies related to both contributions are presented separately in the up-

coming Results and Discussion section, i.e., Section 3.2. First, Section 3.2.1

focuses on the out-of-plane compression of 2D-CORFs. Here, we focus on the ef-

fect of compression applied perpendicular to the 2D plane of the 2D-CORFs (see

Figure 3.3). We examine the evolution of their electronic properties under this

specific stepwise compression. Then, in Section 3.2.2, the focus is shifted to the

second study, which assesses the effects of in-plane stretching of the 2D-CORFs

and, likewise, the resultant changes in their electronic structure. After that, a

detailed examination and main results extracted from each study is conducted

in the Conclusions section, i.e., Section 3.3. Finally, Section 3.4 presents the

formatted texts belonging to Publication #1 and Publication #2.

3.2. Results and discussion

In general terms, our theoretical exploration of TAM-based 2D-CORFs upon

out-of-plane compression and in-plane tensile stress has been carried out by

means of all-electron density functional theory (DFT) calculations in the solid-

state (see Chapter 2 for more details). In this regard, hybrid functionals provide

a computationally effective approach that can be applied in periodic schemes,

which gives an accurate description of magnetic properties for many classes of

compounds, otherwise uncaptured by means of pure GGA or LDA approaches.36

Specifically, studies conducted by means of pure LDA functional show that, for

many 2D-CORFs, only the graphene-like SM electronic state is found.36 Funda-

mental aspects of electron correlation in 2D-CORFs and its appropriate descrip-

tion of the ground state properties are thus overlooked.

Notably, while the layered stacking pattern in PTMacetylenic is established as

an A–B arrangement,31 the potential 3D structural arrangement of TPMrs and
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PTMrs CORFs remain uncharted. However, considering that the π-conjugation

phenomenon under examination is highly anisotropic, predominantly occurring

within the individual layers of the 2D-CORFs, our study has been mainly cen-

tered on analyzing single layers (SL) of these materials. Moreover, to mitigate

self-interaction errors in our analysis, we defined the unit cell of the calcula-

tions in such a way that a separation of 40 Å of vacuum is set between a SL

and its periodic image. This approach, combined with the use of atom-centered

numerical orbitals (as implemented in FHI-AIMS package,41,42 see Chapter 2),

αC

TPMrs PTMrs PTMacetylenic

(a) (b) (c) φ

φ φ

Figure 3.3: Structures of the three considered 2D-CORFs: (a) ring-sharing
triphenylmethyl (TPMrs) radicals, (b) ring-sharing perchlorotriphenylmethyl
(PTMrs) radicals, and (c) acetylenic coupled PTM radicals (PTMacetylenic).
Top: Local chemical environment of the corresponding protected triconnected sp2

carbon sites (αC) for each structure. Bottom: Cuts from each extended 2D-
CORF structure with the unit cell delimited by a gray line. In (c), we highlight
the aryl ring dihedral angles (φ) that are affected by potential structural defor-
mations in all structures. Atom color key: C: dark brown; H: light brown; Cl:
green.
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allows us to integrate this vacuum space effectively into our calculations with-

out significantly increasing computational cost. These methodological choices

streamline our post-DFT analyses, particularly the examination of the band

structures of these materials and the mapping of the electronic structure prop-

erties to distinct model hamiltonians (discussed below). Drawing from previous

research employing this computational setup,28,29,35 we have further verified that

the characteristics of a single sheet of the studied TAM-based 2D-CORF are

accurately captured by DFT/PBE0 calculations. Overall, this approach enables

us to demonstrate how the electronic states of these materials can be modulated

through the application of both compression and tensile stress.

3.2.1. Out-of-plane compression in TAM-based 2D-CORFs

The results related to the out-of-plane compression are divided into two sec-

tions. Initially, we review some additional aspects related to the computational

methodology employed to simulate compressive stress, focusing on the specific

procedures and parameters used. This section also examines the structural and

conformational changes induced onto the 2D-CORFs resulting from the simulated

compression scheme. Following this, the second section delves into a detailed dis-

cussion of the electronic structure. Here, we explore how structural modifications

induced by compression impact the electronic properties of the materials.

3.2.1.1. Structural distortions upon compressive stress

For bulk, 3D materials, computational simulation of compression often in-

volves a stepwise, ad hoc reduction of one or more cell parameters, allowing

the optimization of the remaining cell parameters and atomic positions. This

approach has been effectively used in studies such as the compression of black
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phosphorus, where it helped to assess the transition from an insulating to a

metallic phase.43 However, the TAM-based CORFs considered in our study con-

sist of single layers separated by a simulated vacuum. Thus, it follows that the

process of simply reducing the cell parameter will not be employed since it would

only diminish the vacuum width, keeping the structure of the CORFs essentially

unaltered.

To accurately simulate out-of-plane compression on 2D single layer systems,

we consider two distinct approaches: (i) embedding the SL in a heterostructure

and applying compression to the composite system, i.e., a method highly inspired

on the experimental procedure,44,45 and (ii) applying specific ad hoc constraints

to the atomic coordinates to directly alter the main internal degrees of freedom

involved in a compression process. These methods are designed to overcome the

unique challenges posed by the 2D nature of our materials and seek a realistic

depiction of the effects of compression.

To implement approach (i), we prepared a 2D layered heterostructure consist-

ing of five different layers, in which TPMrs was sandwiched between two slabs

of graphite consisting of two layers of graphene (see Figure 3.4). After that, the

following steps were undertaken to simulate the compression process:

• We first carried out an unconstrained geometry and cell relaxation for the

entire heterostructure, aiming to establish its ground state geometry.

• We reduced and fixed the distance between the outermost graphene layers

(denoted as d(Gfix ··· Gfix), highlighted by the red arrow in Figure 3.4)

to simulate a compression process. With this distance held constant, we

performed a geometry and cell relaxation for the entire system, ensuring
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that the z-coordinate of the atoms constituting the outermost graphene

layers was kept fixed.

• Subsequent to each compression step, we measured the average twisting

angle of the aryl rings within TPMrs and we calculated the associated

compression, expressed as the percentage reduction in thickness.

• This process was repeated iteratively for a range of d(Gfix ··· Gfix) val-

ues, allowing us to assess the effects of varying compression levels on the

properties of the heterostructure (as illustrated in Figure 3.4).
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Figure 3.4: 2D layered heterostructure model used to apply compression to
a SL of TPMrs by graphene layers. Blue and red lines indicate the xy-plane
location for the mobile and fixed graphene layers, respectively. Likewise, the
dashed yellow line indicates the upper and lower limits of the sandwiched TPMrs
2D-CORF, marked by the position of the H atoms. The different arrows indicate
the relative distances between different layers along the heterostructure. Note
how these vary upon increasing compression from left (no compression) to right
(large compression). The text framed in green highlights the phenyl ring twisting
angle, φ, for all the amounts of compressions.

It is important to note that, while this approach of simulating compression

in a layered heterostructure aims at mirroring the experimental setup, we found

that there are inherent technical limitations within the computational periodic

schemes. Specifically, both the compressed SL of the 2D-CORF and the graphene

slabs are required to share the same in-plane cell parameters dimensions to be
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modeled. This constraint means that any epitaxial mismatch between the differ-

ent layers cannot be simultaneously accommodated. Consequently, the in-plane

cell parameters of the entire multi-layered heterostructure are predominantly de-

termined by the layer with the highest stiffness. In our case, this is graphene,

which possesses the highest Young’s modulus among all 2D materials (approxi-

mately 2 TPa upon biaxial strain46), leaving the 2D-CORF in a forced strained

configuration even at the ground state of the composite system. Note that, while

epitaxy is an observed phenomenon taking place in surfaces or junctions,47,48 epi-

taxial stress in these kind of systems is clearly a computational artifact, because

in real experimental conditions the epitaxial effects would barely play any roll,

as the interaction between 2D-CORFs and graphene is largely labile.36

(a)

(b)

(c)

Figure 3.5: Unit cell of the crystal structures of (a) TPMrs, (b) PTMrs,
(c) PTMacetylenic as viewed along the z-axis. The sets of atoms whose z-axis
(i.e. out-of-plane vacuum direction) were fixed during geometric optimization
are circled in red (12 for PTMrs and TPMrs and 24 for PTMacetylenic).
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In order to solve the epitaxy issues detected in the former method, approach

(ii) involves applying compressive stress to the SL of the 2D-CORF by intro-

ducing structural constraints to the z-component of specific atoms within the

scaffold. As in approach (i), this method allows for the full relaxation of the

2D lattice, along with the unconstrained atoms and the x and y coordinates of

the constrained atoms. The rationale behind this approach emerged from our

observations in approach (i), where we detected that the most significantly al-

tered structural parameter under compression was, indeed, the twisting angle of

the aryl rings (see Figure 3.4). It is thus reasonable to simulate the compression

process as a constrained rotation of the aryl rings. To minimize alterations to

the structural parameters, we strategically limited the number of constrained

atoms to the smallest possible group that could realistically undergo modifi-

cations under experimentally realizable compression scenarios, i.e., the carbon

atoms within the aryl moieties that lay out of the 2D-CORFs’ plane (see the

atoms circled in red in Figure 3.5). This selection was aimed at closely mim-

icking the structural evolution observed in approach (i), focusing specifically on

replicating the changes in the twisting angle.

In all subsequent studies, we thus employed the approach (ii). Moreover, the

compression applied to each 2D-CORF system was calibrated to reach up to 60%

of its original out-of-plane thickness, effectively reducing it to 40% of its initial

measurement (as depicted in the x-axis of Figure 3.6a,b). To assess the extent of

the mechanical forces involved, we calculated the Young’s modulus perpendicular

to each 2D-CORF.49 This analysis allowed us not only to approximate the out-

of-plane pressure necessary to achieve varying degrees of compression for each

material, but also to guarantee that the materials do not fail structurally across
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the 0–60% range (see the implementation details in the methodology chapter,

i.e., Chapter 2). In this regard, our calculations revealed that the perpendicular

Young’s moduli for TPMrs, PTMrs, and PTMacetylenic are 5.1 GPa, 13.8 GPa,

and 0.74 GPa, respectively. Accordingly, this suggests that relatively modest

pressures of approximately 0.90 GPa for TPMrs, 1.26 GPa for PTMrs, and 0.07

GPa for PTMacetylenic would be sufficient to realize the maximum compression

levels explored in our study (further illustrated as insets in Figure 3.6b).

(b)

(a)

φ

d(αC-nnC)

0.42 
GPa

0.07 
GPa

1.26 
GPa
0.90 
GPa

Figure 3.6: Response of TAM-based 2D-CORFs upon out-of-plane compres-
sion. The contributions of ring flattening and in-plane bond stretching in the
AFM state are indicated by plots of: (a) average ring dihedral angle 〈φ〉, and
(b) average of the bond length between the αC and its nearest-neighbor carbon
(αC–nnC, highlighted in red), respectively. The pressures in GPa required for
selected compressions in each 2D-CORF are indicated in (b).
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The key structural changes observed in each 2D-CORF as a result of the

compression process are illustrated in Figure 3.6. When the unstrained materials

are subjected to compressive stress, we observe a linear decrease in the dihedral

angles of the aryl rings relative to the plane delineated by the αC centers (i.e

ring flattening), aligning with the ad hoc constraints we applied. The response

of the in-plane bond distance between the αC atoms and their nearest neighbors

(denoted by αC–nnC in Figure 3.6b) to the out-of-plane compression, however,

presents a more complex, nonlinear pattern. In general terms, as compression

intensifies, these bond distances tend to increase (indicative of bond stretching)

due to the increasing steric hindrance among the aryl rings. Essentially, the

process of external out-of-plane compression initiates a two-fold interplay: on

the one hand, the αC–nnC bond strength intensifies owing to ring flattening and

the resulting enhancement in π–π orbital overlap interactions and, on the other,

the growing steric hindrance among aryl rings leads to an expansion of the in-

plane αC–nnC bonds to attenuate the former. It must be emphasized that this

bond stretching would have been unnoticed by the aforementioned approach (i),

as the graphene slabs would have prevented the cell parameters to stretch.

The initial average dihedral angle of the aryl rings for TPMrs, denoted as

〈φ〉, is relatively small (approximately 32.6◦), a characteristic attributed to the

minimal steric hindrance from the H-functionalized aryl rings (see blue line in

Figure 3.6a). Under the maximal compression of 60%, this angle reduces signifi-

cantly, reaching a value of 12.9◦ due to ring flattening. Accordingly, the in-plane

αC–nnC bond lengths in TPMrs, which start at slightly below 1.44 Å, undergo

a steady increase with compression, reaching up to about 1.46 Å at 60% (see

blue line in Figure 3.6b).
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In the case of PTMrs, the initial dihedral angles of the aryl rings, which

are influenced by the sterically bulky Cl-functionalized groups, start at a higher

value of 45.7◦ due to the larger steric hindrance among the Cl atoms. Upon

maximum compression, this angle is notably reduced to 17.5◦. Interestingly,

while PTMrs shares a similar carbon network topology with TPMrs, its higher

initial 〈φ〉 values lead to diminished π–π orbital overlap in its uncompressed

state, resulting in longer average αC–nnC bond lengths compared to TPMrs.

Related to this fact, in the initial compression range of 0–25%, PTMrs exhibits

a unique response: the αC–nnC bond lengths initially contract before expanding

as compression progresses and aryl rings flatten more. This distinctive pattern

arises from the initially lower π–π overlap in PTMrs, which, due to the longer

and more strained αC–nnC bonds in its uncompressed form, responds to ring

flattening by enhancing π–π overlap.

Similarly, the aryl rings in PTMacetylenic are functionalized by Cl atoms,

resulting in an initial dihedral angle 〈φ〉 close to that of PTMrs (ca. 48.2◦).

However, the π-conjugation in PTMacetylenic is mediated by lengthier acetylenic

linkers, which results in a lesser magnitude of π–π overlap compared to PTMrs.

This leads to notably longer initial αC–nnC bond lengths, measuring approxi-

mately 1.468 Å. Compression impacts PTMacetylenic in a way akin to PTMrs,

initially enhancing the π–π orbital overlap and causing a reduction in the average

αC–nnC bond lengths. Importantly, as compression increases, PTMacetylenic ex-

hibits notable variability in these bond lengths, a phenomenon evident across its

conjugated in-plane carbon network. This variability is attributed to the ex-

istence of energetically competing spiral conjugated π–π overlaps in acetylenic

chains.50 Despite these fluctuations, there is no indication of structural failure
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Figure 3.7: Elongation vs. total energy curves. The results of the DFT/PBE0
calculations (blue) and the prediction assuming the elastic regime (orange) are
shown for all the materials studied during this work: (a) TPMrs, (b) PTMrs,
(c) PTMacetylenic. Note that a high degree of similarity can be observed between
the actual data and the harmonic fitting.

in PTMacetylenic, as evidenced by the minimal impact of these changes on its

energy-compression relationship, indicating a clear harmonic behavior (∼ x2)

within this range of compression (see Figure 3.7a-c).

3.2.1.2. Electronic structure response upon compression

We observed that the discussed structural changes arising from compression

lead to notable modification of the electronic structure in all three types of 2D-

CORFs under examination. According to our hybrid-DFT calculations, a gapped

AFMI ground state is initially present in each case. Yet, as compression in-

tensifies, this AFMI state becomes increasingly less stable energetically when

compared to the SM closed-shell state, a trend clearly depicted in Figure 3.8a.

This shift in stability has been further quantified by examining several related
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parameters: the average absolute spin moment per αC atom, the AFM coupling

between αC centers (referred to as J), and the electronic bandgap, represented by

∆E. As illustrated in Figures 3.8b-d, all these metrics display a general decline

with the progression of compression in each of the 2D-CORFs.

Analyzing the data depicted in Figure 3.8a-d, it becomes clear that TPMrs

exhibits the least pronounced changes under compression among the three 2D-

CORFs considered. Throughout most of the compression range, TPMrs remains

energetically closer to a SM state, also characterized by lower spin densities and

a smaller band-gap compared to PTMrs and PTMacetylenic. Remarkably, the

magnitude of the AFM interaction in TPMrs is higher compared to PTMrs and

PTMacetylenic, demonstrating a higher π–π overlap between the αC centers. In

this regard, DFT/PBE0 calculations for unstrained TPMrs yield a J value of

-318 meV, which intensifies to -386 meV upon 60% compression (see Table 3.1

for quantitative J values for each 2D-CORF at various compression levels).

For PTMacetylenic, the gap between its AFMI state and the SM state is

significantly larger than in the other two cases along all the compression range

and, moreover, the AFM coupling remains much lower in magnitude. In this

regard, the DFT/PBE0 analysis reveals a J value of -15 meV for the initial

unstrained PTMacetylenic structure. While the predicted J value significantly

differs from experimental observations (being -46.5 meV), it is important to note

that the PTMacetylenic experimental characterization is conducted on several

finite layers of material,31 each one of them with a mix of spin-carrying and

non-spin-carrying sites, together with the likely occurrence of structural defects.

Overall, we believe that these differences with respect to our extended model can

potentially explain the discrepancies in the predicted J with respect to the higher
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Figure 3.8: Directly extracted results from DFT/PBE0 calculations for out-of-
plane compressions ranging from 0% to 60% for each 2D-CORF, namely TPMrs
in blue, PTMrs in red and PTMacetylenic in orange. (a) energy difference be-
tween the AFMI and semimetallic state (eV per αC), (b) average absolute spin
moment per αC site, (c) AFM coupling, J (in meV), (d) AFM electronic bandgap
(in eV), and (e) evolution of the AFM band structure of PTMrs from 0% (blue)
to 60% (red) compression.

experimental value. Interestingly, with the maximum compression applied in our

model, the energy of the AFMI state in PTMacetylenic decreases by 0.18 eV per

αC with respect to the SM state (see orange line in Figure 3.8a). Thus, a slight

increase in out-of-plane pressure, ranging from 0 to 0.07 GPa (namely 0–60% of

compressive stress), applied to the as-synthesized PTMacetylenic could enhance

the AFM magnetic coupling strength (potentially up to a J value of -37 meV)

and also significantly reduce the electronic band gap by more than 0.5 eV (from

2.2 to 1.7 eV in Figure 3.8d).
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Table 3.1: Extracted values of J , U , t, and U/t for PTMacetylenic, PTMrs,
and TPMrs for selected compressions.

J (meV) U (eV) t (eV) U/t (adim.)

0% 20% 60% 0% 20% 60% 0% 20% 60% 0% 20% 60%

PTMacetylenic -15 -24 -37 2.23 1.96 1.66 0.17 0.20 0.22 12.8 9.63 7.39

PTMrs -157 -259 -365 2.27 1.76 1.26 0.50 0.50 0.28 4.52 3.50 4.53

TPMrs -318 -362 -386 1.65 1.48 1.37 0.60 0.62 0.64 2.75 2.37 2.15

On the other hand, the PTMrs 2D-CORF exhibits the most pronounced

electronic changes when subjected to compression among the three 2D-CORFs

we analyzed. In the absence of strain, our DFT/PBE0 calculations indicate that

PTMrs initially displays an AFMI state with an energy gap slightly wider than

that of PTMacetylenic. As compression is applied, the energy gap in PTMrs

diminishes more rapidly, becoming smaller than those observed in both TPMrs

and PTMacetylenic when compression exceeds 50%. At such a high level of

compression, PTMrs not only shows the lowest spin density per atom among

the three materials, but also closely approaches the energy of the SM state.

Similar to TPMrs, PTMrs displays substantial AFM coupling, reaching a J

value of -365 meV under maximum compression. This significant change in the

electronic band structure of PTMrs with increasing compression is evident in

Figure 3.8e, where a noticeable narrowing of the energy gap and an increment

of band dispersion (note the local slope near the direct gap) are observed in

transitioning from uncompressed (blue curves) to maximum compression (red

curves).

Overall, for both TPMrs and PTMrs, our results show that at high compres-

sion the energy gap between the AFMI and SM states narrows to approximately

40 meV per αC (see 60% blue and red values in Figure 3.8a). Given these small
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energy differences between distinct electronic states, caution is warranted when

interpreting such results within the framework of a single determinantal method

like DFT/PBE0. Our findings imply that under compression, the semimetal-

lic and AFMI states in 2D-CORFs can become energetically degenerate, both

potentially contributing to the true multi-configurational ground state.

(a) (c)(b)

Figure 3.9: Extracted values of (a) U , (b) t, and (c) U/t from our DFT calcula-
tions for PTMacetylenic (orange), PTMrs (red), and TPMrs (blue) 2D-CORFs
for a 0–60% range of compression. The dashed gray line in (c) indicates the
boundary between AFMI and SM phase stability (U/t = 3.8) as per the Hubbard
model phase diagram for the 2D half-filled hexagonal lattice.51,52

In order to provide further insights, we expanded our analysis to map the

DFT/PBE0 band structure results onto a Hubbard-like Hamiltonian, as outlined

in the methodology chapter (Chapter 2). In this regard, the half-filled Hub-

bard model,53 with one electron per site, is able to encapsulate the core physics

of half-filled systems,51,52 thus providing a valuable many-body perspective that

can complement the DFT/PBE0 analysis. In short, the Hubbard model specifi-

cally addresses the interplay between two key elements: (i) U , which represents

an effective localizing, short-range electrostatic repulsion between electrons at

individual sites, and (ii) t, a term representing the kinetic energy that character-



86 Tuning the electronic properties of 2D-CORFs by means of external stimuli

izes the ability of electrons to hop among sites. Due to the formal simplicity of

such a model, it is particularly suitable for precise many-body methods, such as

Quantum Monte Carlo.51,52 This method has shown that the ground state phase

diagrams of honeycomb lattices, akin to the 2D-CORFs in our study, display SM

behavior at lower U/t ratios, and undergo a continuous quantum phase transi-

tion to a correlated AFMI state as the U/t ratio increases. Ideally, for exploring

transitions between the AFMI and SM phases in half-filled 2D, hexagonally or-

dered systems, one should be able to tunably access the regimes above and below

U/t ≈ 3.8, respectively.

The procedure described in Chapter 2 allows for the direct extraction of

essential parameters (i.e., t and U) from the DFT/PBE0 band structures at the

AFMI state. Essentially, these serve as a reference point to compare the mean-

field DFT approach to the many-body treatment. In Figure 3.9, we collect the

values of t, U , and U/t for each of the three 2D-CORFs, with some specific

values collected in Table 3.1. When TPMrs and PTMacetylenic undergo com-

pression up to 60%, we observe a respective decrease in U by 0.28 and 0.57 eV.

This compression leads to a modest increase in t for both materials (see Table

3.1). As previously discussed, this rise can be attributed to the enhanced π–π

overlap between the αC atoms, facilitated by a reduction in the twisting angle,

φ. Specifically, for PTMacetylenic, the high values of U relative to t result in

a pronounced variation in the U/t ratio, which changes from 12.8 to 7.4 across

the compression range. Overall, the U/t ratio firmly places PTMacetylenic in

the AFMI regime according to the Hubbard model phase diagram results,51,52

which is in full agreement with the direct inspection of our DFT/PBE0 results

discussed above (see Figure 3.8a-d).
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However, in the case of TPMrs, the values of t are notably higher than

those for PTMacetylenic. Moreover, these lead to a U/t ratio that shows minimal

change under compression, shifting only from 2.75 to 2.15 eV. Overall, this places

TPMrs in the SM region of the phase diagram (U/t < 3.8, see dashed line in

Figure 3.9c), as per the Hubbard-based many-body treatment. Contrarily to

the Hubbard picture, our DFT/PBE0 analysis for TPMrs reveals that the SM

state consistently remains within an energy difference of 48.5 meV per αC above

the AFMI state, also narrowing slightly as compression is applied (see Figure

3.8a). Despite the slight mismatch in the outcomes offered by both approaches,

they collectively imply that the ground state of TPMrs is near the threshold

separating the AFMI and SM phases, with compression having only a marginal

impact on the electronic properties.

On the other hand, PTMrs presents a unique case compared to PTMacetylenic

and TPMrs, as it demonstrates a significant non-linear variation in its t values

under increasing compression. Initially, for a compression range of 0–10%, t

only increases by 0.04 eV, and subsequently decreases by 0.26 eV as compression

reaches 60%. Strikingly, this non-linear trend in tmirrors the behavior of the αC–

nnC bond distances (as detailed in Figure 3.6b), which is not only in agreement

with chemical intuition, but also with the physics governing the quantification

of t in the first place (see Chapter 2). Regarding U , PTMrs registers a higher

value than PTMacetylenic, but it decreases markedly with further compression,

even dropping below that of TPMrs at 60% compression. As a result, the U/t

ratio of the uncompressed PTMrs (4.52) dips to its lowest value (3.50) with a

modest 20% compression. After that, the U/t ratio incrementally rises to 4.53

at maximum compression. According to the Hubbard model, this suggests that
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PTMrs inherently possesses an AFMI ground state in the uncompressed state,

but this can be fine-tuned to approach the boundary between the AFMI and SM

phases with compressions around the 20%. Interestingly, achieving such a 20%

compression in PTMrs would only require an estimated out-of-plane pressure of

0.47 GPa.

Although the exact quantitative interpretation is shown to be somewhat con-

tradictory with respect to the approach of choice, both DFT/PBE0 and Hub-

bard’s phase diagram results lead to the same conclusions with respect to the

general trends. That is, we demonstrate that TAM-based 2D-CORFs are corre-

lated electronic materials with states that can be tuned by out-of-plane compres-

sion. The twistable aryl rings in the 2D-CORFs under study suggest that only

modest out-of-plane pressures (<0.5 GPa) can significantly vary their electronic

structure, converging towards a graphene-like SM state at modest compression

ranges around 20%.

3.2.2. In-plane strain in TAM-based 2D-CORFs

From this section on, our attention is shifted to the results concerning the

Publication #2, which focuses on inducing anisotropic in-plane strain (referred

to as ε) to the TAM-based 2D-CORFs considered this far. Our computational

methodology is mostly analogous to the one outlined for the out-of-plane com-

pression experiments. However, the tensile stress induced in this study does not

require imposing ad hoc constraints to certain atoms but, instead, can be read-

ily applied by the progressive elongation of the a cell parameter, as illustrated

in Figure 3.10 for PTMacetylenic. As noted in the figure, we here employed a

different unit cell compared to the out-of-plane compression analyses (compare

Figure 3.10 with Figure 3.3). In this regard, we opted to apply the tensile stress
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such that it is in the same direction as the aryl units covalently coupling the

αC centers together. This process could have been induced, otherwise, by the

joint elongation of the a and b cell parameters, but would not have allowed us

to inspect how the cell parameters change under increasing strain, yielding to

similar cell constraints as discussed above for the 2D-CORFs placed between two

graphene slabs. Overall, the cell employed herein displays the correct atomic

orientation with respect to the cell parameters (i.e., the vector connecting the

αCs is parallel to the a cell parameter), while keeping the number of atoms per

cell as reduced as possible.

Relaxed cell and geometry After 27% of tensile stress (ε)(a) (b)

Figure 3.10: (a) Fully relaxed and (b) strained cells for PTMacetylenic honey-
comb lattice. Top and bottom panels offer different perspectives of the cell. The
arrows in the strained structure indicate the direction in which the tensile stress
has been applied. Note that it is parallel to the "a" cell parameter.

On a lesser note, it is worth stressing that in the original publication we also

considered two extra 2D-CORFs beyond TPMrs, PTMrs and PTMacetylenic.

However, the discussion conducted herein is limited to the latter for consistency.

Analogously to the previous sections, the results are split in the description of

the structural distortions upon increasing tensile stress (Section 3.2.2.1) and,

after that, the associated electronic structure observations are discussed (Section
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3.2.2.2). Additionally, it should be acknowledged that the involvement of the

PhD candidate in this study began at a later state of the research process. His

contributions, while encompassing certain calculations in the following sections

(as Young’s modulus calculations, structural analyses and realization of some of

the strain calculations), together with the full participation in discussions and

manuscript preparation, was initiated after a significant amount of the research

had already been completed. That is, most of the optimizations at the initial

strains of TPMrs and PTMrs, the Ab Initio Molecular Dynamics simulations of

the former 2D-CORFs, and their corresponding analyses were already preformed.

3.2.2.1. Structural distortions upon progressive strain

Figure 3.11a,b visually summarizes the structural response of TPMrs under

uniaxial strain. In the absence of strain (i.e. ε = 0%), all the aryl rings in

TPMrs are evenly twisted (see φ1 = φ2 = 33◦ in 3.11a). In contrast, at the

maximum strain of ε = 28% the aryl rings parallel to the strain direction are

flattened (see φ2 = 4◦ at Figure 3.11b, colored in orange) with respect to the

remaining rings, that jointly twist out-of-plane (φ1 = 75◦, in light blue) due to

the strain-induced steric hindrance. Note that the b cell parameter undergoes

a severe reduction 12.5%, which is an analogous response as the one discussed

previously for compressive strain. Contrarily to compressive stress, where all

π–π interactions between αCs are evenly altered by the deformation, the distor-

tions induced by this kind of anisotropic in-plane strain yield two starkly distinct

types of αC π–π interactions. First, there are αC–αC connected by in-plane aryl

rings and, secondly, other αC–αC are connected by out-of-plane aryl rings (high-

lighted in orange and blue respectively). In this regard, these strain-induced

conformational changes are likely to favor electron pairing within the flattened
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aryl rings (φ2 in Figure 3.11). In principle, the higher the dihedral angle differ-

ence between the two types of aryl rings, |φ1 − φ2|, the higher the probability

is to induce electron pairing, as discussed on the introduction of this chapter for

THIL-like diradicals and further elaborated below.
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Figure 3.11: (a) Fully relaxed and (b) strained cells for TPMrs lattice, differ-
entiating between the two types of dihedral twists induced under strain conditions
(i.e., φ1 and φ2, colored in light blue and orange, respectively). (c) Dihedral angle
difference between the out-of-plane (φ1) and in-plane (φ2) twisted aryl rings ver-
sus uniaxial strain, ε. (d) Uniaxial Young’s modulus (in GPa) calculated for the
2D-CORFs studied in this work and the experimental values for both Graphene
and MoS2.

Although TPMrs displays the most significant |φ1 − φ2| variations, PTMrs

and PTMacetylenic undergo the same conformational changes upon strain, but to

a lower extent (see Figure 3.11c). Notably, this observation is in agreement with
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the degree of Cl-functionalization in the latter two materials, making their aryl

rings more rigidly fixed due to the anticipatedly high steric repulsion between

the Cl atoms. Moreover, for PTMacetylenic, the acetylenic linkers provide an

extra degree of freedom which is not present in the other 2D-CORFs, leading to

substantially smaller changes of |φ1 − φ2| with respect to the strain.

Paralleling the analyses conducted for the compression study, we determined

the Young’s modulus for TPMrs, PTMrs, and PTMacetylenic 2D-CORFs. Ad-

ditionally, we compared the obtained values with existing data under similar

experimental conditions on graphene and MoS2. The results demonstrate that

the Young’s modulus of all examined 2D-CORFs is considerably lower than that

typically observed in inorganic 2D materials, and about 20 times smaller than

the one of graphene (approximately 1 TPa for uniaxial strain54). This illustrates

the relative feasibility with which our 2D-CORFs can be subjected to strain. For

instance, single-layer MoS2 has been uniaxially stretched by approximately 2.5%

using various substrate-based techniques.55 Given the in-plane Young’s modulus

of single-layer MoS2 (as indicated in purple in 3.11d), these methods can apply

in-plane uniaxial tensile stresses of at least 6.5 GPa. When applying similar ten-

sile stress to TPMrs, for example, it would result in a uniaxial strain of around

20%. In more advanced experimental setups, graphene has been stretched uni-

axially by nearly 6%, indicating the feasibility of applying higher in-plane tensile

stresses of up to approximately 60 GPa.56

Overall, it is important to note that Young’s modulus values for TPMrs,

PTMrs, and PTMacetylenic are all significantly lower than those for graphene

and MoS2. This suggests that the high stretchability of 2D-CORFs is potentially
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due to the twisting of aryl rings, which in the first strain regimes, are the principal

changes induced to the structure together with the distortion of the pore.

3.2.2.2. Electronic structure response upon strain

The structural results outlined in the previous section are in line with the

current expectations discussed along the introduction of this chapter. That is,

increasing the anisotropic in-plane strain also induces the in-plane rotation of cer-

tain aryl rings, φ2, while some others rotate out-of-plane, φ1. From the discussion

conducted in the introduction section, we thus expect that such conformational

changes alter the relative stability between the AFMI and CSQ electronic struc-

tures in favor of the latter. In order to test whether the strain-induced conforma-

tional changes depicted in Figure 3.11c lead to a transition from the open-shell

AFMI electronic state towards a CSQ diamagnetic state, we have extracted the

atom-resolved spin population values on the αC atoms (referred to as ⟨|µαC|⟩)

throughout the full range of strain for all the TAM-based CORFs, by means

of employing the Hirshfeld partition scheme.57 Although ⟨|µαC|⟩ should not be

taken directly as a face value, in this situation it clearly correlates with the rel-

ative stability between the AFMI solution and the competing CSQ electronic

structure, as illustrated for the SM state in the previously discussed out-of-plane

compression study (see Figure 3.8). The appearance of a significant ⟨|µαC|⟩ value

implies the emergence of low-lying states with non-zero net magnetisation and,

thus, it can be interpreted as an indicator of the existence of a spin-polarized

state for a particular 2D-CORF and strain condition.

In this regard, Figure 3.12a shows the variation of ⟨|µαC|⟩ against strain for

each studied 2D-CORF. PTMacetylenic shows a high and robust ⟨|µαC|⟩ value

throughout stretching, which is a consequence of the strongly localized unpaired
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electrons in this material and further affected by the large distance between

αC centers and the highly twisted aryl rings (48◦). In contrast, for TPMrs and

PTMrs, straining the relaxed structure induces a clear transition from the open-

shell AFMI solution to the CSQ diamagnetic solution, in which ⟨|µαC|⟩ vanishes

at moderate amounts of tensile stress. Over the whole set, TPMrs is the most

prone to electron pairing and exhibits a full dampening of ⟨|µαC|⟩ for strains

between 5% to 22% (blue curve in Figure 3.12a).
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Figure 3.12: (a) Average of the absolute spin population per αC, ⟨|µαC|⟩, for
each studied 2D-CORF versus uniaxial strain. Estimated in-plane tensile stresses
required to induce the AFM-to-quinoidal transition are indicated for TPMrs and
PTMrs. (b) Spin density iso-surface (spin up: blue; spin down: red) for TPMrs
when relaxed (ε = 0%, AFMI state). (c) Highest occupied crystal orbital density
(black) for the semi-strained conformation of TPMrs (ε = 17%, CSQ state). (d)
Spin density iso-surface for highly strained TPMrs (ε = 28.5%, AFMI state).

For uniaxial strains above 25%, ⟨|µαC|⟩ rises again, which is a consequence of

not only the associated αC–nnC bond lengthening (observed in the compression
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study, see Figure 3.6), but also due to an apparent twist of the through-bond aryl

orientation with respect to the αC–nnC bond direction. Likewise, PTMrs also

shows a complete depletion of ⟨|µαC|⟩, which is induced at a higher strain than

for TPMrs and retained for a smaller range of strains. To further illustrate the

general findings, Figure 3.12b-d, shows the transition from the AFMI open-shell

solutions in TPMrs from ε = 0% to ε = 28% (see the spin-density isosurface in

Figure 3.12b,d), via the CSQ state found at ε = 17% (see the highest-occupied

crystal orbital colored in black at Figure 3.12c).

The research presented here establishes the feasibility of manipulating the

pairing of π-conjugated electrons in TAM-based 2D-CORFs through the appli-

cation of external uniaxial strain. To substantiate the reliability of these con-

formational changes, Ab Initio Molecular Dynamics (AIMD) simulations were

performed at 300 K for TPMrs and PTMrs under various strain conditions.

While the attached publication at the end of this chapter also illustrates the

findings derived from these simulations, it should be noted that the direct involve-

ment of the PhD candidate in this particular aspect was somewhat limited to the

discussion of the results (i.e., the candidate did not carry out the simulations).

That said, the results and discussions referring to the AIMD simulations are here

summarized briefly to provide a comprehensive overview of the full study.

We found that states previously characterized at 0 K remain robust at 300 K

(see Figure 3.13). This persistence is observed despite the presence of thermal

vibrations causing fluctuations in the ring torsions. Further insights were gained

by examining the ⟨|µαC|⟩ values during AIMDs under different strain conditions

for both TPMrs and PTMrs 2D-CORFs. In their relaxed structure (ε = 0%),
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all 2D-CORFs exhibit non-zero ⟨|µαC|⟩ values (Figure 3.13a). This observation is

particularly noteworthy for TPMrs, where the open-shell AFMI solution is only

slightly higher in energy at 0 K compared to the CSQ and SM states.28 Under

partial uniaxial strain (ε = 17%), TPMrs demonstrates an effective electron

pairing, evidenced by the near-complete dampening of ⟨|µαC|⟩, with minimal

impact emerging from thermal fluctuations through time (Figure 3.13b).

(a) (b) (c)

Figure 3.13: Time-resolved evolution of the αC averaged absolute spin popu-
lation, ⟨|µαC|⟩, during 3 ps of AIMD simulation at 300 K for (a) 0%, (b) 17%
and (c) 28% uniaxial strains for TPMrs and PTMrs, colored in blue and green,
respectively. The chemical sketches at the bottom of the figure represent the re-
sulting dominant valence bond form for each strain.

Likewise, PTMrs also shows reduced ⟨|µαC|⟩ values at ε = 17% compared to

the unstrained simulation. However, the variance of ⟨|µαC|⟩ is clearly higher than

in TPMrs under similar conditions (compare the 0.0–0.1 ⟨|µαC|⟩ range spanned

by TPMrs to the 0.0–0.3 spanned by PTMrs in Figure 3.13b). We believe this

higher variation is associated with an increased noise from thermal vibrations,

mostly associated with the lower amount of aryl ring twist due to the bulky
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Cl-functionalization. Further stretching of the networks (ε = 28%) leads to an

increase in ⟨|µαC|⟩ values for both TPMrs and PTMrs (Figure 3.13c), displaying

⟨|µαC|⟩ values similar to those resolved at 0 K. Overall, the insights gained from

the finite temperature simulations parallel those discussed formerly for the 0 K

results, further validating the discussion conducted through the whole chapter.

3.3. Conclusions

This chapter has examined the influence of mechanical stress on the elec-

tronic and magnetic properties of three TAM-based 2D Covalent Organic Rad-

ical Frameworks: TPMrs, PTMrs, and PTMacetylenic. We initially confirmed

their antiferromagnetic insulator (AFMI) ground state and then demonstrated

that both isotropic out-of-plane compression and anisotropic in-plane strain can

significantly alter their electronic structures. This versatility is highlighted by

the transition from an AFMI state to either semimetallic (SM) or closed-shell

Quinoidal (CSQ) states under mechanical stress, emphasizing the potential of

TAM-based 2D-CORFs as platforms for studying and utilizing correlated elec-

tron phenomena in 2-dimensional systems.

Our key finding is that out-of-plane compression induces a transition from an

AFMI to a SM state at pressures below 0.5 GPa. This sensitivity to mechanical

stress opens up experimental opportunities within practical limits. By employing

a hybrid-DFT and Hubbard model approach, we mapped the intricate relation-

ship between the structural adjustments (such as changes in aryl ring twisting

angles and C–C bond distances) and the electronic properties under compression.

Our analysis suggests that even modest out-of-plane pressures can markedly in-

fluence the electronic structure of TAM-based 2D-CORFs. Particularly, applying

such pressures to synthesized PTMacetylenic is predicted to enhance its AFM cou-
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pling strength significantly. Additionally, as TPMrs molecular fragments have

been realized, the synthesis of TPMrs and PTMrs 2D-CORFs is potentially fea-

sible. Therefore, these materials are especially promising, since their electronic

structure lies at the frontier of the AFMI–SM phase transition (displaying low

U/t ratios). Moreover, our results reveal a sophisticated mechanism by which

uniaxial strain effectively leads to transitions between AFMI and diamagnetic

CSQ states. This transition is primarily driven by uneven twists of the aryl ring

within the 2D-CORFs. Our analysis indicates that the strain-induced electronic

modulation in these 2D-CORFs is robust even at 300 K. This finding is critical,

as it suggests practical viability for technological applications, where consistent

performance under varying thermal conditions is essential.

In summary, our analyses underscore the remarkable adaptability of TAM-

based 2D-CORFs to mechanical stress, either from out-of-plane compression or

in-plane strain. These manipulations lead to significant, reversible transitions in

their electronic states, highlighting the potential of these materials in advanced

technological applications, where dynamic control over electronic properties is

crucial.
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work has suggested that application of 
high (>15%) in-plane biaxial strain to SL 
graphene could induce a transition from 
semimetallicity to a correlated antiferro-
magnetic Mott insulating (AFMI) state.[2,3] 
More recent calculations, however, show 
that an AFMI phase in strained graphene 
would likely always be less stable than com-
peting diamagnetic insulating valence bond 
(or quinoidal) states, which start to emerge 
at <15% strains,[4] and that are also likely to 
play a precursor role in structural failure.[5] 
Unlike in-plane strain, out-of-plane com-
pression has recently proven to be a viable 
tool by which to tune the electronic correla-
tion in bilayer (BL) graphene. Specifically, 
a recently observed correlated insulating 
state in twisted BL graphene[6] was shown 
to be dynamically tunable by applying up to  
2.1 GPa out-of-plane pressure[7] to induce 
transitions to new states (e.g., supercon-

ducting and magnetic). Although the underlying physics is not yet 
fully understood, the tunability of twisted BL hexagonal systems 
offers hope that analogous behavior could be found in simpler, 
potentially easier to analyze, SL systems. Herein, we show how 
correlated electronic states could be finely tuned in experimentally 
viable hexagonal SL carbon-based systems via application of rela-
tively modest (<0.5 GPa) out-of-plane compressive pressure.

Recently, we proposed a new class of sp2 carbon-based SL 
materials based on linking trivalent triarylmethyl (TAM) αC-
containing radical molecules to form 2D covalent organic 
radical frameworks (CORFs).[8,9] Since our prediction, some 
example 2D CORFs have been experimentally prepared.[10–12] 
Herein, we focus on 2D CORFs with hexagonal connectivity 
based on the graphene-like honeycomb lattice (2D hex-CORFs), 
which we predicted to exhibit spin-polarized antiferromagnetic 
(AF) ground states and low energy valence bond quinoidal 
gapped states, linked by an intervening semimetallic transi-
tion state.[9] Compared to the delocalized semimetallic state, the 
more stable AF and valence bond states have lower space group 
symmetries and thus can be described as emerging through 
symmetry breaking.[9,13] The first experimental examples of 
a 2D hex-CORF were indeed found to exhibit an AF ground 
state.[10,11] 2D hex-CORFs can be seen as expanded graphene 
lattices where chemical linkers, rather than external strain, 
increase the distance between the threefold connected carbon 
sites. In this respect, 2D hex-CORFs are similar to the hypo-
thetical α-graphyne[14] and α-graphdiyne,[15] where the relatively 

1. Introduction

Hexagonally ordered single layers (SLs) of threefold connected 
sp2 carbon sites (αC centers) possess one singly occupied nonhy-
bridized 2p orbital per site. For weak intersite interactions these 
2p electrons tend to form a gapless semimetallic state with Dirac-
like linear dispersive bands, as exemplified by SL graphene.[1] The 
ability to tune the electron–electron coupling in graphene would 
permit access to correlated gapped electronic states, which could 
open the door to further technological applications. Theoretical 
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increased distance between sp2 carbon nodes leads to a reduc-
tion in the internode electronic coupling. Unlike these hypo-
thetical planar carbon allotropes, 2D hex-CORFs are based on 
sterically protected sp2 carbon nodes (e.g., TAMs) leading to 
more experimentally realizable materials. TAMs are stable and 
versatile open-shell species, which exhibit the Kondo effect in 
molecular junctions,[16] and have been employed as building 
blocks for molecular spintronics,[17] nonvolatile memory plat-
forms,[18] and nanoporous magnets.[19] The experimentally syn-
thesized TAM building blocks we consider are also not planar, 
but exhibit twisted aryl rings whose twist angle largely deter-
mines their electronic properties.[20] In turn, SL TAM-based 2D 
hex-CORFs exhibit out-of-plane atoms and thus have a small 
finite thickness. In this computational work, we show that the 
twist angles of aryl ring linkers in 2D hex-CORFs are highly 
sensitive to out-of-plane compression, which can thus be used 
to modulate the internode electronic coupling and thereby tune 
the electrical, magnetic, and optical properties. We show that 
these SL materials are 2D correlated systems in which applied 
out-of-plane pressure can shift the AFMI state towards a transi-
tion to a semimetallic state.

Our theoretical exploration of 2D hex-CORFs upon out-of-
plane compression has been carried out by means of all-elec-
tron density functional theory (DFT) based calculations and a 
mapping of the DFT results onto a Hubbard-like model Ham-
iltonian. Previously, we have confirmed that the interlinked 
electronic and structural properties of individual TAMs can be 
well captured by DFT-based calculations.[20] Building on pre-
vious work,[8,9] we further confirm that the properties of TAM-
based 2D hex-CORFs can be well captured by suitable DFT 
calculations, and thereby show how their electronic states can 
be tuned by compression. DFT is a formally exact method[21] to 
determine the electron density of quantum systems without the 
need for an explicit many body treatment. In practical imple-
mentations, DFT-based calculations depend on a description 
of electron correlation through an approximate exchange–cor-
relation potential (Vxc). To improve the accuracy of DFT-based 
treatments of the electronic structure of correlated systems, 
it is well established that Vxc can be significantly improved 
through incorporation of exact nonlocal Hartree–Fock exchange 
(HFE). The resulting hybrid DFT-based methods have become 
very effective approaches to investigate the electronic structure 
of different types of systems, ranging through strongly corre-
lated transition metal oxides,[22–24] organic radicals,[25] and poly-
radicals,[26–28] with a remarkable reliability in describing their 
ground states and magnetic properties. Hybrid functionals pro-
vide a computationally effective approach that can be applied 
in periodic schemes, and which give a good description of 
magnetic properties for many classes of compounds. Although 
quantitative results can be sensitive to the exact percentage of 
HFE employed, most hybrid functionals use between 20% and 
50% HFE and tend to provide qualitatively similar results. Our 
DFT-based calculations employ 25% HFE through use of the 
PBE0 functional,[29] to provide a self-consistent description of 
all electrons in our studied systems.

The use of model Hamiltonians to describe interactions 
between only those electrons in the system that are thought to 
be most important is a complementary approach to DFT. The 
half-filled (i.e., one electron per site) Hubbard model on the 

honeycomb lattice[30] can thus be used to describe the essential 
electronic structure of SL hexagonal frameworks of sp2 carbon 
sites. This model describes the interplay between: i) a localizing 
effective short-range electrostatic repulsion between electrons 
on single sites (U), and ii) a kinetic energy term (t), which 
describes the capacity of electrons to move between sites. Due 
to the formal simplicity of such models, they are more ame-
nable to being solved through accurate many body methods. 
Such approaches have revealed that the ground state phase 
diagram of this model exhibits graphene-like semimetallicity 
for smaller U/t ratios, and a continuous quantum transition to 
a correlated AFMI state when U/t is increased.[31,32] Generally, 
the Hubbard model is a useful generic model for the essential 
physics of half-filled 2D systems, but extensions to the model 
are likely to be necessary for more precise descriptions of spe-
cific experimental systems. For example, extended Hubbard-
like models with both short- and long-range components of the 
electron–electron repulsion[33] can improve the description of 
different physical realizations of SL half-filled 2D Dirac fermi-
onic systems on the honeycomb lattice (e.g., graphene on dif-
ferent substrates and artificial graphene made from quantum 
corrals[34]). However, the presence of heteroatoms or different 
kinds of hybridized sites (such as in 2D hex-CORFs) leads to 
highly complex models that are only solvable approximately 
using mean field or limited correlated schemes.

In this work, we make a link between the DFT-based and 
model Hamiltonian approaches by extracting approximate U 
and t values from our PBE0 calculations. In the extreme case of 
a molecular crystalline lattice of isolated (i.e., nonlinked) TAMs, 
t is extremely small and U is high leading to a highly robust 
AFMI state that has been experimentally shown to be resistant 
to pressures of over 20 GPa.[35] In ref. [36], relatively high U/t 
ratios (6.3–16.0) were obtained from DFT calculations of a few 
unstrained 2D hex-CORF structures. According to the Hub-
bard model for the 2D honeycomb lattice, these linked struc-
tures also have ground states that are firmly within the AFMI 
part of the phase diagram (i.e., for U/t > 3.8).[31,32] This result 
is in line with the calculated[9,36] and experimentally observed[10] 
stability of AF phases reported for unstrained 2D hex-CORFs. 
Due to the approximations in both DFT and model Hamilto-
nian approaches outlined above, one should be careful not to 
overinterpret the physical significance of theoretically derived t 
and U values with respect to any specific material. However, the 
consistency between the stable states predicted by DFT-based 
calculations and the Hubbard model phase diagram for high 
U/t ratios indicate that taking both descriptions into account 
could be useful for exploring the electronic structure of 2D 
hex-CORFs with lower U/t ratios. Following the experimentally 
demonstrated compression-induced tunability of correlated 
states in twisted BL graphene,[7] we show that application of out-
of-plane compression to 2D hex-CORFs can dramatically reduce 
their U/t values. We further note that unlike typical magnitudes 
of out-of-plane compressive pressures used to show observable 
effects in experiments on other 2D materials (e.g., 1–2.5 GPa for 
graphene;[7,37] 0.5–5 GPa for SL MoS2

[38,39]), we predict that rela-
tively small out-of-plane pressures (<0.5 GPa) would be needed 
for 2D hex-CORFs. Specifically, we show that such modest out-
of-plane pressure should enable an AFMI-to-semimetallic tran-
sition in suitably fabricated 2D hex-CORFs, thus highlighting 
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the potential of this class of SL materials for improving our 
understanding of 2D correlated electronic systems.

2. Results

We consider three examples of TAM-based 2D hex-CORFs 
based on: a) ring-sharing (rs) triphenylmethyl (TPM) radicals[9] 
- TPMrs, b) ring-sharing perchlorotriphenylmethyl (PTM) radi-
cals[9] - PTMrs, and c) acetylenic linked PTM radicals as found 
in a recently synthesized and experimentally characterized 
material (PTMacetylenic)[10,11] (see Figure 1). We note that although 
TPMrs and PTMrs have not yet been synthesized as extended 
materials, recently, it has been experimentally demonstrated 
that one can connect TPMs via ring-sharing in molecules con-
taining a ring of six αC centers (i.e., a TPMrs fragment).[40] This 
breakthrough opens the door to the possibility of synthesizing 
extended 2D hex-CORFs based on ring-sharing TAMs. The 
structures of all three 2D hex-CORFs are shown in Figure 1.

We note that, at variance with purely planar SL systems such 
as graphene, out-of-plane hydrostatic compression significantly 
affects the dihedral angles and bond distances in 2D hex-CORFs. 
These changes govern electron localization in the hexagonal lattice 
of αC centers in these materials, which remains planar throughout. 
Other materials with nonplanar layers (e.g., black phosphorous) 
have attracted interest due to their electronic response upon 
compression.[41] In black phosphorous, compression affects the 
coordinates of all atoms in the puckered layers, which affect band 
dispersion/ordering, which, in turn, can cause a semiconductor–
metal transition at 1.2 GPa. Unlike in 2D hex-CORFs, however, this 
transition is not due to electron correlation effects.

For each of our considered 2D hex-CORFs, we first optimize 
the cell parameters and all atomic positions of each system 
to obtain an unstrained reference point. Using an approach 

established in other studies modeling compressed SL mate-
rials,[39,42] we apply compressive stress to each 2D hex-CORF 
by employing selected out-of-plane (i.e., z-direction) structural 
constraints while allowing for full relaxation of the 2D lat-
tice and unconstrained atoms (see the Experimental Section 
and the Supporting Information for details). With respect to 
the original z-direction thickness, we apply compression to 
each system such that each 2D hex-CORF is compressed by a 
maximum of 60% (i.e., to 40% of the original thickness). For 
each material, we have calculated the perpendicular (i.e., in a 
direction normal to the plane of the layer)[43] Young’s modulus 
(see the Supporting Information for details) thus enabling 
us to provide an estimate of the required out-of-plane pres-
sure to induce any percentage of compression. We find that 
the perpendicular Young’s moduli (TPMrs: 5.1 GPa; PTMrs: 
13.8 GPa; PTMacetylenic: 0.74 GPa) imply that modest pressures  
(i.e., 0.9, 1.2 and 0.07 GPa respectively) would be needed to 
achieve the full range of reported compressions (see Figure 2b).

In Figure  2a,b the main compression-induced structural 
responses are shown for each 2D hex-CORF. Upon com-
pressing the unstrained materials, the dihedral angles of the 
aryl rings with respect to the αC centers decrease (i.e., ring flat-
tening) in a linear manner, in line with the applied constraints. 
The main effect of ring flattening is to increase π–π orbital 
overlap between αC centers and nearest neighbor carbon (nnC) 
atoms. The increased π–π overlap also leads to an associated 
increase in spin delocalization,[8,20] which we show for PTMrs in 
a FM state in Figure 2c. The in-plane αCnnC bond distances 
show more complicated nonlinear dependence on out-of-plane 
compression, although in all cases tend to increase (i.e., bond 
stretching) for higher compressions due to increasing steric 
hindrance between aryl rings. In summary, during out-of-
plane compression, there is a competition between increased 
αCnnC bond strength due to ring flattening and associated 

Adv. Funct. Mater. 2021, 31, 2004584

Figure 1.  Structures of the three considered 2D hex-CORFs: a) ring-sharing triphenylmethyl (TPMrs) radicals, b) ring-sharing perchlorotriphenylmethyl 
(PTMrs) radicals, and c) acetylenic coupled PTM radicals (PTMacetylenic). Lower: Cuts from each extended 2D hex-CORF structure with the unit cell 
delimited by a gray line. Upper: Local chemical environment of the corresponding protected triconnected sp2 carbon sites (αC) for each structure. 
In (c), we highlight the aryl ring dihedral angles (θ) that are affected by compression in all structures. Atom color key: C: dark brown; H: light brown; 
Cl: green.
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increased π–π overlap, and increasing steric hindrance between 
aryl rings, which tends to expand the in-plane αCnnC bonds.

In TPMrs, the initial average aryl ring dihedral angle 〈θ〉 is 
the lowest of all considered materials (≈32.6°) due to the rela-
tively low steric hindrance between the H-functionalized aryl 
rings.[20] At the maximum considered compression, ring flat-
tening leads to a 〈θ〉 value of only 12.9°. The in-plane αCnnC 
bond lengths in TPMrs start at just below 1.44 Å. This value is 
slightly higher than CC bond length in graphene (1.42 Å), in 
line with the conjugated CC bonding throughout the TPMrs 
network. With increasing compression, this bond length 
increases monotonically with a gradually increasing rate up to 
1.458 Å at 60% compression.

For PTMrs, the more sterically hindered Cl-functionalized 
aryl rings induce an initial 〈θ〉 value of 45.7°, which reduces 
to 17.5° at maximum compression. PTMrs has the same topo-

logically connected carbon network but with higher 〈θ〉 values 
that reduce the π–π overlap, leading to longer average αCnnC 
bond lengths than in TPMrs. However, unlike TPMrs, for 0–25% 
compression, the αCnnC distances first decrease and then 
increase with increasing aryl ring flattening. This nonmono-
tonic behavior can be understood due to the relatively reduced 
π–π overlap in the longer relatively strained αCnnC bonds in 
uncompressed PTMrs. Unlike in uncompressed TPMrs where 
the conjugation is relatively high and the initial αCnnC bonds 
are quite short, in PTMrs, ring flattening significantly increases 
the π–π overlap leading to a strengthening and shortening of 
these bonds. For PTMacetylenic, the aryl rings are also Cl-func-
tionalized and the initial 〈θ〉 value (48.2°) is thus very similar to 
that of PTMrs. However, the π-conjugation through the longer 
acetylenic linkers is relatively lower and the initial average 
αCnnC bond lengths are considerably longer (1.468 Å). Like 

Adv. Funct. Mater. 2021, 31, 2004584

Figure 2.  Response of 2D hex-CORFs upon out-of-plane compression. The contributions of ring flattening and in-plane bond stretching in the AF state 
are indicated by plots of: a) average ring dihedral angle 〈θ〉 (see Figure 1), and b) average αCnnC bond lengths (highlighted in red, right), respectively. 
The pressures in GPa required for selected compressions in each 2D hex-CORF are indicated in (b). c) Spin density (yellow/cyan) over the bonded C 
network of PTMrs for 0% (left) and 60% (right) compressions for the FM state. Atom color key: C: dark brown; H: light brown; Cl: green.
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PTMrs, compression also leads to an initial increase in π–π 
overlap and a corresponding dip in the average αCnnC dis-
tances. At higher compression PTMacetylenic also shows signifi-
cant fluctuations in the average αCnnC distances. These CC 
bond distance fluctuations are observed throughout the con-
jugated in-plane bonded carbon network of this material (see 
the Supporting Information) and are thus likely to be linked to 
variations in π–π overlap. We note that energetically competing 
spiral conjugated π–π overlap possibilities have been reported 
in acetylenic chains,[44] which would sensitively depend on 
〈θ〉. We also note that these small bond length fluctuations do 
not appear to indicate that the material is failing structurally, 
as can be confirmed through the small effect they have on the 
near-harmonic energy versus compression relation, implying 
elastic behavior for this compression range (see the Supporting 
Information).

The structural changes arising from compression induce 
a significant electronic response in the three 2D hex-CORFs. 
In all cases and for all considered compressions, our DFT 
calculations predict a gapped AF ground state. However, with 
increasing compression for all 2D hex-CORFs the AF state is 
progressively energetically destabilized with respect to the 

semimetallic state (see Figure  3a). This tendency can also 
be measured by the average absolute spin moment per αC, the 
AF coupling constant (J), and the electronic bandgap (ΔE), see 
the Experimental Section and the Supporting Information for 
details. In all three 2D hex-CORFs, we find that these three indi-
cators decrease with increasing compression (see Figure 3b–d).

With respect to the parameters plotted in Figure  3a–d, 
TPMrs shows the mildest changes of all three 2D materials 
with respect to compression. Although TPMrs is the closest 
energetically to being semimetallic for most of the compres-
sion range, with correspondingly smaller spin densities and a 
relatively small bandgap, the AF magnetic coupling in TPMrs 
is the largest of all considered materials. In unstrained TPMrs, 
our PBE0 calculations predict a J value of −318 meV. We note 
that this value appears to be fairly robust with respect to the 
percent of HFE used in the functional (see Table S2 in the 
Supporting Information). At 60% compression, J reaches 
−386 meV (see also Table 1 for selected J values for each 2D hex-
CORF). Recently, a singlet–triplet energy gap of 248 meV was  
measured for a synthesized molecular fragment of the TPMrs 
structure containing six spin ½ αC sites in a ring. Using the 
exact solution for an AF hexagonal Heisenberg system of S = ½ 

Adv. Funct. Mater. 2021, 31, 2004584

Figure 3.  Directly extracted results from DFT-based calculations for out-of-plane compressions from 0% to 60% for each 2D hex-CORF: a) energy dif-
ference between the AFMI and semimetallic state (eV per αC), b) average absolute spin moment per αC site, c) AF coupling constant, J (meV), d) AF 
electronic bandgap (eV), and e) evolution of the AF band structure of PTMrs from 0% (blue) to 60% (red) compression.
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spin particles in a 6-membered ring, in which (ES–ET) = 1.369 J,[45] 
we obtain J = −197 meV for this experimental system. We note 
that the average dihedral angle in this molecule is ≈7° higher 
than in our extended TPMrs material. In previous work, we 
showed that the average dihedral angle of aryl rings in TAM-
based 2D CORFs determines the energy difference between AF 
and FM solutions.[8] In order to compare with experiment, we 
linearly extrapolate the J versus compression curve for TPMrs 
(to ≈−20% compression), to better match the average dihe-
dral angle value of the TPM-based ring molecule. In line with 
experiment, we find J ≈ −200 meV for TPMrs under these con-
ditions providing support for the suitability of our hybrid DFT 
approach for treating these systems.

For PTMacetylenic, the AF state shows the largest energy dif-
ference with respect to the semimetallic state for all consid-
ered compressions, but with relatively weak AF coupling. For 
unstrained PTMacetylenic, we obtain J = −15 meV. We note that our 
PTMacetylenic model is an infinite symmetric SL with an unpaired 
spin at every αC site. However, experimental PTMacetylenic  
samples consist of a few finite-sized layers, each with a propor-
tion of nonspin carrying sites and each likely to exhibit some 
structural defects. These differences may explain why the fit-
ting of experimental susceptibility data leads to a relatively 
larger J value (−46.5 meV) than we obtain.[10] For this system, 
the highest considered compression destabilizes the dominant 
AF state by 0.18 eV per αC. Recently, it was proposed that by 
replacing the PTMrs nodes in the PTMacetylenic structure with 
oxo-bridged planar TAMs, one could increase the calculated 
AF coupling strength by approximately four times.[36] We note 
that oxo-bridged planar TAMs are relatively unstable to reaction 
with oxygen,[46] unlike TAMs, which are kinetically stabilized 
by sterically hindering access to the central αC (e.g., PTMs and 
TPMs). As such, 2D hex-CORFs based on oxo-bridged planar 
TAMs are unlikely to be amenable to experimental synthesis. 
Herein, we predict that application of small out-of-plane com-
pressive pressures (0–0.07 GPa) to the stable as-synthesized 
PTMacetylenic structure could achieve a 2.5× increase in AF mag-
netic coupling strength (J = −37 meV) together with a significant 
decrease (>0.5 eV) in the magnitude of the electronic bandgap 
(see Figure 3). For PTMacetylenic at high compression, we observe 
some fluctuations in all the measured electronic parameters 
(Figure  3a–d), which is also observed in the in-plane CC 
bond distances (see Figure 2 and the Supporting Information). 
As noted above, these variations are likely linked to different 
θ-dependent π–π overlap possibilities in the acetylenic bridges.

Of the three considered 2D hex-CORFs, PTMrs shows the 
most dramatic electronic response with respect to compression. 
For no strain, our calculations predict PTMrs to exhibit an AF 
state with a slightly larger energy gap than PTMacetylenic. With 

increasing strain, the PTMrs energy gap rapidly decreases to 
eventually be lower than that of both TPMrs and PTMacetylenic  
for >50% compression. Moreover, for this high compression, 
PTMrs has the lowest spin density per atom and energetically 
is the closest to being semimetallic. As for TPMrs, the AF cou-
pling is significant in this material, with J = −365 meV for the 
highest compression. The evolution of the electronic band 
structure of PTMrs with increasing compression is shown in 
Figure  3e, where the decrease in the energy gap and increase 
in overall band dispersion is clearly seen. For high compres-
sion, the difference in energy between the AF and the semi-
metallic state for both TPMrs and PTMrs is calculated to be only 
≈30 meV per αC. Such marginal energy differences between 
distinct electronic states should be treated with caution within 
a single determinantal picture such as DFT. These results sug-
gest that compression of 2D hex-CORFs can make the semime-
tallic and AFMI states almost degenerate in energy, and both 
would contribute to the true ground state.

In addition to directly inspecting the nature of the lowest 
energy state predicted by DFT calculations, we can also extract 
U and t parameters from our calculations (see the Experi-
mental Section and the Supporting Information for details), 
which we can use to compare with predictions from the Hub-
bard model on the honeycomb lattice. In Figure 4, we plot the 
extracted values of t, U, and U/t for all three 2D hex-CORFs 
for all considered degrees of compression (see also Table 1 for 
selected values). For TPMrs and PTMacetylenic, compressing the 
unstrained structures up to 60% leads to a decrease in U of 0.28 
and 0.57 eV, respectively. For both these 2D hex-CORFs this 
compression also leads to a similar increase in t (0.3–0.5 eV). 
For PTMacetylenic, the extracted U values are relatively high com-
pared to the t values and this entails a corresponding increased 
sensitivity of the U/t values, which vary from 12.8 to 7.4. In 
ref. [24], the smallest reported U/t ratio of 6.3 was obtained in 
a proposed structure based on oxo-bridged planar-TAMs with 
vinylenic linkers. In both cases, these U/t ratios firmly place 
these materials in the AFMI regime according to the Hub-
bard model phase diagram. For PTMacetylenic, this picture is 
fully consistent with a direct inspection of our DFT results (see 
Figure  3). Ideally, for exploring transitions between the AFMI 
and semimetallic phases in half-filled 2D-hexagonally ordered 
systems, one should be able to tunably access the regimes 
above and below U/t ≈ 3.8[31,32]

For TPM, the t values are relatively larger than the U values 
and the corresponding U/t ratio does not change significantly 
with compression (from 2.75 to 2.15), which places TPMrs in 
the semimetallic region of the Hubbard phase diagram. Direct 
inspection of our DFT results for TPMrs indicates that the semi-
metallic state is always within 48.5 meV per αC of the AF state 

Adv. Funct. Mater. 2021, 31, 2004584

Table 1.  Extracted values of J, U, t, and U/t for PTMacetylenic, PTMrs, and TPMrs for selected compressions. The U/t values are shaded according to the 
corresponding ground state on the Hubbard model phase diagram for the 2D half-filled hexagonal lattice: AFMI: orange; semimetallic: blue.

J [meV] U [eV] t [eV] U/t

0% 20% 60% 0% 20% 60% 0% 20% 60% 0% 20% 60%

PTMacetylenic −15 −24 −37 2.23 1.96 1.66 0.17 0.20 0.22 12.8 9.63 7.39

PTMrs −157 −259 −365 2.27 1.76 1.26 0.50 0.50 0.28 4.52 3.50 4.53

TPMrs −318 −362 −386 1.65 1.48 1.37 0.60 0.62 0.64 2.75 2.37 2.15
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and that this energy difference slightly decreases with compres-
sion. Although, the quantitative picture provided by these two 
perspectives differs somewhat, both suggest that TPMrs has a 
ground state that is quite close to the boundary between AFMI 
and semimetallic phases and which is only slightly affected by 
compression.

PTMrs, unlike PTMacetylenic and TPMrs, shows a large and 
nonmonotonic change in t with respect to increasing com-
pression. The t values for PTMrs lay between those extracted 
for TPMrs and PTMacetylenic but first increase by 0.04 eV with a 
0–10% compression increase and thereafter decrease by 0.26 eV 
as compression increases to 60%. This nonmonotonic behavior 
in t is related to the analogous behavior in the αCnnC bond 
distances (see Figure 2), which are a structural indicator of the 
electronic coupling between αC centers. The value of U for 
uncompressed PTMrs is higher than the corresponding value 
for PTMacetylenic but rapidly decreases with increasing compres-
sion and becomes lower than that of TPMrs for 60% compres-
sion. Correspondingly, the U/t ratio for uncompressed PTMrs 
starts at 4.52, then decreases to a minimum value of 3.50 at 
20% compression, and then gradually increases back up to 4.53 
at the highest compression. From a Hubbard model perspec-
tive, the PTMrs would have an AFMI ground state, which could 
be tuned to be arbitrarily close to the AFMI–semimetallic phase  
transition boundary with out-of-plane compression above and 
below 20%. We note that to achieve 20% compression in PTMrs 
we estimate that only 0.47 GPa of out-of-plane pressure would 
be required. A direct inspection of the DFT calculations also 
suggests that PTMrs exhibits an AF state that can be tuned to 
be energetically close to the semimetallic phase. However, the 
latter picture indicates a monotonic progression toward the 
semimetallic phase with increasing compression. These dif-
ferent tendencies are to be expected due to differences in the 
methodologies employed. The electronic states in the Hubbard 

model are derived from a subset of the actual electrons on a 
fixed lattice, and effects such as polarization/delocalization of 
non-αC-based electrons and structural relaxations (e.g., of the 
linkers), which are described by DFT calculations, are inher-
ently not included. On the other hand, Monte Carlo treat-
ments of the Hubbard model Hamiltonian explicitly describe 
electronic correlation and attempts to solve it using mean field 
based approaches (e.g., pure HF) tend to yield lower effec-
tive U values than direct many body solutions.[30] Hybrid DFT 
functionals attempt to partially bridge the gap between these 
approaches but results can be sensitive to the percent of HFE 
employed. In Figure  4c, we include shading to indicate tenta-
tive variations in U/t with respect to modest changes in HFE 
percent.

3. Conclusions

2D hex-CORFs are novel examples of the half-filled 2D hon-
eycomb lattice and thus lie in the same class as graphene 
and hexagonal quantum corrals.[33] Theoretical studies using 
simple but exactly solvable many body model Hamiltonians 
are still revealing new fundamental physical insights regarding 
the AFMI–semimetallic transition in such systems.[31,32] How-
ever, even for these structurally uncomplicated systems, such 
simplified descriptions of their electronic structure can fail 
to capture essential features found in experiment.[33] 2D hex-
CORFs are relatively chemically complex materials that have 
a highly nontrivial structural and electronic response to out-
of-plane compression. To accurately describe such complexity 
using a many body Hamiltonian approach would likely require 
a highly complicated and intractable model. Here, we use an 
all-electron hybrid DFT approach to describe the full chem-
ical structure and electronic response of our 2D hex-CORFs, 

Adv. Funct. Mater. 2021, 31, 2004584

Figure 4.  Extracted values of: a) U, b) t, and c) U/t from our DFT calculations for PTMacetylenic, PTMrs, and TPMrs 2D hex-CORFs for a 0–60% range of 
compression. The dashed gray line in (c) indicates the boundary between AFMI and semimetallic (SM) phase stability (U/t = 3.8)[31,32] with respect to 
the Hubbard model phase diagram for the 2D half-filled hexagonal lattice. The shading around the lines in (c) provides an estimate of the expected 
variation in U/t values with respect to modest changes in the percent of HFE used in the functional (see Table S2 in the Supporting Information).
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while also extracting parameters relevant to model Hamilto-
nian descriptions (i.e., U, t, and J). The complementary picture 
thus obtained shows that compressing suitable 2D hex-CORFs 
could provide a new means for probing the phase diagram of 
this important 2D correlated electron system. Specifically, we 
demonstrate that TAM-based 2D hex-CORFs, like twisted BL 
graphene, are correlated electronic materials with states that 
can be tuned by out-of-plane compression. The twistable aryl 
rings in the SL materials we consider mean that only modest 
out-of-plane pressures (<0.5 GPa) can significantly vary their  
electronic structure. This general result can be readily tested 
as we predict that such pressures applied to the experimen-
tally synthesized PTMacetylenic material should lead to a signifi-
cant increase in its observed AF magnetic coupling strength. 
Further, based on synthesized TPMrs molecular fragments, 
we propose that ring-sharing 2D hex-CORFs should be experi-
mentally viable materials and would be particularly promising 
as they can: i) exhibit ground states laying close to the AFMI–
semimetallic transition, and ii) have compression-tunable U/t 
ratios for low out-of-plane pressures. 2D hex-CORFs are thus 
promising materials, both from a fundamental point of view 
to study correlation effects in low dimensional materials and 
for potential technological applications (e.g., sensors and spin-
tronics/electronics). We hope that our work will inspire fur-
ther experimental and theoretical work into this fascinating 
new class of 2D correlated electronic materials.

4. Experimental Section
Unstrained structures of each 2D hex-CORF were obtained via DFT-
based optimizations of atomic positions and cell parameters using the 
PBE0[29] hybrid functional as implemented in the all-electron FHI-AIMS 
code.[47] In all calculations, nonbonded dispersion interactions were 
included via the TS-vdW approach.[48] A “light/Tier1” numerical atom-
centered orbital (NAO) basis set was used throughout.[49] This basis 
set provides results of a similar or higher quality to those obtained with 
valence triple-zeta plus polarization Gaussian type orbitals[50] in line 
with the trends regarding the quality of these NAO basis sets.[51] The 
2D hex-CORF SLs were oriented so that the αC plane was parallel to 
the x–y plane (with z  = 0 for the αC plane) and were separated from 
their periodic images by a vacuum spacing of 40 Å in the z-direction. 
6 × 6 × 1 Monkhorst–Pack generated grid meshes of k-points were used 
for each 2D hex-CORF.

The constrained atom method[39,42] was used to induce a z-directed 
out-of-plane compression on the 2D hex-CORFs. In ref. [39], the results 
from employing this method have been shown to compare very well 
with experimental results from uniaxial out-of-plane compression on SL 
MoS2. Firstly, a set of C atoms was selected both above and below the 
αC plane for each structure (see the Supporting Information for specific 
atom sets in each case). To apply compression, the absolute value of 
the z-coordinates of these constrained atoms was adjusted according to 
incremental decreases of the dihedral angles of the aryl rings, and then 
fixed for each increment. The resulting z-constrained structures were 
then optimized again using the above setup allowing for full relaxation 
of the unit cell, positions of nonconstrained atoms, and the x and y 
coordinates of the z-constrained atoms. In the Supporting Information, 
it is shown that this constrained atom method produces the same 
structural response as when a 2D hex-CORF is sandwiched within a 
compressed layered 2D heterostructure. The perpendicular Young’s 
moduli, and thus the external out-of-plane pressure required to induce 
these compressions, were extracted from the total energy versus unit 
cell volume curves (see the Supporting Information for details). From 

these curves, it could be verified that the 2D hex-CORFs were always in 
the elastic regime for all considered compressions.

The magnetic coupling constants, J, were evaluated assuming 
the Heisenberg Hamiltonian whereby the energy difference between 
AF and FM states is directly related to the Heisenberg spin exchange 
parameter Jij (see the Supporting Information for further details). The t 
and U values were extracted from the electronic band structures of each 
2D hex-CORF following the procedure detailed in ref. [52] (see also the 
Supporting Information).

Supporting Information
Supporting Information is available from the Wiley Online Library or 
from the author.
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Controlling the electronic states of molecules is a fundamental challenge for future sub-

nanoscale device technologies. π-conjugated bi-radicals are very attractive systems in this

respect as they possess two energetically close, but optically and magnetically distinct,

electronic states: the open-shell antiferromagnetic/paramagnetic and the closed-shell qui-

noidal diamagnetic states. While it has been shown that it is possible to statically induce one

electronic ground state or the other by chemical design, the external dynamical control of

these states in a rapid and reproducible manner still awaits experimental realization. Here, via

quantum chemical calculations, we demonstrate that in-plane uniaxial strain of 2D covalently

linked arrays of radical units leads to smooth and reversible conformational changes at the

molecular scale that, in turn, induce robust transitions between the two kinds of electronic

distributions. Our results pave a general route towards the external control, and thus tech-

nological exploitation, of molecular-scale electronic states in organic 2D materials.
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S ince the discovery of graphene1, an increasing number of
inorganic 2D materials with a range of physical and che-
mical properties have been synthesised by top-down

approaches (e.g. by exfoliation of layered bulk materials)2. Due
to their unique combination of extreme thinness and extended
planarity, these monolayered systems should represent ideal
platforms for tailoring electronic properties through in-plane
strain3. However, in practice, 2D inorganic materials possess very
high in-plane tensile strengths, which only allow for moderate
strains (<5%)3 generating modest electronic changes4–6. In par-
allel, chemists have developed alternative bottom-up synthesis
approaches based on linking arrays of molecular building blocks,
to produce 2D covalent organic frameworks (2D-COFs)7–9. These
materials are significantly more flexible than their inorganic
analogues10 and allow the integration of the vast structural and
electronic versatility of organic molecular chemistry9,11 within
scalable and robust 2D platforms. Building on previous proposals
to take advantage of these traits for applications8,12,13, we show
that a particular family of 2D-COFs may provide an ideal basis
for highly sensitive strain-control of electronic properties.

Kekulé bi-radicals are promising systems for organic molecular
electronics14–17 and magnetism18 due to their intrinsically bi-
stable electronic structure whereby two very distinct but energe-
tically close resonant forms compete: namely, the open-shell
antiferromagnetic (AFM) and the closed-shell quinoidal dia-
magnetic states (Fig. 1a). The different character of these two
states leads to significant observable differences in the respective
associated magnetic19, optical20,21 and structural22 properties. It
has been shown that molecular chemical design is an effective
way to induce one electronic state or the other16, where the length
of the π-conjugated bridge between radical centres (e.g. a number
of benzene rings19) and its conformation (e.g. dihedral angles21)
are key parameters. Taking advantage of the effect of temperature
on structural conformation (e.g. bond vibrations, aryl ring rota-
tions), molecules have been synthesised in which thermal changes
can induce a transition between the two kinds of electronic
states23,24. Compared to the response speeds of typical electronic
components, heat flow is very slow and so the thermal operation
of nanoelectronic devices is difficult to envision. Moreover, such
developments are currently focused on discrete molecules, thus
hindering the scale-up of this bi-stable switching capacity to the
device scale.

Bypassing the difficulties in manipulating individual molecules,
our proposal starts with the integration of bi-radicals into 2D
covalent organic radical frameworks (2D-CORFs), as schemati-
cally shown in Fig. 1. This covalent integration permits the direct
manipulation of the structural conformations of bi-radicals
through the application of external forces to the material while
preserving their well-defined and stable positions within the 2D
framework25. Moreover, 2D-CORFs can exhibit multi-radical
(e.g. FM26–28 or AFM29) and diamagnetic quinoidal closed-shell

solutions30, confirming that the electronic bi-stability from the bi-
radical monomers persists in the resulting 2D materials. Recently,
different examples of experimentally synthesised 2D-CORFs have
been reported, exhibiting multi-radical electronic ground states
with either AFM coupling31,32 or weak coupling (i.e. para-
magnetism) between spins33.

Dihedral angles of aryl rings are effective conformational
parameters to control the localisation/delocalisation of unpaired
electrons in π-conjugated organic radicals34 (e.g. triarylmethyls,
TAMs) and so determine the balance between the AFM and
quinoidal states in bi-radicals18,21. As we have recently shown,
compression is an effective manner to homogeneously flatten all
aryl rings in 2D-CORFs to significantly increase electron
delocalisation35. However, to induce local electron pairing one
needs to asymmetrically flatten only some aryl rings with respect
to others. Previously, we predicted that such a type of con-
formational manipulation in paramagnetic 2D-CORFs is possible
via in-plane uniaxial strain (arrows in Fig. 1b)25,36. Numerous
ways to experimentally induce significant strain in a 2D material
placed on a substrate have been proposed such as (i) growing the
2D material on epitaxial substrates with a controlled lattice
constant mismatch, (ii) thermal-expansion mismatch between the
2D material and its substrate and (iii) transferring the 2D
material onto a flexible substrate and directly stretching, com-
pressing or bending the substrate3,37. Herein, we show how
modest in-plane stretching of 2D-CORFs could be a very pro-
mising route to externally and sensitively control the balance
between both electronic configurations, and thus modulate their
resulting optical, magnetic and electrical response.

In this work, we study the effect of uniaxial in-plane strain
on a series of 2D-CORFs, including the recently synthesised
PTMacetylenic material32, by means of density functional theory
(DFT) based calculations. Our results demonstrate that uniaxial
in-plane tensile strains may be used to efficiently switch between
the AFM multi-radical (i.e. spin polarised or open-shell) and
diamagnetic quinoidal (i.e. closed-shell) states in a reversible
manner. Such control arises from the effective manipulation of
aryl ring dihedral angles, although other parameters such as the
structural and chemical design of each 2D-CORF also play
important roles. In addition, we demonstrate that the strain-
induced electronic switching is robust at finite temperatures,
which is a prerequisite for its experimental viability, and thus
technological applicability. Overall, our work shows that inte-
grating bi-radical moieties into covalent 2D materials is a pro-
mising route to achieve macroscopic control over molecular-scale
electronic states.

Results
2D-CORF design and characterisation. Following our previous
work25,30,34,35 and other studies29 on these types of sytems, we
employ the PBE0 hybrid density functional38 (which incorporates

a b

Open-shell AFM Closed-shell Quinoidal

Fig. 1 Bi-radical integration in 2D-CORFs. a Schematic representation of the energetically close resonant valence bond forms in the ground state of
Thiele’s bi-radical: the open-shell AFM (left) and the closed-shell quinoidal (right). b 2D-CORFs viewed as extended 2D analogues of bi-radical
compounds, where one could potentially switch between the two electronic states via external uniaxial strain (brown arrows).
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25% of non-local Hartree Fock exchange—HFE) in order to best
capture the electronic structure of 2D-CORF materials. DFT-
based calculations using hybrid functionals have proven to have
remarkable reliability in describing the ground states and mag-
netic properties of organic radicals39 and polyradicals40–42.
The structures of all considered 2D-CORFs, which have been
optimised using DFT/PBE0 calculations (see “Methods” for full
details), are shown in Fig. 2. Our considered 2D-CORFs are
hexagonal networks of sp2 radical carbon centres (αC) covalently
linked through π-conjugated groups30. The different linkers define
the range of different 2D-CORFs that we consider: (i) the
experimentally synthesised32 PTMacetylenic (Fig. 2a, PTM stands
for perchlorotriarylmethyl43,44), (ii) the chlorinated ring-sharing
PTMrs (Fig. 2b), (iii) the ring-sharing mixed PTM_TPMrs (Fig. 2c,
TPM stands for triphenylmethyl45), (iv) the ring-sharing TPMrs

(Fig. 2d) and (v) the ring-sharing oxTAMrs (Fig. 2e, oxTAM
stands for oxo-triarylmethyl46). PTMacetylenic (2a) has been
experimentally characterised as an AFM semiconductor32. In
PTMrs (2b), PTM_TPMrs (2c), TPMrs (2d) and oxTAMrs (2e), the
αC centres are linked through a single aryl ring, thus significantly
enhancing their electronic coupling as compared to PTMacetylenic

(2a). Although such ring-sharing 2D-CORFs have not yet been
experimentally reported, an analogue six-membered ring-sharing
αC oligomer has been recently reported47 and shown to possess a
similar electronic structure to bi-radical compounds18. In the SI

(Section 3) we show that the experimentally derived nearest
neighbour magnetic coupling between αC centres in this TPMrs-
like oligomer is very similar to that we predict for the TPMrs

2D-CORF, thus confirming the adequacy of our computational
approach.

The different chemical functionalisation of the aryl rings in our
considered 2D-CORFs determines their dihedral angles through
steric hindrance34. Thus, through the series shown in Fig. 2 from
2a to 2e, we observe increasingly planarized aryl rings (see the
mean dihedral angle in Table 1): from the highly twisted
conformation in PTMacetylenic to the fully planar structure of
oxTAMrs, where oxygen atoms bonded between adjacent aryl
rings fix them to be in-plane (see y-views in Fig. 2).

All 2D-CORFs exhibit a multi-radical open-shell ground state
solution which is lower in energy than the closed-shell quinoidal
minimum, except for TPMrs, where both states are nearly
degenerate (see EAFM− EQUI in Table 1). The open-shell solution
exhibits an alternating spin-up/spin-down ordering between αC
centres, as shown with the spatially resolved spin density for
TPMrs in Fig. 2d. Formally, this is a partial representation based
on a broken symmetry (BS) solution resulting from the limitation
of the single determinantal character of DFT-based calculations.
Although the spin-polarisation ordering should not be taken
directly at face value, such solutions are formally linked to open-
shell states of the real system such as the FM or the AFM

a PTMacetylenic

d TPMrs

y-view

c PTM_TPMrs

b
y-view

b PTMrs

e oxTAMrs

y-view

y-view

y-view

a

b

a

b

a

b

a

b

a

Fig. 2 2D-CORF characterisation. DFT-optimised crystal structures of a PTMacetylenic, b PTMrs, c PTM_TPMrs, d TPMrs and e oxTAMrs 2D-CORFs.
Colouring: C—dark grey, H—white, Cl—green, O—red. The spatially resolved spin density for the AFM solution (spin-up: blue, spin-down: red) is shown for
TPMrs (d).
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states48–51. The degree of BS spin polarisation reflects the extent
of the mixture between the open-shell and closed-shell valence
bond forms. The appearance of such solutions also implies the
emergence of low-lying states with non-zero net magnetisation
and thus is a predictor of the existence of paramagnetism/
antiferromagnetism for a particular system/condition. In order to
quantify the magnitude of the AFM coupling in a periodic
calculation one can assume that the magnetic system is described
by a defined topology of localised spins and use the energy
difference between the BS ground state solution and that of the
FM state solution to map these states on to a Heisenberg model as
described in the SI (see Table S2 and Section 3 in the SI)52. For
simplicity, in the remainder, we will refer to BS open-shell
solutions as AFM solutions, where we take the degree of spin
polarisation in such solutions as an indicator of the strength of
the open-shell character of the real state.

The increasing aryl ring twist angles and distance between
radical centres, going from left to right through the series of 2D-
CORFs in Table 1, also correlates with increasingly localised spin
distributions (see values of the average of the absolute αC spin
population, μαC

�
�

�
�

� �

). We also see that increased electronic
localisation (e.g. due to more twisted aryl rings) results in a
higher energetic cost associated with electron pairing (see EAFM−
EQUI in Table 1). For oxTAMrs we could not stabilise the localised
quinoidal state which spontaneously falls into a fully delocalised
semimetallic solution (see SI Fig. S2), in accordance with other
fully planar 2D-CORFs (e.g. graphynes)30. The degree of
electronic localisation in the AFM solution for each 2D-CORF is
also reflected in the tendency for a decrease in the electronic
bandgap (see Table 1) and an increase in band dispersion (see
Fig. S1 in the SI) through the series of 2D-CORFs. These
tendencies are also associated with the strength of the AFM
coupling, which increases monotonically through the series of
2D-CORFs (see Table S2 in the SI).

As previously demonstrated for TPMrs
30, the quinoidal closed-

shell solution leads to a local pairing of electrons in specific aryl
rings within the framework, which subsequently become more
planar30. This structural response is due to the double bonds
formed between the involved αC centres and the aryl rings linking
them. Herein, we explore the opposite phenomenon: i.e. whether
by external manipulation of certain aryl rings we may induce
electron pairing. To test this idea we consider the in-plane
uniaxial strain of our 2D-CORFs25,36. Our starting electronic
configuration is the unstrained open-shell AFM distribution
shown in Fig. 2d with an associated alternating spin density. We
highlight the response of TPMrs as a reference example of the
prototypical structural response of our considered 2D-CORFs to
uniaxial strain (see Fig. 3a). For the relaxed TPMrs conformation
(ε= 0%), all aryl rings are equally twisted (φ1= φ2= 33°). Upon
stretching (ε= 28%), the aryl rings parallel to the strain direction
are flattened (φ2= 4°) and the remaining rings become twisted

out-of-plane (φ1= 75°). These conformational changes lead to a
12.5% reduction of the b unit cell parameter (Fig. 3a).

These strain-induced conformational changes are likely to
favour electron pairing within the flattened aryl rings (φ2 in
Fig. 3a). In principle, the higher the dihedral angle difference
between the two types of aryl rings ( φ1 � φ2

�
�

�
�) the higher the

probability is to induce electron pairing. TPMrs displays the most
significant conformational changes, followed by PTM_TPMrs and
PTMrs (Fig. 3f), which is in accordance with the degree of
chlorine functionalisation in the latter two materials, making their
aryl rings more rigidly fixed. For PTMacetylenic, the acetylenic
linkers provide an extra degree of freedom which is not present in
the other 2D-CORFs, leading to smaller changes of φ1 � φ2

�
�

�
�

with respect to strain. For the fully planar structure of oxTAMrs,
φ1 � φ2

�
�

�
� remains invariable, and equal to zero, throughout the

range of considered strain (Fig. 3f).
The tensile strength of each material, characterised by Young’s

modulus (YM), depends on the different structural degrees of
freedom in each case. Figure 3g shows our calculated YM values for
all 2D-CORFs in comparison with experimentally reported values
for graphene53 and single layer MoS254. Here, we can see that, except
for the highly rigid oxTAMrs, all 2D-CORFs have a YM that is both
significantly lower than that of a typical inorganic 2D material and
~20 times smaller than that of graphene (~1000 Gpa53) helping to
quantify the relative ease by which our 2D-CORFs can be strained.
For the case of single-layer MoS2, different on-substrate based
methods have been employed to uniaxially stretch the material by
~2.5%3. Considering the magnitude of the in-plane YM of single-
layer MoS2 (see Fig. 3g), this implies that such experiments can
readily apply in-plane uniaxial tensile stresses of at least 6.5 GPa.
Taking TPMrs as an example, such tensile stress would induce a
uniaxial strain of ~20%. In the case of more specialised experimental
set-ups, graphene has been uniaxially stretched by almost 6%,
showing that larger in-plane tensile stresses of up to ~60 GPa are
also achievable4. We also note that the YM values of TPMrs,
PTM_TPMrs, PTMrs and PTMacetylenic are all significantly smaller
than that of oxTAMrs which strongly indicates that aryl ring twisting
is the key factor leading to highly stretchable 2D-CORFs, rather than
simply their nanoporous structure.

In order to test whether the strain-induced conformational
changes depicted in Fig. 3 lead to a transition from the open-shell
AFM electronic state towards the closed-shell quinoidal diamag-
netic state, we have extracted μαC

�
�

�
�

� �

values throughout the full
range of considered strains for the corresponding electronic
solutions. Figure 4a shows the variation of μαC

�
�

�
�

� �

against uniaxial
strain for each studied 2D-CORF. PTMacetylenic shows a high and
robust μαC

�
�

�
�

� �

value throughout stretching, which is a consequence
of the strongly localised unpaired electrons in this material, which
in turn, is due to the large distance between αC centres and the
highly twisted aryl rings (48°). Conversely, oxTAMrs shows the

Table 1 Mean dihedral angles (degrees), the energy difference between AFM and closed-shell quinoidal (QUI) electronic
solutions per αC centre (meV), the average absolute value of spin populations on αC centres in the AFM solution ( μαC

�
�

�
�

� �

) and
the associated electronic bandgaps for all considered 2D-CORFs.

PTMacetylenic PTMrs PTM_TPMrs TPMrs oxTAMrs

Mean dihedral angle (degrees) 48.0 46.8 40.1 32.4 0.0
EAFM− EQUI (meV) −337.3 −136.9 −19.6 3.3 −15.6
μαC
�
�

�
�

� �

0.45 0.39 0.28 0.22 0.12
Bandgap (eV) 2.17 2.36 1.61 1.64 1.12

Note that, for oxTAMrs, the EAFM− EQUI value is taken as the difference between EAFM and the energy of the semimetallic solution (see SI Fig. S2).
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lowest μαC
�
�

�
�

� �

value in the relaxed conformation. As previously
mentioned, the aryl rings in oxTAMrs are fixed in-plane, and so
uniaxial strain mainly induces stretching of π-π bonds along the
strain direction. As a consequence, unpaired electrons in oxTAMrs

become more localised, and thus μαC
�
�

�
�

� �

monotonically increases
with increasing strain (Fig. 4a). In contrast, for TPMrs,
PTM_TPMrs and PTMrs, uniaxially straining the relaxed structure
induces a clear transition from the open-shell AFM solution to the
closed-shell diamagnetic quinoidal solution, in which μαC

�
�

�
�

� �

vanishes. TPMrs, the 2D-CORF with the highest aryl ring twisting

flexibility, is most prone to electron pairing and exhibits a full
depletion of μαC

�
�

�
�

� �

for strains between 5% to 22% (blue curve in
Fig. 4a). For uniaxial strains above 25%, μαC

�
�

�
�

� �

rises again, which
is a consequence of the associated αC-aryl ring bond distances
reaching typical values of single carbon–carbon bonds (1.54 Å; see
SI Fig. S3). In Fig. 4b–d, we show the three most representative
situations, where one may clearly see the transition from the AFM
open-shell solutions (see spin-density iso-surfaces in Fig. 4b, d) to
the intermediate electron-paired quinoidal distribution (see highest
occupied crystal orbital density in Fig. 4c). PTM_TPMrs and PTMrs
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also show a complete depletion of μαC
�
�

�
�

� �

, which, in each case, is
induced at a higher strain than for TPMrs, and is maintained for a
comparatively smaller range of strains (Fig. 4a). This behaviour is
due to the more localised unpaired electrons in these two materials
(see Table 1), and the lower aryl ring rotational flexibility arising
from chlorine functionalisation (see Fig. 3f and SI Fig. S4). We note
that the overall picture we obtain from the variation of μαC

�
�

�
�

� �

as a
function of uniaxial strain (Fig. 4) is in agreement with that from
bond length alternation (BLA) analysis (see SI Fig. S5), which is a
structural indicator often used to characterise the balance between
the AFM and quinoidal states in bi-radical compounds22,55.

Although calculations on graphene have suggested that >15%
in-plane biaxial strain could also induce AFM or quinoidal
dimerised states5, other theoretical studies point to the sponta-
neous rupture of the material at such strains6. Thus far, due to its
ultrahigh in-plane strength, only tensile strains up to ~6% have
been experimentally reached in graphene before failure4. In
contrast, the relatively low tensile strengths of our 2D-CORFs
permit the AFM to quinoidal interconversion via experimentally
achievable relatively large elastic strains.

Finally, in Fig. 4e we provide the energetic cost associated with
FM polarisation of the αC unpaired electrons (e.g. via external
magnetic fields) with respect to the ground state at each
structural conformation for the TPMrs, PTM_TPMrs and PTMrs.
This cost can be associated with the accessibility of open-shell
states for a given system in a particular conformation. Here, we can
see that the FM solution becomes significantly destabilised upon
electron pairing, as induced in the three 2D-CORFs with uniaxial
strains of ca. 17% (Fig. 4c). This extra energetic cost for closed-shell
quinoidal diamagnetic ground states may be associated with the

process of breaking π–π double bonds in order to generate a spin-
polarised FM electronic distribution. This effect is particularly
significant for PTMrs where the energetic cost to reach the FM
solution is nearly three times larger for the “paired” configuration
at ε= 17% as compared to the “unpaired” configuration at ε= 0%.
These results highlight the potential of ring-sharing 2D-CORFs as
platforms with externally controllable spintronic characteristics.

Overall, the results of Fig. 4 demonstrate that at 0 K it is
possible to induce electron pairing of π-conjugated electrons in
2D-CORFs by means of external uniaxial strain. Because of the
conformational character of the mechanism (i.e. aryl ring
twisting) and the effect of bond vibrations on electron
delocalisation34, it is expected that finite temperatures could
affect the degree of external control over electron pairing. To test
the robustness of our results at finite temperatures, we ran ab
initio molecular dynamics simulations (AIMDS; see “Methods”
for details) at 300 K for our three most promising 2D-CORFs,
namely TPMrs, PTM_TPMrs and PTMrs. As shown in SI Fig. S6,
the strain-induced manipulation of aryl ring twisting previously
characterised at 0 K (Fig. 3) holds at 300 K, despite fluctuations in
dihedral angles induced by thermal vibrations. We note that there
are some conformational differences between networks (see more
details in Section 2 of the SI) but the overall structural response to
strain is qualitatively the same for the three tested 2D-CORFs.

To assess whether the aryl ring twist manipulation also leads to a
robust control over electron pairing, we have extracted the μαC

�
�

�
�

� �

values during the AIMDS at 300 K for the three 2D-CORFs at
different strains. As one can see in Fig. 5, all 2D-CORFs show non-
zero μαC

�
�

�
�

� �

values in the relaxed conformation (ε= 0%; Fig. 5a, d,
g). This is particularly interesting for TPMrs where the open-shell
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AFM solution is slightly higher in energy at 0 K with respect to the
closed-shell quinoidal one (see Table 1). It thus follows that finite
temperatures, through bond vibrations inducing electron
localisation34, promote the open-shell AFM character (Fig. 5a).
This is in good agreement with experimental variable-temperature
measurements on the analogous six-membered TPMrs oligomer47.
μαC
�
�

�
�

� �

is larger and more stable for PTM_TPMrs and PTMrs in the
relaxed conformations (Fig. 5d, g) due to the more perpendicular
chlorinated aryl rings in these networks34. For TPMrs, partial
uniaxial strain (ε= 16%) leads to full electron pairing, as
demonstrated with the nearly complete depletion of μαC

�
�

�
�

� �

,
showing only a small degree of noise due to thermal fluctuations
(Fig. 5b). Such effective pairing may be understood by the almost
complete flattening of the aryl rings in TPMrs parallel to the strain
direction (see SI Fig. S6b). PTM_TPMrs and PTMrs (Fig. 5e, h) also
display vanishing μαC

�
�

�
�

� �

values at ε= 16% (especially notable for
PTM_TPMrs, Fig. 5e). However, in these cases, there is an increase
of μαC

�
�

�
�

� �

noise due to thermal fluctuations, which is significantly
detrimental in PTMrs. Following the behaviour at 0 K, further
stretching the networks again increases the μαC

�
�

�
�

� �

values for all
materials (Fig. 5c, f, i), caused by the elongation of carbon–carbon
bonds.

Overall, these results confirm the robustness of our proposed
mechanical control of electron pairing at finite temperatures
(300 K) via strain-induced manipulation of aryl ring twisting in
2D-CORFs. The chemical functionalisation of aryl rings is found
to play a key role in determining aryl ring rotational flexibility
under uniaxial strain (see Fig. S6 in the SI), in line with the
response of insulating 2D-CORFs36, and thus the effectiveness of
electron pairing (Fig. 5). Thereby, PTM_TPMrs appears to exhibit
the most robust (and so potentially measurable) transition

between the open-shell AFM (Fig. 5d) and closed-shell quinoidal
(Fig. 5e) electronic solutions. The behaviour of PTM_TPMrs

arises from a balance between electron localisation in the relaxed
structure combined with significant conformational flexibility due
to the mixed chlorine/hydrogen functionalisation of its aryl rings
and is a promising candidate to be experimentally pursued.

Discussion
In this work, we propose a strategy to externally control the
transition between open-shell AFM and closed-shell quinoidal
electronic states, which have long been studied in the field of
molecular electronics14–16. Such states coexist in Kekulé organic
bi-radicals18 and have recently been reported in atomically pre-
cise graphene nanoribbons56. Although organic chemists have
proven that chemical design is a powerful tool to induce one
electronic state or another16, a feasible procedure to achieve
dynamic external control over electron pairing was lacking.

Here, we propose 2D-CORFs as ideal platforms to gain such
control. We demonstrate that the application of uniaxial strain in
2D-CORFs allows one to effectively pair π-conjugated electrons
within such otherwise open-shell multi-radical materials. The key
factor for such strain-control comes through the mechanical
manipulation of dihedral angles of aryl rings in these materials.
Partial strain leads to a flattening of some aryl rings within the
networks which, subsequently, leads to an effective electron
pairing (quinoidalisation) within them. Further strain stretches
the previously generated double bonds, which unpairs the elec-
trons restoring the AFM spin distribution. Such an externally
mediated electronic control mechanism is effective not only at 0 K
but also at finite temperatures, as shown via AIMDS at 300 K.
Our results also highlight the important role of structural and
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chemical design of 2D-CORFs for enhancing stran-induced
electronic control. In this respect, we demonstrate that radical
centres need to be close to each other to achieve electron pair-
ing and that the chemical functionalisation of aryl rings, deter-
mining the ease with which their dihedral angles may be
manipulated, is an important factor.

Ongoing improvements in the bottom-up synthesis of single/
few-layer COFs with increasingly large crystalline domains will
also assist the experimental realisation of our proposal57. The
relatively low tensile strengths of our considered 2D-CORF
materials also permit large elastic strains with experimentally
accessible applied in-plane stresses, which is essential to ensure
electronic control in real-world applications. Such high strains are
not accessible in stiffer 2D materials, such as graphene, where
similar strain-induced electronictransitions have been theoreti-
cally predicted5 but which are experimentally intractable4,6.

Overall, our proposal merges the fundamental switchability of
bi-radicals19–21 with the structural robustness and elasticity of
organic 2D materials10. Unlike the effect of strain on most
inorganic 2D materials, where minimal bond stretching induces
small electronic changes4–6, the remarkable efficiency of aryl ring
twisting to induce electron pairing highlights the technological
potential of rationally designed 2D organic materials.

Methods
All 2D-CORFs studied in this work were fully optimised using periodic boundary
conditions via an efficient cascade methodology. Classical force-field based geo-
metry optimisations using the General Utility Lattice Programme58 and the uni-
versal force field59 were employed to generate pre-optimised structures (both
atomic positions and cell-parameters). Then a second full geometry optimisation of
both atomic structure and cell parameters was performed using DFT-based cal-
culations and the PBE60 functional with a Tier 1 light numerical atom-centred-
orbital (NAO) basis set61. This was followed by a final full optimisation using the
PBE016 hybrid functional (incorporating 25% HFE) with the same NAO basis set.
In the SI we confirm that DFT calculations using the PBE0 functional are able to
accurately to capture local magnetic coupling between αC centres in 2D-CORFs
through comparison with results from experiments of a TPMrs oligomer. All DFT
calculations employed a 6-6-1 gamma-centred Monkhorst Pack k-point sampling,
except for the PTMacetylenic 2D-CORF which, due to its relatively large unit cell, was
optimised using gamma–point sampling. Convergence criteria for these calcula-
tions were 1 × 10−5 eV for total energy and 1 × 10−2 eV/Å for the maximum
residual force component per atom. We note that a Tier 1 light NAO basis set
provides results of similar or higher quality to those obtained using a triple-zeta
plus polarisation Gaussian type orbital basis set62. Details of how these NAO basis
sets were developed are provided in ref. 63. Single point PBE0 calculations were
performed on these fully optimised structures, to generate band structures and
isosurface maps of spin and crystal orbital electronic densities. Atomically parti-
tioned spin densities on αC centres (μαC) were obtained via the Hirshfeld
method64. The PBE0 geometry optimisations and single point calculations were
performed separately for the open-shell AFM and closed-shell quinoidal solutions
for each 2D-CORF. The open-shell AFM solutions were obtained with spin
unrestricted DFT calculations and by setting an alternating spin polarisation initial
guess over neighbouring αC sites. The closed-shell quinoidal solutions were
obtained using closed-shell restricted DFT calculations. We provide an example of
an input file (including the utilised basis set specification) used for our calculations
in the SI, together with the cell parameters and atomic coordinates of fully opti-
mised geometries for all studied 2D-CORFs in their relaxed conformation (ε= 0)
for the open-shell AFM electronic solution.

To mimic the externally induced uniaxial strain on each 2D-CORF, we per-
formed a series of restricted optimisations systematically increasing one of the cell
parameters while allowing the other in-plane cell parameters and atomic positions
to relax. Specifically, the a(x) cell parameter was modified in steps of 0.2 Å for
oxTAMrs, 1 Å for PTMrs, PTM_TPMrs, and TPMrs and 2 Å for PTMacetylenic.

The response of 2D-CORFs at finite temperatures was modelled using AIMDS.
These were run for 3 ps at 300 K with fixed lattice parameters, using the
Bussi–Donadio–Parrinello65 thermostat, the hybrid PBE0 functional and a light
(Tier-1) NAO basis set (see above). Further information on the post-analysis of
AIMDS results is provided in Section 2 of the SI. All DFT-based calculations were
performed using the FHI-AIMS code63,66.

Data availability
The data that support the findings of this study are available from the corresponding
authors upon reasonable request. Optimised 2D-CORF geometries and FHI-AIMS input
files used to generate much of the data used in this study can be found in the SI.
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4.1. Introduction

The limited presence of reported metal-free organic diradical units with a fer-

romagnetic (FM) response remains a salient point in the current research land-

scape.1 As highlighted at the general introduction of this thesis (Chapter 1),

once these diradicals can be effectively developed and incorporated into materi-

als, they can exhibit a spin-polarized electronic structure, which positions them

as sustainable, lightweight alternatives for spintronic devices2,3 such as spin fil-

ters,4 spin valves,5 spin transistors,6 and spin wires.7 One standout advantage

of organic units (when, for example, contrasted with metal complexes) is that

their composition primarily stems from abundant elements like carbon, hydro-

gen, and nitrogen. This suggests that potential devices made from these units

could be cost-effective, widely accessible, and potentially reduce the environmen-

tal footprint associated with producing and distributing such organic spintronic

devices.

However, their widespread usage in practical application depends on having

a high Curie temperature, TC , which marks the transition from a macroscopic

ferromagnetic behavior to a paramagnetic state.8 Central to achieving this high

TC is the presence of a significant energy gap, ∆EST , between the singlet (S)

and triplet (T ) states that must propagate through the whole solid to have bulk

ferromagnets. Accordingly, the wider this gap, the greater the thermal energy

needed to transition to the singlet state, thereby counteracting paramagnetic

effects. Hence, this ensures the retention of the FM behavior of diradicals even

at high temperatures. However, the challenge remains, as recent research that

successfully characterizes diradicals with such a robust ∆EST gap above room

temperature9–21 or moderately below room temperature22–29 is quite scarce.
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In this chapter, we have focused on designing organic diradicals with the

aforementioned properties. Overall, our efforts have resulted in the design of a

new set of compounds based on pentalene, possessing a robust triplet ground

state, where ∆EST ≫ 0. To guide the reader, the structure and content of this

introduction are summarized in the following order:

• Overview of the required conditions to achieve a ferromagnetic ground-state

from an electronic structure point of view (Section 4.1.1)

• Presentation of some qualitative models that, based on the conditions stem-

ming from quantum mechanics, can aid the quick design of organic diradi-

cals with FM interactions (Section 4.1.2).

• Presentation of the set of compounds studied in this chapter, which result to

be a subset of antiaromatic molecules based on pentalene (Section 4.1.3).

After that, the results are presented and discussed in Section 4.2, followed

by the Conclusions (Section 4.3) and, finally, the inclusion of the draft of the

publication (Section 4.4), which is still in preparation.

4.1.1. Insights from the electronic structure point of view

This section seeks to identify the fundamental components that assist in both

qualitative and quantitative predictions of the ∆EST gap. At its core, it is an

electronic problem and, thus, the following electronic Hamiltonian (Ĥel) must be

considered:

Ĥel = T̂e + V̂eN + V̂ee (4.1)
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Here, T̂e and V̂eN represent the standard electron kinetic energy and electron-

nucleus electrostatic potential operators. In addition, the term V̂ee corresponds

to the electron-electron electrostatic repulsion.

For an introductory understanding of the specific conditions that a system

must meet to have a high-spin ground state, one can start from the most simple

case: two electrons in two atomic orbitals (ψ1 and ψ2). The goal is gaining

preliminary insight about the preferential spin state of the system. Overall, there

are six different arrangements of two electrons in two spin orbitals maintaining

the anti-symmetry of the wave function. Drawing from the notation introduced

in the Methodology Chapter (Chapter 2), these configurations are:

|ΨS1⟩ =
∣∣ψ1ψ1

∣∣
|ΨS2⟩ =

∣∣ψ2ψ2

∣∣
|ΨT1⟩ = |ψ1ψ2|

|ΨT2⟩ =
∣∣ψ1ψ2

∣∣
|ΨS3⟩ = 1/

√
2
(∣∣ψ1ψ2

∣∣+ ∣∣ψ1ψ2

∣∣)
|ΨT3⟩ = 1/

√
2
(∣∣ψ1ψ2

∣∣− ∣∣ψ1ψ2

∣∣)
(4.2)

where ΨS1 and ΨS2 correspond to the charge transfer Slater determinants in

which ψ1 or ψ2 is doubly occupied, respectively. On the other hand, ΨT1 and

ΨT2 are the triplet states characterized by Sz = ±1 and, lastly, ΨS3 and ΨT3

correspond to the antisymmetrized singlet and triplet states with Sz = 0. In

order to calculate the singlet-triplet gap in its most basic approximation, the

difference between the expectation energy values of ΨS3 and ΨT3 , which can be

determined as
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⟨ΨS3 |Ĥ|ΨS3⟩ = h1 + h2 + J12 +K12

⟨ΨT3 |Ĥ|ΨT3⟩ = h1 + h2 + J12 −K12

(4.3)

where h1 and h2 correspond to the one-electron contributions stemming from

the sum of T̂e and V̂eN terms of the Hamiltonian. Likewise, the terms J12 and

K12 represent the Coulomb repulsion integral and exchange integral, respectively

(please do not confuse the exchange magnetic coupling, JAB with neither the

Coulomb repulsion integral, J12, nor the exchange integral K12). These integrals

can be further expressed as:

J12 =

∫∫
R3

|ψ1(r1)|2 |ψ2(r2)|2

r12
dr1dr2 (4.4)

and

K12 =

∫∫
R3

ρ(r1)ρ
∗(r2)

r12
dr1dr2 (4.5)

where ρ(r) corresponds to the overlap density defined as ρ(r) = ψ1(r)ψ2(r) and

r12 = |r1− r2| is the distance between electrons indexed as 1 and 2, respectively.

Now, given the results of equation 4.3, the singlet-triplet gap, ∆EST , can be

succinctly expressed as:

∆EST = ⟨ΨS3|Ĥ|ΨS3⟩ − ⟨ΨT3|Ĥ|ΨT3⟩ = 2K12 (4.6)

Notably, as K12 is strictly greater than or equal to zero, it can be deduced that

the relative energy between the singlet and triplet states is always positive or

zero. In other words, the triplet state is invariably expected to be either the

ground state or degenerate compared to the singlet state. While the former

derivations intentionally omits four out of the six possible states, such a basic
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example serves as an illustrative foundation: K12 (i.e., the exchange integral) is

the principal driving force behind significant positive ∆EST gaps.

When aiming for a more accurate representation of the ∆EST gap, or at the

very least, a model conceiving antiferromagnetic (AFM) contributions, the pic-

ture becomes inherently more complex. Over the years, various models have been

formulated in an attempt to address this complexity. Specifically, the models pro-

posed by Hay, Thibeault and Hoffmann30 (HTH), Goldberg31 and Dougherty32

(GD) and Girerd, Journaux and Kahn33 (GJK) pioneered this field. These set

of models stand as invaluable interpretative tools for the results obtained from

Ab Initio SCF computations.

Despite the unique nuances of these models, all of them are sustained under

similar conceptual frameworks: the different orbitals interact to achieve a more

generalized valence bond description, further proving that this feature stabilizes

the singlet state. This refined description then emphasizes specific subsets of

the Slater determinants, as the ones presented at the beginning of this section

(equation 4.2). While a meticulous breakdown of the procedure for each model

can be found in the cited literature, the discussion here is focused primarily on

the insights extracted from them, particularly since these provide the essential

groundwork for designing the molecular structures central to this chapter.

Remarkably, it emerges a consensus on the formulation of the ∆EST gap across

these different models. For example, the HTH treatment leads to

∆EHTH
ST = 2Kab −

(ϵ1 − ϵ2)
2

Jaa − Jab
(4.7)
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where ϵ1 and ϵ2 represent the energy of the original canonical singly-occupied

molecular orbitals (SOMOs) and the sub-indices a and b distinguish the original

canonical orbitals (indexed by 1 and 2) from those derived from an orthogonal

linear combination of those orbitals (indexed alphabetically). In parallel to the

HTH model, the GJK treatment employs Natural Magnetic Orbitals instead of

the canonical orbitals, which leads to the following formulation for the singlet-

triplet gap:

∆EGJK
ST = 2Kab − 4βSab (4.8)

Note that the first term aligns seamlessly with what it is derived from the HTH

approach. However, the antiferromagnetic (AFM) contribution manifests as

4βSab, where Sab is the orbital overlap and β is the resonance integral.

Despite the apparent disparities in the AFM term between the HTH and

GJK models, both converge towards analogous qualitative interpretations. For

a more tangible grasp on this, one can reference to the Generalized Wolfsberg-

Helmholtz formula,34 that establishes a linear relationship between Sab and β.

Accordingly, as β represents the difference in energy (orbital splitting) between

the two orbitals, the AFM term becomes proportional to (ϵ1 − ϵ2)
2, mirroring

the trend observed in the HTH model at equation 4.7.

In summary, the intricacies of the singlet-triplet gap, as derived from both the

HTH and GJK models, coalesce into a foundational insight: the gap is shaped by

the interplay of two pivotal terms. The first, a ferromagnetic (FM) term, is dom-

inated by the exchange integral, K12. The second is an antiferromagnetic (AFM)

contribution, which is intimately linked to the square of the energy difference be-

tween the singly-occupied molecular orbitals, (ϵ1 − ϵ2)
2. This duality highlights



Chapter 4 135

the delicate interplay and competition between FM and AFM interactions that

ultimately determine the electronic nature of the gap.

Hence, achieving a ferromagnetic ground state reduces to the following prob-

lem: (i) how to arrange within an organic molecule SOMOs that lay degenerate;

and (ii) how to concurrently optimize the conditions to bolster a substantial K12

value.

4.1.2. Qualitative models for ground-state properties of diradicals

The most straightforward answer to question (i) formulated above would be

to consider molecular symmetry. Group theory demonstrates that certain sym-

metries can give rise to doubly degenerate MOs. When these symmetries yield

degenerate frontier MOs, their energy difference, (ϵ1 − ϵ2), becomes zero, ef-

fectively leading to the vanishing of the AFM contribution according to the

electronic structure considerations described so far. This type of MO degener-

acy is characteristic of molecules with a three-fold (or higher) rotational axis or

those with D2d symmetry.35 For instance, benzene has such a doubly degenerate

molecular orbitals, as it belongs to the D6h point group. Yet, benzene typically

possesses enough electrons to also fill the degenerate frontier orbital, preventing

the formation of open-shell electronic structures in practice. This highlights that,

while MO symmetry is crucial, it is not a sufficient condition to guarantee an

open-shell ground state.

Expanding upon the principles of molecular symmetry, the Longuet-Higgins36

analysis offered an innovative insight into the design of high-spin hydrocarbons.

This theory made significant strides in identifying compounds where the number

of electrons harmoniously matches the number of degenerate MOs, anchoring in
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the principles of Huckel MO theory37 and Hund’s rule. Central to this approach

is that the energy levels of a number N of 2pz atomic orbitals combining into N

π-molecular orbitals, align predictably as established by the pairing theorem.38

A key observation of Longuet-Higgins was that the maximal number of double

bonds in any given resonance structure of a hydrocarbon (M) aligns with the

number of degenerate non-bonding molecular orbitals (NBMOs), which in turn

reflects the number of electrons populating them.35 In short, this relationship

can be represented as:

NNBMOs = Nunpaired = N − 2M (4.9)

Following the analysis of Longuet-Higgins, a wide set of alternant hydrocarbons

displaying two singly-occupied NBMOs have been designed, which are usually

referred to as non-Kekulé hydrocarbons (i.e., cannot be assigned to a closed-shell

Kekulé structure).

For illustrative purposes, consider two isomers of xylylene: p-xylylene and m-

xylylene, depicted in Figure 4.1a and Figure 4.1b, respectively. First, p-xylylene

possesses 8 carbon atoms and 4 double bonds can be counted in one of its reso-

nance structures (the closed-shell quinoidal resonance structure). Then, by the

application of equation 4.9, zero NBMOs are anticipated and, thus, a closed-shell

ground state is predicted at a first order approximation. In contrast, m-xylylene,

displaying the same carbon count, has only 3 double bonds in all its resonance

structures, which results in two NBMOs populated by two electrons, yielding

a triplet ground state by the application of the Hund’s rule. The comparison

between p- and m-xylylene constitutional isomers illustrated in Figure 4.1a-b
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provide valuable insights, such that subtle topological discrepancies can signifi-

cantly alter the fundamental ground state properties.

Closed-shell
structure is
not possible

Closed-shell
structure is
not possible

N = 8

M = 4
N – 2M = 0

N = 8

M = 3
N – 2M = 2

N = 6

M = 2
N – 2M = 2

0 > 0 0

(a) p-xylylene (b) m-xylylene (c) bisallyl

Figure 4.1: Comparison of three compounds structured as a table. In the first
row, the names of the compounds are identified (namely, (a) p-xylylene, (b)
m-xylylene, and (c) bisallyl). The second row showcases their respective Lewis
structures along with the values for N and M. The third row presents the Longuet-
Higgins calculation and prediction regarding the number of NBMOs. Lastly, the
fourth row visualizes the molecular orbitals, electron distribution, ρ(r), and the
Borden-Davidson prediction of K12 for each compound.

However, the ground spin states of some alternant hydrocarbons have been

found to be contradictory to the Longuet-Higgins prediction. For example,

whereas the ground state for tetramethyleneethane (also referred to as bisal-

lyl, see Figure 4.1c) is predicted to be a triplet according to Longuet-Higgins’

analysis. The experimental characterization demonstrates, however, that the sin-

glet and triplet states are nearly degenerate,39 unveiling thus, that the Hund’s
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rule cannot be applied so straightforwardly in this case. The evidences derived

from the bisallyl diradical stress the importance of addressing the second part

of the question formulated in the last paragraph of the previous section, i.e,

concurrently bolster the FM term dominated by the magnitude of K12.

More recently, models such as the ones pioneered by Ovchinnikov40 and Lieb41

offered further insights on predicting the multiplicity of the ground state of hy-

drocarbons such as bisallyl. However, the application of these models has been

notably limited in this thesis in favor of the model of Borden and Davidson,42

(BD), which is also capable of accounting for such complexity. According to

the Borden-Davidson model, non-Kekulé hydrocarbons can be classified into two

categories with respect to the topology of their singly-occupied NBMOs. In the

first one, the NBMOs are found to be disjoint, meaning the atomic orbitals con-

tributing to one NBMO do not overlap with those forming the other. This results

in the SOMOs being localized in separate regions of the carbon scaffold. Instead,

in the second category, the NBMOs comprise a non-disjoint set, where some of

the atomic orbitals contribute to both NBMOs. As illustrated in Figure 4.1 ,

the NBMOs of p-xylylene and bisallyl clearly indicates that both compounds fall

into the disjoint category, as the 2pz basis of the carbon scaffold contributing to

the first SOMO, ψ1, do not contribute to ψ2, and vice versa. Instead, the 2pz

basis centered at the carbons of the benzene ring of m-xylylene contribute to

both ψ1 and ψ2 SOMOs, positioning m-xylylene into the non-disjoint category.

This classification holds significant implications in the FM component of the

singlet-triplet gap, particularly concerning the magnitude of the exchange inte-

gral K12. In this regard, a close examination of equation 4.5 reveals that the

exchange integral attains its maximum values when the electrons are expected
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to be close to each other, i.e. r12 = |r1 − r2| → 0. Hence, the magnitude of K12

is largely associated to the extreme values of the overlap density,43 ρ(r). Accord-

ingly, diradicals comprising a pair of SOMOs that share a significant non-null

density region inherently display a non-zero ρ(r) and, by extension, a non-zero

K12. Hence, if the SOMOs are spatially separated (forming a disjoint set), the

overlap density is expected to be close to zero, leading also to K12 → 0, which,

in turn, results in a nearly equivalent energy of the singlet and triplet states

according to equation 4.7. Instead, when the NBMOs are non-disjoint, the SO-

MOs have a substantial overlap with those of the other, sharing common regions

within the carbon scaffold (see bottom panels of Figure 4.1 for ρ(r) and K12).

As a result, the SOMOs topology leads to non-vanishing regions of ρ(r) when

these form a non-disjoint set, leading subsequently to K12 ≫ 0 and a significant

∆EST gap, as inferred from equation 4.7. Overall, the classification of SOMOs

into disjoint and non-disjoint sets provided by the Borden-Davidson model still

offers a robust framework for qualitatively predict the ground states of molecules

such as p-xylylene and m-xylylene. In addition, this (non-)disjoint classification

is able to capture the complexities inherent in predicting the ground state of

bisallyl diradical, an aspect where the Longuet-Higgins model falls short.

Overall, the qualitative models discussed earlier have played a critical role in

the design of diradicals exhibiting FM interactions between their two electrons.

The approach has involved a methodical process: (i) first, Longuet-Higgins’

model is applied to determine whether the molecular topology results in two

half-filled (i.e. singly-occupied) NBMOs, thus securing non-Kekulé electronic

structures and a null AFM contribution to the ∆EST gap. (ii) After that, the

magnitude of K12 can be evaluated to determine the (non-)disjoint character of



140 Design of antiaromatic organic diradicals with robust triplet ground state

the SOMOs, leveraging Borden and Davidson’s model for those candidates meet-

ing the first criterion. Hence, molecules that satisfy conditions (i) and (ii) can be

selected for further study and computational analysis using DFT and multide-

terminantal SCF calculations, where the magnetic properties beyond first-order

approximations can be explored. This structured approach has enabled the sys-

tematic and quick identification of diradicals with desired FM interactions.

4.1.3. Potential candidates: pentalene-based diradicals

Stability is a desired attribute for radical building blocks in many applications.

However, organic radicals are prone to undergo dimerization, recombination pro-

cesses or disproportionation reactions,44 leading to a closed-shell structure of the

resultant products and, thus, usually being categorized as relatively unstable.

Overall, there are three main strategies to enhance the stability of radicals.45

(i) The first strategy consists of the steric protection of the spin-bearing units.

This involves introducing bulky substituents to shield the radical center, thereby

hindering unwanted reactions.46–48 While this approach leads to kinetically per-

sistent radicals (as illustrated in Figure 4.2a), it presents an arguable downside:

the bulky groups can isolate the radical centers from the rest, resulting in dis-

jointed SOMOs that effectively dampen the desired magnetic properties. (ii)

The second strategy does not rely on physical barriers but, instead, on electronic

stabilization. By extending the conjugation around the radical center, the un-

paired electron of the radical becomes electronically delocalized.49–51 This not

only lowers its overall electronic energy but also dilutes the spin density, bolster-

ing both its stability (see an example in Figure 4.2b).45 (iii) Finally, the usage of

lightweight heteroatoms, like oxygen, sulfur and nitrogen, has also been proven

beneficial. Compared to full-carbon radicals, these heteroatom-based radicals
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exhibit reduced reactivity towards oxidation processes and are less prone to un-

dergo dimerization reactions.45,52,53 An example of this strategy can be seen in

Figure 4.2c.

(a) (b) (c)

Figure 4.2: Examples of the three main strategies employed to enhance the
stability of radicals. (a) Steric protection of the radical center using bulky sub-
stituents. (b) Electronic stabilization through extended conjugation around the
radical center. (c) Incorporation of lightweight heteroatoms to reduce radical re-
activity.

The former strategies have been widely employed to produce a large set of

diradicals with a triplet ground state based on the aforementioned m-xylylene

building blocks.54–56 However, the work presented here is an attempt to shift away

from xylylene-based units in favor of other building blocks, seeking to explore

and harness the potential of other promising and innovative units for similar

applications. In this regard, a recent study of Winter and co-workers57 proposes

a starkly different approach in relation to the strategy (ii). While the customary

strategy instrumentally utilizes an aromatic π-conjugated unit to dilute the spin

density of the spin-bearing unit, ·R, the process is at the expense of losing some

amount of aromatic character (as depicted in Figure 4.3a). That is, the aro-

matic moiety, having (4N+2) π-electrons, donates electronic density to stabilize

the radical, resulting in a dilution of its aromatic character and the emergence

of resonance structures with (4N+1) π-electrons. Conversely, the approach pro-
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posed by Winter involves an antiaromatic moiety. As shown in Figure 4.3b, this

scenario is mutually beneficial for both the spin-bearing unit and the antiaro-

matic unit. That is, by diffusing the spin density, the inherent (4N) antiaromatic

nature of the moiety is attenuated. Here, the radical center donates or withdraws

electrons, which reduces the antiaromatic character, bringing about stabilization

towards a substantially contributing (4N-1) resonance structure. This scenario

establishes a cooperative effect where the radical and the substituent stabilize

each other, contrasting the traditional unidirectional stabilization seen with the

classical aromatic approaches. Note that, while the discussion around Figure 4.3

is centered on the donation of an electron from the antiaromatic coupler to the

spin-bearing unit, the opposite process could also take place. That is, it is also

possible that the radical center donates the unpaired electron to the aromatic

or antiaromatic unit, which would lead to 4N+3 or 4N+1, respectively (that are

also a 4N+1 and 4N-1 with another value of N).

While the previous strategy has been proven experimentally effective for a set

of monoradical compounds, their topology does not permit an intuitive way to

extend their structure to account for two or more spin-bearing units and, thus, the

potential formation of a diradical would be structurally impeded. Moreover, the

topology of the carbon scaffold of the presented units does not straightforwardly

satisfy the principles of the Borden-Davidson model, arguably hampering the

design of diradicals presenting a high-spin ground state. For this reason, we

leveraged the principles of their work to select a different set of antiaromatic

units that, based on the previous premise, also possess the electronic structure

conditions to lead to a diradical with a triplet ground state.
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Figure 4.3: Schematic representation of the radical stabilization strategies. (a)
The blue moiety represents the traditional aromatic system with (4N+2)π elec-
trons interacting with a radical (depicted by the yellow circle), leading to a radi-
cal with a minor contribution of a (4N+1)π resonance structure and a formally
charged residue (both depicted in green). (b) In Winter’s approach, the antiaro-
matic moiety with (4N)π electrons (depicted in red), and its interaction with a
radical results in a stabilized structure with (4N-1)π electrons with a significant
contribution. Overall the coloring scheme indicate a descending order of potential
stability while progressing from blue → green → yellow → red.

Among the wide amount of antiaromatic units documented in textbooks and

scientific publications, the study presented here particularly centers on pentalene

derivatives. Pentalene (see Figure 4.4a) stands out as one of the most extensively

researched antiaromatic compounds, often employed to probe and test the nature

of antiaromaticity itself. Although pentalene has been traditionally viewed as

an archetype of instability,60–62 recent advancements in synthetic techniques63–65

and innovative molecular designs have pivoted the study of certain pentalene

derivatives from merely academic curiosities to practical applications. Among
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others, structures that have gained attention include those with [n]acene ring

insertions65–67 (see Figure 4.4b), n-doped hetero-substitutions68–70 (Figure 4.4c),

and dibenzoannulation71–75 (Figure 4.4d), all of which have been successfully

isolated and characterized. Beyond their recognized inherent instability, an-

tiaromatic molecules are known for their narrow HOMO-LUMO gap.76–78 This

feature, coupled with their newfound synthetic viability, has encouraged notable

efforts in the synthesis and characterization of structures, culminating in a set of

nanohoops58,70,75,79–81 and covalent (metal)organic frameworks59,82 (as the ones

illustrated in Figures 4.4e and 4.4f) with potential applications as batteries for

energy storage solutions due to its proved amphoteric redox behavior.59

(a) (b) (c) (d)

(e) (f)

Figure 4.4: (a) The basic structure of pentalene. (b) An example with a fused
ring within the pentalene scaffold, indicative of [n]acene ring insertions. (c) A
pentalene derivative featuring nitrogen substitutions, representing n-doped hetero-
substitutions. (d) An extended structure with additional benzene rings on either
side, representing the dibenzoannulation. (e) A three-dimensional rendering of a
nanohoop, constituted by six dibenzoannulated pentalenes. (f) A pentalene-based
covalent organic framework, with an emphasized region highlighting a repeated
unit similar to the zoomed structure on the right, illustrating the fundamental
building blocks of the framework. (Images at (e) and (f) have been adapted from
the original publications58,59)
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The structure of the antiaromatic molecules presented in Figure 4.4a-d have

inspired us to elaborate various routes to systematically explore the ability of

pentalene as a coupler to bolster FM interactions between unpaired electrons.

Initially, we explored all feasible connectivities of open-shell cores (R) to the

pentalene structure (illustrated as route 1 in Figure 4.5), resulting in the whole

set of doubly-substituted pentalene constitutional isomers (R2-Pl). Within this

context, we considered the methylenyl (R=My) group, marked in gray in Figure

Figure 4.5, as a basic model. However, due to its inherent instability and propen-

sity for disproportionation or recombination, it serves better as a theoretical

construct rather than a practical option. Shifting our focus to more viable alter-

natives, we constrained our selection on open-shell units that exhibit persistence

under ambient conditions, aligning with increasing the kinetic stability by means

of the steric protection strategy previously discussed. In this regard, diphenyl-

methyl (R=DPM) cores emerged as suitable options, as their steric bulk shields

the spin-bearing centers and reinforces the kinetic stability of the diradicals. To

further enhance the kinetic stability, we included polychloro-diphenylmethylenyl

(R=PDM) cores, specifically the di-(2,6-dichloro)-diphenylmethylenyl deriva-

tive. The introduction of bulky halogen substituents in the ortho positions of

the phenyl rings is designed to further bolster the thermal resilience of the di-

radicals.

Upon selecting the R2-Pl isomers with the most promising potential for high-

spin ground states, we examined the impact of incorporating [n]acene into the

pentalene framework (route 2 in Figure 4.5). This led to a series of R2-substituted

dicyclopenta-[n]acenes and n-doped diaza-dicyclopenta-[n]acenes, denoted to as

R2-DPA[n] and R2-DADPA[n] for X=CH and X=N, respectively (see Fig-
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ure 4.5). The bare DPA[n] and DADPA[n] series are known for their gradually

diminishing antiaromaticity as n increases.66,67 However, according to the stabi-

lization mechanism based on antiaromatic couplers, as the antiaromatic character

is diluted in progressing through the series, the stabilization effect of the resulting

X = CH : 1,6-R2-DBP
X = NH : 1,6-R2-DADBP

X = CH : 2,7-R2-DBP
X = NH : 2,7-R2-DADBP

X = CH : 3,8-R2-DBP
X = NH : 3,8-R2-DADBP

X = CH : 4,9-R2-DBP
X = NH : 4,9-R2-DADBP

10
1

2

3 4
5

6

7

89

dibenzo[a,e]pentalene

DBP

R=My R=DPM R=PDM

X = CH : DPA[n]
X = N    : DADPA[n]

…

0

1

2
3

Radical Centers

2

Figure 4.5: Schematic representation of the explored routes for designing an-
tiaromatic molecules based on the pentalene structure. Structure 0 illustrates
the basic pentalene unit. Route 1 shows the connection of open-shell cores to
the pentalene structure resulting in a set of doubly-substituted pentalene isomers.
Route 2 expands on the pentalene framework by incorporating the [n]acene units,
leading to R2-substituted dicyclopenta-[n]acenes and n-doped diaza-dicyclopenta-
[n]acenes. Route 3 illustrates dibenzoannulated derivatives of pentalene, including
dibenzopentalene (DBP) and diaza-dibenzopentalene (DADBP) structures. The
various molecular cores, including My, DPM, and PDM, and their radical cen-
ters are also depicted in grey at the top-right corner of the figure.
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R2-DPA[n] and R2-DADPA[n] diradical units is then expected to decrease.

Overall, the purpose of exploring this route is twofold: testing the stabilization

mechanism based on antiaromatic couplers and examining the influence on the

singlet-triplet gap across the [n]acene series.

Lastly, our exploration extended to dibenzoannulated pentalene derivatives

(route 3 in Figure 4.5). This inclusion is motivated by the prevalent success

in synthesizing pentalene derivatives based on dibenzopentalene (DBP) and

diaza-dibenzopentalene (DADBP) moieties. As corroborated experimentally,

(DA)DBP units exhibit significantly reduced antiaromatic characteristics, re-

sulting in one of the most employed choices in the aforementioned nanohoops

and covalent organic frameworks applications. As with route 1, we investigated

the influence of connectivity on both the antiaromatic character and the singlet-

triplet gap.

While the previous objectives delved into assessing the magnetic properties

of the pentalene-based diradicals, it is also fundamental to assess their derived

stability. According to the mechanism proposed by Winter and co-workers,57 co-

operative stabilization effects between the bare antiaromatic unit and the spin-

holding precursors emerge when covalently linked: the unpaired electron de-

localizes towards the antiaromatic coupler, contributing to alleviate the overall

antiaromatic character. Although cooperative stabilization effects offer a glimpse

into the expected behavior of the pentalene-based diradicals, further proofs must

be provided, specially when dealing with such an archetypal unstable precursor

as it is pentalene.
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However, stability itself remains a concept without a universal reference point,

deeply embedded in context-dependent inquiries such as "Stable compared to

what?" or "Under what conditions?" From the experimental perspective, stabil-

ity can be empirically observed in chemical systems under various conditions.

However, it is particularly challenging to gauge from the computational stand-

point. That is, simulating laboratory conditions, including the medium, temper-

ature, and pressure, within theoretical frameworks, introduces additional layers

of complexity to the precise prediction and understanding of this concept.

In the context of the poly-cyclic, fully-conjugated systems discussed in this

chapter, the (anti)aromatic character can provide tentative insights into the sta-

bility of these systems. Yet, aromaticity is also complex to quantify since it is

not a quantum observable nor can be generally measured by any Hamiltonian

operator. Although the direct quantification of aromatic stability is elusive, in-

direct methods can aid the evaluation of aromatic characteristics. Such methods

include (i) assessing the response of a molecule upon the effect of an external

magnetic field by means of NICS among others (as elaborated in the methodol-

ogy chapter i.e. Chapter 2), which results in induced ring currents within the

π-system. On the other hand, (ii) aromaticity insights can be derived from struc-

tural analysis. In this regard, examining atomic arrangements, bond lengths, and

patterns within the carbon scaffold can reveal the degree of electron delocaliza-

tion and resonance stabilization inherent to the (anti)aromatic system, giving

rise to the well-know set of bond length alternation (BLA) analysis. When these

structural insight are combined with magnetic response behavior, they provide

a multifaceted picture of aromaticity.
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Nonetheless, recent studies challenge the notion of a straightforward correla-

tion between (anti-)aromaticity and (un)stability,83,84 casting further doubt on

the reliability of aromaticity as a surrogate criterion of stability. Consequently,

it becomes critical to (iii) evaluate stability by measuring the energy of the sys-

tem during carefully orchestrated reactions and processes (further discussion in

following sections). It is then the combination of (i) response to specific external

stimulus, (ii) structural analysis, and (iii) energy-based assessments that leads

to the most accurate picture of the stability.

4.2. Results and discussion

4.2.1. Prediction of the ground-state multiplicity of R2-Pl isomers

1,2-My2-Pl 1,3-My2-Pl 1,4-My2-Pl

1,6-My2-Pl 2,4-My2-Pl 2,5-My2-Pl

Figure 4.6: Lewis structures of all the possible My2-substituted pentalene
iomers. Among the whole set of Lewis structures, the figure collects those with
the highest number of double bonds.

This section is devoted to inspect the ground state characteristics of pental-

ene isomers discussed earlier (see route 1 in Figure 4.5). Although most of the

analyses carried out in the following sections employ SCF calculations, this spe-

cific assessment only requires Longuet-Higgins and Borden and Davidson (non-

)disjointness analysis along with Hückel MO calculations to determine the MO

topology. In this regard, Figure 4.6 presents some of the Lewis structures of all
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possible My2-Pl constitutional isomers. While numerous resonance structures

can be derived for each isomer, the figure collects those with the highest number

of double bonds. Given that all My2-Pl isomers have the same carbon count

(N=10), the Longuet-Higgins model predicts non-zero NBMOs solely for isomers

with 4 double bond pairs, i.e. essentially those without a closed-shell quinoidal

Kekulé structure. Now, in accordance with the results collected in Figure 4.6,

only 1,3-My2-Pl and 2,5-My2-Pl isomers meet this criterion, making them the

leading contenders for a triplet ground state as per Longuet-Higgins criterion.

2,5-My2-Pl

1,6-My2-Pl

1,3-My2-Pl

1,4-My2-Pl

1,2-My2-Pl

2,4-My2-Pl

MOa MOb MOa MObIsomer Isomer

ΔEab≠ 0 Ha.

ΔEab≠ 0 Ha.

ΔEab≠ 0 Ha.

ΔEab≠ 0 Ha.

ΔEab≠ 0 Ha.

ΔEab= 0 Ha.

Figure 4.7: SOMOs topology and ∆Eab (gap between SOMOs indexed as ‘a’
and ‘b’) for all the structural isomers of My2-DPA[0]. While all the compounds
are found to possess a pair of non-disjoint SOMOs, the only isomer displaying a
gap of ∆Eab = 0 is 2,5-My2-DPA[0].

To ensure a significant singlet-triplet gap, ∆EST , we have examined the

MO topology of the frontier molecular orbitals across the My2-Pl series. Un-

der the assumption of planarity, Hückel MO is valid and, thus, provides a

computationally-efficient method to discern the MO topology and determine the

(non-)disjoint character of the frontier orbitals. In accordance with the Longuet-

Higgins predictions, the Hückel MO calculations (refer to Figure 4.7) reveal an

absence of NBMOs for all My2-Pl constitutional isomers with a closed-shell
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quinoidal resonance structure. Likewise, Hückel MOs topology also confirms that

the MOs of 2,5-My2-Pl are not only degenerate but also form a non-disjoint

set. However, the MO topology for 1,3-My2-Pl displays just one of the two ex-

pected NBMOs. Notably, this indicates that the 1,3-My2-Pl MOs are not truly

degenerate, resulting in a potential AFM contribution on the ∆EST gap and the

inappropriate usage of Hund’s rule. In summary, the 2,5-My2-Pl connectivity

emerges as the only candidate among the set displaying the required conditions

to exhibit a considerable ∆EST gap and, consequently, it has been the focal point

of study in the subsequent subsections.

4.2.2. Qualitative prediction of the ∆EST gap of R2-(DA)DPA

In a similar vein, the prediction of the ground state multiplicity can be carried

out in a first approximation for the whole My2-DPA[n] series. As illustrated for

My2-DPA[0] (i.e. My2-Pl) and My2-DPA[3] in Figure 4.8a-b respectively,

the MO topology at a Hückel level of theory is found to be consistent with a triplet

ground state as per Longuet-Higgins and Borden-Davidson models. However,

recalling the initial discussion in this chapter, the application of ferromagnetically

coupled units require a large Curie temperature, TC , and thus, a large ∆EST gap.

While the Borden-Davidson model can distinguish between molecular orbital

typologies that result in either a triplet or singlet ground state, further insights

are required to determine which compounds among the My2-DPA[n] series

exhibit a sufficiently large ∆EST to achieve high values of TC . It is reasonable to

guess by means of general chemical knowledge that all of these molecules display

a different ∆EST . However, Borden-Davidson model, in its current form, is not

able to provide quantitative approximation to the ∆EST gap, but just guarantee

the triplet ground state in a first approximation.
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Figure 4.8: Energy levels, occupation and SOMO projected onto the carbon
scaffold for (a) My2-DPA[0] and (b) My2-DPA[3] compounds. For the pair of
the two most non-disjoint SOMOs, see inset coefficients of the corresponding
linear combination. (c) Non-disjointness parameter (K), computed for the first
4 (n=0,3) My2-DPA[n] diradicals.

One of the developments carried out during this work has been a further step

in this direction. First, the SOMOs obtained by means of Hückel MO theory (ψ1

and ψ2) are expanded as the usual linear combination of atomic orbitals:

ψ1(r) =
∑
i

c1iχi(r)

ψ2(r) =
∑
i

c2iχi(r)
(4.10)

where ψi(r) correspond to the i-th SOMO, χk(r) correspond to the 2pz atomic

orbital basis and {cik} is the set of expansion coefficients (see the discussion

around equation 4.5). Now, as the overlap density is defined as ρ(r) = ψ1(r)ψ2(r),

it can be re-expressed as:

ρ(r) =
∑
i

c1ic2i[χi(r)]
2 + 2

∑
i

∑
j>i

c1ic2jχi(r)χj(r) (4.11)
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Given the localized nature of the χk(r) basis, the products χk(r)χl(r) → 0 as the

distance between atoms increases or the basis functions become more localized.

Assuming a high-localized limit, all the crossed terms vanish, prevailing only

the products of basis located at the same center. Hence, equation 4.11 can be

approximated as:
ρ(r) ≈

∑
i

c1ic2i[χi(r)]
2 =

∑
i

ρi(r) (4.12)

where only the first term of equation 4.11 prevails. Note that, while this approx-

imation would not be valid for slowly-decaying and diffuse atomic orbitals with

high principal or azimuthal quantum numbers, the present case study is con-

strained to the 2pz orbitals of carbon atoms, thus, making this approximation

reasonable in this context. In a similar manner, incorporating this approximation

into the formal definition of K12 (equation 4.5) results in:

K12 =

∫∫ [∑
n

ρn(r1)ρn(r2)

|r1 − r2|
+ 2

∑
n

∑
m>n

ρn(r1)ρm(r2)

|r1 − r2|

]
dr1dr2 (4.13)

which, again, can be further simplified as done in equation 4.12 for ρ(r) as

K12 ≈
∫∫ ∑

n

ρn(r1)ρn(r2)

|r1 − r2|
dr1dr2 =

∑
n

∫∫
ρn(r1)ρn(r2)

|r1 − r2|
dr1dr2 (4.14)

Note that the former expression benefits from the commutation relation between

integral and discrete summation operators. Now, recovering the explicit expres-

sion for ρi(r) = c1ic2i[χi(r)]
2 utilized in equation 4.11 it follows that:

K12 =
∑
n

(c1ic2i)
2

∫∫
[χi(r1)]

2[χi(r2)]
2

|r1 − r2|
dr1dr2 (4.15)
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Subsequently, noting that χi(r) = χj(r+ r′), that is, all the orbitals are equiva-

lent except that they are centered at different positions, all the integrals result

identical, i.e.

k̃ =

∫∫
[χi(r1)]

2[χi(r2)]
2

|r1 − r2|
dr1dr2 =

∫∫
[χj(r1)]

2[χj(r2)]
2

|r1 − r2|
dr1dr2 ∀ i, j (4.16)

where k̃ corresponds to the self-repulsion Coulomb integral, i.e. ⟨ii|ii⟩, Finally,

the expression of K12 can be expressed in a compact notation as

K12 = k̃
∑
n

(c1ic2i)
2 ∝ ⟨c1◦c2|c1◦c2⟩2 = K12 (4.17)

where "◦" corresponds to the Hadamard (i.e. point-wise) product.

To elaborate on the implications of the formulation collected in equation 4.17,

consider how it reflects on the (non-)disjoint nature of molecular orbitals. Tak-

ing, for instance, a scenario with disjoint SOMOs, any coefficient that is nonzero

in ψ1 is necessarily zero in ψ2 and vice versa by the very definition of disjointness.

Consequently, the computation of the point-wise product of their vector coeffi-

cients, c1◦c2, results in a vector of zeros, thus leading to the conclusion that K12

is zero and confirming the disjoint character of the SOMOs. Conversely, when

considering non-disjoint SOMOs, some coefficients that are nonzero in ψ1 are also

nonzero in ψ2. In this case, the point-wise product c1 ◦ c2 must also have non-

zero elements in agreement with a significant overlap density. The magnitude

of K12, thus, serves as rough indicator of the degree of non-disjointness between

the SOMOs. This methodical approach does not only keep consistent with the

Borden-Davidson deductions, but also provides a quantitative perspective on

how structural modifications can impact the ∆EST gap.
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For example, in evaluating the diradical character within the My2-DPA[n]

series, as depicted in Figure 4.8c, a discernible trend is observed with the com-

puted K12 values: i.e. an increment in the number of rings within the pentalene

moiety coincides with a marked decrement in K12. Notably, the My2-DPA[0]

unit displays the most substantial ∆EST gap, suggesting a robust triplet char-

acter in comparison to the rest of compounds. As exemplified by these results,

leveraging K12 as an early-stage diagnostic tool has proven to be of great utility

during the early stages of the work reviewed herein, offering preliminary insights

into the molecular interactions that precede the more computationally taxing Ab

Initio calculations.

4.2.3. Quantitative prediction of the ∆EST gap of R2-(DA)DPA

As anticipated from the previous discussion, the evaluation of the ∆EST gap

for My2-DPA[0] and My2-DADPA[0] reveals a triplet ground state with a

large gap of ca. 5.7 kcal/mol and 8.5 kcal/mol, respectively (see blue symbol in

Figures 4.9a and 4.9b). Now, considering a Boltzmann distribution with partition

function

Z = 3 · e
−ET
RT + 1 · e

−ES
RT (4.18)

the triplet state population at room temperature (i.e., RT ≈ 0.6 kcal/mol) for

My2-DPA[0] reduces to

PT =
3 · e

−ET
RT

3 · e
−ET
RT + 1 · e

−ES
RT

· 100 =
3

3 + 1 · e
−∆EST

RT

=
3

3 + 1 · e− 5.7
0.6

≈ 100% (4.19)

indicating that these kind of pentalene-based diradicals could display excellent

magnetic properties once ensembled in a material. Notably, the ∆EST gap for the

protected diradical analogues DPM2-(DA)DPA[0] and PDM2-(DA)DPA[0],
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are similar to those observed in their unprotected My-substituted analogues (see

red and yellow symbols in Figure 4.9). This implies that integrating DPM and

PDM units into the molecular structure does not markedly quench the magnetic

interactions between the unpaired electrons and, thus, the sterically protected

analogs still hold substantial FM interactions.
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Figure 4.9: Singlet-triplet gap (∆EST ) as a function of the increasing num-
ber of fused 6-member rings (n from 0 to 3) for (a) R2-DPA[n] and (b) R2-
DADPA[n], respectively. Colored data points represent different cores: R=My
(blue), R=DPM (red), and R=PDM (yellow). Dashed lines are included as
guides to the eye and do not indicate continuity in any case.

In line with the predictions discussed in the previous subsection, the ∆EST

gap drastically drops upon increasing the number of inserted 6-member rings.

However, a crossover is observed in both series after n=2, reversing the energetic

stability of the singlet and the triplet states. Notably, such a crossover is at

odds with the prediction of models based solely on the topology of the SOMOs,

as a pair of non-disjoint NBMOs is found also at DFT level of theory for all

compounds of the My2-DPA[n] and My2-DADPA[n] series. Accordingly,

the DFT results highlight the significant role of electron correlation in expanded
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(diaza-)pentalene series, leading to apparent second-order effects that limit the

applicability of models based solely on the topology of the SOMOs.

The insights extracted from DFT/PBE0 calculations have been validated by

Complete Active Space (CAS) and Difference-Dedicated Configuration Interac-

tion (DDCI) methods (outlined in Chapter 2). Accordingly, we have been able

to determine the performance of the DFT approach and confirm the critical role

of the second-order effects on the ∆EST gap. As a proof of principles, we have

restricted our exploration to the n=0 and n=2 elements of both My2-DPA[n]

and My2-DADPA[n] series, i.e., just after the ∆EST crossover. Interestingly,

we found an excellent agreement between DFT/PBE0 and DDCI results (see first

two rows of Table 4.1), which demonstrates that PBE0 is a suitable choice of DFT

functional to adequately assess ∆EST gaps for this specific set of compounds.

In order to further analyze the origin of such second-order effects, we system-

atically expanded the active space from the simplest 2-orbitals and 2-electrons,

CAS(2,2), up to 10-orbitals and 10-electrons, CAS(10,10) (see last three rows of

Table 4.1). The good agreement between DDCI and CAS(2,2) demonstrates the

small impact of electron correlation at n=0, as the latter only accounts for the

correlation between the SOMOs of the diradical. In contrast, for n=2, the pre-

dicted ordering of singlet and triplet energy states is reversed when progressing

from CAS(2,2) to DDCI. While DDCI predicts an antiferromagnetic interaction

of the unpaired electrons (AFM, ∆EST < 0), CAS(2,2) wrongly renders a ferro-

magnetic interaction (FM, ∆EST > 0). Notably, the correct relative energy of

the spin states is recovered for CAS(4,4) and CAS(10,10), where a higher degree

of electron correlation is allowed by expanding the active space.
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Table 4.1: Comparison of singlet-triplet energy gaps (∆EST in kcal/mol)
for My2-DPA[0], My2-DPA[2], and their diaza-derivatives (My2-DADPA[0] and
My2-DADPA[2]) calculated using DFT/PBE0, DDCI(2,2) and CASSCF, using
active spaces of increasing size (2,2) → (10,10). The values for DFT/PBE0 and
DDCI calculations are colored in green to emphasize their agreement. Values
colored in red correspond to CAS(n,m) cases (being n and m the number of elec-
trons and orbitals, respectively) where the sign of ∆EST changes with respect to
DDCI(2,2).

Method My2-DPA[0] My2-DADPA[0] My2-DPA[2] My2-DADPA[2]
DFT/PBE0 +7.14 +8.01 -2.80 +1.14
DDCI(2,2) +7.28 +7.52 -2.12 +2.00
CAS(2,2) +7.56 +6.50 +0.70 +2.35
CAS(4,4) +17.89 +16.86 -8.18 +5.91

CAS(10,10) +9.72 +12.13 -4.21 +1.71

4.2.4. Assessment of the (anti)aromatic character of R2-(DA)DPA

As discussed earlier in the introduction section, we have assessed the stability

of the R2-(DA)DPA[n] diradicals by means of three criteria: (i) response of

the diradicals and bare antiaromatic couplers upon an external magnetic field by

means of NICS calculations, (ii) structural analysis by means of BLA analysis

and (iii) energetic criteria. In this regard, the presentation of the results and

discussion is first devoted for the most elemental unit of the set, i.e. My2-

(DA)DPA[0], under (i) and (ii) criteria and readily extended to the rest of the

cases. After that, the trends regarding the energetic criteria, (iii), are presented

for the whole series at once.

4.2.4.1. NICS and BLA results of My2-(DA)DPA[0]

As corroborated by theoretical studies85 and NMR analysis of 1,3,5-tri-tert-

butylpentalene,63,86 the instability of the isolated DPA[0] moiety is structurally

expressed through a pseudo-Jahn-Teller distortion from aD2h configuration, with

uniformly distributed C–C distances,87 to a C2h symmetry. This latter configu-
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ration is marked by a striking alternation of short and long C–C bonds, a pattern

made noticeable by the BLA analysis depicted in Figure 4.10a. This alternation

has been shown to result in a localized π system, which serves to mitigate the

antiaromatic character of the compound.88 Therefore, the presence or absence of

an alternating carbon scaffolds may be indicative of the degree of antiaromaticity

in the analogous My2-DPA[0] diradical.

Interestingly, the alternating C–C bond pattern observed in DPA[0] expe-

riences a significant shift with the incorporation of My open-shell units. As

depicted in Figure 4.10a, the resultant My2-DPA[0] diradical recovered a D2h

point group symmetry. Another particularly noteworthy characteristic of My2-

DPA[0] is the short C–C bond length of 1.364 Å between the My and DPA[0]

units, marked in red in Figure 4.10a, alongside an apparent distortion within the

pentalene moiety, as evidenced by the 1.387 Å distances colored in green. Over-

all, these observations suggest that the incorporation of the My unit together

with the additional two unpaired electrons significantly impacts the electronic

structure throughout the carbon scaffold, potentially altering its aromatic char-

acter.

In order to evaluate the(anti) aromatic character of My2-DPA[0], the chem-

ical shielding has been examined by means of NICS, using the bare DPA[0]

structure as a baseline comparison. Essentially, aromatic compounds are known

to generate a diatropic electron current when subjected to an external mag-

netic field, which in turn causes the molecules to be shielded upon the external

field.62,89 In contrast, antiaromatic compounds promote a reversed paratropic

electron flow, resulting in a deshielding effect. The main insight from NICS is

thus that this indirectly measured flow tropicity can be used as a proxy for gaug-



160 Design of antiaromatic organic diradicals with robust triplet ground state

1.
48
9

1.350

1.351 1.46
8

1.
45
2

1.350

1.3511.46
8 1.

48
9

1.
45
3

1.453

1.387 1.387

1.
48
7

1.453

1.3871.387 1.
45
3

1.3641.364

  0.0

 -2.7 

 -5.4

 -8.1

-10.8

0

-6

+6

+12

+18

BLA surf-NICS
iso
(1)(a)

D
PA

[0
]

M
y 2
-D

PA
[0
]

(b)

BISALLYL–LIKE PENTALENE–LIKE 

(c)

Figure 4.10: (a) BLA analysis for bare DPA[0] and My2-DPA[0] diradical, with
bolded distances indicating shorter values and gray distances representing larger
values. (b) surf-NICSiso(1), where the color gradient ranges from red to blue, in-
dicating regions from high deshielding to high shielding in ppm, respectively. The
position of all carbon atoms is colored in black for DPA[0], while carbon atoms
in My2-DPA[0] are colored according to BLA. The position of hydrogen atoms is
colored in gray in both compounds. (c) Average resonance structures for My2-
DPA[0], with bisallyl-like structures (green) and pentalene-like structures (red),
emphasizing the former being more likely. Note that the analyses for DPA[0] and
My2-DPA[0] have been carried out for their respective ground electronic states
(closed-shell singlet and triplet, respectively).

ing the (anti)aromatic character. While the shielding or deshielding effects are

most pronounced at the centers of carbon rings, our analysis was broadened to

include the calculation of NICSiso(1) over the entire molecular plane, a method

referred here to as surf -NICSiso(1). This method, previously utilized effectively
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by Lampkin and co-workers,90 provides insights not only of the (de)shielding

attributes linked to the electron current’s tropicity, but also hints at which dom-

inant resonance structure takes place.

Turning the attention first to the (anti)aromaticity insights, the surf -NICSiso(1)

profile for the bare DPA[0] unit reveals a notably high NICSiso(1) value of ap-

proximately 18 ppm at the center of both five-membered rings (see Figure 4.10b).

This significant deshielding at these specific positions is indicative of the expected

antiaromatic nature of the compound. In contrast, the surf -NICSiso(1) map for

My2-DPA[0] shows a slight negative NICSiso(1) value of 0.05 ppm at the ring

centers. This noticeable disparity when compared to the DPA[0] suggests a

considerable dampening in antiaromaticity for the diradical derivative relative

to its antiaromatic precursor.

X = CH

X = N

DPM PDM

Figure 4.11: Carbon scaffold and distance of DPA[0](X=CH) and DADPA[0]-
based (X=N) radicals (in rows), with the DPM and PDM spin-bearing units (in
columns).
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Moreover, in line with the BLA results discussed above, surf -NICSiso(1) also

reveals alternant shielded regions along the carbon scaffold, indicating a set of

localized π–π interactions and further evidence of the characteristic C2h pseudo-

Jahn-Teller distortion of the bare DPA[0]. In contrast, the surf -NICSiso(1) map

of My2-DPA[0] depicts two local π-conjugated regions (see Figure 4.10b), each

consisting of three carbon atoms, that resemble the structure of the bisallyl di-

radical mentioned in the introduction of this chapter. Moreover, a noticeable

shielded region between My and DPA[0] carbon atoms is also apparent, fur-

ther proving the strong interaction between the open-shell cores and the coupler

suggested above. Thus, our findings unveil that the electronic structure of the

DPA[0] in My2-DPA[0] resembles more closely to that of a non-aromatic,

bisallyl-like diradical rather than an antiaromatic, pentalene-like one (see Fig-

ure 4.10c, green and red, respectively). The results discussed thus far for My-

substituted radicals can be straightforwardly extended to the DPM and PDM-

substituted analogs by means of the BLA analyses. As illustrated in Figure

4.11, DPM2-DPA[0] and PDM2-DPA[0] diradicals also display the bisallyl-

like carbon scaffold. In the case of DPM2-DADPA[0] and PDM2-DADPA[0]

systems, however, the BLA analyses do not provide so much insight because the

N atoms inherently alter the bond length distribution, blurring the conclusions

that might be extracted from this type of analyses. For this reason, we will

exclusively focus on the energy criterion in a following section.

Collectively, our findings illustrate a substantial attenuation of the antiaro-

matic character of R2-DPA[0] in comparison to its DPA[0] precursor. Im-

portantly, the NICS and BLA analyses reveal that R2-DPA[0] exploits the

synergistic stabilization energy introduced by Winter,57 thus providing further
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evidences that pentalene derivatives are not merely interesting for their magnetic

properties but also for their severely dampended antiaromatic character.

4.2.4.2. Extension of NICS and BLA results on R2-(DA)DPA[n] series

The evaluation of the (anti)aromatic nature within the My2-DPA[n] and

My2-DADPA[n] series was performed through NICS measurements at the cen-

ter of each ring (refer to Figure 4.12). We distinguished between the centers of

the five-membered rings (C5, marked in blue) and the two types of six-membered

rings (central and side, i.e. CM
6 and CS

6, indicated by orange and green, respec-

tively). For this analysis, we concentrated on the ZZ component of the magnetic

tensor, situated 1 Å above the molecular plane, and referred to as NICSZZ(1). As

elaborated in the methodology section (Chapter 2), the key contributions to the

chemical shielding indicated by NICSZZ(1) are derived from the π-system. Con-

sequently, this metric is considered a more precise indicator of the (anti)aromatic

character of planar molecular structures compared to the NICSiso(1) variant used

previously. It is important to note that the surf -NICSiso(1) analysis conducted

in the preceding section aimed to provide insights into additional aspects of the

electronic structure, which NICSZZ(1) alone may not fully encompass.

As illustrated in Figure 4.12a, the NICSZZ(1) analysis for the My2-DPA[n]

series reveals that the relative NICS value between triplet (T) and open-shell

singlet (OSS) states consistently expands upon increasing n in all ring types

(compare the values of 2.3 and 0.3 ppm in My2-DPA[0] to 1.2 and -2.3 of My2-

DPA[1] and so on). This trend suggests an enhanced aromatic character in the

OSS electronic configuration relative to the triplet across the series. Notably,

this observation is consistent with the chemical knowledge, as the electronic

structure associated with the anti-parallel spin alignment can favor the electron
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correlation by, for example, bond formation. Thus, when such bond formation

does not result in an antiaromatic electronic structure, the NICSZZ(1) lower in

accordance to that, thus revealing more aromatic character in the OSS solution

compared to the triplet.
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Figure 4.12: NICSZZ(1) results for diradicals (R=My) and bare couplers from
(a) DPA[n] and (b) DADPA[n] series across the number of fused [n]acenes, n.
NICSZZ(1) values for bare couplers are highlighted in red within each ring. For
diradicals, NICSZZ(1) values are distinguished between triplet (italic) and singlet
(bold) states. A color-coded NICSZZ(1) gap between these states is presented for
clarity: blue, orange, and green correspond to rings C5, CM

6 and CS
6 , respectively.

Additionally, the trends along the series evidence a pronounced decline in

NICSZZ(1) values for the bare DPA[n] couplers, which is highlighted in dark red

background color in Figure 4.12a. This trend suggests a gradual dilution of the
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antiaromatic character with an increasing number of fused rings. Interestingly,

the difference in NICSZZ(1) between the bare coupler and the analogous diradical

derivative notably decreases upon advancing through the series. Specifically,

the My2-DPA[0] (2.3 ppm) and My2-DPA[1] (1.3 ppm) diradicals display a

significant deviation in NICSZZ(1) values when compared to their bare DPA[0]

(61.2 ppm) and DPA[1] (50.9 ppm) precursors, respectively. In contrast, the

NICSZZ(1) for My2-DPA[2] (2.7 ppm) aligns more closely with that of DPA[2]

(19.8 ppm), and surpasses it in the My2-DPA[3] case (compare 8.2 ppm and

3.0 ppm for the diradical and the precursor, respectively). In essence, the NICS

data substantiate a discernible attenuation of the antiaromatic character in the

diradicals with the extension of the series.

In the My2-DADPA[n] series (see Figure 4.12b), we have observed a notable

trend of decreasing NICSZZ(1) values relative to their all-carbon analogs. For ex-

ample, a shift from 0.3 ppm in the open-shell singlet state of My2-DPA[0] to

–3.2 ppm in My2-DADPA[0] is observable in comparing the values reported in

Figure 4.12a and Figure 4.12b. This decrease in NICS values is likely attributed

to the presence of nitrogen atoms embedded within the ring structure, which

potentially allows C=N imine interactions. Moreover, the addition of nitrogen

atoms is also thought to enrich the electron density of the π-system, potentially

shifting the electronic balance from a 4n to a 4n+2 electron configuration. Fur-

thermore, the difference in NICSZZ(1) values between the bare precursors and

their diradical counterparts is more substantial within the diaza series compared

to the all-carbon series, hinting at the tendency for the My2-DADPA[n] struc-

tures in favor of the diradical formation.
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(a) (b) 

Figure 4.13: Carbon scaffold and distance of (a) DPA[n] bare precursors and
(b) My-substituted radicals.

Finally we observed that the NICSZZ(1) results are in line with the BLA study

carried out for the whole My2-DPA[n] set. We found that the characteristic

alternate pseudo-Jahn-Teller distortion from D2h to C2h point group symmetry

spotted for the bare DPA[0] disappears when progressing through the series.

Likewise, the bisallyl-like character of the corresponding My2-DPA[0] dirad-

icals becomes less apparent as n increases (see Figure 4.13). In light of the

comparison of our NICSZZ(1) and BLA trends with the expected results, adding

higher-order acenes within the (diaza)pentalene moiety progressively dilutes its

antiaromatic character. In addition, we have also assessed that while the bare

precursors grow less antiaromatic as n is increased, the affinity for forming dirad-

icals decreases, i.e, there are less severe structural and NICS differences between

them. Accordingly, for DPA[2] and DPA[3] a smaller driving force to form

the diradicals can be expected compared to DPA[0] and DPA[1]. Overall,

R2-DPA[0] and R2-DPA[1] (and their diaza-analogs) stand out as the most
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promising candidates of the series for the successful diradical formation based

on the synergistic effect between the antiaromatic coupler and the spin-bearing

units.

4.2.4.3. Assessment of the thermodynamic stabilization energy

Although the aromatic criteria explored in previous sections typically correlate

with chemical stability, recent literature57,83 suggests the relationship between

(anti)aromaticity and (in)stability for radicals may not be as clear-cut as previ-

ously thought. For this reason, the relative stability of the compounds of both

My2-DPA[n] and My2-DADPA[n] series have been assessed by considering

the radical stability energy (RSE). Importantly, RSE assessments are contin-

gent upon a balanced chemical equation, which inherently reflects the intrinsic

stability of the reference species used upon the same process experimented by

the radical. Consequently, the potential RSE measurements are as varied as the

reference species available. Although it is unlikely that a genuine RSE measure

exist, the specific isodesmic reaction52,91 presented in Figure 4.14 is recognized

for minimizing the influence of the reference species, thereby serving as a valu-

able practical approximation of intrinsic radical stability.83,92 Importantly, the

reactants and products of the RSE, as defined herein, is such that the diradical

appears on the products, which thus imply that an stability of the diradical with

respect to its reduced (or hydrogenated) form lead to a negative sign of the RSE.

As illustrated in Figure 4.14, we have evaluated the energy balance of the RSE,

ERSE, along both My2-DPA[n] and My2-DADPA[n] series, shown in blue and

red, respectively. We found that the diradicals are consistently stabilized with

respect to the reference pair of My radicals in all the cases. Accordingly, this

observation unveils that there is a significant energy gain in the resonance energy
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due to the presence of the extra unpaired electrons (note the negative sign in all

the cases). Remarkably, the trends observed through the RSE analysis reflect

those previously identified via BLA and NICS measurements. That is, ERSE for

My2-DPA[0] and My2-DADPA[0] is significantly higher (by approximately

15 kcal/mol) than for the subsequent compounds in the series.
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Figure 4.14: (a) Isodesmic reaction used to determine the radical stabilization
energy (RSE) for the My2-(DA)DPA[n] series, utilizing the designated My refer-
ence radical for comparison. (b) Graphical representation of the calculated RSE
values (in kcal/mol) for My2-DPA[n] (blue) and My2-DADPA[n] (red) series as
a function of the number of fused rings (n).

In conclusion, the analysis conducted in this study underscores that the initial

members of both My2-DPA[n] and My2-DADPA[n] series exhibit not only

the most pronounced ferromagnetic interactions but also derive the greatest ad-

vantage from the stabilization mechanism based on antiaromatic couplers. The

aromatic stabilization and the substantial energy gains reflected in the resonance

energies position those as particularly compelling candidates for synthesis.

4.2.5. Properties of dibenzoannulated pentalene diradicals

In this subsection, the efforts are shifted to the DBP and DADBP deriva-

tives, as detailed in route 3 of Figure 4.5. Although the exploration of DPA[n]

and DADPA[n] couplers has been instrumental in understanding the proper-
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ties of pentalene-based diradicals, it is experimentally apparent that DBP and

DADBP derivatives exhibit substantially greater stability. Consequently, hypo-

thetical synthetic approaches that involve the direct condensation of spin-bearing

units onto the coupler are likely to be more feasible with DBP and DADBP

derivatives than with DPA[n] and DADPA[n].

To investigate the magnetic and stability characteristics associated with DBP

and DADBP, we conducted analyses parallel to those in the prior subsections.

Initially, we employed the Longuet-Higgins and Borden-Davidson models to ex-

amine the number of non-bonding molecular orbitals (NBMOs) and the topology

of the MOs. Despite the existence of 28 unique diradical structural isomers, our

study selectively focused on the four depicted in Figure 4.15 to establish a proof

of concept. Our findings suggest that the diradical isomers 2,7-R2-DBP and

4,9-R2-DBP are characterized by a pair of non-disjoint NBMOs, as depicted

in Figure 4.15. On the other hand, the SOMOs in 1,6-R2-DBP and 3,8-R2-

DBP, while still presenting a pair of NBMOs, display a disjoint topology. This

particular arrangement renders them prone to exhibit negative ∆EST gaps.

Consistent with the approach in previous sections, our qualitative observa-

tions have been corroborated by quantitative PBE0/6-311G* calculations of

the ∆EST ) gaps. As detailed in Table 4.2, both the 2,7-My2-DBP and 4,9-

My2-DBP isomers demonstrate large ∆EST gaps of approximately 3.5 and 3.1

kcal/mol, respectively. Mirroring the R2-DPA[n] series, these gaps significantly

surpass the thermal energy at room temperature (approximated as RT ∼ 0.6

kcal/mol), indicating their potential as robust FM building blocks. In alignment

with these results, the diaza counterparts, namely 2,7-My2-DADBP and 4,9-

My2-DADBP, manifest even greater ∆EST gaps in comparison to their DBP
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1,6-My2-DBP
ΔEab≠ 0 Ha.
K = 0.015 Ha. S

2,7-My2-DBP
ΔEab= 0 Ha.
K = 0.032 Ha. T

3,8-My2-DBP
ΔEab≠ 0 Ha.
K = 0.020 Ha. S

4,9-My2-DBP
ΔEab= 0 Ha.
K = 0.033 Ha. T

Figure 4.15: Lewis structures, SOMOs topology and ∆Eab (gap between the
SOMOs) for all the structural isomers of My2-DBP studied herein. While all the
compounds are found to possess a pair of non-disjoint SOMOs, the only isomers
displaying a gap of ∆Eab = 0 are 2,7-My2-DBP and 4,9-My2-DBP.

analogs. Additionally, the 1,6-My2-DBP and 3,8-My2-DBP isomers exhibit

markedly smaller ∆EST gaps. Notably, 3,8-My2-DBP presents a pronounced

inversion of the singlet-triplet gap, a phenomenon observed in both the DBP

and DADBP series.

Once more, the DFT results for DBP and DADBP are revealed to be fully

in agreement with the qualitative insight derived from the topology-based models

for this class of systems. Building on the established analysis, we have proceeded

to quantify the ∆EST gap for isomers featuring a 2,7-connectivity with DPM

and PDM open-shell cores, aiming to boost the kinetic stability by means of

steric protection. Although both the examined diradicals have positive ∆EST

values, it is the PDM derivatives that consistently exhibit a substantial ∆EST



Chapter 4 171

gap (as reported in Table 4.2). This finding underscores 2,7-PDM2-DBP and

2,7-PDM2-DADBP as the most promising candidates of the whole set.

In line with the same analytical approach used for the DPA[n] series in

preceding sections, both surf -NICSiso(1) and BLA evaluations were conducted

on the My2-DBP-based derivatives (see Figure 4.16). The 2,7-My2-DBP

isomer displays similar characteristics to those observed in the My2-DPA[n] set.

Specifically, the C–C bond connecting the My units to the DBP core is notably

short, suggesting substantial contribution of the core in the π-conjugation (see

Figure 4.16a). However, a difference compared to the My2-DPA[n] series is

notable, as BLA analysis shows that the pentalene core in the bare DBP is

less prone to structural distortions after the introduction of open-shell groups.

Complementing this observation, surf -NICSiso(1) findings (illustrated in Figure

4.16b) reveal that the five-membered rings in DBP exhibit less negative NICS

values than those in the isolated DPA[0], which suggests a reduced antiaromatic

character in DBP.

Table 4.2: ∆EST gaps (in kcal/mol) for My2-DBP and My2-DADBP structural
isomers. Values correspond to structures depicted in Figure 6, including ∆EST

gaps for sterically protected 2,7-DPM2 and 2,7-PDM2 analogs in the last two
rows. Negative ∆EST gaps are highlighted in red. Asterisk denote the presence
of a closed-shell singlet state (being the ground state as per DFT level of theory),
otherwise, the open-shell singlet state is utilized.

Isomer DBP DADBP
1,6-My2 0.09 2.37
2,7-My2 3.46 5.06
3,8-My2 -2.23 -14.85*
4,9-My2 3.07 3.58

2,7-DPM2 1.60 1.72
2,7-PDM2 3.03 3.68
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+5.0+2.5+0.0-5.0-10.0-15.0
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Figure 4.16: (a) Carbon scaffold and bond distances of DBP (left) and 2,7-My2-
DBP (right). (b) Surf-NICSiso(1) contour plots for the bare DBP coupler and the
2,7-My2-DBP diradical. The color gradient ranges from red to blue, indicating
regions from high deshielding to high shielding (in ppm), respectively.

Overall, the set of results for DBP suggests there might be a less severe

structural rearrangement required to alleviate antiaromatic character with the

advent of diradical formation, unlike the bisallyl-like resonance structures that

typically emerge in R2-DPA[n]. Yet, the NICSiso(1) values at the center of

the 5-membered rings in the diradical are substantially lower than in bare DBP

(see Figure 4.16b). Accordingly, the 2,7-R2-DBP diradical still emerges as a

potentially stable and viable candidate.

4.3. Conclusions

In this work, we leverage (i) the fundamental quantum mechanical aspects, (ii)

qualitative models that emerge out from them, and (iii) the potential ability of

antiaromatic molecules to successfully design and characterize a set of pentalene-

based diradicals displaying large and positive singlet-triplet gaps, i.e., ∆EST .
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Overall, our investigation of pentalene-based diradicals have been clearly parceled

into two primary categories: dicyclopenta-[n]acene (DPA[n] and DADPA[n])

and dibenzopentalene (DBP and DADBP) derivatives.

For the DPA[n] and DADPA[n] series, we have first identified the best

connectivity to bolster FM interactions in the first element of the series, DPA[0],

by means of computationally-light and intuitive Longuet-Higgins and Borden-

Davidson models. In this regard, the 2,5-connectivity has been recognized as

the only adequate one to bolster FM interactions at the most fundamental level

of approximation. Expanding upon the Borden-Davidson model, we have been

able to derive an analytical expression to quantify the magnitude of the non-

disjointness level. Subsequently, we have proved by means of DFT, CASSCF

and DDCI that the DPA[n] and DADPA[n] compounds with n < 2 generally

display FM interactions, featuring a proved 100% population of the triplet ground

state at room temperature. Likewise, we identified that the role of second order

effects in DPA[n] and DADPA[n] become increasingly relevant, revealing that

diradicals of n ≥ 2 are effectively prone to undergo singlet-triplet gap inversions.

Subsequently, we have utilized BLA, NICS and RSE criteria to prove and

assess the mutually-beneficial cooperative effect between the spin-bearing units

and antiaromatic moieties. Interestingly, our results uncover that those antiaro-

matic precursors possessing the most accentuated antiaromatic character are not

only those displaying the largest gap, but also taking the most profit from the

synergistic effect stemming from antiaromatic character of their precursors.

Our results from diradicals based on DBP and DADBP couplers further

highlight the fundamental role of the connectivity between the open-shell cores
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and the coupler in shaping the MO topology and, thus, the ∆EST gap. Core-

coupler connectivity has been found to critically influence the topology of the

SOMOs, setting the stage for tailoring the magnetic interactions in these types of

systems. Overall, the large ∆EST gaps together with a dampened antiaromatic

character provided a solid foundation for further exploration into thermally stable

organic diradicals. The insights gained from this study not only contribute to

the body of knowledge on organic electronics and spintronics materials but also

suggest a more pragmatic role for pentalene beyond academic settings. Among

all the diradicals explored across this work, 2,7-PDM2-DBP and 2,7-PDM2-

DADBP derivatives, as well as diaza-substituted PDM2-DPA[1] and PDM2-

DADPA[1] stand out as the most promising candidates for further study and

applications.
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Abstract

Fully-organic molecules with high-spin ground states are promising building blocks for new

lightweight flexible magnetic materials with potential for emerging applications (e.g. spintronics and

quantum sensing). Here, we employ a modular design strategy to tune the topology of the frontier

orbitals and explore the potential of combining open-shell cores with antiaromatic couplers in order to

engineer a new class of high-spin diradicals. Our selection of couplers is anchored in pentalene-based

moieties, with special focus on these derivatives displaying an attenuated antiaromatic character and,

thus, a larger thermodynamic stability. Our results reveal that some of these diradicals stand out for

their robust triplet ground states with substantial singlet-triplet energy gaps (e.g., ΔEST ~ 5 kcal/mol).

We have also gauged the thermodynamic stability of the resulting diradicals, revealing that these

diradicals are tilted to a non-aromatic electronic structure, thus, potentially more stable than their

antiaromatic bare precursors.
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1. Introduction
Antiaromatic molecules are attracting increasing interest for applications in chemistry and

materials science.{Group5} This trend is primarily driven by both advances in synthetic

techniques{Hopf2013, Xhu2021, Jhang2023} and innovative designs devoted to enhancing the

thermodynamic and kinetic stability of these molecules.{REF} Thermodynamic stability can be

achieved through the attenuation and dilution of their antiaromatic character (e.g., by

dibenzoannulation {Group6} or n-doped hetero-substitutions{Tanaka1988,Hanida2021,

Usuba2021}). Likewise, the inclusion of bulky substitutions has also been granted as an alternative

strategy to increase the time and thermal resilience (i.e., kinetic stability) of the unstable precursors

{Hafner1973, Tanaka1988, Karas2023}. Furthermore, the unique electronic properties, specifically

a low HOMO-LUMO gap, render antiaromatic molecules as promising candidates for organic

electronics {Group2} and optoelectronic applications.{Group3} The confluence of strategic design,

accessible synthesis and the inherent electronic attributes of antiaromatic compounds have not

only demonstrated their viability but also broadened their practical utilization. Such advances have

led to the successful synthesis of a whole class of nanohoops{Group1} and covalent organic

frameworks,{Sprachmann2023} establishing their potential for real-world applications.

In parallel to the synthetic efforts to prepare new antiaromatic molecules, open-shell organic

molecules possessing a robust high-spin ground state is a long-standing research goal with

recognised potential for spintronics,{REF} memory devices,{REF} spin filters,{REF} and

sensors.{REF} The practical application of thermally stable high-spin organic magnets requires

large energy gaps, ΔEST, between the singlet (S) excited state and the triplet (T) ground state.{REF}

Many organic compounds, including recently reported antiaromatic molecules,{Group7} possess an

open-shell singlet ground state with an antiferromagnetic (AFM) interaction between spins.

Instead, examples of fully-organic diradicals displaying large ferromagnetic (FM) interactions

between spins are still intriguingly uncommon, with only a few studies reporting compounds that

meet these conditions.{Group4} Bearing in mind the advancements in the synthesis of antiaromatic

compounds, a clear opportunity emerges to leverage the potential of these moieties as building

blocks for novel, robust high-spin units.

One of the most simple, yet illustrative, examples of the potential of antiaromatic molecules to

bolster ferromagnetism in π-conjugated organic systems is 2,5-dimethylenylpentalene,{Dias2003}

My2Pl, which can be considered as a functionalized pentalene coupler with two added terminal

methylenyl cores (R=My in Figure {F1}a) that serve as unpaired electron sources. My2Pl is a

2
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non-alternant and non-Kekulé π-conjugated hydrocarbon that possesses a doubly-degenerate set of

non-bonding molecular orbitals (NBMOs), as presented in Figure {F1}b. Under these conditions,

Hund's rule promotes the parallel alignment of unpaired electrons, thus favoring a triplet ground

state in a first approximation.{Iwamura1990} In addition, the specific carbon scaffold of My2Pl

results in a non-disjoint set of Singly-Occupied Molecular Orbitals{Dias2003} (SOMOs), i.e., the

SOMOs cannot be localized on distinct groups of non-overlapping atoms by any linear combination

between them.{Borden1977} Overall, the molecular orbital (MO) topology typified by My2Pl

significantly impairs the energy stability associated with antiparallel spin alignment (favoring, e.g.,

bond formation).{Iwamura1990} Consequently, the antiparallel spin alignment primarily results in

unfavorable electron-electron Coulomb repulsion, favoring a triplet ground state and makingMy2Pl

a notable example of a topological ferromagnetic molecule in a first approximation.

{F1} Figure 1. (a) Schematic overview of the modular diradical design featuring an antiaromatic
pentalene coupler (Pl, framed in orange) and two open-shell cores as substituents R = My, DPM, PDM
(framed in gray). Some hydrogen atoms in DPM are explicitly set to highlight the differences with
PDM. (b) SOMOs of My2Pl illustrated at a 0.04 e/Å3 isosurface with blue and red regions indicating
positive and negative electron density probabilities, respectively.
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In this study, we focus on the design of high-spin antiaromatic diradicals featuring

non-bonding and non-disjoint singly-occupied molecular orbitals (SOMOs). Our approach is

modular, involving the assembly of diradicals from separate building blocks, i.e., two open-shell

cores and an antiaromatic coupler (see Figure {F1}a). Specifically, we rely on couplers based on

pentalene-like moieties that have been tailored for enhanced thermodynamic stability by means of

ring insertion{Makino2008} and annulation.{BaranacStojanovi2019} These techniques have been

proven effective to attenuate and dilute the antiaromatic character, thereby reducing the risk of

redox and dimerization reactions.{Kawase2010, Hermann2018, Hopf2013} Moreover, we have also

considered a set of diazapentalene-based couplers, a specific class of n-doped

hetero-pentalene.{REF} Several studies have demonstrated the higher thermal resilience of

diaza-derivatives compared to their full-carbon counterparts due to imine interactions (C=N).{REF}

Regarding the open-shell cores, methylenyl (R=My in Figure {F1}a) provides the simplest example,

but its anticipated inherent instability upon thermodynamically favored disproportionation or

recombination processes makes it more suitable as a theoretical proof of concept rather than a

realizable choice. Hence, for real-world applications, we grounded our selection inspired by

persistent open-shell units at ambient conditions. In this regard, diphenylmethyl (R=DPM in Figure

{F1}a) cores offer steric protection to the spin-bearing centers and enhance the kinetic stability of

diradicals.{REF} In order to further enhance the kinetic stability, we have also included

polychloro-diphenylmethylenyl (R=PDM in Figure {F1}a) cores in this study, specifically

di-(2,6-dichloro)-diphenylmethylenyl. The introduction of bulky halogen substituents in the ortho

positions of the phenyl moieties in PDM can aid the thermal resilience of the diradicals.{REF}

Methods like Extended Huckel{Hoffmann1963} (EH) and those rooted in spectral graph

theory{Mallion1978} (SGT, further elaborated in SI Section S{1}) provide preliminary insights into

the MO topology for these planar π-conjugated hydrocarbons. Here, we use these methods to design

new high-spin antiaromatic diradicals with a specific MO topology akin to My2Pl at marginal

computational cost. However, EH and SGT simple models lack the capability to fully capture

higher-order effects like electron correlation of non-bonding SOMOs with the rest of the

π-MOs.{Borden1994} Therefore, we have employed advanced ab initio methods for a rigorous

evaluation of ΔEST gaps and magnetic properties. This is particularly crucial, as the performance of

existing methods, like Density Functional Theory (DFT) and Correlated Wave-Function (CWF), is yet

to be assessed in the context of this set of antiaromatic-based diradicals.

In the strategic design of these diradicals, we have also considered the stability of the

compounds compared to their bare antiaromatic precursors. However, stability is a multifaceted

4
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concept that lacks a universally accepted definition or measurement methodology. When dealing

with fully-conjugated polycyclic hydrocarbons, the (anti)aromatic character can provide a

comparative indicator of stability across different chemical systems. Accordingly, we opted for Bond

Length Alternation (BLA), Nuclear Independent Chemical Shifts{Schleyer1996} (NICS), and

Anisotropy of the Induced Current Density{Geuenich2005} (ACID) as indirect measures of

aromaticity. These measures have provided a robust framework to gauge the thermodynamic

stability of the studied pentalene-based diradicals and couplers from their (anti)aromatic character.

Overall, our findings reveal a new class of promising pentalene-based diradicals with robust

triplet ground states and large ΔEST gaps, together with a few examples exhibiting singlet-triplet gap

inversion. Although pentalene has been historically studied in academic settings to depict the

properties stemming from antiaromatic units, its potential for practical applications has been

argumentatively overlooked. While this trend is justified, our work underscores that the inherent

thermodynamic instability of pentalene, and some of its derivatives, is markedly mitigated when

their diradical derivatives are considered. This insight could contribute to pivoting the role of

pentalene-like systems beyond mere academic curiosities to feasible candidates for emerging

applications.

2. Results and Discussion
Our results and discussion is organized into five subsections. In the first subsection, we focus

on the evaluation of ΔEST gaps for diradicals derived from pentalene and diaza-pentalene

derivatives. We have also assessed the effect on ΔEST of the insertion of poly-acenes within the

pentalene core (i.e., expanded pentalenes) and the replacement of the methylenyl radical units by

other protected open-shell cores. As mentioned in the introduction, we employ My as our

theoretical benchmark, and DPM or PDM as potentially realizable units. In the second subsection,

we gauge the thermodynamic stability of these diradicals in comparison to their bare antiaromatic

precursors by means of BLA and aromaticity criteria (NICS and ACID). In the third subsection, we

use standard functional groups to further kinetically stabilize the most promising couplers

introduced this far. In the fourth subsection, we discuss similar ΔEST, BLA and NICS results for

diradicals based on dibenzopentalene couplers, which is used as an example of an alternative

thermodynamic stabilization strategy for pentalene and diazapentalene couplers via external

dibenzoannulation. To conclude, we finally report the ΔEST gaps and viability of all newly suggested

diradicals in the fifth subsection.
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ΔEST gap in core-expanded and substituted pentalene diradicals. The set of antiaromatic

diradicals explored in this section consists of two open-shell R cores (R=My, DPM, PDM) linked by

either a dicyclopenta-[n]acene coupler, DPA[n], or a diaza-dicyclopenta-[n]acene coupler,

DADPA[n] (X=CH and X=N in Figure {F2}a, respectively). The bare DPA[n] and DADPA[n] series

result from the insertion of an [n]acene moiety within a pentalene or diazapentalene unit, which is

a recognized strategy to enhance the thermodynamic stability of such antiaromatic compounds by

gradually attenuating their antiaromaticity as n increases.{Makino2008, Motomura2011} We have

corroborated these trends for both the bare precursors and the diradical analogues by means of

formation and combustion energy calculations (see details in Section S{X} of the SI).

{F2} Figure 2. (a) Chemical structures of diradicals based on dicyclopenta-[n]acenes (R2-DPA[n],
X=CH) and diaza-dicyclopenta-[n]acenes (R2-DADPA[n], X=N). Plots (b) and (c) show the
singlet-triplet gap (ΔEST) as a function of the increasing number of fused 6-member rings (n from 0
to 3) for R2-DPA[n] and R2-DADPA[n], respectively. Colored data points represent different cores:
R=My (blue), R=DPM (red), and R=PDM (yellow). Dashed lines are included as guides to the eye and
do not indicate continuity in any case.
-
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The evaluation of ΔEST gap for My2-DPA[n] diradicals at DFT level (PBE0/6-311G*

exchange-correlation functional) reveals a triplet ground state with a large gap of ca. 5.7 kcal/mol

for the first compound of the series (n=0,My2-DPA[0] colored in blue in Figure {F2}b). Considering

that thermal energy at room temperature (RT) is roughly 0.6 kcal/mol, the ΔEST gap effectively

results in a 100% population of the triplet state at room temperature.{NOTE1} The nitrogen-doped

counterpart, My2-DADPA[0], exhibits an even greater ΔEST gap of ca. 8.5 kcal/mol, as depicted in

Figure {F2}c (colored in blue). Notably, the ΔEST gaps of DPM2-DPA[0] and PDM2-DPA[0]

analogues, which are characterized by enhanced kinetic stability, also show comparable values,

suggesting that the incorporation of DPM and PDM cores does not significantly quench the

magnetic interactions of these diradicals. A potential explanation for the variations of ΔEST gaps for

DPM and PDM derivatives can be ascribed to the dihedral twist of the phenyl rings with respect to

the coupler plane, as explained in Sections S{2} and S{3} of the SI. It should be mentioned that

DPA[0] has also been predicted to mediate strong magnetic couplings between metal centers in 2D

Cr-based metal organic frameworks.{Li2018}

Interestingly, our DFT results show a reduction of the ΔEST gap upon increasing the number of

inserted 6-member rings (see Figure {F2}b-c). Remarkably, a crossover is observed in both series

after n=2, reversing the energetic stability of the singlet and the triplet states. Such a crossover is at

odds with the predictions of models based solely on the electronic structure topology because the

SOMOs of all diradicals of My2-DPA[n] and My2-DADPA[n] series are predicted to be non-disjoint

NBMOs, thus, anticipating for all of them a triplet ground state at a first approximation (see Section

S{2} of the SI for a visual representation of the SOMOs derived from SGT). Accordingly, our results

highlight the significant role of electron correlation in expanded (diaza-)pentalene series and the

limitations of the rational design based solely on the topology of the SOMOs.

The observed trends can be rationalized in two different ways. First, a close examination of

the spin distribution of R2-DPA[0] and R2-DADPA[0], provided by Mulliken’s atomically-partitioned

spin populations, reveals stark contrasts between the singlet and triplet states configurations (see

Section S{3} of the SI). In the singlet state, the spin distribution resembles that of the two allylic

subunits of the well-known tetramethylenethane diradical.{Borden1977,Pozun2013} In contrast, in

the triplet state, the spin distribution is delocalized towards the terminal open-shell core units,

arguably enhancing the triplet stability with respect to the singlet by reducing the electron Coulomb

repulsion. This effect is also observed when progressing along the R2-DPA[n] and R2-DADPA[n]

series. However, the gain from delocalizing the spin density becomes progressively smaller relative

to the total number of atoms. As a result, the impact of spin density delocalization on the ΔEST gap is

7

Chapter 4 189



expected to decrease with increasing molecular size. Alternatively, the trends can be understood on

the basis of a qualitative analysis of the SOMOs of R2-DPA[0] and R2-DADPA[0]. The shape of the

SOMOs (see Figure {F1}a) suggests a high degree of overlap density, as the orbitals are confined to

the same limited spatial region. This density overlap is generally associated with substantial

positive ΔEST gaps and implies significant exchange integrals.{REF-Kahn} To further substantiate

these qualitative observations, we calculated the exchange integrals across each series (see Section

S{3} of the SI). We found that the exchange integral markedly decreases with increasing n in both

series, which aligns with our finding that the SOMOs become increasingly diffuse with each

increment in the series and, thus, the overlap density drops.

Method/Radical My2-DPA[0] My2-DADPA[0] My2-DPA[2] My2-DADPA[2]

DFT/PBE0 +7.14 +8.01 -2.80 +1.14

DDCI(2,2) +7.28 +7.52 -2.12 +2.00

CAS(2,2) +7.56 +6.50 +0.70 +2.35

CAS(4,4) +17.89 +16.86 -8.18 +5.91

CAS(10,10) +9.72 +12.13 -4.21 +1.71

{T1} Table 1. Comparison of singlet-triplet energy gaps (ΔEST in kcal/mol) for My2-DPA[0],
My2-DPA[2], and their diaza-derivatives (My2-DADPA[0] and My2-DADPA[2]) calculated using
DFT/PBE0, DDCI(2,2) and CASSCF, using active spaces of increasing size (2,2)→ (10,10). The values
for DFT/PBE0 and DDCI calculations are colored in green to emphasize their agreement. Values
colored in red correspond to CAS(N,N) cases where the ΔEST reverses with respect to DDCI(2,2).
-

The DFT/PBE0 results in Figure {F2}b-c have been validated by other hybrid DFT functionals

(reported in Section S{4} of the SI) and also employing Complete Active Space (CAS) and

Difference-Dedicated Configuration Interaction (DDCI) methods. The good agreement found

between DFT/PBE0 and DDCI results (see first two rows of Table {T1}) demonstrates that PBE0 is a

suitable choice of DFT functional to adequately assess ΔEST gaps for these kinds of systems.

Regarding the CASSCF results, we systematically expanded the active space from the simplest

2-orbitals and 2-electrons, CAS(2,2), up to 10-orbitals and 10-electrons, CAS(10,10), to examine the

impact of electron correlation along the series. Accordingly, we calculated the ΔEST gap in both

R2-DPA[n] and R2-DADPA[n] at n=0 and n=2, i.e., just after the ΔEST crossover of R2-DPA[n]. We

carried out the calculations only for methylenyl (R=My) core as a proof of principle. As observed in

Table {T1}, DDCI and CAS(2,2) results predict a similar ΔEST value for both My2-DPA[0] and

My2-DADPA[0]. The good agreement between DDCI and CAS(2,2) demonstrates the small impact of

electron correlation at n=0, as the latter only account for the correlation between the SOMOs of the

diradical. In contrast, for n=2, the predicted ordering of singlet and triplet energy states is reversed

8

190 Design of antiaromatic organic diradicals with robust triplet ground state



when going from CAS(2,2) to DDCI. While DDCI predicts an antiferromagnetic interaction of the

unpaired electrons (AFM, ΔEST < 0), CAS(2,2) wrongly renders a ferromagnetic interaction (FM, ΔEST
> 0). Notably, the correct relative energy of the spin states is recovered for CAS(4,4) and CAS(10,10),

where a higher degree of electron correlation is allowed by expanding the active space. Overall our

results highlight the impact of electron correlation on the ΔEST gap for these types of systems.

Thermodynamic stability analysis of expanded pentalene couplers. The thermodynamic

stability of diradicals belonging to R2-DPA[n] and R2-DADPA[n] series has been assessed by means

of Bond Length Alternation analysis (BLA), and aromaticity criteria based on the induced effects on

the molecule as a response to an external magnetic field, such as NICS and ACID. In the first part of

this subsection we focus on the simplest compound of the expanded pentalene series, i.e.,

My2-DPA[0], to illustrate the overall behavior. Further evidence for the rest of the cases are

provided later in the main text and in Section S{5} of the SI.

The bare DPA[0] moiety (i.e., pentalene) can be identified as one of the most unstable

couplers against dimerization reactions (among other processes) of the expanded pentalene

series.{Hafner1973} In line with previous theoretical work,{GarcaCuesta2006} as well as NMR

studies on 1,3,5-tri-tert-butylpentalene,{Hopf2013} the isolated DPA[0] adopts a C2h configuration

with alternate short and long C-C bonds (see BLA Figure {F3}a). This configuration, which results

from a pseudo-Jahn-Teller distortion of the D2h configuration with an even distribution of C–C

distances,{Toyota1996} shows a localized π system that helps attenuate the antiaromatic character

of the compound.{MolesQuintero2022} The alternating C–C bond pattern of the DPA[0] moiety

drastically changes when My units are connected to DPA[0] coupler and form the My2-DPA[0]

diradical. Specifically, My2-DPA[0] features two local π-conjugated fragments arranged such that

the system recovers a D2h point group symmetry (see Figure {F3}a). Another significant structural

feature of My2-DPA[0] is a short C–C bond length of 1.364 Å between the My and DPA[0] blocks

(see the bond lengths colored in red of Figure {F3}a). The BLA analysis reveals a severe distortion of

the pentalene moiety, which indicates that the addition of these extra unpaired electrons can

substantially influence the delocalization of electrons along the carbon scaffold (see 1.387 Å

distances colored in green).

To assess the (anti)aromatic character of My2-DPA[0], we analyzed the chemical shielding at

the center of the five-membered ring of the diradical, using the bare DPA[0] unit as a reference. In

an external magnetic field, aromatic systems produce a diatropic electron current, resulting in

molecular shielding.{Minkin1994,Merino2004} Conversely, antiaromatic systems induce a
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paratropic current, causing deshielding specially at the center of carbon rings. We have indirectly

gauged current's tropicity and assessed the (anti)aromatic character of the system by means of

NICS. Following the methodology of Lampkin et al.,{Lampkin2020} we extended the calculation of

NICSiso(1){NOTE2} beyond the ring's centers, encompassing the entire molecular plane instead. This

approach, named herein as surf-NICSiso(1), not only offers an illustrative NICS map, but can also hint

at average resonance structures of planar polycyclic hydrocarbons. Additionally, we have also

calculated the scalar current field by means of ACID to provide a direct measure of the electron

current tropicity as complementary evidence to our analyses.

{F3} Figure 3: (a) BLA analysis for bare DPA[0] and My2-DPA[0] diradical, with bolded distances
indicating shorter values and gray distances representing larger values. (b) surf-NICSiso(1), where
the color gradient ranges from red to blue, indicating regions from high deshielding to high shielding
in ppm, respectively. The position of all carbon atoms is colored in black for DPA[0], while carbon
atoms in My2-DPA[0] are colored according to BLA. The position of hydrogen atoms is colored in gray
in both compounds. (c) ACID results for DPA[0] and My2-DPA[0] are shown for comparison. Red
arrow indicates the overall current. (d) Average resonance structures for My2-DPA[0], with
bisallyl-like structures (green) and pentalene-like structures (red), emphasizing the former being
more likely. Note that the analyses for DPA[0] and My2-DPA[0] have been carried out for their
respective ground electronic states (closed-shell singlet and triplet, respectively).

The surf-NICSiso(1) map for the bare DPA[0] unit shows a significant positive NICSiso(1) of ca.

18 ppm at the center of both 5-member rings (see Figure {F3}b), indicating a severe deshielding at
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each center and, thus, a strong antiaromatic character. Moreover, the shared region between both

5-member rings features a lower deshielding compared to the ring centers, denoting a localized

paratropicity where the direction of the currents in both rings counterbalance. ACID plots further

support this interpretation, showing pronounced paratropic currents in both DPA[0] rings (see red

arrows in Figure {F3}c). In line with the BLA results discussed above, surf-NICSiso(1) also reveals

alternant shielded regions along the carbon scaffold, revealing localized π-π interactions and further

evidence of the characteristic C2h pseudo-Jahn-Teller distortion of the bare DPA[0]. In contrast,

surf-NICSiso(1) reveals a residual negative NICSiso(1) of 0.05 ppm at the ring centers ofMy2-DPA[0],

which indicates a considerable dampening of the antiaromatic character compared to its precursor.

The surf-NICSiso(1) map depicts two local π-conjugated regions (see Figure {F3}b), each consisting

of three carbon atoms, which resemble two connected allyl moieties (i.e., ·CH2–CH=CH2, see atoms

colored in green). There is also a significantly shielded region between My and DPA[0] carbon

atoms, further proving the strong interaction between the open-shell cores and the coupler. The

ACID results for My2-DPA[0] show a weaker and disordered electron current compared to DPA[0]

that supports the mitigated antiaromaticity ofMy2-DPA[0] (refer to Figure {F3}c). This current also

encompasses the carbon atom of the My core, revealing the strong participation of the My

open-shell cores to the π-system. Overall, our findings suggest that the electronic structure of the

DPA[0] in My2-DPA[0] resembles that of a non-aromatic, bisallyl-like diradical rather than an

antiaromatic, pentalene-like (see Figure {F3}d, green and red, respectively). Overall, our results

unveil a significant dampening of the antiaromatic character of My2-DPA[0] compared to DPA[0]

and, consequently, the former can be expected to have an enhanced thermodynamic stability based

on aromaticity criterias.

We have also performed similar BLA and ACID analyses for DPM and PDM cores, as detailed

in Section S{5} and S{X} of the SI, respectively. The results for DPM2-DPA[0] and PDM2-DPA[0]

align well with our initial conclusions forMy2-DPA[0]. Notably, both sterically protected derivatives

display the characteristic bisallyl-like character and display pronounced C–C double-bonds between

each core and the DPA[0] coupler. Such a robust core–coupler interaction provides further insights

to explain why DPM and PDM units do not quench significantly the ΔEST gap compared to

My2-DPA[0] (as observed in Figure {F2}b). Namely, promoting a bisallyl-like electronic structure is

preferred over diluting the spin density to the terminal phenyl rings of DPM and PDM and, thus, the

core choice barely affects the topology of the SOMOs and the ΔEST gap.

In order to assess the thermodynamic stability of the diradicals compared to their bare

precursors along My2-DPA[n] and My2-DADPA[n] series, we conducted a systematic NICS
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evaluation (see Figure {F4}) at the center of each 5-member (C5, colored in blue) and both

6-member ring types (middle and side, i.e., C6
M and C6

S, respectively colored in orange and green).

Particularly, we here focused on the ZZ component of the magnetic tensor, located at 1Å above the

molecular plane, designated as NICSZZ(1). In comparison to NICSiso(1) used for surf-NICSiso(1) maps,

the major contributions to the chemical shielding at NICSZZ(1) arise from the π-system{Chen2005}

and, thus, it is a more appropriate indicator of the (anti)aromaticity of planar molecules.

{F4} Figure 4. NICSZZ(1) results for diradicals (R=My) and bare couplers from (a) DPA[n] and (b)
DADPA[n] series across the number of fused [n]acenes, n. NICSZZ(1) values for bare couplers are
highlighted in red within each ring. For diradicals, NICSZZ(1) values are distinguished between triplet
(italic) and singlet (bold) states. A color-coded NICSZZ(1) gap between these states is presented for
clarity: blue, orange, and green correspond to rings C5, C6

M, and C6
S, respectively.

For the My2-DPA[n] series, the NICSZZ(1) gap between triplet (T) and open-shell singlet (OSS)

states progressively widens (see Figure {F4}a). This indicates that the OSS electronic structure

becomes increasingly more aromatic relative to the T solution across all its rings. In turn, the

NICSZZ(1) of the bare DPA[n] coupler (emphasized in dark red at Figure {F4}a) decreases notably

upon advancing through the series. That is, My2-DPA[0] (2.3 ppm) and My2-DPA[1] (1.2/7.8 ppm)

diradicals exhibit larger NICSZZ(1) values compared to their respective bare DPA[0] (61.2 ppm) and

DPA[1] (50.9/43.3 ppm) precursors. Conversely, the NICSZZ(1) forMy2-DPA[2] approaches those of

DPA[2] and even exceeds them in the case of My2-DPA[3] (see color code for comparison between
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numerical values in Figure {F4}). Essentially, the antiaromatic dampening of diradicals compared to

their bare precursors is clearly mitigated upon progressing through the series. The NICSZZ(1) results

are in line with the BLA study carried out for the whole My2-DPA[n] set (see Section S{5} of the

SI). We found that the characteristic alternate pseudo-Jahn-Teller distortion from symmetric D2h to

C2h point group spotted for the bare DPA[0] disappears when progressing through the series.

However, the bisallyl-like character of the corresponding My2-DPA[0] diradicals is preserved as n

increases.

In the diaza-series, i.e. My2-DADPA[n], a systematic reduction in NICSZZ(1) is generally

observed in comparison to their all-carbon analogs (for instance, see in Figure {F4}b how 0.3 ppm

in My2-DPA[0] at OSS becomes -3.2 ppm when My2-DADPA[0] is considered). This reduction may

be attributed to the incorporation of nitrogen atoms into the molecular scaffold, which potentially

allows for C=N imine interactions. Moreover, the presence of nitrogen atoms could enhance the

electron density in the π-system, shifting the 4n electronic configuration towards a 4n+2

configuration. Notably, the difference in NICSZZ(1) values between the bare units and their diradical

derivatives is more pronounced in the diaza series rather than in the all-carbon analogs. This could

suggest an increased propensity ofMy2-DADPA[n] series to form diradicals.

In light of our results, the NICSZZ(1) and BLA trends for the bare units align with other similar

studies.{Stanger2019} That is, adding higher-order acenes within the (diaza)pentalene moiety

progressively dilutes its antiaromatic character. However, an unanticipated inverse relationship

appeared: while the bare precursors are anticipated to grow more thermodynamically stable, and

thus less antiaromatic as n is increased, the affinity for forming diradicals decreases. Accordingly,

for DPA[2] and DPA[3] a smaller driving force to form the diradicals can be expected. Overall,

R2-DPA[0] and R2-DPA[1] (and their diaza-analogs) stand out as the most promising candidates of

the series for the successful diradical formation based on aromaticity criteria.

Diradical kinetic stability enhancement through coupler functionalization. Our previous

analyses indicate that diradicals with fewer fused acenes display larger ΔEST gaps and attenuated

antiaromatic character compared to the bare precursors. Notably, the higher thermodynamic

stability of bare DPA[1] and DADPA[1] over their zero-acene analogs{REF} might also ease

synthetic viability, such as via core-coupler condensation reactions.{REF} However, R2-DPA[1] and

R2-DADPA[1] diradicals possess unprotected sites with large spin density along the carbon scaffold

(see highlighted Ca,b,c atoms in purple in Figure {F5}a), rendering them vulnerable to reduction

reactions and potentially compromising the thermal resilience of their open-shell character. Since
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the use of bulky DPM or PDM cores already offers steric protection to Ca and Cb sites, we focus on

the functionalization of the remaining vulnerable Cc sites (see Figure {F5}b). Our selection of

protective functional groups is based on a two-fold approach. Electron-withdrawing (EW) groups

such as –NO2 and –CN, as well as electron-donating (ED) groups like –NH2 and –NMe2, are selected

to achieve a higher degree of spin density delocalization. In contrast, groups like mesityl (–Mes) are

considered to provide steric hindrance against undesired reactions.{Konishi2017, Dressler2018}

{F5} Figure 5. (a) Spin density of My2-DPA[1] at a 0.03 e/Å3 isosurface, with purple and orange
representing positive and negative density regions, respectively. (b) Scheme reflecting the coupler
functionalization strategy applied to DPA[1] and DADPA[1]-based diradicals, where R represents
various functional groups (NO2, CN, Mes, NH2, or NMe2). (c) The distribution of ΔEST gaps (y-axis) is
shown relative to the functionalization group (R) and the x-axis corresponds to the C–C bond length
indicated in (b). Specific ΔEST gaps for DPM2-DPA[1], PDM2-DPA[1], and their diaza-substituted
analogs (DPM2-DADPA[1] and PDM2-DADPA[2]) are highlighted in red, green, orange, and purple,
respectively, with a colored dashed line serving as a visual guide to the eye.

Figure {F5}c depicts the distribution of the ΔEST values with respect to the C–C distance of the

core-coupler building blocks (labeled as dCC in Figure {F5}b) for all functionalized R2-DPA[1] and

R2-DADPA[1] diradicals, only using DPM and PDM cores. Interestingly, ED substitutions (–NH2 and
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–NMe2) generally pull the ΔEST gaps in favor of AFM interactions in all cases but for

DPM2-DADPA[1] (compare with the unfunctionalized diradicals, marked by stars in Figure {F5}c).

This underscores the role of ED groups in attenuating the antiaromaticity of the bare DPA[1]

coupler by serving as alternative electron source to the π-system, thereby reducing the contribution

of the core unpaired electrons and, thus, decreasing the ΔEST. In contrast, EW substitutions (–NO2

and –CN) retain the FM interactions of the diradical. Interestingly, the initially negative ΔEST gap in

unfunctionalized PDM-DPA[1] becomes positive upon functionalization with either –NO2 and –CN.

Clearly, EW groups inflict the opposite effect compared to ED functionalization in this case. Namely,

EW groups pull out the electron density from the coupler, forcing a higher contribution of the

open-shell core electrons to the π-system. Further evidence comes from variations in the

core-coupler C–C bond lengths. In this vein, R2-DPA[1] shows a shorter bond length when the

diradical is substituted with EW functional groups. In contrast, the C–C bond length of the

core-coupler bridge in ED-substituted diradicals displays a larger value. Alternatively, mesityl

(–Mes) functionalization results in ΔEST gaps akin to those of unfunctionalized diradical analogs in

all cases.

ΔEST gap in dibenzoannulated pentalene diradicals. In this subsection, the focus is shifted

to derivatives of dibenzopentalene (see Figure {F6}a), which comprises a subset of pentalene-based

antiaromatic compounds that have recently gained recognition for their enhanced thermodynamic

stability and potential applications.{Hermann2021,Konishi2017} Similarly to the DPA[n] and

DADPA[n] series, the stability of dibenzopentalenes arises from the attenuation of the antiaromatic

character through the annulation of two benzene rings to the pentalene unit. Notably,

dibenzo[a,e]pentalene and its isomer dibenzo[a,f]pentalene have been subject of intensive

characterization in recent studies,{Hermann2021,Xu2012,Qiu2014,Wassy2019} revealing that

dibenzo[a,f]pentalene intrinsically possesses an open-shell character prior to functionalization with

open-shell cores.{Konishi2017} Thus, the discussion here is limited to dibenzo[a,e]pentalene and

its diaza- derivative, 5,10-diaza-dibenzo[a,e]pentalene, referred hereafter as DBP and DADBP,

respectively. Following the approach employed in previous subsections, our study has entailed the

double functionalization of DBP and DADBP units with My, DPM, and PDM open-shell cores at

diverse positions (collectively referred to as R in Figure {F6}a). Although 28 different isomers can

be conceived, we have selected four representative cases for an in-depth characterization of their

magnetic properties.
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{F6} Figure 6. Structures and surf-NICSiso(1) contour plots of selected dibenzo[a,e]pentalene
isomers. (a) Chemical structures display bare dibenzo[a,f]pentalene (left) and dibenzo[a,e]pentalene
isomers (right, green). Below, some of the possible diradical derivatives of dibenzo[a,f]pentalene
(DBP, X=CH) and diaza-dibenzo[a,f]pentalene (DADBP, X=N) are depicted. Surf-NICSiso(1) contour
plots for (b) the bare DBP coupler and (c) 2,7-My2-DBP diradical. The color gradient in (b) and (c)
ranges from red to blue, indicating regions from high deshielding to high shielding (in ppm),
respectively.

According to both SGT and EH methods, 2,7-R2-DBP and 4,9-R2-DBP diradical isomers are

predicted to feature a pair of non-bonding, non-disjoint SOMOs (refer to Section S{2} of the SI).

Hence, these isomers are deemed as diradicals with FM interactions (ΔEST > 0). In contrast, the

SOMOs of 1,6-R2-DBP and 3,8-R2-DBP isomers, although still non-disjoint, cannot be classified as

NBMOs, which renders them prone to exhibit negative ΔEST gaps. Their inclusion in this study,

however, have served as an evaluation of the consistency of the SGT and EH models compared to the

DFT and CWF approaches. The PBE0/6-311G* ΔEST gaps for both My2-DBP and My2-DADBP are

summarized in Table {T2} and validated with specific CAS and DDCI calculations (see Section S{4}

of the SI), while Mulliken Population analyses are reported in Section S{3} of the SI. In agreement
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with their molecular orbital topologies, both 2,7-My2-DBP and 4,9-My2-DBP isomers exhibit large

ΔEST gaps of ca. 3.5 and 3.0 kcal/mol, respectively. As in R2-DPA[n], these gaps significantly exceed

thermal energy at room temperature (RT ≈ 0.6 kcal/mol), which place them as robust FM diradicals.

Consistent with these findings, their diaza-derivatives, i.e., 2,7-My2-DADBP and 4,9-My2-DADBP,

display even larger ΔEST gaps compared to their DBP analogs. In contrast, the 1,6-My2-DBP and

3,8-My2-DBP isomers display considerably smaller ΔEST gaps, with 3,8-My2-DBP undergoing a

severe singlet-triplet gap inversion for both DBP and DADBP couplers. Extending upon the

previous framework, we have evaluated the ΔEST gap for the isomer having a 2,7-connectivity with

DPM and PDM open-shell cores to further enhance the kinetic stability (thermal and time

resilience) of the most promising diradical (see last two rows of Table {T2}). While all these

diradicals display positive ΔEST values, our results reveal that PDM derivatives specially retain a

robust ΔEST gap, thus positioning 2,7-PDM2-DBP and 2,7-PDM2-DADBP as the most promising

realizable candidates among this set.

Isomer DBP DADBP

1,6-My2 0.09 2.37

2,7-My2 3.46 5.06

3,8-My2 -2.23 -14.85*

4,9-My2 3.07 3.58

2,7-DPM2 1.60 1.72

2,7-PDM2 3.03 3.68

{T2} Table 2. ΔEST gaps (in kcal/mol) for My2-DBP and My2-DADBP structural isomers. Values
correspond to structures depicted in Figure 6, including ΔEST gaps for sterically protected 2,7-DPM2

and 2,7-PDM2 analogs in the last two rows. Negative ΔEST gaps are highlighted in red. Asterisk
denote calculations using the closed-shell singlet state, otherwise, the open-shell singlet state is
utilized.

In line with the methodologies applied to the DPA[n] series in previous subsections,

surf-NICSiso(1) and BLA analyses were performed on My2-DBP-based compounds. For the

2,7-My2-DBP isomer, our findings parallel those from the My2-DPA[n] series, i.e. the C–C bond

length between the My cores and the DBP coupler is relatively short, indicative of a significant core

participation in the π-system (see Section S{5} of the SI). Unlike the My2-DPA[n] series, however,

the BLA analysis reveals that the pentalene moiety in the bare DBP undergoes less severe structural

deformations upon open-shell functionalization. Furthermore, surf-NICSiso(1) analysis (see Figure

{F6}b) indicates that the shielding values in the 5-member rings of DBP are far less negative

compared to isolated DPA[0], confirming a dampened antiaromatic character of the former (further
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corroborated by NICSZZ(1) results reported in SI Section S{6}). Starting from an inherently less

antiaromatic base structure such as DBP may reduce the driving force for extensive electronic

structure deformations to mitigate antiaromaticity upon diradical formation, such as the emergence

of the bisallyl-like average resonance form observed in R2-DPA[n]. Yet, the NICSiso(1) values at the

center of the 5-member rings in the diradical are substantially lower than in bare DBP (see Figure

{F6}c). Accordingly, the 2,7-R2-DBP diradical emerges as a potentially stable and viable candidate

fulfilling both thermodynamic and kinetic criteria.

Promising pentalene-like derivatives as FM diradicals. In view of the large number of

molecules considered in this study, a classification has been devised based on their potential

viability and their magnetic ΔEST gap. The viability criteria was established based on three key

factors: (i) whether or not the bare coupler or a closely related analogue has already been

synthesized, (ii) the thermodynamic stability derived from the (anti)aromaticity of the diradical as

well as that related to the bare coupler, and (iii) potential steric hindrance concerns between the

bare coupler and the open-shell cores when the radical is formed, specifically when R = DPM and

PDM. The results are graphically summarized in Figure {F7}, where a radial diagram is employed to

categorize the molecules according to their viability and ΔEST. The angular component and color

gradient are utilized to represent ΔEST values. The left region, colored in varying shades of blue,

contains diradicals possessing AFM interactions between unpaired electrons. Conversely, the right

region, coded in shades of red, encompasses diradicals with strong FM interactions. The radial axis

reflects the potential viability of each molecule based on the aforementioned criteria. A discrete

color scheme further differentiates specific cases according to their viability, ranging from unlikely

(yellow) to possible (green) and feasible (purple).

Overall, our investigation of pentalene-based diradicals can be clearly parceled into two

primary categories: dicyclopenta-[n]acene (DPA[n] and DADPA[n]) and dibenzo[a,e]pentalene

(DBP and DADBP) derivatives. For the DPA[n] and DADPA[n] series, our findings reveal that

compounds with n ≥ 2 generally display AFM interactions, irrespective of their synthetic feasibility.

The DPA[0] and DADPA[0] members of the series exhibit the largest ΔEST gaps, but the inherent

antiaromatic instability of their precursors undermines their viability. The most favorable balance

between a robust triplet ΔEST gap and viability is expected for DPA[1] and DADPA[1] derivatives,

particularly those with diaza- substitutions. Those compounds are regarded to possess an enhanced

thermodynamic stability due to the formation of imine (C=N) groups.{REF} Although these specific

precursors have not been experimentally identified as stable, closely related derivatives have been

reported in the literature.{REF} Notably, the functionalization of the existing derivatives is mainly
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based on steric protection, which is unlikely to substantially perturb the topology of the SOMOs,

thereby preserving their magnetic ΔEST gap (as we have shown above for mesityl substitutions). For

DBP and DADBP derivatives, robust FM interactions are primarily observed in 2,7- and

4,9-substitutions, while 1,6- and 3,8-substitutions have been proven to be less effective. However,

4,9- configuration may face synthetic challenges due to the potential steric hindrance when

functionalized by bulky DPM and PDM open-shell cores, thus rendering 2,7-DBP and 2,7-DADBP

the most promising candidates devised for this set. As with the DPA[1] and DADPA[1] compounds,

protected derivatives have been reported,{REF} reinforcing the case for their viability. Finally, it is

worth noting that our aromaticity analysis based on NICS and ACID methods firmly reveal that the

diradical derivatives show an enhanced thermodynamic stability compared to the bare coupler,

which further strengthens the potential viability.

In summary, we believe that the most promising candidates for achieving room-temperature

robust FM diradicals across this study are the 2,7-PDM2-DBP and 2,7-PDM2-DADBP derivatives

and diaza-substituted PDM2-DPA[1] and PDM2-DADPA[1], due to their significant ΔEST gap and

potential synthetic viability.

{F7} Figure 7. Viability and ΔEST gap summary of key pentalene-based diradicals explored across
this work. The scheme qualitatively arranges structures based on potential viability (radial axis) and
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ΔEST gap (angular axis). The background gradient transitions from blue (left) to red (blue),
signifying the spectrum from most AFM to most FM interactions, respectively. The chemical
structures are colored in yellow (unlikely), green (possible), or purple (probable) to indicate their
viability.

3. Conclusions
This work offers a computational study of various π-conjugated organic diradicals, based on a

modular approach to assemble these diradicals from two open-shell cores covalently linked to an

antiaromatic coupler. We primarily focus on pentalene-like couplers displaying an attenuated

antiaromatic character, specifically targeting the dicyclopenta-[n]acene series (DPA[n]),

dibenzo[a,e]pentalene (DBP), and their diaza-derivatives (DADPA[n] and DADBP, respectively).

Our findings reveal a set of viable compounds for practical applications with robust singlet-triplet

ΔEST gaps, achieving a 100% triplet state population at room temperature.

We observe that diradicals presenting the most substantial singlet-triplet gaps, ΔEST, feature

spatially restricted SOMOs, which are confined within the same region of the antiaromatic moiety.

Accordingly, a decreasing ΔEST gap is found with the introduction of high-order [n]acenes in radicals

derived from DPA[n] and DADPA[n] couplers, resulting in a singlet-triplet energy crossover for

compounds with n > 2.

Our results from diradicals based on DBP and DADBP couplers highlight the fundamental role

of the connectivity between the open-shell cores and the coupler in shaping the MO topology and,

thus, the ΔEST gap. Core-coupler connectivity is found to critically influence the topology of the

SOMOs, setting the stage for tailoring the magnetic interactions in these types of systems.

Accordingly, achieving a pair of non-bonding, non-disjoint SOMOs has been proved crucial to design

robust FM building-blocks based on DBP and DADBP couplers.

Moreover, BLA, NICS and ACID results indicate a substantial dampening of the antiaromatic

character of the diradicals compared to their bare precursors. Notably, we observe that the

unpaired electrons of R2-DPA[n] diradicals considerably alter the electronic structure of the bare

DPA[n] units, shifting their associated π-conjugated systems from an antiaromatic pentalene-like to

a non-aromatic bisallyl-like electronic structure.

Overall, the large ΔEST gaps together with a dampened antiaromatic character provide a solid

foundation for further exploration into thermally stable organic diradicals. The insights gained from
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this study not only contribute to the body of knowledge on organic electronics and spintronic

materials but also suggest a more pragmatic role for pentalene beyond academic settings. Among

all the diradicals explored across this work, our results stand 2,7-PDM2-DBP and

2,7-PDM2-DADBP derivatives, as well as diaza-substituted PDM2-DPA[1] and PDM2-DADPA[1], as

the most promising candidates for further study and application.

4. Computational Details
The molecular orbital structure of all open-shell compounds in this study was pre-screened

using SGT methods, serving as a computationally-light approximation to evaluate the non-bonding

and non-disjoint topology of frontier MOs. Regarding SGT method, eigenvalues and eigenvectors

were derived from direct diagonalization of the adjacency matrix (A), represented solely by the

carbon scaffold of the diradical. Elements of A, namely Aij, were designated as either 0

(disconnected) or 1 (connected), based on a distance threshold criterion of 2.0 Å. This cutoff served

as the appropriate value to render the atomic connectivity matrix according to the usual Lewis

representation. Subsequently, the eigenstates of A were visually inspected by projecting the sign of

the eigenvectors of interest onto the molecular structure (Section S{1} of the SI).

DFT calculations were performed by means of PBE0,{Ernzerhof1999}

B3LYP{Becke1992,Lee1988} and ω-PBE{REF} exchange-correlation functionals as implemented in

the Gaussian09 package,{gaussianRef} using an unrestricted formalism for all the open-shell

calculations. A 6-311G* split-valence basis set with integrated polarization

functions{Hariharan1973,Francl1982} has been employed, and MO symmetry not imposed during

the calculation (NoSymm keyword). Only PBE0 ΔEST results are reported in the main text as a

representative method that compares well with DDCI results. However, B3LYP and ω-PBE results

are reported in Section S{4.1} of the SI. The ground state structures of diradicals were determined

by a five-step protocol: (1) Geometry optimization in the triplet state, starting from a distorted

diradical structure to avoid highly-symmetric local minima structures. (2) Geometry optimization of

the Broken-Symmetry open-shell singlet state, guessing wave-function and atomic positions from

the previous triplet (T) state. (3) Evaluation of the ΔadEST = (ES,opt - ET,opt) gap to determine whether

the triplet or singlet spin multiplicity state is the ground state (note that the subscript ad stands for

adiabatic). Single point calculations at the opposite spin alignment were performed by taking the

ground state structure and evaluating the direct singlet-triplet gap, ΔEST. For example, if ΔadEST > 0

the triplet is the ground state and a new ΔEST = ET,optS - ET,optT would be evaluated. (4) A validation

step was performed by repeating the last step with the structure of the excited spin state but with
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opposite spin alignment. (5) Steps 2-4 were repeated for the closed-shell singlet (CSS) structure.

Throughout the study, the CSS electronic structure was generally observed to be higher in energy

compared to the open-shell singlet, exceptions being explicitly marked with an asterisk (*) along

the text when reported. All DFT evaluations of ΔEST gaps were determined within the

Broken-Symmetry (BS) approximation.{BrokenSymm} The singlet-triplet gaps were calculated

according to ΔEST = 2(ES
BS - ET)/(1+Sab),{BrokenSymmEnergy} where Sab represents the overlap

between SOMOs and ES
BS and ET corresponds to the energies of the BS singlet and triplet states,

respectively, calculated using the optimized geometry at the triplet state (referred to as ET,opt
S and

ET,opt
T formerly in step 3). Due to significant overlap between SOMOs in all diradicals examined in

this work, a value of Sab = 1 has been assumed in all ΔEST calculations, simplifying the former

expression to ΔEST = (ESBS - ET) = ΔESTBS. The accuracy of this approximation has been validated by

means of DDCI calculations (see below).

The CASSCF and DDCI calculations were performed using the ORCA (version 4.2.1)

package,{orcaRef} a cc-pVTZ basis set{REF} and the optimized structures at the PBE0 level. All DDCI

calculations were carried out using the orbitals resulting from state-average (average between the

lowest-energy singlet and lowest-energy triplet) CASSCF(10,10) calculations. The ΔEST gaps at the

DDCI level (MR-DDCI3 keyword) reported in the article were obtained using the following values

for the TPre and TSel parameters: 1·10-4 and 1·10-10. As it may be seen in Section S{4} of the SI,

these values ensure a converged and accurate value for the ΔEST gaps.

NICS calculations for diradicals were also performed using Gaussian09 package, utilizing the

unrestricted PBE0 formalism with Gauge-Including Atomic Orbitals{Cheeseman1996}

(PBE0-GIAO/6-311G*) and an ultrafine grid for integral evaluations. These calculations were

carried out at the ground state spin configuration of each diradical, or at the closed-shell singlet in

the bare antiaromatic couplers. NICSiso(1) and NICSZZ(1) were computed as the trace and ZZ

component of the magnetic tensor, respectively, each with a reverse sign at the center of each ring,

and positioned 1 Å above the molecular plane by means of inserting a “ghost” atom, X, at the target

position. surf-NICSiso(1) mapping was performed similarly, employing a multiple evaluation of the

magnetic tensor in a 150x150 grid of equidistant points in all the cases.
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S1. Description of the Spectral Graph Theory Method
In this section we focus on outlining the Spectral Graph Theory (SGT) methodology employed

to pre-screen the frontier Molecular Orbital (MO) topology of the pentalene-like diradicals studied

throughout this study. The SGT methodology is tightly bonded to quantum chemistry, specially to

Huckel Molecular Orbital (HMO) theory.{REF} Thus, we will leverage the interpretability of HMO to

showcase the potential of SGT in order to extract meaningful insights, assess the MO topology and

forecast the singlet-triplet gap (ΔEST) of fully-conjugated (poly-)cyclic hydrocarbons.

In HMO, the Hamiltonian of the system, H, is expressed in its matrix representation on the

basis of pi
z atomic orbitals (AOs) of the carbon scaffold.{REF} Diagonal elements, hii, are assigned to

α, accounting for the energy of the isolated pi
z AOs. In turn, the off-diagonal elements, hij, take a

value of either β or 0, serving as the resonance integral between adjacent pi
z and pj

z AOs or an

absence of interaction, respectively. The Huckel MOs can be directly obtained by solving the

associated eigenvalue equation, ĤC = CE, where E and C are the matrices representing the MO

energies and coefficients, respectively. The HMO Hamiltonian bears a clear relationship with the

adjacency matrix, A, of the graph associated with the carbon scaffold. More precisely, A is identical

to Ĥ when choosing α = 0 and β = 1. The choice of α leads only to a shift of the sign and value of the

MO energies, but β = 1 maintains the same topological atom connectivity and, thus, A yields the

exact same MOs than a given Ĥ with the same value of β for all the interacting atoms. Following the
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Aufbau and Pauli’s exclusion principles, the fully-occupied, partially-occupied, and unoccupied MOs

can be straightforwardly obtained from the SGT perspective after diagonalizing the adjacency

matrix associated with the carbon atoms of the system.

In order to assess the open-shell character of planar fully-conjugated systems, attention must

be redirected towards the two frontier (potentially) singly-occupied MOs, namely Ψa and Ψb, and

also to their associated energies, Ea and Eb. In non-degenerate cases, Ea ≠ Eb, the Aufbau principle

and Pauli’s exclusion principle are sufficient to anticipate a closed-shell ground state in a first

approximation. However, in the degenerate case, i.e. Ea = Eb, Hund’s rule of maximum multiplicity

favors a parallel alignment of the two electrons each in one MO. Despite two frontier MOs can

“accidentally” be degenerate, here we have only focused on the diradicals possessing degenerate

orbitals by design. At the HMO level of theory two orbitals are degenerate if (a) these are

(anti-)bonding and symmetry related or (b) these are non-bonding Molecular Orbitals (NBMOs). As

the seeked degeneracy must occur at the frontier orbitals, we have restricted our exploration to the

latter case. In this regard, either HMO or SGT can be employed to evaluate the energy gap between

both frontier MOs, ΔEab, and also to visually assess their non-bonding topology.

Despite the Hund's rule predicting a triplet ground state for the degenerate case, further

examination of the singly-occupied Molecular Orbitals (SOMOs) topology can be done to anticipate

the “robustness” of such a triplet with respect to the singlet excited state. In this vein, various

models for molecular magnetism{KAHN,HOFFMANN} emphasize the linear relationship between

ΔEST and the exchange integral, K, and its critical importance when both SOMOs are degenerate. The

exchange integral is formally defined as the following two-centers two-electrons electron repulsion

integral:

where ρ(ri) = Ψa(ri)Ψb(ri) corresponds to the overlap density and ri stands as the coordinates

of the i-th electron. The exchange integral attains its maximum value when both electrons are close

in space, i.e. |ri – rj|→ 0. Thus, the magnitude of K is usually governed by the extrema of the ρ(ri).

Accordingly, diradicals displaying a pair of SOMOs that share significant non-null density regions,

while still presenting NBMOs, are prone to present ferromagnetic interactions (ΔEST > 0).
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Given the specific NBMO topology of the SOMOs considered herein, several approximations

can be done to grasp the trends of K at a low computational cost. First, bearing in mind the localized

nature of the {pi
z} basis set, the overlap density can be approximated in the graph space as ρ = ca ੦ cb,

where ੦ corresponds to the Hadamard (i.e. point-wise) product between the MO coefficients of both

Ψa andΨb SOMOs. In other words, the overlap density is assumed to be significantly non-null only at

the atom centers. Analogously, K can be approximated as

where the first summation in the discretized version of the integral runs along all atoms i

(vertices) and the second summation runs along all j neighbors of i, 𝜈(i). Moreover, Dij corresponds

to the distance between nodes i and j, while є is a small non-physical parameter that prevents

divergence for j = i, as Dii = 0 in this case. Since only NBMOs are considered, the products ρiρj tend to

0 for i ≠ j, as for a given non-null ρi component, its contiguous ρj neighbor should be zero by

definition. Thus, the expression of K can be further approximated as

The assumptions considered this far lead to a clear relationship between the SOMOs’

(non-)disjoint character and K. That is, when the SOMOsΨa andΨb can be localized to two different

sets of atoms by any linear combination between them (i.e. disjoint set), all the components of the

overlap density are 0 and, likewise, the exchange integral and ΔEST are zero. However, whenΨa and

Ψb cannot be localized to different sets of atoms by any linear combination (no-disjoint set) some

components of the overlap density must be non-null (ρi ≠ 0), thus resulting also in non-null K and a

ΔEST > 0. The full set of pairs of orthonormal linear combinations of the SOMOs can be obtained by

incorporating the parameter θ :
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The task in hand is thus to minimize ρ(θ)=φa(θ)φb(θ) and K(θ) = |ρ(θ)|2 in the interval [0, π/2).

Accordingly, if K(θmin) ≠ 0 the SOMOs comprise a non-disjoint set and, thus, could be considered

excellent candidates to present ferromagnetic interactions.

We employed this theoretical framework to pre-screen the non-bonding molecular orbitals

(NBMOs) and non-disjoint character of all pentalene-like molecules explored in this work. Due to

the simplicity of the method, the execution time for a moderately sized molecule is lower than the

order of a second. Moreover, despite the evident limitations of this approach, our Ab Initio results

and conclusions interestingly correlate well with such a simplistic procedure, showcasing its utility

in the preliminary analysis of open-shell character in planar fully-conjugated systems. In a lesser

note, SGT is unable to differentiate between the effect of different types of atoms in the set up

defined so far. In this regard, the method is limited to all-carbon systems. If the incorporation of a

hetero-atom does not significantly alter the MO topology, however, the SGT approach can still

provide correct trends.

S2. Spectral Graph Theory Results
In the following section the molecular orbital representation of the diradicals derived from

DPA[n], DBP are shown. As SGT method is not able to differentiate between hetero-substitutions

only the full-carbon scaffolds are considered here.

S2.1. My2-DPA[n] singly-occupied Molecular Orbitals

The energy diagram for My2-DPA[0] and My2-DPA[3] are shown in Figure {FS1}a and {FS1}b

as the lowest and highest order dicyclopenta-[n]acene considered in this work. As illustrated, the

SOMOs of both compounds are predicted degenerate at SGT level (see levels highlighted in red).

Moreover, the pair of SOMOs for both diradicals presenting the lowest exchange integral, K(θmin),

comprise a non-disjoint set (see Figure {FS1}c-d), specially displaying a significant non-null overlap

density on the My carbon atoms, thus anticipating a positive ΔEST gap in both cases. The SGT-based

SOMOs for all compounds of the My2-DPA[n] series present similar MO topology. However, as

illustrated in Figure {FS1}e we have observed a decrease in K as increasing the acene size (n),

possibly attributed to the higher delocalization of the SOMOs as progressing through the series.

Accordingly, the SGT results indicate a lower ΔEST gap for larger values of n.
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{FS1} Figure S1. Schematic representation of SGT results for My2-DPA[n] series. The energy levels,
occupation and the most non-disjoint linear combination of SOMO projected onto the carbon scaffold
for (a) My2-DPA[0] and (b) My2-DPA[3] compounds are illustrated. For the pair of two most
non-disjoint SOMOs see inset coefficients of the corresponding linear combination. (c) Approximate
exchange integral (K), computed as explained in Section S1, for the first 4 (n=0,3) My2-DPA[n]
diradicals.

S2.2. MO topology of the structural isomers of My2-DPA[0]

Figure {FS2} shows the frontier orbitals for all the possible structural isomers ofMy2-DPA[0].

Among them, only 2,5-My2-DPA[0] present a set of two nonbonding frontier orbitals. Accordingly,

2,5-My2-DPA[0] is the only isomer displaying degenerate SOMOs and, thus, it is the only structural

isomer for which a significant ΔEST gap can be predicted.

Interestingly, different scenarios are found across the rest of isomers. For example, 1,2- 1,4-

and 2,4-My2-DPA[0] compounds possess two (anti-)bonding MOs, while for 1,3- and

1,6-My2-DPA[0] one of MOs present a non-bonding character (see MOa). This diversity illustrates

the key importance of atomic connectivity in designing diradicals with specific properties. Although

not shown here, the results presented here for DPA[0] couplers extend to the whole DPA[n] series.
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{FS2} Figure S2. SOMOs topology and ΔEab (gap between SOMOs ‘a’ and ‘b’) for all the structural
isomers of My2-DPA[0]. While all the compounds are found to possess a pair of non-disjoint SOMOs,
the only isomer displaying a gap of ΔEab = 0 is 2,5-My2-DPA[0].

S2.3. My2-DBP singly-occupied Molecular Orbitals

{FS3} Figure S3. SOMOs topology, overlap density and ΔEab (gap between maximally disjoint
SOMOs) for all the structural isomers of My2-DBP. While all the compounds are found to possess a
pair of non-disjoint SOMOs, the only isomers displaying a gap of ΔEab = 0 are 2,7-My2-DBP and
4,9-My2-DBP.
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Figure {FS3} shows the summary of SGT results for the different structural isomers of

My2-DBP diradicals. We have observed a non-disjoint set of MOs in all the cases (see MOs in the

first and second columns and the overlap density at the third one), thus leading to a substantial

overlap density and K in all the cases. Moreover, a degenerate pair of SOMOs is predicted for 2,7-

and 4,9-My2-DBP diradicals (see Figure {FS3}b,d) and, thus, a substantial ΔEST gap can be

anticipated in both cases. Our results show, however, that 1,6- and 3,8-My2-DBP compounds

possess non-degenerate MOs (see Figure {FS3}a,c) and, thus, a negative ΔEST gap is predicted to this

end. Bearing in mind the substantial K, more accurate calculations must be carried out to determine

the spin alignment of the ground state.

S2.4. Beyondmethylenyl cores: DPM2-DPA[0] and DPM2-DBP results

{FS4} Figure S4. Evaluation of the disjointness of SOMOs by means of the parameterization of the
C–C interaction, w in (a), to simulate a phenyl dihedral twist. (a) Schematic representation of the
parameterization, where w is assumed proportional to the cosine squared of the dihedral angle. (b)
Non-disjointness resolved for various angles. (c) Maximally disjoint SOMOs at the flat (α=0) and
perpendicular (α=90) phenyl conformations for My2-DPA[0] and 2,7-My2-DBP diradicals.
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The variations of ΔEST gap of DPM and PDM substituted diradicals with respect to the My

cases can be explained by changes in the dihedral angle between the bare coupler and the terminal

aryl groups (see α in Figure {FS4}a). The work of Alcón et al.{REF} disclose a correlation between

the π-π overlap (Sπ) of atoms centered at the phenyl moieties and the neighboring atom with respect

to their dihedral angle, particularly Sπ=cos
2(α). Within the generalized Wolfsberg-Helmholtz

approximation the resonance integral (β) is linearly proportional to Sπ.

In order to consider this kind of conformational effects within the SGT formalism, we have

extended the SGT capabilities to weighted adjacency matrices. We have substituted particular

values of β=1 for a selected weight (w from 0 to 1 since it is inferred from Sπ) serving as a fictitious

twist of the phenyl rings.

We have computed K for various values of α from 0o to 90o for DPM2-DPA[0] and DPM2-DBP

diradicals in order to assess the effect of such dihedral twist to the ΔEST gap (see Figure {FS4}b).

Interestingly, when the phenyl rings and the coupler are fully in-plane (α = 0o), the SOMOs are

delocalized towards the phenyl moieties and, thus, the net overlap density drops (see Figure

{FS4}c). When the phenyl rings are completely orthogonal to the coupler’s plane, however, the

phenyl rings and the coupler are essentially disconnected, thus leading to the same topology of the

SOMOs as in the corresponding My2-DPA[0] and My2-DBP (see Figure {FS1}a for a visual

comparison).

Although other polarization effects, such as electron density pulling of the Cl atoms can also

play a significant role in PDM2-DPA[0] and PDM2-DBP diradicals, our results prove that the

conformational effect associated to the twisting angle of the phenyl moieties can roughly triplicate

the exchange integral, K, and thus, the ΔEST gap at SGT level of theory.

S3. Mulliken spin population and ERIs
In the following section the Mulliken spin population and some relevant molecular orbital

integrals for the gap are shown. The population analysis has been carried out in the same

calculation as the optimization calculations in Gaussian09 packages. However, Gaussian09 package

does not provide a ready-to-use access to Coulomb, Exchange or other two-electron electron

repulsion integrals (ERIs) at the MO basis. For this reason, the MO integrals have been evaluated

separately in pySCF, using the atomic positions of the ground state of each diradical as obtained
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from PBE0/6-311G* in Gaussian09. We employed the same PBE0/6-311G* level of theory for pySCF

calculations.

S3.1. Mulliken spin population of My2-DPA[n] and My2-DADPA[n] diradicals

Figure {FS5} shows the Mulliken spin population (MSP) of My2-DPA[n] and My2-DADPA[n]

diradicals at the triplet (S=1) and singlet (S=0) spin multiplicities. Overall we found that the spin

distribution at a given n is substantially different for S=0 and S=1 (see positive and negative MSP

distribution colored in purple and yellow, respectively). Particularly, for the My2-DPA[n] series we

found that the MSP distribution at S=0 at the My cores and its adjacent atoms is null. However, for

S=1, the carbon atom of the My core possesses a large spin population. Overall, the MSP analyses

indicate that unpaired electrons are substantially more delocalized in the triplet than in the singlet

spin configuration. Although for My2-DADPA[n] series the My core displays a non-null MSP, its

magnitude is considerably lower compared to the triplet state.

{FS5} Figure S5. Atom-resolved Mulliken spin population (MSP) for My2-DPA[n] and My2-DADPA[n].
First and second columns correspond to S=1 and S=0 spin multiplicities for My2-DPA[n] while third
and fourth columns correspond to My2-DADPA[n]. Positive and negative populations are indicated in
purple and yellow, respectively. The marker size is in agreement with its magnitude.

S3.2. ERIs of My2-DPA[n] and My2-DADPA[n] diradicals

Figure {FS6} illustrates exchange (K), Coulomb self-repulsion (J11) and Coulomb

inter-repulsion (J12) electron repulsion integrals (ERIs) along the My2-DPA[n] and My2-DADPA[n]
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series (colored in blue and red, respectively). We have observed that all the ERIs decrease as the

[n]acene size increases. The trend is related to the increasing delocalization of the SOMOs as n

increases. That is, for high values of n, the exchange integral, K, is lower than for smaller n’s and,

thus, the ΔEST gap decreases as n increases. Our results also determine a larger slope for

My2-DADPA[n] than for My2-DPA[n] series, in agreement with the slope registered for the

corresponding ΔEST gaps, reported in the main text.

{FS6} Figure S6. Electron Repulsion Integrals (ERIs) for My2-DPA[n] and My2-DADPA[n] series,
colored in blue and red, respectively. Dashed lines do not indicate continuity, instead, these are only
included as a guide to the eye. The ERI type is documented on top of each plot.

S3.3. Spin population of My2-(DA)DPA[n] and DPM2-(DA)DPA[n]

Figure {FS7} illustrates the Mulliken spin population (MSP) for My and DPM cores. In

agreement with the ΔEST gap results, we have only observed a small effect of the core’s choice to the

MSP in both S=0 and S=1 spin multiplicities. MSP results indicate that the DPM core does not

critically quench the spin distribution and, thus, it does neither affect the ΔEST gap.
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{FS7} Figure S7. Atom-resolved Mulliken spin population (MSP) for R2-DPA[n] and R2-DADPA[n].
First and second columns correspond to S=1 and S=0 spin multiplicities for R2-DPA[n] while third
and fourth columns correspond to R2-DADPA[n]. First and second columns correspond to R=My and
R=DPM cores. Positive and negative populations are indicated in purple and yellow, respectively. The
marker size is in agreement with its magnitude.

S3.4. Mulliken spin population of R2-DBP and R2-DADBP diradicals

{FS8} Figure S8. Mulliken spin population (MSP) for various My2-DBP structural isomers. First and
second rows correspond to S=1 and S=0 spin multiplicities. Positive and negative populations are
indicated in purple and yellow, respectively. The marker size is in agreement with the magnitude of
the MSP.
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{FS9} Figure S9. Mulliken spin population (MSP) for different core substitutions (R=My, DPM, PDM)
of 2,7-R2-DBP. First and second rows correspond to S=1 and S=0 spin multiplicities. Positive and
negative populations are indicated in purple and yellow, respectively. The marker size is in
agreement with the magnitude of the MSP.

S4. Further results related to ΔEST gaps

S4.4. CAS(10,10) Active MOs and Multi-referential CASCF weights
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{FSX:SI_F10_01_My2DPA0.png} Figure SX. TODO.

{FSX:SI_F10_02_My2DADPA0.png} Figure SX. TODO.

{FSX:SI_F10_03_My2DPA2.png} Figure SX. TODO.
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{FSX:SI_F10_04_My2DADPA2.png} Figure SX. TODO.

{FSX:SI_F10_05_My2DBP_01.png} Figure SX. TODO.
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{FSX:SI_F10_06_My2DADBP_01.png} Figure SX. TODO.

{FSX:SI_F10_07_My2DADBP_01.png} Figure SX. TODO.

S5. Further Bond Length Alternation Analyses
TODO.
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{FSX:SI_F12_DPA_BLA.png} Figure SX. TODO.

{FSX:SI_F12_DPA_BLA.png} Figure SX. TODO.
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{FSX:SI_F13_DBP_BLA.png} Figure SX. TODO.

{FSX:SI_F14_DPA-radicals-BLA.png} Figure SX. TODO.
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S6. Further NICS results for My2-DBP isomers

{FSX:SI_F15_DBP_NICS.png} Figure SX. TODO.

S7. Combustion and Formation Energies of (DA)DPA[n]

{FSX:SI_F09_01_combustion.png} Figure SX. TODO.
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{FSX:SI_F09_01_formation.png} Figure SX. TODO.
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5.1. Introduction

Over the past few years, machine learning (ML) has undergone a remarkable

technological transformation, opening the door to a wide array of applications.

These applications span across various domains, becoming integral parts of our

daily lives.1,2 In technology, ML has made significant contributions to areas like

natural language processing,3 autonomous driving systems,4 and advanced con-

trol systems.5 Additionally, in the scientific community, ML has made impactful

strides in fields such as medical diagnosis,6 particle physics,7 nanotechnology,8

brain interface technologies,9 analysis of social media trends,10 robotics,11 and

various types of gaming and strategic board games.12,13 These methods are also

having a tremendous impact in Quantum Chemistry (QC).14–19 Accordingly, sev-

eral fields such as molecular electronics,20,21 excited states,22–24 low-cost discov-

ery of new materials,25,26 or catalysis27 are benefiting from new computational

strategies combining QC and ML.

This development inspired researchers to approach challenges in chemical sci-

ence with these tools, driven by the prospect that ML would revolutionize their

respective fields in a similar way. Similarly, in the early stages of the work gath-

ered in this chapter, the objective was to readily apply tested ML methods to

predict magnetic exchange coupling, JAB, as further elaborated below. This en-

deavor was perhaps started with a naive optimism, the full extent of which was

not yet apparent.

Contrary to the usual experience when learning other subjects such as Quan-

tum Mechanics, ML can take a rapid initial learning process. This is in part

facilitated by accessible mathematical concepts, a plethora of ready-to-go, user-



234 A new quantum-informed representation for ML applications in chemistry

friendly and free-of-tax software, together with abundant and curated datasets

or tutorials. It thus usually follows that one can early feel proficient in the appli-

cation of ML in practical scenarios. However, while such an initial confidence is

encouraging and should be celebrated, it might also be symptomatic of a mani-

festation of the phenomenological Dunning-Kruger effect,28 i.e., a cognitive bias

where limited knowledge leads to an inflated self-perception (see the "Peak of

Mt. Stupid" in Figure 5.1). Overall, this can be materialized as a deceptive

sense of mastery in the early stages of the research.
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Figure 5.1: Qualitative representation of the phenomenological Dunning-Kruger
effect. As progressing along the x-axis (competence) the highlighted regions are
the Peak of Mt. Stupid, Valley of Despair and Regime of Sustainability. Dashed
red lines correspond to the identity function (y=x) where the ideal behavior, i.e,
Confidence = Competence, is achieved.

As progressing beyond the initial successes, the application of the still blurred

ML concepts to the frontiers of novel science leads to what is known as the

"Valley of Despair", as per Dunning-Kruger effect (see Figure 5.1). As it can

be recognized from the name of this stage, it is marked by the realization that

the complexity of ML vastly exceeds the current grasp, often leading to frus-

tration towards the unsuccessful experiments and the inability to conceptually



Chapter 5 235

identify the origin of such failure. The challenge here is not only to recognize

the evident gap in knowledge but to actively seek to progressively fill it. Over-

all, understanding that mastery is not a rapid ascent, but a journey marked by

continuous learning and adaptation, inevitably leads to the "Regime of Sustain-

ability" (as illustrated in Figure 5.1). Unfortunately, recognizing the own stage

in the Dunning-Kruger curve is intricate as, for example, the self-perception of

being in the sustainability regime most likely places one in the stupidity peak.

However, recognizing this fact subsequently hints that one is, indeed, falling to

the despair well, and so on.

In short, we anticipated that existing ML techniques would readily extend to

our project. However, as we delved deeper, the challenge proved more complex

than anticipated. That is, what seemed straightforward at first instances revealed

some small yet critical intricacies, which forced us to reevaluate our objectives.

Instead of solely relying on established methods, we undertook the development

of a new descriptor, one that was better suited to the particularities of the system

we were studying. This was not just an extension of our original objectives, but

a significant blend that broadened the scope and depth of our research.

Instead of a standard section on ML techniques, it has been thought to be more

profiting to report the obstacles that this PhD candidate has overcome before

completing the work presented in this chapter. While the following sections are

not meant to be arranged chronologically, for the sake of the readership, they are

intended to be organized such that the pitfalls can be recognized as the readers

progress along the chapter. Accordingly, the following introductory sections are

dedicated to outline the prevalent elements along our work. In this regard,

Section 5.1.1 offers a detailed description of the chemical species to which ML
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has been applied. This is followed by Section 5.1.2, which provides an overview

of the regression model (i.e., the core ML engines) and learning strategies used

consistently throughout our work. Finally, Section 5.1.3 delves into a brief

discussion on the importance of chemical descriptors in ML applications within

chemistry. These foundational elements set the stage for the deeper explorations

and insights that are to follow. For further details on other introductory aspects

related to our research, readers are directed to the Introduction and Dataset

sections of the publication attached at the end of this chapter.

In the Results and Discussion section (Section 5.2), we conduct an in-depth

analysis of the results obtained from applying ML models and descriptors to our

chosen dataset. The initial part of this section, Section 5.2.1, focuses on the re-

sults from the direct utilization of existing ML models. This analysis reveals the

first significant limitation: the inability of current descriptors of choice to predict

intermolecular properties accurately. The next section, Section 5.2.2, discusses

the outcomes after implementing necessary adjustments to our approach. Here,

a second critical issue emerges, related to the fundamental accuracy and suit-

ability of the descriptors when dealing with the prediction of properties deeply

rooted in quantum mechanics. In Section 5.2.3, we describe the development

of our novel descriptor, which was crafted to address the identified shortcom-

ings and the challenges we faced. The results section concludes with Section

5.2.4, where a detailed comparison between the developed descriptor and the

existing ones is conducted. We believe that this comparative study not only

demonstrates the improvements made by our descriptor but also highlights the

significant contributions of our research.
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5.1.1. Selection of the dataset

As outlined in the previous section, the objective of this work is to train a

ML model to predict magnetic exchange couplings, JAB, between two organic

open-shell spin-holding units A and B. When this project was in its initial

stages, we found that the work conducted by Herrmann29 and co-workers had

already explored the prediction of JAB interactions, primarily focusing on mag-

netic interaction in metal-organic complexes. Given that the central element of

this PhD dissertation is restricted to fully-organic molecules and materials, the

dataset used in their study was not directly applicable to our scope of research.

Thus, we have generated three distinct datasets for our purpose, each serving a

unique objective in exploring the relationship between structural representation

and JAB. Despite that in the publication all three of them are covered and tested,

in this chapter we have chosen to review only the most relevant for a streamlined

discussion.

Overall, we leveraged the previous experience of the research group to gener-

ate samples collecting structures and JAB values of dimers of 1,3,5-trithia-2,4,6-

triazapentalenyl radical (TTTA in short, see Figure 5.2) from their arrangement

in the solid state. In this regard, on heating above 300 K, TTTA organizes into

a paramagnetic, monoclinic phase (referred to as the high-temperature or HT

phase), characterized by four columns of TTTA units (marked as "CX" in Fig-

ure 5.2a) that pile up due to labile π–π interactions30 (note that "DX" stands

for adjacent different pairs of TTTA radicals along the b axis, see Figure 5.2b).

The regular stacks of radicals (i.e. with a uniform distance between adjacent

radicals) observed in X-ray measurements of the HT phase were shown to re-

sult from a rapid intra-stack Pair Exchange Dynamics31 (PED), a thermally
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activated process where TTTA radicals continually exchange adjacent neighbors

within the stack, as depicted in Figure 5.2c. Accordingly, when the thermal

energy overcomes the intermolecular energy, the PED process is triggered and

the inter-planar distance between a given pair of TTTA molecules is observed
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Figure 5.2: (a) Top ac-view and (b) side along b-axis view of the monoclinic
polymorph unit cell of TTTA. Insets in (a) and (b) provide labels to identify the
TTTA dimers throughout the unit cell. For instance D2C1 stands for the dimer
D2 in (b) located at column C1 in (a). (c) Schematic depiction of the Pair Ex-
change Dynamics (PED) phenomenon, which can be understood as a dynamic
interconversion between two degenerate dimerized stacks. The path along the Po-
tential Energy Surface (blue) features a double well, illustrating that the dimer-
ized TTTA π-stacks occupy a lower energy state than the equidistant columns.
(d) Time resolved evolution of JAB of two TTTA radicals along 10 ps. Insets
highlight two regions with extremely different JAB values: -4300cm-1 (red) and
+20cm-1 (blue).
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to rapidly oscillate between ca. 3.25 Å and ca. 4.5 Å. Such subtle structural

changes lead to massive time- and temperature-dependent variations in the JAB

interaction between pairs of π-stacked TTTA units,32 ranging from weakly fer-

romagnetic (FM, ca. 50 cm-1) to strongly antiferromagnetic (AFM, ca. -5000

cm-1), as shown in Figure 5.2d.

Following the approach of previous works for large sample mining,20,33–35 we

obtained the TTTA dimers from Ab Initio molecular dynamics (AIMD), carried

out at two different temperature conditions, 250 K and 300 K (i.e. below and

above the PED phenomenon fully come into effect). While the data at 300

K was readily available from another publication31 conducted by some of the

co-authors of this project, the data at 250 K is a new addition. Importantly,

each AIMD simulation had an independent 10 ps run, resulting in a total of

10,000 time-resolved structures that ergodically explore different regions of the

thermally available configuration space. Regarding the data from the simulation

at 300 K, we selected 30,000 configurations from the AIMD trajectory, which

were chosen from three different dimers within the crystal structure (with 10,000

configurations derived from each dimer). Likewise, the data from the simulation

at 250 K comprises a smaller set of 20,000 structures, selected following the

same strategy as the 300 K data. Finally, it is important to mention that the

JAB values for each structure of the set have been obtained by means of DFT

calculations of isolated pairs of radicals using the UB3LYP functional and a 6-

31+G* basis set. This approach allowed for a detailed analysis of how JAB varies

upon progressing along the time-resolved configurations of TTTA pairs.

The inclusion of the two sets of TTTA dimers aims to evaluate the extrap-

olation capabilities of the ML engine, specifically its ability to generalize from
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training on the 300 K data to making accurate predictions at 250 K. Overall, we

consider that the TTTA dataset represents a challenging and realistic scenario,

where atomic motion is naturally influenced by thermal fluctuations, allowing

for the full range of structural degrees of freedom to contribute to data diversity.

5.1.2. Fundamental ingredients to learn chemical properties: chemical

descriptors

In Quantum Chemistry (QC), the spatial arrangement of atoms, along with

other parameters like atomic type, basis, charge, and spin multiplicity, serves

as the foundational fingerprints to determine the properties of chemical species.

This information is essential for Quantum Mechanics engines, such as HF or

DFT, to accurately determine the electronic structure of a system, resulting in

an accurate derivation of properties like total energy or JAB (see Figure 5.3a).

Trained
ML model

Molecular
Representation

XYZ 
Representation Prediction

Quantum Mechanics

DFT, HF, MCSCF …

XYZ 
Representation Determination

(a) Ab Initio Procedure

(b) ML Procedure

Figure 5.3: Comparative scheme of the determination of JAB interactions: (a)
Traditional Ab Initio methods employing quantum mechanics for direct compu-
tation of interaction values, and (b) Modern ML techniques utilizing a trained
model for prediction of interaction values from molecular representations
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However, the mere arrangement of atoms in space is not sufficient as input

for ML models in chemistry. Instead, ML models require a more processed form

of data, where chemical information is mapped, projected, or transformed into

an invariant, fixed-size representation, typically in the form of a vector. Ac-

cordingly, each element embodies a specific attribute or feature of the chemical

species, aligning better with the conditions in which ML algorithms operate with

data (see Figure 5.3b, and further elaborated in Chapter 2). Overall, it is in

this transformation where molecular descriptors play a crucial role. They act

as a bridge, translating the complex information of a molecular structure into a

uniform, fixed-size format that ML models can effectively learn from. However,

unlike in other ML applications, molecules do not possess an intrinsic order,

structure or size, which makes it difficult to elaborate a universal representa-

tion. As outlined in the work of Kermode36 and co-workers, chemical descriptors

must satisfy the largest amount of the conditions listed below to be considered

appropriate:

• Invariance: descriptors should be invariant under symmetry operations,

permutation of atoms, translation and rotations. This ensures that the

descriptor accurately represents the inherent properties of molecules, inde-

pendent of its orientation or spatial origin.

• Sensitivity (local stability): The descriptors should respond propor-

tionally to minor changes in atomic positions, reflecting these alterations

accurately. This sensitivity ensures that slight modifications in the struc-

ture are captured, enabling precise modeling and prediction.
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• Global Uniqueness: Descriptors should represent a specific atomic envi-

ronment, ensuring an injective mapping. This is critical for distinguishing

between different molecular structures unambiguously.

• Dimensionality: The cardinality of the vector space spanned by the de-

scriptors must be carefully balanced. It should be large enough to maintain

uniqueness across different structures but not excessively larger.

• Differentiability: Descriptors should be derived from continuous func-

tions that approximate linear behavior locally. This property ensures smooth

transitions and gradients, facilitating more accurate computations in mod-

eling and simulation.

• Interpretability: Ideally, the characteristics of the descriptor should cor-

relate with structural or material properties, enabling straightforward inter-

pretation of results. This interpretability bridges the gap between complex

molecular data and tangible chemical properties.

• Scalability: Descriptors should be adaptable and generalizable to vari-

ous systems or structures, without constraints on the number of elements,

atoms, or properties involved. This scalability is essential for broad appli-

cability in diverse chemical contexts.

• Complexity: The computational process to generate descriptors should be

efficient, ensuring low computational complexity. This efficiency is crucial

for enabling the descriptor’s application in large-scale simulations and high-

throughput screenings.

• Discrete Mapping: Regardless of the input atomic environment, descrip-

tors should consistently map to a hyper-dimensional space of constant size.

This consistency ensures that the feature set remains uniform across dif-

ferent molecules, simplifying comparative analyses.
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In recent years, significant advancements have been made in developing reli-

able molecular descriptors satisfying most of the aforementioned principles that

pursue a holistic view of representing molecules by considering various aspects

of atomic arrangements and interactions. A notable category among these are

descriptors based on three-dimensional structural information, often sustained

under the principles of classical mechanics, such as electrostatic potentials or

local density overlaps, which are thus usually referred to as Classical-Informed

Representations (CIR). Examples of such descriptors include SOAP37 (Smooth

Overlap of Atomic Positions) and SLATM38 (Spectrum of London and Axilrod-

Teller-Muto). Other notable instances are the MBTR39 (Many-Body Tensor

Representation), BoB40 (Bag of Bonds), and ACSF41 (Atom-Centered Symme-

try Functions).

On the other hand, Quantum-Informed representations (QIR) are molecu-

lar descriptors that employ quantum mechanics principles for a deeper under-

standing of molecular systems. These descriptors, such as SPAHM42 (Spec-

trum of Approximated Hamiltonian Matrices Representation), FJK43 (Fock-

Coulomb-Exchange), and MAOC44 (Matrix of Orthogonalized Atomic Orbital

Coefficients), capture intricate quantum mechanical properties of molecules. In

short, SPAHM represents molecules using the Hamiltonian matrix energy spectra,

FJK combines Fock, Coulomb, and exchange matrices for detailed interatomic

interactions, and MAOC focuses on the electronic structure via MO localization

schemes.

Among the extensive list of molecular descriptors available, this work initially

focused on two distinct types within the CIR category: BoB and SOAP. The

selection of BoB is partly due to its status as one of the earliest appearing
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descriptors in this category, marking a significant development in the field. Its

simplicity and easy implementation further underscore its appeal. On the other

hand, SOAP represents one of the most well-established descriptors in terms of

the balance between computational complexity and performance, offering robust

and reliable results. Its widespread availability, particularly in Python packages

like DScribe,45 makes it also an accessible and practical choice. Accordingly, in

the following subsections some brief details about their origin and mathematical

formulation are provided.

5.1.2.1. Bag of Bonds

The Bag of Bonds40 (BoB) is a variant of the Coulomb Matrix descriptor,46

where instead of a matrix representation, atomic pairs are sorted into "bags"

based on atomic types, with each bag containing the sorted Coulombic potentials

of those atomic pairs. First, consider a molecule with N atoms, where each atom

I is described by a nuclear charge ZI and a position vector RI in the three-

dimensional space. The elements MIJ of the Coulomb matrix are defined by

MIJ =

0.5Z2.4
I if I = J,

ZIZJ

|RI−RJ|
if I ̸= J

(5.1)

In the BoB representation, the N(N − 1)/2 unique off-diagonal elements of the

Coulomb matrix are distributed into different "bags" corresponding to distinct

pairs of atomic species. For example, all elements MIJ with I corresponding to

a carbon atom and J to a hydrogen atom are placed into the "C-H" bag. Then,

for each bag, the elements are sorted in descending order of magnitude. The final

BoB representation is the concatenation of these sorted bags. It should be noted

that to handle molecules of different sizes, zero padding is often used to ensure
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a consistent size of the feature vector across all molecules. Overall, BoB main-

tains a direct link to chemical intuition, as its elements can be associated with

pairwise interactions between atoms. Importantly, this representation captures

the invariance to atom indexing (unlike the Coulomb matrix).

5.1.2.2. Smooth Overlap of Atomic Positions

The Smooth Overlap of Atomic Positions37,45 (SOAP) descriptor represents a

more sophisticated approach to encoding atomic geometries compared to BoB.

It utilizes a local expansion of gaussian-smeared atomic density, employing or-

thonormal functions based on spherical harmonics and radial basis functions that

guarantee continuity and differentiabiliy. Essentially, the SOAP representation

corresponds to a partial power spectrum, p, where its components (ρZAZB

nn′l ) are

defined as follows:

ρZAZB

nn′l (r) = π

√
8

2l + 1

∑
m

cZA
nlm(r)c

ZB

n′lm(r) (5.2)

In this formulation, n and n′ denote indices for different radial basis functions,

extending up to a preset maximum, nmax, specified by the user. Likewise, l repre-

sents the angular degree of the spherical harmonics, truncated at lmax. Moreover,

each component of the power spectrum can be attributed to a pair of chemical

species, A and B, indicated in the previous expression as ZA and ZB, respec-

tively. Note that the prefactor simply corresponds to a normalization value with

respect to the angular component, l, which is shared by n and n′ values.

Central to the SOAP representation are the calculation of the coefficients

cZI
nlm(r), which are defined as the following inner products
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cZA
nlm(r) =

∫∫∫
R3

gn(r)Ylm(θ, ϕ)p
ZI (r) dV (5.3)

where gn(r)Ylm(θ, ϕ) represents the basis set in which the Hilbert space is spanned,

typically a combination of a radial basis function, gn(r), and real spherical har-

monics, Ylm(θ, ϕ). This choice is not only for a parallelism with quantum chem-

istry, but also for a cheap evaluation of the inner products by means of analytical

or numerical recipies. In addition, pZI (r) is referred to as the gaussian smoothed

density for atoms with atomic number ZI , which consists on the aggregation of

the dampened atomic positions as:

pZI (r) =
∑
K

e−
1

2σ2 |r−RK|2
(5.4)

where the summation ranges all the atoms K atoms with atomic number ZI .

Moreover, RK corresponds to the position of the K-th nuclei within the set, and

σ is the standard deviation of the gaussian functions used to expand the atomic

density.

By integrating these elements, SOAP coefficients project the spatial posi-

tions (smoothed by Gaussian functions) onto a basis set comprising products

of isotropic radial functions and anisotropic angular ones. The use of a varied

collection of n and l indices allows these projections to be captured in different

many-body components of the power spectrum, effectively decorrelating their

contributions and enriching the representation of molecular geometries.

As outlined in the preceding definitions, the utilization of the SOAP descriptor

requires the user to pre-define three key parameters (among others), i.e., nmax,

lmax and σ. While the optimal values for these parameters can vary depending
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on the specific application, we chose nmax = 6, lmax = 4 for our applications, and

conducted a performance assessment of SOAP across different values of σ (0.1, 1,

2, 3 and 10). Moreover, it is crucial to recognize that SOAP can be computed at

arbitrary spatial positions, denoted as r in the previous explanation, thus, clas-

sifying SOAP fundamentally as a local descriptor. Typically, these evaluations

are carried out at each atomic center within a molecule. However, considering

that JAB corresponds to a global property, our application of SOAP required

an averaging process across all atomic centers to derive a global representation.

Specifically, the SOAP components utilized in our study have been defined as

follows:

ρZAZB

nn′l =
1

nat.

nat.∑
s=0

ρZAZB

nn′l (rs) (5.5)

This approach is often referred to as outer averaged (or structural averaged)

SOAP, which ensures that the local representations obtained from individual

atomic centers, ρZAZB

nn′l (rs), are effectively integrated together to reflect the global

characteristics of the molecules, aligning with the intended application of SOAP

in assessing JAB.

5.2. Results and discussion

5.2.1. Preliminary results and model’s transferability

In this section, we present the results from the application of BoB and SOAP

descriptors to predict JAB values for the TTTA dimer dataset. The initial ex-

periment involved training a Kernel Ridge Regression (KRR), using a Radial

Basis Function (RBF) kernel, as outlined in the Methodology chapter (Chapter

2). The model was trained and tested by means of a fraction of the TTTA

dataset, comprising 10,000 configurations of a TTTA dimer and their associated
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JAB values. Moreover, we adhered to standard machine learning protocols, which

included the following steps:

• Feature Computation: We computed BoB and SOAP features for all

data samples.

• Data Shuffling: The consecutive, time-resolved AIMD data was shuffled

to ensure randomness and decorrelation during the training process.

• Dataset Splitting: We divided the dataset into training and testing sub-

sets, using varying proportions of the data (ranging from 5% to 50%) to

optimize the hyperparameters γ (from the RBF kernel) and λ (from the

ridge regularization term), see more details in the Methodology chapter

(Chapter 2).

• Model Evaluation: The remaining data (test subset) was used to evaluate

the prediction accuracy, specifically using the Mean Absolute Error (MAE)

metric.

This methodology enabled us to generate a learning curve, providing insights

into the performance of the KRR model and the effectiveness of BoB and SOAP

descriptors in representing TTTA structures for the task of predicting JAB values.

In this regard, Figure 5.4a displays the learning curve derived from applying this

methodology to the first dimer (D1) of the first column (C1) in the dataset

generated by AIMD simulation at 300 K (denoted as HT-300K-D1C1), as it can

be identified in Figure 5.2a,b.

The results revealed an expected trend: with a smaller training data size,

specifically between 5% and 20%, the MAE decreases from approximately 40 to

10 cm-1 for predictions on the remaining test set. This trend indicates an im-
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proving generalization capability of the model for JAB predictions as the training

data size increases. Notably, the learning curve reaches a plateau as the train-

ing data size ranges between 30% and 50%, with the MAE stabilizing below 5

cm-1. This plateau indicates an optimal data size range for training, beyond

which additional data does not significantly enhance the predictive capabilities

of the KRR model. Note that the results depicted in Figure 5.4 belong to those

obtained from the experiments utilizing the BoB descriptor. The analogous out-

comes related to the SOAP descriptor were found to be very similar to those of

BoB. Thus, for the sake of simplicity and to avoid redundancy, we have chosen

not to include the SOAP results in the present figure.
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Figure 5.4: Time-resolved evolution of JAB (top) and learning curve (bottom)
for (a) first dimer of the first column of the AIMD simulation performed at 300
K (HT-300K-D1C1, blue) and (b) the same dimer at the simulation conducted at
250 K (HT-250K-D1C1, red). Note that the learning curve illustrate the Mean
Absolute Error (MAE, in cm-1) as a function of the training size (in % of data
size). The data illustrated at (a) has been used to train and test the KRR model,
while the data of (b) has been employed to validate the model and assess its trans-
ferability. The results collected correspond to those using the BoB descriptor.
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Overall, our initial experiment demonstrated promising results, suggesting

that both BoB and SOAP are capable of accurately inform the KRR to sub-

sequently establish sample–sample correlations and predict JAB values. The

observed error margin of 5 cm-1 translates to a relative error of approximately

1.5% in relation to the mean values of the JAB distribution (⟨JAB⟩ ≈ 350 cm-1),

underscoring the effectiveness of BoB and SOAP for the task in hand.

Building upon this apparent success, we extended our analysis to include JAB

values derived from TTTA data obtained from the AIMD simulations conducted

at a lower temperature of 250 K, referred to as HT-250K-D1C1 in Figure 5.4b.

This additional dataset served as a validation set, assessing the capacity of the

pre-trained KRR mode for both interpolation and extrapolation. Intriguingly,

while the learning curve exhibited a similar descending pattern to the initial

experiment, a substantial shift can be observed for the MAE values. As the

training set size increased from 5% to 50%, the MAE escalated to notoriously

unacceptable levels, ranging from 100 to 80 cm-1. This provides evidence of

a significant issue of overfitting in the KRR model, suggesting that, while the

model performed well on the training and highly similar testing sets, its ability

to generalize to new, unseen data is clearly limited.

In view of the unsatisfactory results, our research was then focused on solving

the issues related to the clear lack of HT-300K → HT-250K model’s transfer-

ability. This involved evaluating the performance of alternative descriptors such

as MBTR39 and ACSF,41 conducted together with a thorough review of the

DFT calculations used for extracting JAB values. To refine our approach fur-

ther, we implemented advanced hyper-parameter optimization techniques, such

as meta-learning strategies like Bayesian Optimization Search47,48 (BOS) or cross-
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validation schemes like the leave-p-groups-out cross-validation49 (LPGO-CV), as

detailed in Chapter 2. Additionally, we explored a variety of ML and Deep

Learning models, including online versions of KRR,50 Gaussian Process Regres-

sion51 (GPR), Random Forest52 (RF), and Deep Neural Networks53 (NN). Fi-

nally, we also incorporated a pre-processing step consisting of dimensionality

reduction techniques by means of Principal Component Analysis54 (PCA), Ker-

nel PCA,55 and Neural Network-based Autoencoders.56

Despite these extensive efforts, the outcomes remained unsatisfactory, whether

these techniques were applied individually or, when possible, in combination.

This persistent unsuccessful results led us to conclude that the problem was not

directly tied to the ML model, the DFT data, the learning strategy, the descrip-

tor, or its dimensionality. Instead, it appeared to be an inherent issue within

our approach in learning intermolecular JAB values by means of descriptors that

are rather prepared to excel in representing intramolecular interactions.34,57 The

reason is that, for the sake of better sensitivity, the majority of the descriptors

emphasize the magnitude of short-range interactions to better capture the lo-

cal atomic environment. As a result, these representations can underperform

in cases where medium- or long-range (possibly intermolecular) interactions are

crucial.58,59

In order to provide a tangible grasp on this, consider a hypothetical descriptor,

ρ(d), that operates by mapping all the bond distances (d) of a given molecular

system as ρ(d) =
∑

i 1/di, as depicted in blue in Figure 5.5. Accordingly, the

descriptor displays a pronounced sensitivity to small perturbations, ∆d, of short

intramolecular distances, designated as d1 and shown in red. In contrast, the

same descriptor exhibits significantly reduced responsiveness for intermolecular
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interactions (labeled as d2 and colored in green) even with an equivalent variation

of ∆d. Overall, when the contribution from d1 and d2 are added, the net response

of the descriptor is clearly dominated by the amplified d1 contributions, mask-

ing the effect of d2. This visual representation serves to underscore the inherent

limitations of descriptors, such as BoB or SOAP, in scenarios where the proper-

ties under examination are fundamentally driven by intermolecular interactions.

These limitations in the standard versions of the descriptors can be addressed

by decoupling intra- and intermolecular interactions in the representation,33,57 as

demonstrated in the following sections.
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Figure 5.5: Schematic representation of the usual sensitivity of the descriptor
in short range (red) and medium or long range (green). Note that the descrip-
tor response (illustrated as ρ(d), blue) to a variation of distance, ∆d, for an
intermolecular distance (red), d1, is several times more sensitive that the same
magnitude of variation for intermolecular distances (green), d2.

5.2.2. Decoupling of intra- and intermolecular components

In this subsection, we introduce the formalism to separate intra- and inter-

molecular components in BoB and SOAP representations. We also outline an

automated method for detecting molecules in multi-moiety systems, which has
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been crucial for efficiently processing large datasets like TTTA. Subsequently, we

detail the necessary modifications for integrating this decoupling approach into

Kernel-based models, such as KRR. Finally, we present the results from apply-

ing this scheme to the TTTA dataset, focusing only on the SOAP descriptor for

convenience.

5.2.2.1. Decoupling of BoB

In the BoB representation, a decoupling scheme can be straightforwardly im-

plemented from the discussion structured around equation 5.1. Accordingly, the

separation of intra- and intermolecular components can be accomplished by par-

titioning each "bag" into two distinct sets of the same atomic pair types, like

C-H. This division is achieved by analyzing the atomic pairs contributing to the

bag. If both atoms, C and H, are in the same molecule, their interaction is clas-

sified as an intramolecular component, thus allocated in the intramolecular C-H

bag. Conversely, if they are in different molecules, the interaction is allocated

in a separate intermolecular bag. Hence, repeating this process for every atomic

pair, a double set of bags can be created, which can be subsequently arranged in

descending order of magnitude, as in the non-decoupled BoB descriptor.

5.2.2.2. Decoupling of SOAP

Unlike the BoB representation, SOAP encapsulates 3-body terms,51 making

the intra/inter decoupling strategy used for BoB (which stem from 2-body in-

teractions) inappropriate. Consequently, we adopted a decoupling approach for

SOAP, heavily influenced by the one proposed by Cersonsky60 and co-workers.

In this regard, consider xa and xb as separate sub-systems within a dimer, X

(note that xi is a shortcut notation to identify the abstract objects correspond-
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ing to each system, which can include coordinates, species, etc.). While their

respective SOAP representations, ρxa and ρxb
, capture intramolecular details,

the representation of the dimer, ρX , includes both intra- and intermolecular in-

formation, which are not straightforwardly divisible. Notably, the intramolecular

components of the dimer, ρIX , can be calculated as the sum of the components

from xa and xb:

ρIX = ρxa + ρxb
(5.6)

Subsequently, the intermolecular components, referred to as ρiX , can be derived

by subtracting the intramolecular components from the dimer representation:

ρiX = ρX − ρIX (5.7)

Overall, this process effectively separates the components while maintaining the

3-body nature of the SOAP encoding at the expense of calculating three times

the SOAP representation for each chemical system.

5.2.2.3. Automatic detection of moieties in chemical systems

It is essential to emphasize that the decoupling formalism for BoB and SOAP

relies on identifying isolated moieties within a dimer. Thus, the decoupling algo-

rithm must accurately discern interactions between atom pairs. Given the large

size of datasets (e.g., TTTA), which typically contain hundreds to thousands of

samples, automating this process is thus critical. In this study, we investigated

two graph theory-based approaches to meet this challenge.

In this regard, a graph G = (V,E) can be represented by vertices V and

edges E, akin to atoms and bonds in molecules to some extend. By setting a
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cutoff distance for atomic distances, these can be mapped to G as connected

or disconnected. Through an iterative processing, the graph adjacency matrix,

A, can be constructed, where each element aIJ is either 1 or 0, reflecting the

presence or absence of a connection. Building upon these concepts, graph theory

provides robust techniques for detecting sub-graphs (or moieties) within a graph

(or dimer), with the matrix A being a key component. Among various methods,

depth-first search61 and spectral clustering-based62 (SC) techniques are popular

choices. While both approaches were implemented during this study, the SC-

based algorithm proved superior, offering greater efficiency, reduced computation

times, and more consistent results, especially for graph sizes equivalent to the

atom counts in TTTA dimers.

In order to illustrate the performance of the SC-based strategy, consider the

Laplacian matrix, L, which is derived as L = D−A, where D is the degree matrix

and A is the adjacency matrix. Notably, the matrix D is diagonal and is easily

computed from A, where each diagonal element (dII) represents the number of

edges connected to vertex vI (i.e., dII = deg(vI)). Now, the eigen-decomposition

of L is expressed as:

L = ULU † (5.8)

where U comprises the eigenvectors of L in its columns, and L is a diagonal

matrix containing the eigenvalues, λI . Spectral clustering theory reveals that the

number of eigenvalues equaling zero, λK = 0, corresponds to the number of sub-

graphs (or moieties) in the entire graph. Moreover, as L is positive semidefinite,

it must satisfy that λI ≥ 0 and, thus, the process of selecting those with λK = 0

reduces to collect the lowest degenerate eigenvalues. Subsequently, the nodes (or

atoms) of each moiety can be identified by examining the eigenvectors, uK , linked
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with λK = 0. Interestingly, the components of these eigenvectors are found to

display the following pattern:

uKJ =


1√
NI

if vK ∈ GI ,

0 otherwise
(5.9)

or, in words, the J-th node (or atom) of uK is 1/
√
NK if vertex vK is part of

the I-th sub-graph (GI), and 0 otherwise. In this equation, NI denotes the total

number of nodes in the I-th sub-graph. Building upon that, the algorithm to

detect moieties from a multi-moiety system consists of the following steps:

• Build the adjacency matrix A based on the distances of all atoms with the

rest and a threshold value serving as a distance cutoff (2.0 Å in our case).

• Calculate the Laplacian matrix L as L = D−A, where D is easily obtained

from A.

• Diagonalize L to obtain the eigenvectors uK and their associated eigenval-

ues λK .

• Identify the number of eigenvalues that satisfy λK = 0 and extract their

associated eigenvectors.

• Group together all the nodes with non-zero components belonging to each

sub-graph, GI , based on the values of their associated eigenvectors.

5.2.2.4. Modification of the RBF kernel for decoupled descriptors

In this subsection we present the formalism with which the previous decou-

pling schemes, outlined for BoB and SOAP, can be applied within the usual

KRR learning ensembles. The usual procedure simply consists of ignoring the

intramolecular contributions in favor of the intermolecular components.33,57 How-
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ever, neglecting the intramolecular components might be a rather severe simpli-

fication, since these can be correlated to the intermolecular property to some ex-

tent. For this reason, we derived a mathematical formalism able to accommodate

fine-tuned contributions of intra- and intermolecular components in kernel-based

ML models such as KRR, specially focused in the RBF kernel employed herein.

As discussed in the Methodology chapter (Chapter 2), the RBF kernel is

formally defined as:

κ(ρ1, ρ2; γ) = e−γ∥ρ1−ρ2∥2 (5.10)

where, ρ1 and ρ2 represent two data samples characterized by an arbitrary de-

scriptor, with γ being the hyperparameter that influences the decay of the RBF

kernel, and the symbol ∥·∥ denotes the Euclidean distance.

While the standard RBF definition is adequate for the direct applications of

chemical descriptors, the complexity of multi-moiety systems elaborated above

requires a more tailored approach. In this context, the RBF kernel can be

adapted to address intra- and intermolecular components separately. In this

regard, when the representation ρ can be divided into intramolecular (ρI) and

intermolecular (ρi) components, as demonstrated with BoB and SOAP, the Eu-

clidean distance can be split according to the following decomposition:

∥ρ1 − ρ2∥2 = ∥ρI1 − ρI2∥2 + ∥ρi1 − ρi2∥2 (5.11)

which allows to separately identify the intra- and intermolecular contributions

to the total distance. It thus follows that the RBF kernel can be adapted to the

former decomposition as a product of its intra- and intermolecular contributions

by means of the following operations:
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κ(ρ1, ρ2) = e−γI∥ρI1−ρI2∥2e−γi∥ρi1−ρi2∥2

= κ(ρI1, ρ
I
2; γ

I)κ(ρi1, ρ
i
2; γ

i)
(5.12)

Here, γ is substituted by two hyperparameters, γI and γi, each controlling the

decay of the RBF kernel for the intramolecular and intermolecular components,

respectively.

Overall, employing distinct hyperparameters for intra- and intermolecular

components allows a more refined modeling of molecular interactions in multi-

moiety systems. This approach enables the ML model to independently adjust

the influences of γI and γi. However, it is important to balance the benefits of

this added flexibility against the challenges it introduces in training the model:

a larger amount of hyperparameters not only increase the complexity of model

fitting, but also increases the risk of overfitting. In this situation, the risk is

deemed justifiable, particularly since intermolecular interactions are proved to

be masked otherwise. Additionally, it is worth noting that the formalism devel-

oped here is not limited to the RBF kernel. It can be adapted for use with other

types of kernels, such as the Laplacian kernel or those based on cosine similarity,

among others.

5.2.2.5. Analysis of decoupled SOAP in TTTA dataset

In this subsection, we inspect the results of decoupling SOAP features in

the initial picoseconds of the AIMD simulation for the HT-300K-D1C1 dimer

of TTTA. In this regard, Figure 5.6a illustrates the intramolecular components

(SOAPintra), with each curve representing the evolution of a specific feature over

the time interval. Interestingly, the time-resolved JAB evolution, depicted in
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Figure 5.6b, shows no significant correlation with SOAPintra. This observation

can be attributed to thermally-activated bond vibrations that, while not greatly

affecting the JAB determination, predominantly introduce noise into the ML

model. Conversely, the intermolecular components (SOAPinter), as demonstrated

in Figure 5.6c, visually exhibit a greater correlation with JAB.

This finding underscores the effectiveness of the decoupling scheme and un-

cover the source of the overfitting issues encountered in our initial experiment.

Specifically, in the first experiment involving a fraction of the TTTA dataset (i.e.

10,000 structures of HT-300K-D1C1), the KRR model was inadvertently trained

to interpolate random noise resulting from the unrefined application of SOAP

and BoB descriptors, where the intramolecular components dominate. This led

to a model that, although (surprisingly) effective in fitting the training data, was

essentially overfitting by learning from the noise. When this KRR model was

applied to predict JAB values for the HT-250K-D1C1 dimer, the limitations of

its capabilities inevitably showed up. The absence of correlations that the model

had been forced to learn resulted in poor generalization when validated with new

unseen data.

However, while a previous examination of SOAPintra and SOAPinter compo-

nents readily suggests that SOAPinter is a more adequate representation for pre-

dicting intermolecular JAB values, a closer look at the evolution of SOAPinter

responses in certain regions manifests some notable miss-alignments with respect

to the evolution of JAB. For instance, this lack of correlation becomes apparent

when examining the descriptor response (∆ρ) to changes in JAB over the AIMD

simulation time (t): when TTTA dimers undergo abrupt structural changes that

shift their associated JAB from paramagnetic to strongly AFM regimes (large
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∆12J , t1 vs. t2 in Figure 5.6b) SOAP fails to accurately represent these varia-

tions (small ∆12ρSOAP, Figure 5.6c), causing completely opposite structures to

appear incorrectly similar. Likewise, JAB values at t = t2 and t = t3 are al-

most identical in both cases, but SOAP indicates an abrupt change (∆23ρSOAP),

even larger than the change associated with the extremely contrasting regimes

at t = t1 and t = t2. The primary explanation for this discrepancy is illustrated
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in Figure 5.7, which displays the structure and SONOs of the TTTA dimer at

t = t2 and t = t3, see dAB in the figure. Accordingly, the TTTA moieties at

t = t2 are notably closer than at t = t3. Nevertheless, the overlap between the

SONOs is nearly zero in both cases (compare to the shared isosurface between

TTTA SONOs of t = t1 in Figure 5.7), resulting in a similar JAB.63 Hence, this

situation is particularly ill-defined for SOAP, which fails to capture the subtleties

rooted in the MO topology due to its lack of electronic structure information,

potentially transferring this miss-information to KRR models trained upon it.

This analysis underscores the inherent limitations of CIR descriptors, such as

BoB and SOAP, in differentiating TTTA dimer conformations with respect to

JAB. Revisiting the classification of descriptors from earlier discussions, it be-

comes evident that transitioning from CIR to QIR descriptors might be a correct

strategic move in this situation. Essentially, the primary advantage of QIR com-

pared to CIR-type descriptors lies in its capability to encode the electronic state

of a system, covering aspects such as electronic structure, charge, and spin mul-

tiplicity. This might suggest that QIR can track the nuances emerging from the

SONOs of TTTA, thus properly representing the intricacies deeply rooted in the

electronic structure of open-shell dimers, like JAB, where CIR-type descriptors

fall short.

As shown with BoB and SOAP, the possibility of decoupling atomic inter-

actions depends on the initial approach to encode molecular information. For

instance, BoB relies on 2-body Coulomb potentials, which permits its decou-

pling based on distance or connectivity criteria. However, none of the existing

QIR-type descriptors are compatible with decoupling schemes, akin to those used

for BoB and SOAP. For example, QIR descriptors such as SPAHM and MAOC,
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A
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dAB A
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t = t2 t = t3t = t1

dAB
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B

Figure 5.7: Singly-Occupied Natural Orbitals (SONOs) of the HT-300K-D1C1
dimer of TTTA at three different configurations: t = t1, t = t2, and t = t3 in
agreement with the notation of Figure 5.6.

based on eigen-decomposition of the Hamiltonian, encompass many-body inter-

actions, potentially resulting from contributions of atoms in different moieties.

Consequently, the development of methods that combine the advantages of QIR

descriptors for fine-grained representations and the separability of some CIR are

sought. Such advancements would pave the way for more precise predictions

of intermolecular properties, leveraging the strengths of QIR while ensuring its

practical applicability.

Herein, we introduce the Molecular Orbital Decomposition and Aggregation

(MODA) as a new QIR descriptor, the first of its kind that allows decoupling

strategies. The mathematical foundation of MODA, along with its unique capa-

bility to support decoupling schemes, are thoroughly explored in the following

section.

5.2.3. Derivation of Molecular Orbital Decomposition and Aggregation

The derivation of MODA is visually illustrated in Figure 5.8. The general idea

stems from extracting quantitative measurements of pairwise interatomic inter-

actions from a selected subset of MOs. Beginning with the atomic coordinates of
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the molecule (see Figure 5.8, step 1), we progress to calculate the MOs, the core

mathematical object to assemble the representation (see Figure 5.8, step 2). As

usually, those can be expanded as a linear combination of atomic orbitals (AOs)

like:

|ψk⟩ =
∑
∀i

cik |χi⟩ (5.13)

where cik is the coefficient for the atomic orbital |χi⟩ within the MO |ψk⟩. This

representation enables the explicit formulation of the one-particle reduced density

matrix, D, in the AO basis, defined as the sum of outer products of the MO

coefficient vectors:
D =

∑
∀k

nk |ck⟩ ⟨ck| =
∑
∀k

Dk (5.14)

where nk corresponds to the occupation number of the k-th MO and Dk corre-

sponds to the partial density matrices associated to each MO. The density ma-

trix is fundamental in calculating the bond orders, which is a chemically-intuitive

metric of strength about the interactions between pairs of atoms. Among the

different approaches to quantify the bond order, the Mayer’s definition64 starts

by defining the population matrix P = DS, where S corresponds to the overlap

matrix, also in the AO basis. Now, the bond order (BAB) between two atoms, A

and B, is extracted by the trace operation over the population matrix P :

BAB = Tr (PABPBA) (5.15)

where PAB = P T
BA are sub-matrices of P that include contributions from AOs

centered on atom A and B. Exploiting the decomposition of the density matrix

into orbital contributions, as stated in equation 5.14, the bond order can be

further fragmented as a sum of individual contributions from each MO, |ψk⟩ as
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BAB =
∑
∀k

Tr
(
P k
ABP

k
BA

)
=
∑
∀k

Bk
AB (5.16)

In this expression, Bk
AB signifies the partial bond order contribution, reflecting

the distinct role of each orbital in the bond order (see Figure 5.8, steps 3 and

4). Building upon this approach, the contributions to the partial bond can be

decomposed even further. Specifically, we can examine the contributions to the

bond order stemming from the different atomic orbitals of |ψk⟩, characterized by

their principal (n), azimuthal (l) and magnetic (m) quantum numbers. To this

end, the orbital-specific partial bond order, here represented as Bk,nn′l
AB , can be

calculated following the same principles applied so far. In this notation n and n′

correspond to the principal quantum number of atoms A or B, respectively.

…

Decomposition 
in partial bond 

orders

Aggregation

Σ
Σ

=

=

MO Guess

Sort MODA Components H1s- C2s

C2p- C2p

Select a MO subsetMolecular
Structure

1

2

3

4

5

6

Figure 5.8: Scheme of the workflow to compute the features of MODA. The fig-
ure shows the process that produces MODA features from the molecular structure
(step 1) to the final representation (step 6).
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It is within this context that we aggregate these contributions to construct

the components of the MODA descriptor. Formally, MODA consists of the ag-

gregation of such orbital-specific partial bond orders in many-body batches to

guarantee the translational, permutational and rotational invariance of the rep-

resentation (see step 5 in Figure 5.8). Accordingly, the MODA components,

{ρZAZB

nn′l }, can be defined as:

ρZAZB

nn′l =
∑
∀k

∑
A∈ZA

∑
B∈ZB

Bk,nn′l
AB (5.17)

here A and B refer to all possible atoms in a given molecule with atomic num-

bers ZA and ZB, respectively. That is, each term in MODA aggregates the

partial bond orders of all A-B interactions coming from specific atomic orbitals

identified by n, n′ and l quantum numbers, allowing all possible values of the

magnetic quantum number, m (see step 5 in Figure 5.8) for rotational invariance.

Our choice of using one azimuthal quantum number while incorporating two prin-

cipal quantum numbers is inspired by the level of detail present in the standard

SOAP representation. Nevertheless, alternative versions of MODA could delve

deeper into distinguishing components by incorporating another quantum num-

ber, l′. This would allow to differentiate, for example, σ–σ from σ–π interactions.

However, this extra level of detail would also come at the cost of enlarging the

representation size, which we believe to be unnecessary for TTTA, where all the

contributions to the SONOs come from π-MOs.

Although equation 5.17 collects the contribution of all molecular orbitals (i.e.,

the range of k in the outermost summation), MODA can be tuned to include

only a subset, S, of orbitals, denoted as k ∈ S. This is beneficial to avoid the

computation of bond orders between orbitals with negligible contributions (e.g.,
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core orbitals or unoccupied orbitals), or when the property under examination

arises primarily from a specific group of molecular orbitals. In this regard, in

what follows only SONOs have been selected for further experiments, as those

are the precise elements from which JAB stem.

Moreover, like in other QIR descriptors such as SPAHM and MAOC, MODA

does not require the explicit calculation of the electronic structure through

the usual computationally-taxing self-consistent field (SCF) methods. Instead,

MODA representation can be constructed using well-established "guess" Hamil-

tonians,65 such as the Superposition of Atomic Densities (SAD),66 the Super-

position of Atomic Potentials (SAP),67 or the extended Hückel method68 (EH),

which are the usual starting points for SCF methods. The use of these "guess"

Hamiltonians provides a computationally-light, yet powerful and simple platform

to accelerate the calculation in QIR descriptors. In line with other works in this

field,42 our implementation of MODA employs the SAD guess, which is a good

compromise between computational efficiency and quality of the approximate

electronic structure. Finally, MODA components can be calculated in any AO

basis set, spin multiplicity or oxidation state. Note that, resembling the impact

of basis sets in quantum chemistry computations, larger basis sets lead to better

MODA representations and, thus, potentially to better predictions. It is thus

reasonable to consider that both the level of theory (SAD, SAP, EH, etc.) and

the basis set (e.g. STO-3G, 6-31G, cc-aug-pvdz, etc.) are hyperparameters of

the MODA representation.

5.2.4. Intra-/intermolecular decoupling strategy in MODA

As MODA batches result from the aggregation of pairwise interactions, it is

compatible with intra/intermolecular decoupling schemes. This capability can
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be incorporated directly into the formalism through a minor modification of

equation 5.17. In this regard, let δAB be a Kronecker delta parameter, taking the

value of 1 when atoms A and B belong to the same molecule, and 0 otherwise.

Now, MODA components ascribed to intra- and intermolecular interactions (with

super-index I and i, respectively) can be defined as

ρZAZB ,I
nn′l =

∑
∀k

∑
A∈ZA

∑
B∈ZB

Bk,nn′l
AB δAB

ρZAZB ,i
nn′l =

∑
∀k

∑
A∈ZA

∑
B∈ZB

Bk,nn′l
AB (1− δAB)

(5.18)

That is, the intramolecular components only add up the bond orders resulting

from the same molecular entity. Likewise, intermolecular components aggregate

those not previously classified as intramolecular terms.

5.2.5. Comparison of decoupled CIR and QIR descriptors

In this subsection, we examine the performance of MODA with respect to

established CIR descriptors like BoB and SOAP. To facilitate a straightforward

comparison, we only display the intermolecular MODA features of the HT-300K-

D1C1 TTTA dimer in Figure 5.9, across an identical time interval used for the

SOAP analysis in Figure 5.6. Notably, MODA features demonstrate a more

pronounced correlation with the exchange coupling interaction JAB than the

corresponding SOAP intermolecular components. This is particularly evident

when we inspect the sensitivity of the descriptor (∆ρ) to shifts in JAB across the

same time-resolved structural configurations previously examined in SOAP.

For instance, when the TTTA dimers experience sudden configurational dis-

tortions that alter JAB from a paramagnetic to an antiferromagnetic (AFM)
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coupling (noted as a significant ∆12J between time steps t1 and t2 in Figure

5.9b), MODA adequately reflects these variations (observed as a substantial ∆12ρ

in Figure 5.9a). Furthermore, MODA consistently reflects the small JAB varia-

tions between times t2 and t3, demonstrating a reliable descriptor response where

SOAP has been previously found to fall short.
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Figure 5.9: Evolution of (a) intermolecular MODA features (colored by variance
value) of a TTTA dimer along the structures explored during the 0.5-4.0 ps time
interval of AIMD, as well as (b) the associated time-resolved evolution of JAB in
this interval. The blue circles in (a) and (b) allow fto compare between variations
in JAB and variations in the features of MODA and SOAP (see Figure 5.6).

The qualitative correlation observations discussed so far for SOAP and MODA

can be quantified by means of a variance–covariance analysis (see Figure 5.10). In

this regard, we observe for MODA that the features bearing a larger variance (σ1)

simultaneously possess the highest covariance with JAB (Figure 5.10a). That is,

those features exerting the greatest influence on the overall molecular descriptor

(high variance), are also those presenting the highest joint variability with JAB
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(high covariance). This stark disparity is evident when comparing the outcomes

of MODA with those of SOAP and BoB, as depicted in Figure 5.10b-c. For

example, the SOAP component with the greatest influence (σ1 in Figure 5.10b)

displays a level of covariance with JAB comparable with the sixth-ranked feature

of MODA (see σSOAP
1 = 0.098 vs. σMODA

6 = 0.088 in Figure 5.10a). Likewise,

BoB components present the lowest variance–covariance relations among the

ones inspected here, not only for the lower magnitude in covariance compared to

MODA, but also because of the uneven distribution of covariance attributed to

their features sorted variance-wise. Furthermore, the cumulative covariance of

the 20 most significant features in SOAP and BoB (338.2 and 162.1, respectively)

are substantially lower than for MODA, which is 598.2. Overall, these results

set the stage to conclude that MODA, being a separable QIR, is better suited to

predict JAB that other separable CIR-type descriptors like BoB and SOAP.

However, it is important to recognize that variance-covariance analysis inher-

ently assumes linear relationships between features and JAB, potentially over-

simplifying the complex, often non-linear nature of these relationships. In this

regard, we examined the MAE metric resulting from training a KRR model,

coupled with the separable RBF kernel. In line with the initial experiments

conducted in this chapter, we used various portions of the HT-300K dataset for

training, testing, and fine-tuning the optimal γI , γi, and λ hyperparameters.

Likewise, the performance of these models was then assessed using data from

the HT-250K AIMD trajectory, serving as a validation set. Moreover, we used

the leave-p-groups-out cross-validation scheme (LPGO-CV) to prevent potential

overfitting issues, as detailed in Chapter 2.



270 A new quantum-informed representation for ML applications in chemistry

For all the descriptors, the test learning curves (dashed lines in Figure 5.11)

still exhibit a reduction in MAE beyond a training size of 40%. However, the

validation curves (solid lines) reach a saturation plateau at 25% regardless of the

descriptor in use. This indicates that each model achieves an adequate training

size around 25%, and increasing the data size beyond this point only results in

KRR models with similar extrapolation and interpolation capabilities. Concern-

ing the accuracy of the different descriptors, KRR models based on BoB and

SOAP display MAEs around 40 cm-1 and 30 cm-1, respectively. In contrast, the

KRR model utilizing MODA representation outperforms both SOAP and BoB,

registering a substantially lower MAE under 20 cm-1. While the test curve for

BoB and SOAP (dashed red and dashed green lines in Figure 5.11) reaches the

lowest MAE, their respective validation curves (solid red and sold green lines)

register substantially higher MAEs in both cases. In contrast, test and vali-

dation curves employing MODA (dashed and solid purple lines in Figure 5.11,

respectively) show a joint evolution along the entire range, which indicates that

KRR model trained upon MODA does not present as much overfitting as in
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BoB and SOAP. These differences reinforce the superior performance of MODA

in predicting JAB values in the TTTA dataset, resulting in a better choice for

capturing the underlying relationships in the data and generating more accurate

predictions of JAB.
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Figure 5.11: KRR learning curves obtained from BoB (red), SOAP (green)
or MODA (purple) descriptors, using the leave p-groups-out strategy. Solid and
dashed lines indicates the data source: HT-300K (test) and HT-250K (valida-
tion), respectively.

Moreover, it is important to note that the MAE of 20 cm-1 recorded for

MODA corresponds to a 10% error margin with respect to the median of the

JAB distribution (ca. 350 cm-1), a substantial enhancement compared to the

15% and 21% errors represented by MAEs of 30 cm-1 and 40 cm-1 for SOAP

and BoB, respectively. This improvement is particularly impactful in practical

applications. For instance, in molecular magnetism applications the accurate

JAB predictions are crucial, as they serve as intermediate steps in calculating

thermodynamic properties like magnetic susceptibility. It is well-established that
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the prediction of such macroscopic observables from first-principles calculations

is highly sensitive to the accuracy in reproducing JAB, especially when JAB is

close to 0 cm-1.69 Therefore, the enhanced precision of JAB prediction offered by

MODA can be of critical important in practice.

As final remarks, it is important to mention that, although the structure of

this chapter might lead to deduce that applying MODA may require significant

user supervision for effective learning (emphasizing human rather than machine

learning), it should be understood that the extensive process discussed here is

intended to provide a fundamental understanding of MODA’s working mecha-

nisms and its differences compared to other descriptors. Thus, the application

of MODA in pre-trained models, or even in the training process for new applica-

tions, is designed to be straightforward and automatic, following the insights and

computational recipes presented here. Based on our results, we believe that us-

ing MODA only requires exploring the basis set and the quality of the electronic

structure guess for a proper performance, without requiring exhaustive analysis

of the dataset nuances. Moreover, note that the analysis of the performance of

MODA has been restricted to JAB interactions of pairs of TTTA radicals, noth-

ing precludes the application of MODA for the prediction of other properties

(such as energy or electronic couplings) in other datasets.

5.3. Conclusions

In this chapter, we have conducted an exploration, employing ML method-

ologies to enhance the prediction of complex intermolecular molecular JAB inter-

actions. The primary contribution has been the introduction and development

of a new QIR descriptor referred to as Molecular Orbital Decomposition and

Aggregation (MODA).
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MODA stands as an innovative integration of Quantum Chemical insights

and Machine Learning techniques. It is engineered to effectively capture and

represent the nuanced interactions within the electronic structure. Moreover,

MODA is particularly tailored to be compatible with the splitting of intramolec-

ular and intermolecular components, which is a fundamental characteristic to

predict intermolecular magnetic exchange couplings (JAB) with enhanced accu-

racy. Accordingly, the analytical rigor applied in this study has unveiled the

superior performance of MODA over conventional CIR descriptors such as Bag

of Bonds (BoB) and Smooth Overlap of Atomic Positions (SOAP). Moreover,

the results discussed for MODA when coupled with KRR has provided a deeper

insight into the behavior of these descriptors, highlighting MODA’s reduced ten-

dency towards overfitting. This superiority is not merely in terms of the outcomes

related to KRR, but also in its proved capacity to consistently reflect variations

in JAB across diverse molecular configurations of TTTA.

In summary, we believe that MODA emerges as an innovative, versatile, and

effective tool combining Quantum Chemistry and Machine Learning. Its intro-

duction can mark a significant advancement in the field, which could potentially

inspire the development of new descriptors and also emerge as a useful tool for

enhancing the discovery of new molecules and materials by means of fast eval-

uations. Finally, it is important to note that the insights gained through this

research not only aid our understanding of molecular systems but also contribute

to establish the foundations of ML applications in the PhD candidate’s research

group.
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Unlocking the predictive power of quantum-
inspired representations for intermolecular
properties in machine learning†

Raul Santiago, * Sergi Vela, Mercè Deumal and Jordi Ribas-Arino

The quest for accurate and efficient Machine Learning (ML) models to predict complexmolecular properties

has driven the development of new quantum-inspired representations (QIR). This study introduces MODA

(Molecular Orbital Decomposition and Aggregation), a novel QIR-class descriptor with enhanced predictive

capabilities. By incorporating wave-function information, MODA is able to capture electronic structure

intricacies, providing deeper chemical insight and improving performance in unsupervised and

supervised learning tasks. Specially designed to be separable, the multi-moiety regularization technique

unlocks the predictive power of MODA for both intra- and intermolecular properties, making it the first

QIR-class descriptor capable of such distinction. We demonstrate that MODA shows the best

performance for intermolecular magnetic exchange coupling (JAB) predictions among the descriptors

tested herein. By offering a versatile solution to address both intra- and intermolecular properties, MODA

showcases the potential of quantum-inspired descriptors to improve the predictive capabilities of ML-

based methods in computational chemistry and materials discovery.

Introduction

Machine Learning (ML) is having a tremendous impact in
Quantum Chemistry (QC).1–6 Several research elds are
beneting from new computational strategies combining QC
and ML, such as molecular electronics,7,8 excited states,9–11 low
cost discovery of materials,12,13 or catalysis.14 Generally, ML
models require data to be transformed into a xed-size repre-
sentation, usually in the form of a vector, where each element
represents a specic attribute or feature. In chemistry, the
construction of these elements (typically called descriptors) is
particularly challenging due to the diversity and complexity of

chemical systems and their interactions. Unlike other applica-
tions, molecules do not possess an intrinsic order, structure or
size, which makes it difficult to dene a universal representa-
tion. In the last decade, signicant efforts have been made to
develop reliable descriptors.15 These can be classied in three
different categories. The rst one are cheminformatics
descriptors, based on either string ngerprints16,17 or on
descriptive properties that are easily obtainable by a priori
knowledge, such as the number of aromatic rings or the
molecular size.18,19 The second category comprises descriptors
based on three-dimensional structural information, usually
supplemented with parameters inherited from classical
mechanics (e.g., electrostatic potentials, or local density over-
laps). In essence, this category does not consider the principles
of quantum mechanics and, thus, the descriptors belonging to
this category can be referred to as classical-informed repre-
sentations (CIR). Examples include SOAP20 (Smooth Overlap of
Atomic Positions), SLATM21 (Spectrum of London and Axilrod–
Teller–Muto), many-body interaction descriptor,22 MBTR23

(Many-Body Tensor Representation), BoB24 (Bag of Bonds) or
ACSF25 (Atom-Centered Symmetry Functions). Finally, the third
category are descriptors that utilize principles of quantum
mechanics to represent the molecular systems and, hence, can
be referred to as quantum-informed representations (QIR), with
SPAHM26 (Spectrum of Approximated Hamiltonian Matrices
Representation), FJK27 (Fock–Coulomb-Exchange) and MAOC28

(Matrix of Orthogonalized Atomic Orbital Coefficients) being
the few existing ones.
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The main advantage of QIR over CIR descriptors is that the
former can explicitly encode the electronic state of a system,
including its electronic structure, charge and spin multiplicity.
These attributes are necessary to discriminate, e.g., radicals
from closed-shell molecules, or neutral from charged species,
particularly when the molecular geometry is not signicantly
affected (and thus, CIR does not signicantly change). Although
in their early stage of development, QIR descriptors are believed
to have the potential to enhance the prediction of properties
rooted in the electronic structure of a system. However,
a common problem for both CIR and QIR approaches when
combined with ML models is the prediction of intermolecular
properties.29,30 The reason is that, for the sake of better sensi-
tivity, the majority of the descriptors emphasize the magnitude
of short-range interactions to better capture the local atomic
environment. As a result, these representations can underper-
form in cases where medium- or long-range (possibly intermo-
lecular) interactions are crucial.15,31 This issue can be addressed
by decoupling intra- and intermolecular interactions in the
representation, and simply ignoring the former in the
construction of the descriptor.29,32 Although this approach has
proven to be successful, neglecting the intramolecular compo-
nents might be a rather severe simplication, since they can be
correlated to the intermolecular property to some extent. For
this reason, we here present a mathematical formalism able to
accommodate ne-tuned contributions of intra- and intermo-
lecular components in kernel-based ML models.

In general, the possibility to decouple atomic interactions
depends on the strategy used to encode molecular information.
For instance, BoB is based on 2-body Coulomb potentials and,
hence, it can be decoupled using some distance or connectivity
criterion. Contrarily, SPAHM and MAOC, being based on an
eigen-decomposition of the Hamiltonian, are not compatible
with such an approach, as the resulting eigen-states are related
to many-body interactions, potentially gathering contributions
from atoms in different moieties. The development of methods
that combine the advantages of QIR descriptors for ne-grained
representations and the separability of some CIR are sought, as
would enable accurate predictions of intermolecular properties
while maintaining the benets of QIR approaches. The rele-
vance of such methods is thus clear, as it would signicantly
extend the capabilities of ML models in predicting complex
intermolecular properties. Herein, we introduce the Molecular
Orbital Decomposition and Aggregation (MODA) as a new QIR
descriptor, the rst of its kind that allows decoupling strategies.
As in SPAHM and MAOC, MODA does not require the calcula-
tion of self-consistent eld (SCF) solutions. Instead, MODA
representation can be constructed using well-established
“guess” Hamiltonians,33 such as the Superposition of Atomic
Densities (SAD),34 the Superposition of Atomic Potentials
(SAP),35 or the extended Huckel method36 (EH), which are typi-
cally starting points in quantum chemistry. The use of these
“guess” Hamiltonians provides a computationally-light, yet
powerful and simple framework to develop QIR descriptors.

One adequate platform to test and develop new QIR
descriptors and also evaluate the possibility to separate intra-
and intermolecular components is molecular magnetism. In

particular, we have focused on the evaluation of magnetic
exchange couplings, JAB, which quantify the strength and
character of the spin–spin interactions between two, A and B,
spin carrying moieties. As it has been shown for datasets
comprising di-copper complexes described by BoB, SOAP and
MBTR, among others, the prediction of JAB with non-linear
regression models can be challenging.37 Moreover, magnetic
interactions oen occur through-space between independent
molecular units and, thus, JAB becomes an intermolecular
property. In the following sections, (a) we present the formalism
to derive MODA and the strategy to decouple it in intra- and
intermolecular components, (b) we discuss the modications
required to kernel-based ML models to accommodate the
decoupled representations and, (c) we assess the performance
of MODA and other descriptors at predicting magnetic
exchange couplings, JAB, as a representative example of an
intermolecular property.

In this work, we implement decoupled versions of BoB and
SOAP, and we show its advantages over the standard versions
when intermolecular properties are targeted. Additionally, we
prove that MODA outperforms the decoupled versions of BoB
and SOAP in standard supervised regression methods and
unsupervised classication models, such as Kernel Ridge
Regression38 (KRR) and Agglomerative Clustering39 (AC). Over-
all, we will demonstrate that MODA is the best representation,
among the descriptors here tested, to tackle the prediction of
intermolecular JAB interactions, while still being suitable for
intramolecular ones.

Methodology
Mathematical formalism

The computation of MODA starts from the atomic positions,
which are the only required input (see Fig. 1, step 1). Subse-
quently, molecular orbitals, the core mathematical object to
assemble the representation, are calculated, and expanded as
a linear combination of atomic orbitals (see Fig. 1, step 2):

jjki ¼
X

ci

cikjcii (1)

where cik are the coefficients describing the contribution of each
atomic orbital, jcii, to the molecular orbital, jjki. From this
set of coefficients, we formulate the density matrix (D) as
a sum of partial density matrices associated to each molecular
orbital (Dk).

D ¼
X

ck

nkjckihckj ¼
X

ck

Dk (2)

where nk corresponds to the orbital occupation. We can
measure the interaction strength between pairs of atoms in the
system using the density matrix of the molecule (eqn (2)) by
means of the Mayer's denition of bond order.40 First, the
matrix P = DS is constructed, where the overlap matrix (S) is
included to account for the non-orthogonality of the atomic
orbital basis set. Subsequently, the bond order between two
atoms ðBABÞ is determined by the trace of the product of PAB and
PBA blocks, which contain the rows and columns of P associated
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with the atomic orbitals centered at atoms A and B. Formally,
the Mayer's bond order is dened as

BAB ¼
X

i˛A

X

j˛B
pijpji ¼ TrðPABPBAÞ (3)

where i and j run over all the basis functions centered at atoms A
and B, respectively, and pij are the elements of the matrix P.
Exploiting the decomposition of the density matrix into orbital
contributions, as stated in eqn (2), the bond order can be
expressed as a sum of partial bond orders ðBk

ABÞ each corre-
sponding to the contribution of a specic molecular orbital,
jjki, to BAB (see Fig. 1, steps 3 & 4).

BAB ¼
X

ck

Tr
�

PAB
kPBA

k
� ¼

X

ck

Bk
AB (4)

The contributions to the partial bond can be decomposed
even further. Specically, we can examine the contributions
stemming from the different atomic orbitals of jjki. To this end,
we introduce an orbital-specic partial bond order contribu-
tion, here represented as Bk;nn0l

AB . In this notation n and n′

correspond to the principal quantum number of the basis
functions of atoms A or B, while l corresponds to the azimuthal
quantum number. Building upon that, the centerpiece strategy

to generate MODA components consists of the aggregation of
such orbital-specic partial bond orders in many-body batches
to guarantee the translational, permutational and rotational
invariance of the representation. Mathematically, MODA
representation corresponds to the set frZAZBnn0l g, where each
element is dened as (see step 5 in Fig. 1):

rnn0 l
ZAZB ¼

X

ck

X

A˛ZA

X

B˛ZB

Bk;nn0 l
AB (5)

here A and B refer to all possible atoms in a given molecule with
atomic numbers ZA and ZB, respectively. That is, each term in
MODA aggregates the partial bond orders of all A–B interactions
coming from specic atomic orbitals univocally identied by n,
n′ and l quantum numbers, allowing all possible values of the
magnetic quantum number, m (see step 6 in Fig. 1). Our choice
of using one azimuthal quantum number while incorporating
two principal quantum numbers is inspired by the level of
nuance present in the standard SOAP representation. Never-
theless, alternative versions of MODA could delve deeper into
distinguishing components by incorporating another quantum
number, l′. This would allow to differentiate, for example, s–s
from s–p interactions. However, this extra level of nuance
would also come at the cost of enlarging the representation size.

Fig. 1 Scheme of the workflow to compute the features of MODA. The figure shows the process that produces MODA features from the
molecular structure to the final representation.

© 2023 The Author(s). Published by the Royal Society of Chemistry Digital Discovery
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Intra-/intermolecular decoupling strategy in MODA

As MODA batches result from the aggregation of pairwise
interactions, it can be adapted to decouple intra- and inter-
molecular interactions. This capability can be incorporated
directly into our formalism through a minor modication of
eqn (5). For instance, consider dAB as a parameter that takes
a value of 1 when atoms A and B belong to the same molecule,
and 0 otherwise. Accordingly, MODA components ascribed to
intra- and intermolecular interactions (with super-index I and i,
respectively) can be dened as

rnn0 l
ZAZB ;I ¼

X

ck

X

A˛ZA

X

B˛ZB

Bk;nn0 l
AB dAB

rnn0 l
ZAZB ;i ¼

X

ck

X

A˛ZA

X

B˛ZB

Bk;nn0 l
AB ð1� dABÞ

(6)

Although eqn (5) and (6) consider the contribution of all
molecular orbitals (see the range of k in the outermost summa-
tion), we can tune MODA components to include only a S subset
of orbitals, denoted as k˛S. This is benecial to avoid the
computation of bond orders between orbitals with negligible
contributions (e.g., core orbitals), or when the property under
examination arises primarily from a specic group of molecular
orbitals. For instance, here we have selected the singly-occupied
natural orbitals (SONOs) to interpret our property of interest, JAB.
Accordingly, the describedmethodology can be applied to any set
of orbitals, and allows the exible selection of both the level of
theory and the basis set, which should be considered as hyper-
parameters of the MODA representation.

In line with other works in this eld,26 our implementation
of MODA employs the SAD “guess”, which is a good compro-
mise between computational efficiency and quality of the
approximate electronic structure. Note that, resembling the
impact of basis sets in quantum chemistry computations, larger
basis sets lead to better MODA representations and, thus, better
predictions (see Section 1 in the ESI†).

Multi-moiety decoupling

Many ML models, such as Kernel Ridge Regression (KRR) or
Agglomerative Clustering (AC), utilize the kernel trick41,42 to
map the features space into samples space, allowing to use non-
linear metrics in practice. The radial basis function (RBF) is
a common kernel of choice, which can be dened as

k(r1, r2; g) = e−g‖r1−r2‖
2

(7)

where r1 and r2 are vector representations of two data samples
computed by an arbitrary descriptor, g is a hyperparameter that
determines the decay of the RBF kernel, and ‖$‖ is the euclidean
distance. When the representation r can be split in intra-
molecular (rI) and intermolecular features (ri), the euclidean
distance can be arranged as:

‖r1 − r2‖
2 = ‖r1

I − r2
I‖2 + ‖ri1 − ri2‖

2 (8)

Consequently, the RBF kernel can be expressed as the
product of intra- and intermolecular kernels, where g is

replaced by two hyperparameters (gI, gi) that control the width
of intra- and intermolecular components, respectively. The
denition of the RBF kernel (eqn (7)) can then be combined
with the former splitting (eqn (8)) as

kðr1; r2Þ ¼ e�gI kr1I�r2
I k2 e�gikr1 i�r2

ik2

¼ k
�

r1; r2;g
I
�

k
�

r1; r2;g
i
� (9)

The use of separate hyperparameters for intra- and intermo-
lecular components provides amore nuanced approach tomodel
molecular interactions of multi-moiety systems, as the MLmodel
can calibrate the effect of gI and gi separately. Moreover, the user
can aid in the interpretation of the model's predictions by simply
inspecting gI/(gI + gi). However, it is important to consider the
trade-off between the added exibility and the increased diffi-
culty in training the model. As the number of hyperparameters
increases, so does the effort required to properly t the model to
the data. Additionally, having a larger number of hyper-
parameters also increases the risk of overtting, leading to poor
generalization performance on unseen data. Therefore, it is
crucial to balance the benets of having more ne-tuned control
of the interactions against the increased complexity and the risk
of overtting. We consider the former intra-/intermolecular
splitting of the kernel as a reasonable balance between model
complexity and interpretability. In addition, note that the here-
derived formalism is not specic of the RBF kernel, instead, it
can be adapted to a Laplacian kernel or cosine-similarity-based
kernels, among other choices.

Finally, it is crucial to note that the formalism derived herein
requires the detection of the intra- vs. intermolecular origin of
the contributions. Consequently, the algorithm assigned to this
task should be informed of the nature of the interaction
occurring between each pair of atoms. Given that datasets
customarily encompass hundreds or even thousands of data
samples, it is crucial that this process is automated in practice
to facilitate its efficient application. To meet this requirement,
we have devised an algorithm anchored in spectral clustering
elaborated in detail in the Section 2 in the ESI.†

Dataset

Next, we introduce all the datasets chosen to illustrate the
performance of MODA, prior to present all results and discuss
them. Three different datasets have been used in this study to
investigate the connection between structural representation
and JAB. All three focus on purely organic radicals, since they
undergo massive variations in JAB as a result of subtle structural
changes.43 The rst two datasets are computationally tailored to
explore changes along a specic internal coordinate of the
system to reduce the structural complexity, providing a simple
and chemically intuitive platform to expose the differences
between CIR and QIR descriptors. The third dataset comprises
a challenging and experimentally realized scenario that
includes changes in all structural degrees of freedom in order to
test the performance of the evaluated descriptors under more
complex conditions.
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The rst ad hoc dataset consists of 60 different conforma-
tions of phenalenyl (PHYL, see Fig. 2a) radical pairs, arranged at
a xed inter-planar distance of 3.50 Å and varying the twist in
the stacked dimer, q, from fully eclipsed to staggered congu-
rations (q = 0° and 60°, respectively). This dataset provides
insight into the inuence of relative orientation and molecular
orbital symmetry on intermolecular JAB couplings.44 The second
ad hoc dataset, containing 180 different conformations of
Thiele's diradical45 (THIL, see Fig. 2b), spans the central phenyl
ring's rotational angle from q = 0° to 180° (see q in Fig. 2b).
Notice that the substantial bulkiness of the terminal phenyl
groups induces an out-of-plane twist to alleviate steric
hindrance. As a result, the symmetry of the molecule in the
planar conformation diminishes from D2h to either D2 or C2h.
Our dataset is based on the rotation of the central phenyl ring of
the C2h conformer along the axis connecting the two –ĊPh2

moieties. Note that this rotation implies a sweeping range from
q= 0° to 180° without mirror symmetry at 90° (refer to Section 5
in the ESI† for a 3D representation of the THIL diradical). This
dataset provides a valuable test case for analyzing variations of
intramolecular JAB as a result of conformational changes.46,47

The third dataset is made of dimers of 1,3,5-trithia-2,4,6-
triazapentalenyl (TTTA see Fig. 2c). In the solid state, TTTA
molecules experimentally arrange forming labile 1D p-stacks48

(see Fig. 2d). At low temperatures, these remain as alternated
dimers but, at higher temperatures, a Pair-Exchange Dynamics
(PED) process is triggered, in which the inter-planar distance
between a given pair of TTTA molecules oscillates between ca.
3.25 Å and ca. 4.5 Å.49 Such subtle structural changes lead to
massive time- and temperature-dependent variations in the JAB
interaction between pairs of p-stacked TTTA units,50 ranging
from weakly ferromagnetic (FM, ca. 50 cm−1) to strongly anti-
ferromagnetic (AFM, ca. −5000 cm−1), as shown in Fig. 2e.

Following the approach of previous works for sample
mining,7,30,32,51 we obtained TTTA dimers from ab initio molec-
ular dynamics (AIMD) simulations of the high-temperature (HT)
phase, carried out at two different temperature conditions, 300
K (HT-300K) and 250 K (HT-250K), in order to explore different
regions of the thermally available congurational space. Each
AIMD simulation had an independent 10 ps run, yielding
a variety of structures. The data from the HT-300K phase,
detailed in a previous publication49 by some of the present
authors, included 30 000 congurations selected from 3
different dimers of the crystal structure (10 000 of each one).
These congurations have been used to train and test the ML
models, offering a diverse training set that encapsulates a wide
range of structural variations. Conversely, the HT-250K phase
data is a new addition, generated specically for this study. We

Fig. 2 (a) p-Stacked pair of phenalenyl radicals (PHYL), (b) Thiele's diradical (THIL) and (c) chemical representation overlapped with the SONO of
TTTA. Red arrows indicate the rotational internal coordinate (q) explored to obtain all geometries of PHYL and THIL. (d) p-Stack of TTTA radicals,
with a dimer highlighted. (e) Time resolved evolution of JAB of two TTTA radicals forming a dimer along a time interval of 10 ps of AIMD simulation.
Insets highlight two regions with extremely different JAB values: −4300 cm−1 (red) and +20 cm−1 (blue).
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extracted 20 000 structures from this phase, following the same
selection strategy. The HT-250K structures have served as
a separate dataset for evaluating the extrapolation capabilities
of the models, ensuring that our ML models can make accurate
predictions on unseen data spanning different regions of the
congurational space. A detailed analysis of the TTTA dataset
can be found in Section 3 of the ESI.†

Results and discussion

The discussion of the results is organized into ve subsections.
In the rst part, we evaluate the capabilities of CIR and QIR
descriptors in unsupervised learning tasks involving JAB
predictions by means of Agglomerative Clustering (AC). The
second section demonstrates the benets of separating intra-
from intermolecular degrees of freedom in descriptors when
predicting intermolecular JAB values for both CIR and QIR-type
representations. In the third section, we highlight the key
qualitative differences between CIR and QIR-type descriptors
using the TTTA dataset. Complementing the former, the fourth
section validates quantitatively the observations discussed in
the previous section using variance–covariance and mutual
information analyses. Lastly, in the h section, we provide
additional evidence supporting MODA's superior performance
in TTTA dataset by presenting our ndings from KRR predic-
tions. Throughout the discussion, we compare structure-
average SOAP and MODA as the main representative examples
of CIR and QIR-class descriptors, respectively, that enables the
decoupling of intra- and intermolecular components (see
similar analyses for BoB in Sections 4 and 6 of the ESI†). As
mentioned in previous sections, MODA describes a specic
subset of molecular orbitals. In this case, the MODA represen-
tation of the systems under study is constructed using their
respective SONOs, since these MOs play a crucial role in
determining the JAB values52 (see more information in Section 5
of the ESI†).

CIR vs. QIR performance on ad hoc datasets

PHYL and THIL datasets focus on an intermolecular JAB with
xed intra-molecular components, and a fully intramolecular
JAB, respectively. As introduced in the dataset section, both
datasets have been specially designed to simplify the structural
variability to a single internal coordinate (a rotational angle, q).
DFT calculations have been performed along this coordinate to
retrieve q vs. JAB curves, and the clusters resulting from the AC
model are projected onto these curves (see Fig. 3 for PHYL and
Section 4 of the ESI† for THIL).

The JAB curve of PHYL spans a wide range of values from
strongly AFM couplings in eclipsed and staggered conforma-
tions (with D3h and D3d point group symmetries, respectively) to
slightly FM couplings at q = 30° (S6 point group), and displays
symmetry around q = 30° (see Fig. 3a). The mirror-symmetric
prole of JAB around q = 30° (see Fig. 3a) is at odds with the
point group symmetry associated to the PHYL's conformers
along q (D3h / S6 / D3d). The reason for such discrepancy can
be grasped by the electronic structure of the SONOs of the PHYL

dimer. Both SONOs at the eclipsed and staggered conforma-
tions belong to D3h point group, while the q = 30° conformer
belongs to the D3d point group in this case (see SONOs in
Fig. 3b). Thus, the SONOs of the PHYL conformers from q = 0°
to 30° (D3h / D3d) are mirror-symmetric to the conformers
from q = 30° to 60° (D3d / D3h), just as the JAB curve along q.
That is, the relevant symmetry to interpret the JAB evolution is
not the symmetry associated to the geometry, but the one
emerging from the electronic structure.53 Consistent with this
observation, the clustering patterns of SOAP (which is

Fig. 3 JAB profile of PHYL conformers from eclipsed (q = 0°) to
staggered (q = 60°) geometries. The color code indicates the clus-
tering produced by (a) SOAP and (b) MODA descriptors. The insets of
(a) indicate the evolution of the point group symmetry at specific
values of q associated with the geometry of the dimer. Analogously,
the insets in (b) indicate the point group symmetry associated with the
SONOs. The bottom part of the figure illustrates the SONOs at q = 0°
and q = 60°, in which the highlighted hydrogen shows that the
structure is different, while the SONO remains unaltered.
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exclusively based on structural information) fail to capture the
symmetry around q = 30°, and instead follow the clustering
pattern arising from structural symmetries (Fig. 3a). In contrast,
MODA, being a QIR descriptor, produces a mirror-symmetric
clustering pattern around q = 30°, in agreement with the
molecular orbital symmetry associated to JAB (Fig. 3b).

It is worth noting that the use of structure-average SOAP
vectors might not fully leverage the potential of the descriptor.
This is particularly relevant given that the performance of
clustering techniques can be signicantly impacted by minor
distortions in the distance between samples. To substantiate
our comparison between SOAP andMODA further, we expanded
our investigation to include the use of a more general local
SOAP representation, employing the Regularized Entropy
Match54 (REMatch) together with RBF kernel to evaluate AC
performance from the local SOAP representation. This explo-
ration consistently validated our initial observations regarding
the structure-average version of the descriptor, as detailed in
Section 4.2 of the ESI.†

To further extend the analysis of the capabilities of SOAP and
MODA, we assessed their performance using the THIL dataset,
which features a molecular diradical instead of a pair of radi-
cals. Here, JAB is geometrically controlled by the through-bond
conjugation of both –ĊPh2 groups to the central phenyl group
guided by the angle: JAB is largely AFM when the central phenyl
group remains in-plane (q = 0° and q = 180°), and it drops to
zero as the phenyl moiety approaches an orthogonal confor-
mation (q = 90°). Upon examining the electronic structure of
THIL no special symmetry arising from the SONOs can be
anticipated and, thus, the atomic disposition and electronic
structure of the SONOs are bijectively related (see section 5.3 in
the ESI†), which suggests that CIR descriptors can well describe
JAB in the THIL dataset. Agglomerative clustering results further
conrm this observation, showing small variation among SOAP
and MODA descriptors with no signicant impact on the AC
performance (elaborated in detail in Section 4 of the ESI†). This
scenario arises when the system, like THIL, is well-characterized
by geometry, rendering CIR and QIR-based descriptors, such as
MODA, comparably efficient.

Consequently, our analyses underline MODA's superior
performance over CIR methods like SOAP and BoB (as further
discussed in Section 4 of the ESI†) in scenarios that present
challenges to geometry-based descriptors, as evidenced in the
PHYL results. This enhanced performance is due to the QIR's
inclusion of wave-function information, capturing crucial,
otherwise overlooked, electronic structure elements. Nonethe-
less, in scenarios where the system is properly dened by
geometric descriptors, such as in the THIL dataset, both CIR and
QIR-based descriptors can achieve similarly procient results.

Decoupling intra- and intermolecular features in SOAP

In the previous subsection, we focused on cases with controlled
ad hoc structural changes, in order to illustrate some funda-
mental differences between CIR and QIR-type descriptors.
However, a more appealing challenge for a ML model is the
prediction of intermolecular properties in conditions where the

intramolecular degrees of freedom of each moiety are not arti-
cially constrained. To address this scenario, we turn our
attention to the TTTA dimers dataset, where the samples orig-
inate from AIMD simulations and, thus, the motion of atoms is
uncontrolled and conditioned by thermal uctuations. As
demonstrated below, this is the perfect platform to evaluate the
importance of decoupling the components of descriptors. Our
analysis initially focuses on structure-average SOAP, as
a formerly validated choice in PHYL by Agglomerative Clus-
tering experiments, and then extends to MODA.

The advantages of decoupling intra- and intermolecular
interactions become clear when comparing the target JAB with
the intra- and intermolecular components of SOAP separately
(see Fig. 4). Intramolecular features span a larger range of
values, showing the tendency of CIR descriptors to emphasize
short-range interactions, but these features show no correlation
whatsoever with JAB (see Fig. 4a and b). Thus, even if some
degree of correlation exists between intermolecular compo-
nents and JAB (see Fig. 4b and c), the strong and noisy intra-
molecular components can make the standard (i.e., not
decoupled) SOAP struggle when capturing the evolution of JAB
values. Fine ML predictions are still possible, since the intra-
molecular components might still be correlated with intermo-
lecular ones to some extent (e.g., the variation of the bond
lengths when forming a dimer) and hence to JAB. However, such
predictive models will primarily memorize data rather than
generalize the trends governing the descriptor-to-target
mapping, resulting in overtted ML models that struggle to
interpolate and extrapolate beyond the available data. Analo-
gously, the result obtained for SOAP regarding the decoupling
of intra/inter features is consistent with the observations for
BoB and MODA (see Section 6 of the ESI†).

Performance of MODA and SOAP in the TTTA dataset

Having established (i) the importance of having a QIR
descriptor for the prediction of JAB values, and (ii) the advan-
tages of the decoupling strategy, we will now discuss the role of
both elements in the case of the TTTA dataset. The SONOs of
TTTA have dominant S and N contributions, and negligible
contribution from its C atoms (Fig. 2c). Accordingly, MODA
components related to C–C interactions are negligible in
comparison to the components associated with S–S or N–N
interactions (see Fig. 5a). Contrarily, SOAP overemphasizes C–C
interactions, thereby rendering them comparable to N–N and
S–S components across most of the examined range of Fig. 4.
These are the three interaction types that exhibit the highest
variance, and whose curves jointly vary along the AIMD simu-
lation time (see highlighted red-most curves in Fig. 4c).

Moreover, MODA's features exhibit a stronger correlation with
JAB compared to the intermolecular SOAP components discussed
above. This correlation becomes apparent when examining the
descriptor response (Dr) to changes in JAB over the AIMD simu-
lation time (t). For instance, when TTTA dimers undergo abrupt
structural changes that shi their associated JAB from para-
magnetic to strongly AFM regimes (large D12J, t1 vs. t2 in Fig. 5b),
MODA accurately captures these changes (large D12rMODA,
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Fig. 5a). Conversely, SOAP fails to accurately represent these
variations (small D12rSOAP, Fig. 4c), causing completely opposite
structures to appear incorrectly similar. In the same vein, JAB
values at t = t2 and t = t3 are almost identical in both cases. In
this situation, MODA assigns a similar response to both repre-
sentations, while SOAP indicates an abrupt change (D23rSOAP),
even larger than the change associated with the extremely con-
trasting regimes at t = t1 and t = t2. The primary explanation for
this discrepancy is illustrated in Fig. 5d and e, which displays the
structure and SONOs of the TTTA dimer at t = t2 and t = t3, see
dAB in the gure. Accordingly, the TTTA moieties at t = t2 are
notably closer than at t = t3. Nevertheless, the overlap between
the SONOs is nearly zero in both cases (compare to the shared
isosurface between TTTA SONOs of t = t1 in Fig. 5c), resulting in
a similar JAB. This situation is particularly challenging for SOAP,
which fails to capture these subtleties due to its lack of electronic
structure information. As a result, MODA's ability to capture
electronic structure information translates into a higher corre-
lation with JAB than that exhibited by SOAP in this specially
critical ill-dened situation for CIR descriptors.

Mutual information and covariance analyses

Our qualitative comparison between descriptors can be com-
plemented using the point-wise Global Feature Reconstruction

Error, GFRE(t)(F,F′). This method involves reconstructing the
features of a given descriptor (F′) using another one (F), in
order to assess the presence/absence of mutual information.55

In this case we have assessed how intermolecular components
of SOAP can reconstruct MODA, and vice versa. For complete-
ness, we have used two avors of MODA: the one we have used
along this section, using only the SONOs (MODASONOs), and
a complete one in which all the occupied MOs are considered
(referred to as MODAocc.). The large value around t = t3 in both
GFRE(t) spectra indicates that neither descriptor can reproduce
the other, meaning that MODASONOs and SOAP carry substan-
tially different information in their representation (see Fig. 6a).
This is expected, since SOAP contains structural information,
while MODASONOs contains electronic structure information
specially devoted to capture JAB changes. Besides t = t3, we can
observe that MODASONOs frequently struggles to reconstruct
SOAP, while the opposite rarely happens (see Fig. 6a). The
overall perspective can be quantied using the global
GFRE(F,F′)(see Fig. 6b), resulting in a reconstruction error that
is larger when going fromMODASONOs to SOAP (0.531) than the
other way around (0.029) (see light blue frames in Fig. 6b).
Interestingly, when using MODAocc., mutual reconstruction
error with SOAP is similar and low. This suggests that MODA,
in its different avors dictated by the choice of molecular

Fig. 4 Evolution of (a) intra- and (c) intermolecular SOAP features (colored by variance value) of a TTTA dimer along the structures explored
during the 0.5–4.0 ps time interval of AIMD, as well as (b) the associated time-resolved evolution of JAB in this interval. The blue circles in (b) and
(c) indicate three regions with specific values of JAB, where one can compare the change associated with JAB and SOAP.
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orbitals, can range from being a specialized (e.g., MODASONOs)
to a general (e.g., MODAocc.) descriptor. On a lesser note, the
reconstruction error associated with BoB, irrespective of

during reconstruction or being reconstructed, is substantially
higher compared to the rest of the cases (see red-framed values
in Fig. 6b). However, the descriptor accomplishing this task

Fig. 5 Evolution of (a) intermolecular MODA features (colored by variance value) of a TTTA dimer along the structures explored during the 0.5–
4.0 ps time interval of AIMD, as well as (b) the associated time-resolved evolution of JAB in this interval. The blue circles in (a) and (b) allow for
comparison between variations in JAB and variations in the features of MODA. TTTA dimer's SONOs at three representative time steps: (c) t = t1,
(d) t = t2, and (e) t = t3.

Fig. 6 (a) Point-wise Global Feature Reconstruction Error GFRE(t)(F,F′) during the 0.5–4 ps time interval of AIMD. The upper panel (red curve)
shows the error spectrum associated to the reconstruction of MODASONOs (F

′) using SOAP (F), while the lower panel (blue curve) corresponds to
the reconstruction of SOAP features (F′) using MODASONOs (F). Dashed black lines indicate three different time regions discussed in the main text.
The matrix in (b) indicates the Global Feature Reconstruction Error GFRE(F,F′) using the descriptors in each row (F) to reconstruct the descriptor
indicated in each column label (F′). Some matrix elements are highlighted to facilitate the discussion in the text (using color frames).

© 2023 The Author(s). Published by the Royal Society of Chemistry Digital Discovery
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more successfully is SOAP, emphasizing the shared CIR origin
of both representations.

To further support our conclusions, we have performed
a variance–covariance analysis of the intermolecular features of
BoB, SOAP and MODA (refer to Fig. 7). For MODA, the features
bearing a larger variance (that is, those exerting the greatest
inuence on the overall molecular descriptor, see Section 8 in
ESI† for an elaborate discussion) simultaneously possess the
highest covariance with JAB (Fig. 7a). In essence, the compo-
nents with the highest variance are also those exhibiting the
strongest linear correlation with JAB. This nding stands in stark
contrast to the results obtained for SOAP and BoB (Fig. 7b and
c). For instance, in SOAP, the component with the largest
impact (s1 in Fig. 7b) demonstrates a covariance with JAB that is
comparable to the 6th most inuential feature (s6 in Fig. 7a) of
the MODA descriptor. In addition, the covariance of the 20 top
most determining features of SOAP and BoB (338.2 and 162.1,
respectively) are smaller than in MODA (598.2). However, we
acknowledge that the variance–covariance analysis assumes
linear relationships, while the features may generally exhibit
non-linear connections with target properties. Indeed, while
linear relationships are favored for their simplicity and stronger
generalization capabilities that illustrates signicant differ-
ences of the performance of each descriptor in the TTTA data-
set, we are aware that variance–covariance analysis can over-
simplify the data complexity. To account for non-linearity, we
have performed a Kernel Ridge Regression (KRR), further
enhancing our understanding of descriptor behavior.

KRR predictions

In order to assess the effect of non-linear relations between data
representation and JAB, we have employed KRR together with
RBF kernel. The learning curves produced by the evaluation of
optimal KRR models are presented in Fig. 8, where SOAP, BoB
and MODA descriptors have been used. Within the cross-
validation leave-p-groups out scheme (see Section 7 of ESI† for
more details), we have used different fractions of the HT-300K
data for training, testing, and searching the optimal hyper-
parameters for gI, gi, and a (the regularization parameter of

KRR method), while the model performance is evaluated with
data samples from the HT-250K AIMD trajectory (validation
set). As discussed in the dataset section, the HT-250K trajectory
mostly explores the same potential energy surface region
compared to HT-300K, but it also includes unseen regions due
to the different thermally-available congurational space (see
Section 3.1 of the ESI†), which enables to assess the ability of
the model in both interpolation and extrapolation tasks.

For all the descriptors, the test curves (dashed lines in Fig. 8)
still exhibit a reduction in MAE beyond a training size of 40%.
However, the validation curves (solid lines) reach a saturation
plateau at 25% regardless of the descriptor in use. This indi-
cates that each model achieves an adequate training size at
25%, and increasing the data size beyond this point only results
in KRR models with similar extrapolation and interpolation
capabilities. Concerning the accuracy of the different

Fig. 7 Variance–covariance plots for intermolecular components of (a) MODA, (b) SOAP and (c) BoB with JAB. The x-axis on each plot (and the
color of each bar) corresponds to the variance of the 20 intermolecular features with highest variance, while the y-axis corresponds to the
covariance of the component with JAB. Insets show the cumulative covariance of all the plotted features.

Fig. 8 KRR learning curves using BoB (red), SOAP (green) or MODA
(purple), using the leave p-groups-out strategy. Solid and dashed lines
indicates the data source: HT-300K (test) and HT-250K (validation),
respectively.
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descriptors, KRR models based on BoB and SOAP display MAEs
around 40 cm−1 and 28 cm−1, respectively. In contrast, the KRR
model utilizing MODA representation outperforms both SOAP
and BoB, registering a substantially lower MAE under 20 cm−1.
While the test curve for BoB and SOAP (dashed red and dashed
green lines in Fig. 8) reaches the lowest MAE, their respective
validation curves (solid red and sold green lines) register
substantially higher MAEs in both cases. In contrast, test and
validation curves employing MODA (dashed and solid purple
lines in Fig. 8, respectively) show a joint evolution along the
entire range, which indicates that KRR model trained upon
MODA does not present as much overtting as in BoB and
SOAP. These differences reinforce the superior performance of
MODA in predicting JAB values in the TTTA dataset, making it
a better choice for capturing the underlying relationships in the
data and generating more accurate predictions of JAB at
a reasonable computational cost (see Section 8 in the ESI†).

Finally, it is pertinent to place the improvement demon-
strated in MODA in a proper context. While the overall range of
JAB extends approximately from −4000 cm−1 to +100 cm−1,
a detailed examination reveals that the data points predomi-
nantly cluster around 0 cm−1 (as detailed in Fig. 3 of the ESI†).
The distribution is signicantly skewed, with the mean JAB value
around 300 cm−1, and a median, which is a more appropriate
measure of central tendency for this skewed distribution,
approximately at 200 cm−1.

From this standpoint, the MAE of 20 cm−1 recorded for
MODA corresponds to a 10% error margin with respect to the
median, a substantial enhancement compared to the 15% and
21% errors represented by MAEs of 30 cm−1 and 42 cm−1 for
SOAP and BoB, respectively. This improvement is particularly
impactful in practical applications. For instance, in molecular
magnetism applications, the accurate JAB predictions are
crucial, as they serve as intermediate steps in calculating ther-
modynamic properties like magnetic susceptibility. It is well-
established that the prediction of such macroscopic observ-
ables from rst-principles JAB calculations is highly sensitive to
even small variations in JAB, especially in regions nearing
0 cm−1.56 Therefore, the enhanced precision of JAB prediction
offered by MODA is oen of critical importance.

Conclusions

We report the development, implementation and validation of
the Molecular Orbital Decomposition and Aggregation (MODA)
approach, a novel QIR-class descriptor that encodes the elec-
tronic structure of molecules. MODA uses the density matrix of
a subset of molecular orbitals to euclidate the contributions of
atom pairs as bond orders, and groups these interactions by
atom types and classes of atomic orbitals, leading to an
invariant representation for molecules. MODA is designed to
work in multi-moiety regularization schemes, where the kernel
is split into intra- and intermolecular components. We
demonstrate that this particular setup results in a better
performance in unsupervised and supervised learning tasks
targeting intermolecular interactions.

Our study offers a detailed analysis comparing the perfor-
mance of MODA to some separable CIR descriptors. The
examination of pairwise sample–sample maps, along with the
application of unsupervised Agglomerative Clustering on ad hoc
PHYL and THIL datasets, emphasize the importance of
capturing the key electronic structure information for an
accurate representation of properties rooted in quantum
mechanics. Notably, our results show that MODA effectively
captures the molecular orbital symmetry, which is crucial for
the classication of JAB values, as opposed to other CIR-type
representations. The performance of MODA has been further
assessed with TTTA dataset, which reinforces the importance of
this separation in both CIR and QIR-based representations.
Particularly, the variance–covariance analysis and KRR predic-
tions provide additional evidence of MODA's superior perfor-
mance in capturing relationships with JAB compared to other
separable CIR representations.

Overall, MODA, as the rst separable QIR-type descriptor,
shows potential in enhancing the prediction of molecular
properties rooted in quantum chemistry. Based on the specic
evaluations presented in this study for JAB values, we believe that
MODA will be also applicable to other properties such as HOMO
energies or transfer integral predictions.

Computational details
Data mining and JAB evaluation

The AIMD simulation of the HT phase of TTTA at 250 K and 300
K used the same computational protocol employed in earlier
works describing this molecule,49,50 and other organic radi-
cals.57,58 A monoclinic supercell was prepared containing 32
TTTA molecules arranged in 8 stacks of radicals, each of them
containing 4 radicals. The AIMD simulation was run for ca. 10
ps and a time step of 4 a.u. Vanderbilt ultraso pseudopoten-
tials59 were employed, together with the PBE functional60 within
the spin unrestricted formalism and the Grimme D2 correc-
tion,61 and a G-point sampling of the Brillouin zone. The Car–
Parrinello62 propagation scheme was employed as implemented
in CPMD,63 using a ctitious mass for the orbitals of 400 a.u.
The simulations were performed in the canonical (or NVT)
ensemble using Nosé–Hoover chain thermostats.64 All JAB values
were evaluated as the difference between the energy of the
Broken Symmetry65 (EBS) and Triplet (ET) electronic states
assuming the Heisenberg hamiltonian, Ĥ = −2JABŜAŜB.66 EBS
and ET were computed at the UB3LYP67–69/6-31+G*70,71 level as
implemented in Gaussian09.72 We have employed the two-
sample Kolmogorov–Smirnov test73 (as implemented in the
scipy module in Python) on the statistical distributions of both
the centroid–centroid distances between TTTA units, and the
JAB values associated with structures extracted from the HT-
300K and HT-250 K trajectories, to guarantee that the congu-
rational space sampled at 300 K and 250 K is different (see more
details in Section 3.1 of the ESI†). Moreover, PHYL and THIL
conformations have been obtained via a rigid rotational scan of
the angle q, as described in the dataset section, aer a geometry
relaxation in the triplet state. We have then calculated JAB values
of every conguration following the same level of theory
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described above for TTTA, and without imposing structural or
orbital symmetry (“NoSymm” keyword).

Descriptors and molecular representations

The decoupled version of BoB, SOAP and MODA descriptors has
been obtained through our code implemented in Python and
collected in the MLcool module (https://github.com/GEM2-UB/
MODA). The decoupling scheme applied to BoB (refer to Section
2.1 in the ESI†) is similar to MODA, as both are built from 2-
body interactions. However, SOAP, as implemented in many
packages, is a 3-body descriptor,74 and necessitates a different
approach. Therefore, we adopted the approach proposed by
Cersonsky et al. for SOAP decoupling,75 detailed in Section 2.2
in the ESI.† In particular, BoB has been implemented from
scratch, while we use the DScribe76 module for local and
structure-average versions of SOAP are used in the backend. The
version of MODA employed in the manuscript computes the
natural orbitals (NOs) and occupation numbers by means of the
following two steps: (1) the densitymatrix is obtained bymeans of
the SAD guess (with guess = “atom”) as implemented in pySCF.77

(2) A Lowdin's symmetric diagonalization78 is performed to solve
the generalized eigenvalues equation79 (DSC = Cn, see details in
Section 5.1 of the ESI†). It is important to note that all the
molecules considered in this work are radicals, thus, the SAD
guess has been computed in the open-shell spin state. Speci-
cally, for THIL, we have computed the density matrix in the triplet
state. In contrast, for PHYL and TTTA (both being pairs of radi-
cals), the density matrix was computed for each monomer sepa-
rately and subsequently, the dimer electronic structure was
approximated as a sum of doublets (see more details is section
5.1.1 of the ESI†). SOAP partial power spectrum vector has been
calculated on the atomic positions both locally (average= “off” in
DScribe) and in its structure-average version (average = “outer”).
We used a Gaussian-type orbital radical decay function and set
the nmax, lmax and rcut hyperparameters to 6, 4, and 7, respectively.
Moreover, s has been varied to specic values (0.1, 1, 2, 3 and 10),
with no extra radial scaling weighting of the atomic density to let
intermolecular components dominate the SOAP spectrum.MODA
representations have been computed using different basis sets
(STO-6G, 6-31G, 6-31G*, 6-31+G* and aug-cc-pvdz). We found
a signicant effect of the basis set on the performance of the
model (see Section 1 of the ESI†). Only the results of 6-31+G* basis
set are reported in the main text, as it has been found to be the
best balance for accuracy and computational cost.

Supervised and unsupervised learning

AC and KRR models have been used as implemented in scikit-
learn Python's package.80 In both cases the kernel = “pre-
computed” option was used to provide our implementation of
intra/intermolecular separable RBF kernel version (as described
in the methodology section and ESI†) transpiled from Fortran95
and capable of parallel computing. For the local SOAP repre-
sentation we have employed the Regularized Entropy Match
kernel54 (REMatch) to evaluate global similarities from local
representations. In this case we have experimented with different
values of the entropic penalty parameter: a = 0.01 (best match),

a = 1.0 (intermediate) and a = 10 (average-like regime), which
constitutes a reasonable choice to sweep the spectrumof regimes
that this kernel can work in ref. 81 (see Section 4.1 of the ESI†).
Before the RBF kernel is computed, the intra- and intermolecular
features have been separately normalized to max = 1 in order to
guarantee reasonable optimal values of the hyperparameters. In
AC experiments, the whole PHYL and THIL datasets have been
used with linkage = “complete”,39 which minimizes the
maximum distance between observations of pairs of clusters. A
varying number of clusters has been used, ranging from 2 to 10
(the latter is shown in the main text and the rest in Section 4 of
the ESI†). We have tted the KRR model according to a custom
implementation of a grid search cross-validation (CV) with leave
p-groups-out strategy over gI and gi hyperparameters of the
decoupled RBF kernel, and the ridge regularization term
(“alpha” in sklearn implementation). We applied the CV search
to TTTA structures of the HT-300K dataset computing R2, MAE
and RMSE mean values across all the N!/p!(N − p)! CV splits
(where N and p stand for total number of groups and number of
groups out, respectively), and then used data from the HT-250K
phase as our validation set. The grid search for the ridge regu-
larization parameters explored 50 equidistant values in a loga-
rithmic scale ranging from 10−11 to 10−1. Similarly, 100 values
have been tested for gI and gi in the interval (10−100, 103). The
learning curves have been produced by selecting a specic
number of total groups and groups outN/p, to get 5% (20/1), 10%
(10/1), 20% (5/1), 25% (4/1) and 40% (5/2). GFRE(F,F′) and
GFRE(t)(F,F′) feature reconstruction measures have been calcu-
lated by means of the scikit-matter82 Python module, using only
intermolecular features of the descriptors. The regression
weights for GFRE(t) were calculated from the samples in the time
interval t ˛ (4, 10) ps and evaluated at t ˛ (0.5, 4) ps, while a strict
50/50 split have been used in GFRE before random shuffling to
decorrelate time-evolution samples.

Data availability

The code and tutorial for the MLcool package, including
examples for using BoB, SOAP, and MODA, are available at the
GitHub repository: https://github.com/GEM2-UB/MODA. A
tutorial showing the data analysis of this paper is available in
the interactive notebook “MODA_tutorial.ipynb” at https://
github.com/GEM2-UB/MODA. The complete dataset used for
this study, encompassing THIL, PHYL, and TTTA datasets, is
accessible at Zenodo: https://doi.org/10.5281/zenodo.8032717.
Other algorithms and analyses have been uploaded as a part
of the ESI.† Both the code and dataset are required to be
formally cited in the reference section of this article.
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The present PhD thesis has covered three distinct, yet interconnected, top-

ics that contribute to the body of knowledge related to open-shell molecules and

materials. Specifically, it has focused on the design, evaluation and enhancement

of their associated magnetic properties, together with the acceleration of their

computation. As the detailed conclusions of each study have been outlined in

their respective chapters, here only the the most relevant results are summarized.

Additionally, a brief discussion about the future perspectives related to the po-

tential synergies emerging from the insights gained in each study is conducted

at the end of this section.

In Chapter 3, we proved that the application of both isotropic out-of-plane

compression and anisotropic in-plane tensile strain in triarylmethyl-based 2D

Covalent Organic Radical Frameworks (TAM-based 2D-CORFs) are promising

mechanisms to enhance the relative stability of the semimetallic (SM) and closed-

shell quinoidal (CSQ) states with respect to the antiferromagnetic insulator

(AFMI) ground state. In both cases, the relative difference in energy has been

proven to be mostly driven by two factors: the instrumental rotation of the aryl

rings with respect to the material plane and the consequential bond stretching.

Specifically, our results unveil that isotropic out-of-plane compression induces a

flattening of the aryl rings, thus approaching a graphene-like SM state. In turn,

anisotropic in-plane strain leads to an uneven aryl twist through the material,

allowing access to the CSQ state. Importantly, the stabilization of the afore-

mentioned states only takes place at low levels of compressive and tensile stress,

compatible with experimentally realizable conditions.

In Chapter 4, we explored the design of pentalene-based diradicals, specif-

ically focusing on substituted dicyclopenta-[n]acene series (R2-DPA[n]) and
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dibenzopentalene derivatives (R2-DBP). Our investigation was grounded on

the combination of quantum mechanical insights and qualitative models, result-

ing in the discovery and characterization of diradicals with significantly posi-

tive singlet-triplet gaps (∆EST ), i.e., displaying ferromagnetic (FM) couplings.

We demonstrated that R2-DPA[n] compounds with n < 2 predominantly ex-

hibit FM interactions between the unpaired electrons, while larger n values lead

to an open-shell singlet ground state. In line with the observations related to

the xylylene diradicals, we assessed the critical role of the topological connec-

tivity of the spin-bearing unit (R) to the coupler for both R2-DPA[n] and

R2-DBP sets of diradicals. The magnetic interactions have been found to be

drastically affected by this feature. Specifically we found that 2,5-R2-DPA[0]

and 2,7-R2-DBP are the most promising carbon connectivities of the whole

set to bolster FM interactions. Additionally, the synergistic stabilization ef-

fect between the antiaromatic character of the couplers and the spin-bearing

units was a notable finding that complement the related experimental evidences

found for antiaromatic-based mono-radicals. In this regard, our results suggest

that precursors displaying the highest antiaromatic character display the largest

dampening of their antiaromatic character upon the diradical formation. This is

further validated by a more favorable Radical Stabilization Energy.

In Chapter 5, we introduced a new Machine Learning (ML) descriptor for

predicting complex intermolecular magnetic exchange couplings, JAB, referred

to as MODA (i.e., Molecular Orbital Decomposition and Aggregation). This

descriptor represents a novel confluence of Quantum Chemistry and ML, de-

signed to capture the intricacies of electronic structures and being the first of its

kind capable of differentiating intramolecular and intermolecular interactions.
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We demonstrated the superior performance of MODA compared to traditional

classical-informed representations (CIR), like Bag of Bonds (BoB) and Smooth

Overlap of Atomic Positions (SOAP). Our findings were assessed by the appli-

cation of BoB, SOAP and MODA together with Kernel Ridge Regression on the

prediction of JAB for distinct families of open-shell organic molecular materials.

Overall, the predictive accuracy of MODA may position it as a transformative

tool in the ML-mediated prediction of molecular properties, also potentially ac-

celerating the advancements in the discovery of new molecules and materials.

Notably, a significant synergy emerges when integrating the insights from

our studies on TAM-based 2D-CORFs with the properties of pentalene couplers.

In this regard, potential pentalene-based 2D-CORFs are expected to display

a honeycomb lattice akin to TAM-based 2D-CORFs. However, while TAM-

based 2D-CORFs are proven to predominantly exhibit AFM interactions, the

pentalene-based 2D-CORFs could display FM interactions. This shift in their

magnetic interactions could lead to spin-polarized band structures, which are

highly sought after in the design of half-metals or spin filters. The intersection

of these two areas of study not only demonstrates the complementary nature of

our research but also allows innovative proposals beyond the scope of this PhD

thesis.

Another synergy is identified in the potential extension of the MODA descrip-

tor to solid-state systems like 2D-CORFs. The foundational principle of MODA

is its reliance on a "guess" electronic structure, characterized by the Superposi-

tion of Atomic Densities (SAD). This approach, while formulated for molecular

systems, is inherently compatible with solid-state electronic structures. Thus, by

adapting MODA for solid-state systems, we can significantly broaden its range
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of applicability, potentially making it a versatile tool capable of addressing both

molecular and extended material systems.

Overall, this PhD thesis presents advancements in understanding and ma-

nipulating the magnetic properties of open-shell molecules and materials, paving

the way for innovative applications in technology and materials science. Through

theoretical and computational insights, together with the development of a novel

Machine Learning tool, it contributes to the future perspectives in the field of

organic magnetism.
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